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How nature synthesizes complex secondary metabolites, or natural
products, can be studied only by working within the disciplines of both
chemistry and biology. Alkaloids are a complex group of natural products
with diverse mechanisms of biosynthesis. This article highlights the
biosynthesis of four major classes of plant-derived alkaloids. Only plant
alkaloids for which significant genetic information has been obtained were
chosen for review. Isoquinoline alkaloid, terpenoid indole alkaloid, tropane
alkaloid, and purine alkaloid biosynthesis are described here. The article is
intended to provide an overview of the basic mechanism of biosynthesis for
selected members of each pathway. Manipulation of these pathways by

metabolic engineering is highlighted also.

Alkaloids are a highly diverse group of natural products re-
lated only by the presence of a basic nitrogen atom located
at some position in the molecule. Even among biosynthetically
related classes of alkaloids, the chemical structures are often
highly divergent. Although some classes of natural products
have a recognizable biochemical paradigm that is centrally ap-
plied throughout the pathway, for example, the “assembly line”
logic of polyketide biosynthesis (1), the biosynthetic pathways
of alkaloids are as diverse as the structures. It is difficult to
predict the biochemistry of a given alkaloid based solely on
precedent, which makes alkaloid biosynthesis a challenging, but
rewarding, area of study.

Biologic Background

Hundreds of alkaloid biosynthetic pathways have been studied
by chemical strategies, such as isotopic labeling experiments
(2, 3). However, modern molecular biology and genetic method-
ologies have facilitated the identification of alkaloid biosyn-
thetic enzymes. This article focuses on pathways for which a
significant amount of genetic and enzymatic information has
been obtained. Although alkaloid natural products are produced
by insects, plants, fungi, and bacteria, this article focuses on
four major classes of plant alkaloids: the isoquinoline alkaloids,
the terpenoid indole alkaloids, the tropane alkaloids, and the
purine alkaloids.

In general, plant biosynthetic pathways are understood poorly
when compared with prokaryotic and fungal metabolic path-
ways. A major reason for this poor understanding is that genes
that express complete plant pathways typically are not clus-
tered together on the genome. Therefore, each plant enzyme
often is isolated individually and cloned independently. How-
ever, several enzymes involved in plant alkaloid biosynthesis

have been cloned successfully, and many more enzymes have
been purified from alkaloid-producing plants or cell lines (4-6).
Identification and study of the biosynthetic enzymes has a sig-
nificant impact on the understanding of the biochemistry of the
pathway. Furthermore, genetic information also can be used to
understand the complicated localization patterns and regulation
of plant pathways. This article focuses on the biochemistry re-
sponsible for the construction of plant alkaloids and summarizes
the biosynthetic genes that have been identified to date. Some of
these pathways have been the subject of metabolic engineering
studies; the results of these studies are mentioned here also. An
excellent, more detailed review that covers the biochemistry and
genetics of plant alkaloid biosynthesis up until the late 1990s is
available also (7).

Isoquinoline Alkaloids

The isoquinoline alkaloids include the analgesics morphine
and codeine as well as the antibiotic berberine (Fig. 1a).
Morphine and codeine are two of the most important analgesics
used in medicine, and plants remain the main commercial
source of the alkaloids (8). Development of plant cell cultures
of Eschscholzia californica, Papaver somniferum, and Coptis
Japonica has aided in the isolation and cloning of many enzymes
involved in the biosynthesis of isoquinoline alkaloids (9).

Early steps of isoquinoline biosynthesis

Isoquinoline biosynthesis begins with the substrates dopamine
and p-hydroxyphenylacetaldehyde (Fig. 1b). Dopamine is made
from tyrosine by hydroxylation and decarboxylation. Enzymes
that catalyze the hydroxylation and decarboxylation steps in
either order exist in the plant, and the predominant pathway
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Figure 1 (a) Representative isoquinoline alkaloids. (b) Early biosynthetic steps of the isoquinoline pathway yield the biosynthetic intermediate

(S)-reticuline, the central biosynthetic intermediate for all isoquinoline alkaloids. (c) Berberine and sanguinarine biosynthesis pathways. (d) Morphine
biosynthesis. NCS, norcoclaurine synthase; 6-OMT, norcoclaurine 6-O-methyltransferase; CNMT, coclaurine N-methyltransferase (Cyp80B); NMTC,
N-methylcoclaurine 3’-hydroxylase; 4'-OMT, 3’-hydroxy-N-methylcoclaurine 4’-O-methyltransferase; BBE, berberine bridge enzyme; SOMT, scoulerine
9-O-methyltransferase; CS, canadine synthase; TBO, tetrahydroprotoberberine oxidase; CHS, cheilanthifoline synthase; SYS, stylopine synthase; NMT,
N-methyltransferase; NMSH, N-methylstylopine hydroxylase; P6H protopine 6-hydroxylase; DHPO, dihydrobenzophenanthridine oxidase; RO, reticuline
oxidase; DHR, dihydroreticulinium ion reductase; STS, salutaridine synthase; SalR, salutaridine reductase; SalAT, salutaridinol acetyltransferase; COR,

codeinone reductase.

for formation of dopamine from tyrosine is not clear. The
second substrate, p-hydroxyphenylacetaldehyde, is generated by
transamination and decarboxylation of tyrosine (10, 11).
Condensation of dopamine and p-hydroxyphenylacetaldehyde
is catalyzed by norcoclaurine synthase to form (S)-norcoclaurine
(Fig. 1b). Two norcoclaurine synthases with completely unre-
lated sequences were cloned (Thalictrum flavum and C. japon-
ica) and heterologously expressed in E. coli (12—14). One is ho-
mologous to iron-dependent diooxygenases, whereas the other

is homologous to a pathogenesis-related protein. Undoubtedly,
future experiments will shed light on the mechanism of these
enzymes and on how two such widely divergent sequences can
catalyze the same reaction.

One of the hydroxyl groups of (S)-norcoclaurine is methy-
lated by a S-adenosyl methionine-(SAM)-dependent O-methyl
transferase to yield (S)-coclaurine. This enzyme has been
cloned, and the heterologously expressed enzyme exhibited
the expected activity (15-17). The resulting intermediate is
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then N-methylated to yield N-methylcoclaurine, an enzyme
that has been cloned recently (18, 19). N-methylcoclaurine, in
turn, is hydroxylated by a P450-dependent enzyme (CYP80B),
N-methylcoclaurine 3’-hydroxylase, that has been cloned (20,
21). The 4’ hydroxyl group then is methylated by the
enzyme 3’-hydroxy-N-methylcoclaurine 4’-O-methyltransferase
(4-OMT) to yield (S)-reticuline, the common biosynthetic inter-
mediate for the berberine, benzo(c)phenanthridine, and morphi-
nan alkaloids (Fig. 1b). The gene for this methyl transferase also
has been identified (15, 22). These gene sequences also were
used to identify the corresponding 7. flavum genes that encode
the biosynthetic enzymes for reticuline from a cDNA library
(23). At this point, the biosynthetic pathway then branches to
yield the different structural classes of isoquinoline alkaloids.

Berberine biosynthesis

(S)-reticuline is converted to (S)-scoulerine by the action
of a well-characterized flavin-dependent enzyme, berberine
bridge enzyme (Fig. 1c¢). This enzyme has been cloned from
several plant species, and the mechanism of this enzyme
has been studied extensively (24-28). (S)-scolerine is then
O-methylated by scoulerine 9-O-methyltransferase to yield
(S)-tetrahydrocolumbamine. Heterologous expression of this
gene in E. coli yielded an enzyme that had the expected
substrate specificity (29). A variety of O-methyl transferases
also have been cloned from Thalictrum tuberosum (30). The
substrate-specific cytochrome P450 oxidase canadine synthase
(31) that generates the methylene dioxy bridge of (S)-canadine
has been cloned recently (32). The final step of berberine
biosynthesis is catalyzed by a substrate-specific oxidase, tetrahy-
droprotoberberine oxidase, the sequence of which has not been
identified yet (33).

Overproduction of berberine in C. japonica cell suspension
cultures was achieved by selection of a high-producing cell
line (34) with reported productivity of berberine reaching 7 g/L.
(35). This overproduction is one of the first demonstrations of
production of a benzylisoquinoline alkaloid in cell culture at
levels necessary for economic production. This cell line has
facilitated greatly the identification of the biosynthetic enzymes.

Sanginarine biosynthesis

The biosynthesis of the highly oxidized benzo(c)phenanthidine
alkaloid sanguinarine is produced in a variety of plants and
competes with morphine production in opium poppy. The path-
way to sanguinarine has been elucidated at the enzymatic
level (Fig. 1c¢) (36). Sanguinarine biosynthesis starts from
(S)-scoulerine, as in berberine biosynthesis. Methylenedioxy
bridge formation then is catalyzed by the P450 cheilanthifo-
line synthase to yield cheilanthifoline (37). A second P450
enzyme, stylopine synthase, catalyzes the formation of the sec-
ond methyenedioxy bridge of stylopine (37). Stylopine syn-
thase from E. californica has been cloned recently (38). Sty-
lopine then is N-methylated by (S)-tetrahydroprotoberberine
cis-N-methyltransferase to yield (S)-cis-N-methylstylopine, an
enzyme that has been cloned recently from opium poppy (39).
A third P450 enzyme, (S)-cis-N-methylstylopine hydroxylase,
then forms protopine. Protopine is hydroxylated by a fourth

P450 enzyme, protopine 6-hydroxylase, to yield an intermediate
that rearranges to dihydrosanguinarine (40). This intermediate
also serves as the precursor to the benzo(c)phenanthridine alka-
loid macarpine (Fig. 1a). The copper-dependent oxidase dihy-
drobenzophenanthridine oxidase, which has been purified (41,
42), then catalyzes the formation of sanguinarine from dihy-
drosanguinarine.

Additional enzymes from other benzo(c)phenanthidine alka-
loids have been cloned. For example, an O-methyl transferase
implicated in palmitine biosynthesis has been cloned recently
(43).

Morphine biosynthesis

The later steps of morphine biosynthesis have been inves-
tigated in P. somniferum cells and tissue. Notably, in mor-
phine biosynthesis, (S)-reticuline is converted to (R)-reticuline,
thereby epimerizing the stereocenter generated by norcoclaurine
synthase at the start of the pathway (Fig. 1d). (S)-reticuline is
converted to (R)-reticuline through a 1,2-dehydroreticuline in-
termediate. Dehydroreticuline synthase catalyzes the oxidation
of (S)-reticuline to 1,2-dehydroreticulinium ion (44). This en-
zyme has not been cloned but has been purified partially and
shown to be membrane-associated. This intermediate then is
reduced by dehydroreticuline reductase, an NADPH-dependent
enzyme that stereoselectively transfers a hydride to dehydroreti-
culinium ion to yield (R)-reticuline. This enzyme has not been
cloned yet but has been purified to homogeneity (45).

Next, the key carbon—carbon bond of the morphinan alka-
loids is formed by the cytochrome P450 enzyme salutaridine
synthase. Activity for this enzyme has been detected in microso-
mal preparations, but the sequence has not been identified (46).
The keto moiety of the resulting product, salutaridine, then is
stereoselectively reduced by the NADPH-dependent salutaridine
reductase to form salutardinol. The enzyme has been purified
(47), and a recent transcript analysis profile of P. sominiferum
has resulted in the identification of the clone (48). Salutaridinol
acetyltransferase, also cloned, then transfers an acyl group from
acetyl-CoA to the newly formed hydroxyl group, which results
in the formation of salutaridinol-7-O-acetate (49). This modifi-
cation sets up the molecule to undergo a spontaneous reaction
in which the acetate can act as a leaving group. The resulting
product, thebaine, then is demethylated by an as yet uncharac-
terized enzyme to yield neopinione, which exists in equilibrium
with its tautomer codeinone. The NADPH-dependent codeinone
reductase catalyzes the reduction of codeinone to codeine and
has been cloned (50, 51). Finally, codeine is demethylated by
an uncharacterized enzyme to yield morphine.

The localization of isoquinoline biosynthesis has been in-
vestigated at the cellular level in intact poppy plants by using
in situ RNA hybridization and immunoflouresence microscopy.
The localization of 4-OMT (reticuline biosynthesis), berberine
bridge enzyme (saguinarine biosynthesis), salutaridinol acetyl-
transferase (morphine biosynthesis), and codeinone reductase
(morphine biosynthesis) has been probed. 4-OMT and salu-
taridinol acetyltransferase are localized to parenchyma cells,
whereas codeinone reductase is localized to laticifer cells in
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sections of capsule (fruit) and stem from poppy plants. Berber-
ine bridge enzyme is found in parenchyma cells in roots. There-
fore, this study suggests that two cell types are involved in iso-
quinoline biosynthesis in poppy and that intercellular transport
is required for isoquinoline alkaloid biosynthesis (52). Another
study, however, implicates a single cell type (sieve elements and
their companion cells) in isoquinoline alkaloid biosynthesis (53,
54). Therefore, it is not clear whether transport of pathway in-
termediates is required for alkaloid biosynthesis or whether the
entire pathway can be performed in one cell type. Localization
of enzymes in alkaloid biosynthesis is difficult, and, undoubt-
edly, future studies will provide more insight into the trafficking
involved in plant secondary metabolism.

Metabolic engineering of morphine
biosynthesis

In attempts to accumulate thebaine and decrease produc-
tion of morphine (a precursor to the recreational drug hero-
ine), codeinone reductase in opium poppy plant was down-
regulated by using RNAi (8). Silencing of codeinone re-
ductase results in the accumulation of (S)-reticuline but not
the substrate codeinone or other compounds on the pathway
from (S)-reticuline to codeine. However, the overexpression
of codeinone reductase in opium poppy plants did result, in
fact, in an increase in morphine and other morphinan alkaloids,
such as morphine, codeine, and thebaine, compared with control
plants (55). Gene expression levels in low morphine-producing
poppy plants have been analyzed also (56). Silencing of berber-
ine bridge enzyme in opium poppy plants also resulted in a
change in alkaloid profile in the plant latex (57).

The cytochrome P450 responsible for the oxidation of
(S)-N-methylcoclaurine to (S)-3’-hydroxy-N-methylcocluarine
has been overexpressed in opium poppy plants, and morphi-
nan alkaloid production in the latex is increased subsequently
to 4.5 times the level in wild-type plants (58). Additionally,
suppression of this enzyme resulted in a decrease in morphi-
nan alkaloids to 16% of the wild-type level. Notably, analysis
of a variety of biosynthetic gene transcript levels in these ex-
periments supports the hypothesis that this P450 enzyme plays
a regulatory role in the biosynthesis of benzylisoquinoline al-
kaloids. Collectively, these studies highlight that the complex
metabolic networks found in plants are not redirected easily or
predictably in all cases.

Terpenoid Indole Alkaloids

The terpenoid indole alkaloids have a variety of chemical struc-
tures and a wealth of biologic activities (Fig. 2a) (59, 60).
Terpenoid indole alkaloids are used as anticancer, antimalarial,
and antiarrhythmic agents. Although many biosynthetic genes
from this pathway remain unidentified, recent studies have cor-
related terpenoid indole alkaloid production with the transcript
profiles of Catharanthus roseus cell cultures (61).

Early steps of terpenoid indole alkaloid
biosynthesis

All terpenoid indole alkaloids are derived from tryptophan and
the iridoid terpene secologanin (Fig. 2b). Tryptophan decar-
boxylase, a pyridoxal-dependent enzyme, converts tryptophan
to tryptamine (62, 63). The enzyme strictosidine synthase cat-
alyzes a stereoselective Pictet—Spengler condensation between
tryptamine and secologanin to yield strictosidine. Strictosidine
synthase (64) has been cloned from the plants C. roseus (65),
Rauwolfia serpentine (66), and, recently, Ophiorrhiza pumila
(67). A crystal structure of strictosidine synthase from R. ser-
pentina has been reported (68, 69), and the substrate specificity
of the enzyme can be modulated (70).

Strictosidine then is deglycosylated by a dedicated
B-glucosidase, which converts it to a reactive hemiacetal inter-
mediate (71-73). This hemiacetal opens to form a dialdehyde
intermediate, which then forms dehydrogeissoschizine. The enol
form of dehydrogeissoschizine undergoes 1,4 conjugate addition
to produce the heteroyohimbine cathenamine (74-76). A variety
of rearrangements subsequently act on deglycosylated strictosi-
dine to yield a diversity of indole alkaloid products (77).

Ajmaline biosynthesis

The biosynthetic pathway for ajmaline in R. serpentina is one
of the best-characterized terpenoid indole alkaloid pathways.
Much of this progress has been detailed in a recent extensive
review (78). Like all other terpenoid indole alkaloids, ajmaline,
an antiarrthythmic drug with potent sodium channel-blocking
properties (79), is derived from deglycosylated strictosidine
(Fig. 2¢).

A membrane—protein fraction of an R. serpentina extract
transforms labeled strictosidine (80, 81) into sarpagan-type alka-
loids. The enzyme activity is dependent on NADPH and molec-
ular oxygen, which suggests that sarpagan bridge enzyme may
be a cytochrome P450 enzyme. Polyneuridine aldehyde esterase
hydrolyzes the polyneuridine aldehyde methyl ester, which gen-
erates an acid that decarboxylates to yield epi-vellosamine.
This enzyme has been cloned from a Rauwolfia cDNA library,
heterologously expressed in E. coli, and subjected to detailed
mechanistic studies (82, 83).

In the next step of the ajmaline pathway, vinorine synthase
transforms the sarpagan alkaloid epi-vellosamine to the ajmalan
alkaloid vinorine (84). Vinorine synthase also has been purified
from Rauwolfia cell culture, subjected to protein sequencing,
and cloned from a cDNA library (85, 86). The enzyme, which
seems to be an acetyl transferase homolog, has been expressed
heterologously in E. coli. Crystallization and site-directed muta-
genesis studies of this protein have led to a proposed mechanism
(87).

Vinorine hydroxylase hydroxylates vinorine to form vom-
ilene (88). Vinorine hydroxylase seems to be a P450 en-
zyme that requires an NADPH-dependent reductase. This
enzyme is labile and has not been cloned yet. Next, the
indolenine bond is reduced by an NADPH-dependent re-
ductase to yield 1,2-dihydrovomilenene. A second enzyme,
1,2-dihydrovomilenene reductase, then reduces this product to

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 5

—p—



Alkaloid Biosynthesis

N
MeQ,C H  CO,Me
cqrynanthg aspidosperma
(@jmalicine: (tabersonine)
hypertension)
HO, oH
@f% o0
A
MeHH
ajmalan quinoline
(ajmaline: (quinine:
cardiac arrythmia) malaria)

0

\
N" Go,Me S
H MeO,C  OH
corynanthe
iboga (yohimbine:
(catharanthine) (adrenergic receptor
blocker)
= o]
J_ N
NTON
O
HO o
quinoline strychnos
(camptothecin: (strychnine:
anti-tumor) convulsant)
bis-indole

vincristine Ry = CO,Me; R, = CHO
vinblastine Ry = CO;Me; Ry = H

(anti-cancer)

(b) COOH
N\ ~ TDC
A NH — N\ NH,
N N
tryptamine

H.__O

non mevalonate
terpene biosynthesis

secologanin

MeO,C
cathenamine

= OH
o, _o_ .
e
1L
MeO,C”~ X~"Ho” >"“0oH
OH

STR

strictosidine

SGS

MeO,C

OH

4,21-dehydrogeissoschizine

Figure 2 (a) Representative terpenoid indole alkaloids. (b) Early biosynthetic steps of the terpenoid indole alkaloid pathway yield the strictosidine, the
central biosynthetic intermediate for all terpenoid indole alkaloids. (c) Ajmaline biosynthesis. (d) Ajmalicine and tetrahydroalstonine biosynthesis. (e)
Vindoline biosynthesis from tabersonine. TDC, tryptophan decarboxylase; STR, strictosidine synthase; SGS, strictosidine glucosidase; SB, sarpagan bridge
enzyme; PNAE, polyneuridine aldehyde reductase; VS, vinorine synthase; VH, vinorine hydroxylase; VR, vomilenine reductase; DHVR, dihydrovomilenine
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16-hydroxytabersonine-16-O-methyltransferase; NMT, N-methyltransferase; D4H, desacetoxyvindoline-4-hydroxylase; DAT, desacetylvindoline

O-acetyltransferase.

acetylnorajmaline. Partial protein sequences have been obtained
for both of the purified reductases. Although several putative
clones that encode these proteins have been isolated, the activity
of these clones has not been verified yet (89, 90).

An acetylesterase then hydrolyzes the acetyl link of acetylno-
rajmaline to yield norajmaline. This esterase has been purified
from R. serpentina cell suspension cultures, and a full-length

clone has been isolated from a cDNA library. Expression of
the gene in tobacco leaves successfully yielded protein with the
expected enzymatic activity (91). In the final step of ajmaline
biosynthesis, an N-methyl transferase introduces a methyl group
at the indole nitrogen of norajmaline. Although this enzymatic
activity has been detected in crude cell extracts, the enzyme has
not been characterized additionally (92).
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Ajmalicine and tetrahydroalstonine

Ajmalicine (raubasine) affects smooth muscle function and is
used to help prevent strokes (93), and tetrahydroalstonine ex-
hibits antipsychotic properties (Fig. 2d) (94). These compounds
are found in a variety of plants, including C. roseus and R.
serpentina. A partially purified NADPH-dependent reductase
isolated from a tetrahydroalstonine that produces a C. roseus
cell line was shown to catalyze the conversion of cathenamine,
a spontaneous reaction product that results after strictosidine
deglycosylation, to tetrahydroalstonine in vitro (95). A second
C. roseus cell line contains an additional reductase that pro-
duces ajmalicine. Labeling studies performed with crude C.
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roseus cell extracts in the presence of D,O or NADPD sup-
port a mechanism in which the reductase acts on the iminium
form of cathenamine (96).

Vindoline

Vindoline, an aspidosperma-type alkaloid produced by C.
roseus, is a key precursor for vinblastine, an anticancer drug
that is the most important pharmaceutical product of C. roseus.
Vindoline, like ajmalicine and ajmaline, is produced from degly-
cosylated strictosidine. Deglycosylated strictosidine is converted
to tabersonine through a series of biochemical steps for which
no enzymatic information exists. More details are known about
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the six steps that catalyze the elaboration of tabersonine to vin-
doline (Fig. 2e) (97).

Tabersonine-16-hydroxylase, a cytochrome P450, hydroxy-
lates tabersonine to 16-hydroxy-tabsersonine in the first step
of this sequence and has been cloned (98, 99). The newly
formed hydroxyl group is methylated by a SAM-dependent
O-methyl transferase to yield 16-methoxy-tabersonine; this en-
zyme (16-hydroxytabersonine-16-O-methyltransferase) has been
purified but not cloned (100). In the next step, hydration
of a double bond by an uncharacterized enzyme produces
16-methoxy-2,3-dihydro-3-hydroxytabersonine. Transfer of a
methyl group to the indole nitrogen by an N-methyl transferase
yields desacetoxyvindoline. This methyl transferase activity has
been detected only in differentiated plants, not in plant cell
cultures (101). The resulting intermediate, deacteylvindoline,
is produced by the oxoglutatarate-dependent dioxygenase en-
zyme desacetylvindoline 4-hydroxylase. This enzyme has been
cloned and also is absent from plant cell cultures (102). In the
last step, desacteylvindoline is acetylated by desacteylvindoline
O-acetyl transferase. This enzyme, also absent from nondiffer-
entiated plant material, has been cloned successfully (103).

As in morphine biosynthesis, the knowledge of the enzyme
sequences allows a more detailed understanding of the local-
ization of the enzymes (104). Strictosidine synthase (Fig. 2b)
seems to be localized to the vacuole (105), and strictosidine glu-
cosidase is believed to be associated with the membrane of the
endoplasmic reticulum (73, 106). Tabersonine-16-hydroxylase
is associated with the endoplasmic reticulum membrane (98);
N-methyl transferase activity is believed to be associated

deacteylvindoline
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with the thykaloid, a structure located within the chloroplast
(101, 107); and vindoline-4-hydroxylase and desacetylvindoline
O-acetyltransferase are believed to be localized to the cytosol
(Fig. 2e) (107, 108). Overall, extensive subcellular trafficking of
biosynthetic intermediates is required for vindoline biosynthesis.

Aside from subcellular compartmentalization, specific cell
types are required for the biosynthesis of some terpenoid al-
kaloids. Several enzymes involved in the early stages of se-
cologanin biosynthesis seem to be localized to the phloem
parenchyma, as evidenced by immunocytochemistry and in situ
RNA hybridization studies (109). However, additional studies
have suggested that these genes also are observed in the epider-
mis and laticifers (110). Studies of the localization of vindoline
biosynthetic enzymes by using immunocytochemistry and in
situ RNA hybridization strongly suggest that the mid-part of
the vindoline pathway (tryptophan decarboxylase, strictosidine
synthase, and tabersonine-16-hydroxylase) takes place in epi-
dermal cells of leaves and stems. However, the later steps cat-
alyzed by desacetylvindoline 4-hydroxylase and desacetylvin-
doline O-acetyltransferase take place in specialized cells, the
laticifers, and idioblasts (109-112). As with isoquinoline al-
kaloid biosynthesis, deconvolution of the enzyme localization
patterns remains a challenging endeavor.

Vinblastine

Vinblastine is a highly effective anticancer agent currently used
clinically against leukemia, Hodgkin’s lymphoma, and other
cancers. (113, 114). Vinblastine is derived from dimerization of
vindoline and another terpenoid indole alkaloid, catharanthine.
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The dimerization of catharanthine and vindoline is believed
to proceed via the formation of an iminium intermediate with
catharanthine (Fig. 2e). This iminium intermediate is reduced
to form anhydrovinblastine, a naturally occurring compound in
C. roseus plants (115). In support of this mechanism, anhy-
drovinblastine is incorporated into vinblastine and vincristine
in feeding studies (116-119).

Peroxidase containing fractions of plant extracts were found
to catalyze the formation of the bisindole dehydrovinblastine
from catharanthine and vindoline.(120, 121) A peroxidase from
C. roseus leaves has been demonstrated to convert vindoline
and catharanthine to anhydrovinblastine in vitro (122, 123).
Because the dimerization of these C. roseus alkaloids also
can be catalyzed by peroxidase from horseradish in reasonable
yields (124), it is interesting to speculate that anhydrovinblastine
may be a by-product of isolation; after lysis of the plant material,
nonspecific peroxidases are released from the vacuole and may
act on vindoline and catharanthine.

Metabolic engineering of terpenoid
indole alkaloids

Strictosidine synthase and tryptophan decarboxylase have been
overexpressed in C. roseus cell cultures (125, 126). Gener-
ally, overexpression of tryptophan decarboxylase does not seem
to have a significant impact on alkaloid production, although
overexpression of strictosidine synthase does seem to improve
alkaloid yields. Overexpression of tryptophan and secologanin
biosynthetic enzymes in C. roseus hairy root cultures resulted in
modest increases in terpenoid indole alkaloid production (127,
128). Secologanin biosynthesis seems to be the rate-limiting fac-
tor in alkaloid production (129). Precursor-directed biosynthesis
experiments with a variety of tryptamine analogs suggest that
the biosynthetic pathway can be used to produce alkaloid deriva-
tives (130). Strictosidine synthase and strictosidine glucosidase
enzymes also have been expressed successfully heterologously
in yeast (131); however, efforts to express heterologously ter-
penoid indole alkaloids currently are limited because the ma-
jority of the biosynthetic genes remain uncloned.

Transcription factors that upregulate strictosidine synthase
(132), as well as a transcription factor that coordinately upregu-
lates expression of several terpenoid indole alkaloid biosynthetic
genes, have been found (133). Several zinc finger proteins that
act as transcriptional repressors to tryptophan decarboxylase and
strictosidine synthase also have been identified (134). Manip-
ulation of these transcription factors may allow tight control
of the regulation of terpenoid indole alkaloid production. Inter-
estingly, expression of a transcription factor from Arabidopsis
thaliana in C. roseus cell cultures results in an increase in al-
kaloid production (135).

Tropane Alkaloids

The tropane alkaloids hyoscyamine and scopolamine (Fig. 3a)
function as acetylcholine receptor antagonists and are used
clinically as parasympatholytics. The illegal drug cocaine also

is a tropane alkaloid. The tropane alkaloids are biosynthe-
sized primarily in plants of the family Solonaceae, which in-
cludes Hyoscyamus, Duboisia, Atropa, and Scopolia (136, 137).
Nicotine, although perhaps not apparent immediately from its
structure, is related biosynthetically to the tropane alkaloids
(Fig. 3b).

Tropane alkaloid biosynthesis has been studied at the bio-
chemical level, and several enzymes from the biosynthetic path-
way have been isolated and cloned, although the pathway has
not been elucidated completely at the genetic level (Fig. 3b)
(138). L-arginine is converted to the nonproteogenic amino acid
L-ornithine by the urease enzyme arginase. Ornithine decar-
boxylase then decarboxylates ornithine to yield the diamine
putrescine. In Hyoscyamus, Duboisia, and Atropa, putrescine
serves as the common precursor for the tropane alkaloids.

Putrescine is N-methylated by a SAM-dependent methyl
transferase that has been cloned to yield N-methylputrescine
(139, 140). Putrescine N-methyl transferase now has been
cloned from a variety of plant species (141-143), and
site-directed mutagenesis and homology models have led to in-
sights into the structure function relationships of this enzyme
(143). N-methylputrescine then is oxidized by a diamine oxi-
dase to form 4-methylaminobutanal, which then spontaneously
cyclizes to form the N-methyl-D-pyrrolinium ion (144, 145).
This enzyme, which recently has been cloned, seems to be a
copper-dependent amine oxidase (146, 147). Immunoprecipita-
tion experiments suggest that this enzyme associates with the
enzyme S-adenosylhomocysteine hydrolase (148). The pyrrolin-
ium ion then is converted to the tropanone skeleton by as yet
uncharacterized enzymes (Fig. 3b). Although no enzymatic in-
formation is available, chemical labeling studies have indicated
that an acetate-derived moiety condenses with the pyridollium
ion; one possible mechanism is shown in Fig. 3b (136).

Tropanone then is reduced via an NADPH-dependent reduc-
tase to tropine that has been cloned from Hyoscyamus niger
(149, 150). All tropane-producing plants seem to contain two
tropinone reductases, which create a branch point in the path-
way. Tropinone reductase I yields the tropane skeleton (Fig. 3b),
whereas tropinone reductase II yields the opposite stereocenter,
pseudotropine (151). Tropane is converted to scopolamine or
hyoscyamine, whereas the TRII product pseudotropine leads to
calystegines (152). These two tropinone reductases have been
crystallized, and site-directed mutagenesis studies indicate that
the stereoselectivity of the enzymes can be switched (153, 154).

The biosynthesis of scopolamine is the best characterized
of the tropane alkaloids. After action by tropinone reductase
I, tropine is condensed with phenyllactate through the action
of a P450 enzyme to form littorine (155). The phenyllactate
moiety is believed to derive from an intermediate involved
in phenylalanine metabolism (136). Littorine then undergoes
rearrangement to form hyoscyamine. The enzyme that catalyzes
this rearrangement, which has been purified partially, seems to
proceed via a radical mechanism using S-adenysylmethione as
the source of an adenosyl radical (156). Labeling studies have
been used to examine the mechanism of rearrangement (136,
157-159). Hyoscyamine 6B-hydroxylase (H6H) catalyzes the
hydroxylation of hyoscyamine to 6f-hydroxyhyoscyamine as
well as the epoxidation to scopolamine (Fig. 3b) (160, 161).
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Figure 3 (a) Representative tropane and nicotine alkaloids. (b) Tropane biosynthesis. ODC, ornithine decarboxylase; PMT, putrescine
N-methyltransferase; MPO, diamine oxidase; TR1, tropinone reductase 1; H6H, hyocyamine 6b-hydroxylase.

H6H, which has been cloned and expressed heterologously
(162), is a nonheme, iron-dependent, oxoglutarate-dependent
protein. It seems that the epoxidation reaction occurs much more
slowly than the hydroxylation reaction. The tropane alkaloids
seem to be formed in the roots and then transported to the aerial
parts of the plant (163).

Metabolic engineering of tropane
alkaloids

Atropa belladonna plants have been transformed with an H6H
clone from H. niger. A. belladonna normally produces high
levels of hyoscyamine, the precursor for the more pharmaceu-
tically valuable alkaloid scopolamine (Fig. 3b). However, after
transformation with the H6H gene, transgenic A. belladonna
plants were shown to accumulate scopolamine almost exclu-
sively (164). Additionally, the levels of tropane alkaloid pro-
duction in a variety of hairy root cultures were altered by over-
expression of methyltransferase putrescine-N-methyltransferase
and H6H. Overexpression of both of these enzymes in a hairy
root cell culture resulted in significant increases in scopolamine
production (164, 165). Fluorinated phenyllactic acid substrates

10

could be incorporated into the pathway (166), and several sub-
strates derived from putrescine analogs were turned over by the
enzymes of several Solonaceae species (167).

Purine Alkaloids

Caffeine biosynthesis

Caffeine, a purine alkaloid, is one of the most widely known
natural products. Caffeine is ingested as a natural component
of coffee, tea, and cocoa, and the impact of caffeine on human
health has been studied extensively. The biosynthetic pathway
of caffeine has been elucidated recently on the genetic level.
Caffeine biosynthesis has been studied most widely in the plant
species Coffea (coffee) and Camellia (tea) (168, 169).
Xanthosine, which is derived from purine metabolites, is the
first committed intermediate in caffeine biosynthesis (Fig. 4).
Xanthosine can be formed from de novo purine biosynthesis,
S-adenosylmethione (SAM) cofactor, the adenylate pool, and
the guanylate pool (169). De novo purine biosynthesis and the
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A complete understanding of protein folding, protein recognition, enzyme
catalysis, and allosteric regulation will require intimate knowledge about
the fundamental physico-chemical properties of amino acids. This article
will summarize the chemistry of the 20 naturally occurring amino acids
with special emphasis on the relationship to protein folding and biologic
activity. The major features of the amino acids are classified into three
categories, which are as follows: 1) physico-chemical properties, 2) biologic
properties, and 3) electronic properties. Cross-correlations among more
than 34 different parameters revealed that these measures segregate into
four main properties that are largely independent, as follows: 1) steric
effects (polarizability), 2) hydrophilicity (Hp index), 3) inductive effects, and
4) field effects. Advances in quantum chemistry, nuclear magnetic
resonance (NMR) analysis, and theoretic physics encourage efforts to derive
all-electronic expressions for the fundamental properties of amino acids
that will provide mechanistic insights into protein structure and function.

Proteins are complex polymers composed mainly of the 20
naturally occurring amino acids arranged in a series of peptide
linkages. The precise sequence of amino acids determines the
folding of a polypeptide chain and its ultimate 3-dimensional
(3-D) structure. In addition, the amino acid sequence and the
geometry of amino acid side chains specify protein binding
sites and functional activities. Based on a comparison of heavy
atoms, the 20 amino acids are on average greater than 50%
identical in terms of their composition. Yet, it is the differences
(sometimes very subtle) among individual amino acids that
cause the variety of proteins in nature: from heat-stable DNA
polymerases of thermal vent bacteria to antifreeze proteins
of arctic fish, and from highly conserved structural proteins
of microtubules to highly diverse signaling molecules of the
G-protein-coupled receptor family. These differences are the
focus of this review. The article is divided into three main
sections that highlight the overall biologic relevance, the specific
chemical properties of amino acid side chains, and methods for
additional characterization of these properties.

Biologic Background

What is the biologic significance of diversity in amino acid side
chains? The amino acid sequence is the blueprint for protein
structure. Consequently, the complexity of protein structures
is a function of the variety and the length of the sequences

of polypeptide chains. In fact, multiple amino acid sequence
alignments have improved the accuracy of secondary structure
prediction and homology modeling greatly. Nevertheless, it is
not known exactly how the properties of a single amino acid
or a short stretch of amino acids determine the probability
of that residue or sequence assuming a particular secondary
structure. This issue is complicated additionally by the fact that
identical sequences of five or more amino acids assume different
secondary structures in proteins depending on the context (1, 2).
A deeper appreciation of the chemical properties of amino acid
side chains may improve modeling efforts and the prediction of
secondary structure.

Whereas the 3-D structure of a protein is specified by its
amino acid sequence, the active sites of receptors and enzymes
are determined largely by the topological arrangement of non-
contiguous amino acid side chains. Typically, ligand binding
and enzyme catalysis require a precise geometry of functional
groups of side chains to achieve specificity and catalytic ac-
tivity. Moreover, amino acid side chains with distinct chemical
properties are well suited for specialized tasks. For example, the
presence of a cysteine residue in the active site defines a family
of proteases (the caspases) that cleave at aspartic acid motifs in
substrate proteins involved in apoptosis.

Introduction of mutations into proteins to study the effects
on protein structure and function is now a routine application
of molecular biology. In many cases, the goal is to evaluate the
contribution of a single residue or small segment of a protein
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to overall activity through site-directed mutagenesis. One issue
with this approach concerns the nature of conservative amino
acid substitutions. For instance, serine is often considered a
conservative replacement for threonine (3), yet the propensity
of these two residues for secondary structure is distinct with ser-
ine preferring coil or loop structures and threonine preferring
B-strand conformations. A second goal of mutagenesis studies
is to mimic posttranslational modifications, such as phosphory-
lation of serine, by substitution with aspartic acid to create a
constitutively active form of a signaling molecule. Therefore,
precise information about the physico-chemical properties of
the side chains may be essential to decide which amino acid to
use as a substitute in site-directed mutagenesis.

More detailed analysis of the chemistry of amino acid side
chains is required to understand the protein recognition and the
binding of small molecules including drugs. The 3-D structures
of proteins in the apo form and with ligand bound are used
increasingly as the starting point for structure-based drug dis-
covery (4). Whereas early studies viewed ligand-binding sites of
proteins as rigid structures—a “lock and key” arrangement—it
is now clear that these sites are flexible and examples of in-
duced fit abound. This realization has complicated efforts to
develop automated docking software to analyze the fit and the
orientation of small molecules in a defined protein-binding site.
More advanced docking methods now incorporate side chain
flexibility into the computational program (4). In addition, local
electric fields may play a significant role in the selectivity of
protein binding sites and the stabilization of ligand binding (5).
Additional characterization of salient side chain properties will
enhance docking analysis and the investigation of electric fields
at protein active sites. As a starting point, the physico-chemical
properties of the 20 naturally occurring amino acids are sum-
marized in the next section.

Chemistry

Before discussing the chemistry of amino acid side chains, it
is worthwhile to consider briefly the unique structure of amino
acids and the functional implications. During evolution, amino
acids likely were among the first chemical compounds to emerge
on primitive earth (6, 7). Early experiments on the origins of
life sought to recreate primordial atmospheric conditions with
hydrogen, methane, ammonia, and water, and then to introduce
a source of energy (e.g., electric discharges to mimic lightning
strikes) or ultraviolet light to catalyze chemical reactions. Over
time, these reactions yielded amino acids and other simple or-
ganic molecules that served as building blocks for the eventual
synthesis of proteins, polynucleotides, and complex carbohy-
drates (6). Amino acids seem to have been formed from an
initial reaction between aldehyde and ammonia and from addi-
tional conversion in the Strecker synthesis (7). From a chemical
standpoint, it is interesting that the first two building blocks
of amino acids have opposite properties with respect to elec-
tron affinity. The amide group of ammonia releases electrons,
whereas the aldehyde group tends to withdraw electrons when
acting as a substituent group. This point is important because
the bipolar construction of amino acids confers two of their

most significant features. First, amino acids in aqueous solutions
at physiologic pH are zwitterions (i.e., they carry a positive
charge at the amino group and a negative charge at the car-
boxyl group). A single C, carbon separates these two oppositely
charged species. Second, amino acids combine readily in con-
densation reactions to form polymers. This feature enabled the
modular assembly of proteins from a diverse collection of in-
terchangeable units that differ only in the side chain attached to
the C, atom.

Electron delocalization in peptides

The bipolar nature of amino acids has additional ramifications.
Amino acids are about 1000 times stronger than comparable
aliphatic carboxylic acids because of electron withdrawal by
the charged amino group. Thus, significant electronic effects
(inductive and field effects) exist among the main chain atoms
of an amino acid. Several findings support the existence of elec-
tron delocalization along the main chain of proteins. The peptide
bond in proteins is planar with the partial double-bond character
that reflects short-range electron delocalization clearly. Mea-
surement of the pKas of dipeptides, tripeptides, and tetrapep-
tides (8) and nuclear magnetic resonance (NMR) studies of
inductive effects (9) demonstrate that the delocalization is not
restricted to the peptide bond, but it extends over a span of
3—4 residues. In addition, electron tunneling in proteins enables
charge migration over very long distances and proceeds more
efficiently through bonds than through space (10). Charges can
migrate across the peptide bond (11), and, in fact, proteins
behave as semiconductors under appropriate conditions (12).
Finally, the bipolar nature of amino acids generates a distinct
dipole in a-helical segments of proteins that is powerful enough
to stabilize the binding of cofactors and ligands of opposite
charge (13).

The C, atom is located in a unique position along the main
chain because of electron delocalization between the amino
and carbonyl groups. As discussed elsewhere, amino acid side
chains can be considered as substituents along the peptide
backbone that affect resonance and electron density at main
chain atoms (14, 15). In turn, this reaction will affect bond
lengths and rotational flexibility—the ultimate determinants of
secondary structure. The chemical features of the side chains
modulate the properties of localized segments of a protein
in the same way that different substituent groups affect the
reactivity and orientation of reactions that involve substituted
molecules in classic chemistry. The idea that amino acid side
chains affect the electron density along a polymer composed of
repetitive units is consistent with observations of the effects of
side chain composition on the conductance of semiconducting
materials (16). We will return to this important notion of side
chains as substituent groups along the peptide backbone during
discussion of the electronic properties of amino acids. The next
three sections will summarize the physico-chemical, biologic,
and electronic properties of amino acid side chains.

Physico-chemical properties

For the purpose of this article, the various properties of amino
acid side chains have been classified into three separate cat-
egories. The physico-chemical properties are represented by
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values that can be measured directly for each amino acid or
that can be calculated directly from the behavior of compo-
nent atoms or chemical groups. The biologic properties reflect
indirect measures or context-dependent behavior of the amino
acids [e.g., their preference for coil or helical conformations
in proteins, and their partitioning into different solvents (hy-
drophobicity scales)]. Finally, the electronic properties refer to
a mixture of measured and calculated parameters that attempt
to describe fundamental electronic effects of amino acid side
chains. The electronic properties of an amino acid determine
ultimately its physico-chemical properties; however, these two
categories are discussed separately here to highlight the need for
better characterization of these electronic effects. Summaries of
these various properties are presented in Tables 1-3.

The physico-chemical properties of amino acids are summa-
rized in Table 1. This includes a wide array of measures, from
refractivity and melting point to the pKa at the amino group.
Some of the parameters span a narrow range of values (e.g., the
molecular weights and melting points). Other parameters differ
by a factor of 100-fold or more, which include the pKas at the
amino group and solubility. The AAindex database compiled by
Kawashima et al. (21) is an excellent source of additional infor-
mation that concerns the physico-chemical properties of amino
acids.

Notable cross-correlations exist between physico-chemical
properties and biologic and electronic parameters (Table 4).

Table 1 Physico-chemical properties of amino acids

Molecular weight, refractivity, and free energy of solution are
correlated highly with various measures of the steric effects of
amino acids (r = 0.66-0.98), which include the bulk scale of
Kidera et al. (22), the gyration scale of Levitt (23), and po-
larizability (15). Previous work has established the relationship
between polarizability and steric effects with polarizability serv-
ing as a measure of molecular deformability (15). It is known
that molar refraction is proportional to polarizability and that
both are additive properties, which explains the correlation with
molecular weight. However, these observations also illustrate
the fact that many of the properties considered here are not
pure, but rather they are interrelated or perhaps different facets
of a common underlying property. It is tempting to consider
polarizability as the fundamental descriptor of steric effects and
other measures as surrogates for this parameter. However, polar-
izability neglects significant contributions of hyperconjugation
to the phenomenon of steric hindrance (24).

The data in Table 4 reveal additional cross-correlations be-
tween heat of formation, free energy of solution, and electronic
(field and VHSEj5) effects of amino acids (r = 0.61-0.65). The
meaning of these relationships is uncertain, although field ef-
fects are proportional to the number of nonmethylene groups in
the side chain, which would correspond to an increase in both
the heat of formation and hydrogen-bond formation with water.

Heat of
Formation® Solubility" AG of pKa pKa
Amino acid M.W. Refractivity™ tm °C kJ/mol g/kg Solution* (NH)! (s.c)f
ala A 89.09 4.34 297 -604.0 165.0 -350 9.69 —
arg R 174.20 26.6 244 -623.5 182.6 — 9.04 12.10
asn N 132.12 13.28 235 -789.4 25.1 950 8.80 —
asp D 133.10 12.00 270 -973.3 4.9 2550 9.60 3.71
cys C 121.16 35.77 240 -534.1 V.S. — 10.28 8.14
glu E 147.13 17.26 160 -1009.7 8.6 2300 9.67 4.15
gln Q 146.15 17.56 185 -826.4 42.0 — 9.13 —
gly G 75.07 0 290 -528.5 250.9 -650 9.60 —
his H 155.16 21.81 287 -466.7 43.5 — 9.17 6.04
ile I 131.17 19.06 284 -637.8 342 700 9.68 —
leu L 131.17 18.78 293 -637.4 22.0 950 9.60 —
lys K 146.19 21.29 224 -678.7 5.8 — 8.95 10.67
met M 149.21 21.64 281 -577.5 56.0 850* 9.21 —
phe F 165.19 29.40 283 -466.9 27.9 1000 9.13 —
pro P 115.13 10.93 221 -515.2 1623.0 —-1450 10.60 —
ser S 105.09 6.35 228 -732.7 50.2 450* 9.15 —
thr T 119.12 11.01 256 -807.2 98.1 — 9.10 —
trp W 204.23 42.53 289 -415.3 13.2 1750 9.39 —
tyr Y 181.19 31.53 343 -685.1 0.5 3550 9.11 10.10
val V 117.15 13.92 315 -617.9 88.5 200 9.62 —

“The refractivity data are from Jones (17).

"The melting point (t;,), heat of formation, solubility, and pKa of the side chain (s.c.) data were obtained from the CRC Handbook of Chemistry

and Physics (18).

“Free energy of solution (AG) values were obtained from Greenstein and Winitz (19).

IIThe pKas at the amino group were published by Edsall (20).
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Table 2 Biologic properties of amino acids %
=)

Amino C-F C-F C-F Polariz.§ g

acid P.* Pg*  Peo® Pyl Py"  Peu’  Bulk®  Gyration! A3 K-DT  Rg** H,* M-P"  P-P¥  IIygp!! ' Iong! ! g

ala A 144  0.76 0.87 145 097 0.66 -1.67 0.77 1.1 1.8 9.9 -3.42 12.97 0.05 2.11 3.92 :9;

arg R 1.25 092 1.01 0.79  0.90 1.20 1.27 2.38 8.5 4.5 4.6 0.14 11.72 -1.05 1.94 3.78 3

asn N 1.15  0.75 1.77 0.73  0.65 1.33 -0.07 1.45 3.7 -34 54 1.35 11.42 -0.74 1.84 3.64 3

asp D 1.24  0.66 1.87 0.98 0.80 1.09 -0.22 1.43 3.0 =35 2.8 -0.42 10.85 -1.04 1.80 2.85 >

cys C 0.53 1.35 0.62 0.77 1.30 1.07 -0.89 1.22 2.7 2.5 2.8 -1.34 14.63 0.62 1.88 5.55 g

glu E 145  0.61 0.96 1.53  0.26 0.87 0.19 1.77 4.1 =35 32 -2.65 11.89 -0.99 2.09 2.72

gln Q 1.14  0.88 0.87 1.17 1.23 0.79 0.24 1.75 4.8 -3.5 9.0 -0.97 11.76 -0.73 2.03 3.06

agly G 0.54  0.66 1.68 0.53  0.81 1.42 -1.96 0 0.03 -0.4 5.6 -1.02 12.43 -0.26 1.53 4.31

his H 0.83  0.67 1.08 1.24  0.71 0.92 0.52 1.78 6.3 -3.2 8.2 -1.84 12.16 -0.21 1.98 3.77

ile 1 1.30  1.85 0.70 1.00  1.60 0.78 -0.16 1.56 4.3 4.5 17.1 -10.33 15.67 1.14 1.77 5.58

leu L 1.18 1.04 0.55 .34 1.22 0.66 0 1.54 4.2 3.8 17.6  -10.31 14.90 0.99 2.19 4.59

lys K 1.15  0.81 0.95 1.07  0.74 1.05 0.82 2.08 5.2 -39 35 —4.70 11.36 -1.15 1.96 2.79

met M 1.13 1.18 0.40 1.20  1.67 0.61 0.18 1.80 5.1 1.9 14.9 -6.90 14.39 0.70 2.27 4.14

phe F 092 154 0.76 .12 1.28 0.81 0.98 1.90 8.0 2.8 18.8 -7.60 14.00 1.19 1.98 4.53

pro P 045  0.65 1.28 0.59 0.62 1.45 -0.33 1.25 4.3 -1.6 14.8 -6.22 11.37 -0.17 1.32 3.57

ser S 0.78 0.74 1.21 0.79 0.72 1.27 -1.08 1.08 1.6 -0.8 6.9 -0.32 11.23 -0.43 1.57 3.75

thr T 0.76  1.29 0.88 0.82  1.20 1.05 -0.70 1.24 2.7 -0.7 9.5 -2.63 11.69 -0.30 1.57 4.09

trp W 1.05 1.25 0.82 1.14  1.19 0.82 2.10 2.21 12.1 -0.9 17.1 -5.95 13.93 1.13 1.90 4.89

tyr Y 1.09 1.32 0.82 0.61 1.29 1.19 1.48 2.13 8.8 -1.3 15.0 —4.55 13.42 0.44 1.67 4.93

val V 0.88 1.89 0.60 1.14  1.65 0.66 -0.71 1.29 3.2 4.2 14.3 -8.02 15.71 0.78 1.63 5.43

“The preferences for a-helix, B-strand, and coil structures, Py, Py, and Pco;, respectively, were taken from Dwyer (14).

TSecondary structural preference data were obtained by Chou and Fasman (C-F) (26).

“The bulk measure was derived by Kidera et al. (22).

INLevitt (23) calculated the gyration index.

§Polarizability and hydrophilicity (Hp) measures were derived from QM calculations by Dwyer (15, 32). Polarizability refers to the a-component calculated with the PM3 QM method.
IThe hydropathy scores from Kyte and Doolittle (K-D index) (30) are presented.

““The RF data were obtained from Zimmerman et al. (31). These values were based on the average mobility of the amino acids in a series of solvents determined by paper chromatography.
*The hydrophobicity index of Manavalan and Ponnuswamy (M-P) (33) was calculated from average surrounding hydrophobicity based on 3-D structures of proteins.

#Palliser and Parry (P-P) calculated a hydrophobicity index based on the average normalized values of 127 scales (35).

Il Gromiha and Selveraj (34) determined the average number of medium and long-range inter-residue interactions (IIygp and Il ong, respectively) for each of the 20 amino acids based on
crystallographic data.
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Other significant correlations were observed among the follow-
ing: 1) melting point and dipole moment, average hydropho-
bicity (P-P), and long-range inter-residue interactions (Il onG),
2) solubility and pKa, and 3) pKa at the amino group and the
z3 score of Hellberg et al. (25). The last relationship likely re-
flects the fact that pKa was one of the multiple components
used to derive the z3-score, which is a composite of different
electronic effects. An inverse relationship exists between free
energy of solution and field effects (Table 4). This relationship
may result from the polarity of the amino acid side chains.

Biologic properties

The three major groupings in the biologic properties corre-
spond to preference for secondary structure (Py, Pg, and Peoi),
steric or bulk effects (bulk, gyration, and polarizability), and hy-
drophilicity (K-D, Rg, H,, M-P, P-P, and II; onG) (see Table 3).
Preferences for secondary structure (Py) were derived by Dwyer
(14) and Chou and Fasman (26) from statistical analysis of large
databases of nonredundant protein structures. These data are in
close agreement with similar statistical analyses of structural
propensities of amino acids, for example that of Williams et al.
(27). A second method to evaluate the preference of amino
acids for secondary structure is host—guest analysis of short
synthetic peptides (13). In these studies, amino acids are substi-
tuted into peptides that assume o-helical or B-strand structures
and the effects of the substitution on structural stability are as-
sessed. Several limitations to this approach exist; for instance,
an overemphasis on preference at central positions within a
segment leads to underestimates of the structural propensity of
amino acids that are found commonly at the ends of secondary
structures (e.g., asparagine and aspartic acid), which are excel-
lent N-cap residues in a-helices (28). Nevertheless, the a-helix
preferences summarized in Table 3 show significant correlation
(r ~ 0.7) with indices derived from host-guest analysis, such
as that of O’Neil and DeGrado (29). Finally, secondary struc-
tural preferences show significant correlations with electronic
properties, including dipole, yLocaL&NON-LocAL, and NMR shift
(Table 4).

Some amino acids show a clear preference for a particular
secondary structure. For example, glutamic acid and alanine
show a very high propensity for a-helices and are found at
much lower frequencies in other structures. Similarly, valine,
phenylalanine, cysteine, and threonine mainly prefer p-strands,
whereas glycine, proline, and serine favor coil or turn con-
formations strongly. Other amino acids such as arginine, glu-
tamine, and lysine, do not show an overwhelming preference
for a single structure and seem to be stable in many con-
formations. However, all structural preference scales suffer a
common shortcoming, namely the data are context-dependent.
Thus, few membrane-resident proteins (e.g., ion channels and
G-protein-coupled receptors) are included in the structural
databases used for statistical analysis, and host-guest studies
reflect largely aqueous phase preferences. Nevertheless, many
of the trends of amino acids for particular secondary structures
seem to be valid and reflect fundamental properties of the side
chains.

The fact that amino acids prefer certain secondary structures
does not address the question of why these structural preferences

are observed. This issue will be discussed in greater detail in a
later section. Here, the role of steric effects and hydrophobicity
will be considered. The composite bulk scale of Kidera et al.
(22) and the gyration scale of Levitt (23) represent faithfully
the bulk or the steric effects of amino acids. Therefore, it was
interesting to observe such a striking correlation between these
scales and polarizability, which is based on the calculation of a
single, defined electronic feature of a molecule. Data in Table 4
suggest that the scales for steric effects are reasonably pure, and
show no correlation with secondary structure. That is not to say
that steric effects are unimportant in protein folding. Rather, it
seems safe to conclude that they are not a primary driving force
for the formation of secondary structure.

Two of the hydrophilicity scales in Table 2 were derived
from experimental measures of the behavior of amino acids in
various solvents, namely partitioning coefficients [K-D index of
Kyte and Doolittle (30)] or mobility in paper chromatography
[Rg index of Zimmerman et al. (31)]. By contrast, the H,
index was obtained from quantum mechanics (QM) calculations
of electron densities of side chain atoms in comparison with
water (32). The Hy, index is correlated highly with these two
established hydrophobicity scales (Table 4). Therefore, like
the polarizability index, it is possible to represent fundamental
chemical properties of amino acids (hydrophilicity, H,) with
parameters derived from ab initio calculations of electronic
properties. However, in contrast to polarizability (steric effects),
hydrophilicity shows significant correlation with preference for
secondary structure. Thus, hydrophobic amino acids prefer
B-strands (and B-sheet conformations) and typically are buried
in protein structures, whereas hydrophilic residues are found
commonly in turns (coil structure) at the protein surface.

Several scales have been developed to quantify the degree
to which a residue is buried in the native protein (related to
hydrophobicity) and the number of inter-residue interactions it
forms (33, 34, 36). Three such indices derived by Manavalan
and Ponnuswamy (M-P) (33) and Gromiha and Selvaraj (IIymmp
and Il ong) (34) are presented in Table 2. In addition, a
mean hydropathy index from Palliser and Parry (P-P) (35) is
included, which represents the average normalized values from
an analysis of 127 individual hydrophobicity scales. The M-P
and P-P scales show a high degree of correlation with the
H, index (r ~ 0.8). The M-P, P-P, and Il onG scales predict
secondary structural preferences of amino acids effectively, in
particular B-strand conformations (Table 4). The Ilygp index
correlates with preference for a-helices (r = 0.66-0.77).

An electronic measure, the NMR chemical shift values of the
amide proton in coil conformations (Table 3) also show a high
degree of correlation (r = 0.70-0.89) with hydrophilicity scales
and with strand versus coil conformations (Table 4). NMR
studies reveal that the amide proton is shielded to a greater
extent in coil conformations as compared with extended ()
structures (37); increased electron density exists at this atom in
the coil conformation. Taken together, the data suggest strong
interactions between hydrophilicity and electronic parameters in
folding and provide support for additional refinement of the Hy
index.
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Table 3 Electronic properties of amino acids

Amino acid Dipole* yrocar! ynon-rocaL” NMR shiftf VHSEs!  z3%  Cemurr!  Inductivel Resonancel  Field!
ala A 0 0.163 0.236 8.12 0.02 0.09 4.5978 0.05 0 0.05
arg R 5.78 0.220 0.233 8.23 155 344 45381 -0.26 -0.49 0.27
asn N 4.06 0.124 0.189 8.33 -0.55 0.84 4.5431 -0.14 -0.06 -0.56
asp D 433 0.212 0.168 8.38 —2.68 236 43934 0.51 1.29 -1.77
cys C 1.78 0.316 0.259 8.18 0 413 4.6375 -0.01 0.01 0.06
glu E 6.13 0.212 0.306 8.40 —2.16  -0.07 4.4447 0.68 0.57 -1.14
gln Q 3.89 0.274 0.314 8.19 0.09 -1.14 4.6050 -0.10 0.03 -0.35
gly G — 0.080 -0.170 8.36 -0.53 0.30  4.7053 0 0 0
his H 4.04 0.315 0.256 8.36 0.51 1.11 45323 -0.01 0.22 -0.58
ile I 0.07 0.474 0.391 7.99 030 -1.03  4.4995 0.06 0.02 0.04
leu L 0.09 0.315 0.293 7.99 022 098 4.5929 0.02 0.05 -0.03
lys K 9.07 0.255 0.231 8.29 1.64 -3.14 45119 -0.16 -0.95 0.51
met M 1.80 0.356 0.367 8.12 023 -041 4.6201 0.08 -0.12 -0.30
phe F 0.29 0.410 0.328 7.93 0.25 045 4.5783 0.04 0.02 -0.45
pro P 1.47 — — — -0.01 2.23 — 0 0.10 0.02
ser S 1.83 0.290 0.202 8.30 -0.32 0.57 4.6620 -0.03 -0.02 -0.38
thr T 1.79 0.412 0.308 8.17 —0.06 —140 4.6438 -0.05 0.02 —0.44
trp W 1.79 0.325 0.197 8.03 0.75 0.85 4.5755 0.06 0.09 -0.24
tyr Y 1.44 0.354 0.223 8.10 0.53 0.01  4.5836 0.05 -0.03 -0.42
val V 0.06 0.515 0.436 8.08 022  -1.29 4.6039 0.01 0.08 —0.04

“The dipole data were derived by Chipot et al. (38) from QM calculations.

“yLocaL and YNON-LOCAL represent composite coefficients calculated by Avbelj (40).

“The NMR shift data refer to the chemical shifts measured by NMR for the amide proton in the coil conformation (37).

IMiei et al. (39) derived the VHSES composite index of electronic effects. This scale (Vectors of Hydrophobic, Steric, and Electronic properties)
was derived from principal components analysis of 50 different physico-chemical variables.

SThe z3 electronic index was taken from Hellberg et al. (25). This scale was derived from principal components analysis of 29 variables. The z3
index was completely independent from hydrophobic (z1 scale) and steric (z2 scale) effects.

IC,MmuLL refers to the Mulliken population at the C, atom calculated from QM analysis of the amino acids. These values and the inductive,

resonance, and field effects were published previously (15).

Electronic properties

The electronic properties of amino acid side chains are sum-
marized in Table 3, and they represent a wide spectrum of
measures. The NMR data are derived experimentally (37). The
dipole (38), ComuLL, inductive, field, and resonance effects were
derived from QM calculations (15). The VHSE;5 (39) and z3 (25)
scales were developed for use in quantitative structure-activity
relationship analysis of the biologic activity of natural and
synthetic peptides. Both were derived from principal compo-
nents analysis of assorted physico-chemical properties, which
included NMR chemical shift data, electron-ion interaction po-
tentials, charges, and isoelectric points. Therefore, these scales
are composites rather than primary measures of electronic ef-
fects. The validity of these measures is indicated by their lack of
overlap with hydrophobicity and steric parameters and by their
ability to predict biologic activity of synthetic peptide analogs
(25, 39). Finally, coefficients of electrostatic screening by amino
acid side chains (yLocar and ynon-LocarL) were derived from
an empirical data set (40), and they represent a composite of
electronic effects.

Additional analysis of these electronic parameters reveals
that they fall into two major categories. The NMR chemical
shift data for the amide proton, the yLocaL and YNoON-LOCAL
coefficients, and to some degree the dipole index are related

closely to the hydrophilicity of the amino acid side chains.
These findings are shown in Table 4, and they include signif-
icant correlations with K-D, H,,, M-P, and P-P indices. Given
the extent of cross-correlation, it is probably best to consider
the first three electronic scales in particular as surrogate indi-
cators of hydrophilicity. The parameters that remain in Table 4
bear some relationship to each other and are considered, for the
purpose of this article, to represent conventional electronic ef-
fects of amino acid side chains. This includes Cyyur L, inductive
and field effects, z3, and VHSEs parameters. The correlation
between VHSEs and inductive field and resonance effects is
remarkable. Whereas VHSEs is a composite from principal
components analysis, the inductive and resonance effects are
derived directly from simple QM calculations (15). Thus, the
cross-correlations between empirically derived electronic pa-
rameters (VHSEs) and QM-derived calculations suggest that the
QM measures are valid expressions of the electronic properties
of amino acids.

Closer examination of the electronic properties of individual
amino acids reveals good agreement with expectations. Thus,
arginine and lysine with positively charged ammonium groups
are the strongest electron-withdrawing side chains (inductive ef-
fects), whereas the side chains of aspartic acid and glutamic acid
are the strongest electron donors. Conversely, field effects (with
respect to the amide proton) are opposite in direction for the

6 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.
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Table 4 Correlations among the various properties of amino acids*

Physico-Chemical Properties

M.W. refractivity AG solution  bulk gyration polarizability
0.85 0.71 0.98 0.93 0.96
Refractivity AG solution  bulk gyration  polarizability
0.59* 0.80 0.75 0.83
tm dipole P-P 1 onG
—0.59 0.63 0.65
Heat of formation VHSE;5 field P-P
0.65 0.61 0.62
Solubility AG solution pKa (NH)
—0.62* 0.73
AG of solution Py bulk gyration  field
0.56* 0.66* 0.68 —0.65*
pKa (NH) 73
0.57
Biologic Properties
Py C-F P, Ivep 0.66
0.64
Pﬂ Pcoﬂ C-F Pg K-D RF Hp M-P P-P HLONG dipole YLOCAL YNON-LOCAL NMR shift
—0.64 0.86 0.73 0.60 —0.63 0.82 0.75 0.82 —0.57* 0.87 0.58 -0.79
Peoit K-D C-F Py C-F Peoii Hp M-P pP-pP YLOCAL  YNON-LOoCAL ~NMR shift
—0.59 —0.67 0.73 0.65 —-0.72 —-0.63 —0.70 —0.70 0.72
C-F P, Ivep
0.77
C-F Pg K-D Rp H, M-P P-P Miong  dipole  yrocaL NMR shift
0.73 0.62 —0.59 0.80 0.75 0.74 —0.62 0.74 —0.80
C-F Pt H, M-P IIvEeD yNoN-LocAL  NMR shift
0.58 —0.63 —0.70 —-0.72 0.60
Bulk gyration polarizability
0.94 0.96
Gyration polarizability
0.86
Polarizability
K-D Rp H, M-P P-P 1T onG dipole  yrocar NMR shift
0.64 —0.73 0.88 0.86 0.80 —0.83 0.58 —0.75
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Table 4 (Continued)
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Ry Hp M-P P-P dipole YLOCAL NMR shift
—0.83 0.65 0.83 —0.73 0.65 —0.89
H, M-P P-P YLOCAL NMR shift
—0.75 —0.76 —0.69 —0.80
M-P P-P 1 onG dipole YLOCAL NMR shift
0.89 0.86 —0.66 0.65 -0.79
P-P I onG dipole YLOCAL NMR shift
0.85 —0.81 0.64 —0.86
IIvEeD
IILonG dipole YLOCAL NMR shift
—0.74 0.59 —0.70

Electronic Properties

Dipole YLOCAL NMR shift
—0.55* 0.74
YLOCAL YNON-LocAL NMR shift
0.76 —0.67
YNON-LOCAL
NMR shift
VHSE5 inductive resonance field
—0.83 —0.87 0.84
73 resonance
0.58
CoMuLL
Inductive resonance field
0.79 —0.76
Resonance field
—0.87
Field

*Linear regression analysis was performed to compare the various scales listed in Tables 1-3. The r values shown here are only for the significant correlations where p < 0.01 or p < 0.05 as
noted by an asterisk. The (-) signs indicate the slope of the regression line.




Chemical Properties of Amino Acids

acidic versus basic side chains. Serine, threonine, and histidine
show weak inductive (through-bond) effects, but intermediate
to strong field (through-space) effects. The aliphatic side chains
of alanine, leucine, isoleucine, and valine produce minimal field
or inductive effects, which is consistent with the properties of
alkyl groups. In the future, analysis of electronic effects over
short segments of amino acid sequence may reveal patterns
related to preferences for secondary structure or functional sites
in proteins.

Substituent effects of amino acid side
chains

The concept of amino acid side chains as substituent groups
along the peptide backbone has been developed previously (14,
15, 32). According to this idea, the amino acids side chains af-
fect the electron density at main chain atoms as a function of
their physico-chemical properties (e.g., the degree to which they
donate or withdraw electrons from the peptide backbone). The
side chains modulate local electron density, and thus the bond
lengths and rotation along the main chain (15, 32). Summed to-
gether, the various electronic effects (e.g., inductive effects and
H,) determine the preference of a protein segment for a partic-
ular secondary structure. Of course, this preference is modified
by solvent effects, electrostatic screening, and ultimately by in-
teractions between residues that are only brought into contact
through the folding process. These long-range interactions de-
termine both the folding rate and the stability of the folded
protein (33, 34, 41).

Theoretic and experimental studies of charge migration in
proteins support the notion of gating effects of amino acid
side chains (8-12). Thus, movement of charge between adjacent
residues through the peptide bond depends on the molecular mo-
tion and orientation of the side chains (11). Moreover, ab initio
analysis of the electronic features of amino acids reveals that
electronic effects are conformation sensitive (42). Therefore,
different side chain rotamers will produce distinct electronic ef-
fects at the main chain, although the rotational preference of a
side chain is also a function of its fundamental physico-chemical
(electronic) properties. Quantum effects in molecular electronic
devices reveal that side chain groups affect electron density and
current flow through main chain (nonpeptide) atoms such that
current transmission is blocked at eigenvalues of the side chains
(16). The effects of various side chains are additive in this sys-
tem. Therefore, main chain structure and rotational flexibility
(i.e., folding) is linked inextricably to the electronic properties
of amino acid side chains and to the propagation of electronic
effects along the peptide backbone.

Nearest-neighbor effects

Nearest-neighbor effects refer to the reciprocal influence of ad-
jacent amino acids on protein folding. In some cases, this term
also refers to amino acids that are close in the 3-D structure
of the protein (<8-10 A away), but distant in the sequence.
Early studies found a nonrandom assorting of amino acids in
secondary structures by pair-wise analysis of protein sequences
(43). More recently, it was reported that the preference of pairs
of amino acids for secondary structure was determined, in part,

by the electronic properties of the neighboring residues (14,
32). Thus, adjacent pairs of amino acids that act as strong elec-
tron donors preferred a-helical conformations, whereas adjacent
residues with ambivalent electron affinity preferred strongly coil
conformations. The existence of nearest-neighbor electronic ef-
fects in proteins is confirmed by NMR studies (9, 37), pKa
measurements (8), and QM analysis of electron densities in
dipeptides (32). Finally, nearest-neighbor interactions in the fi-
nal folded state contribute to the stability of a protein (44).

The electronic properties of neighboring amino acids can
affect protein folding in complex ways. Theoretically, the elec-
tronic effects of adjacent residues may be additive, opposing,
or neutral. Some effects extend over 3—4 residues in a pep-
tide or protein (8, 9), which corresponds roughly to a loop,
short B-strand, or the first turn of an a-helix. The summation of
these various nearest-neighbor effects will then determine the
electron density along the peptide backbone, bond lengths, and
rotational flexibility. Consequently, segments of a protein where
strong electronic effects are exerted on the main chain atoms
will tend to form different secondary structures than segments
where the electronic effects are weak.

Chemical Tools and Refinements

A compelling case can be made for replacing empirically-
derived scales of amino acid properties with parameters either
measured directly (e.g., chemical shift data or infrared spec-
tra) or calculated from basic principles. The goal would be
to develop all-electronic expressions for the physico-chemical
properties of amino acids based on computational methods that
include QM calculations. A start in this direction was pro-
vided by the successful description of steric effects in terms
of polarizability and hydrophilicity as a function of electron
density (32). Application of more sophisticated computational
approaches will speed progress toward this objective.

As discussed here and elsewhere, NMR chemical shift data
reveal details about the secondary structure environment of
amino acids in proteins and thus are measures of protein fold-
ing. The pioneering work of Oldfield and colleagues (45) and
other groups demonstrated that QM calculations on model pep-
tides estimated NMR chemical shifts accurately. Furthermore,
chemical shifts at the amide proton are excellent indicators of
B-strand and coil conformation (Table 4). Therefore, the fact
that QM calculations can be used to derive chemical shifts in
peptides suggests that these calculations also provide insight
into protein folding. For some of the QM analysis of amino
acids, older semiempirical methods have been used (15). These
methods are sufficiently accurate for the relative assessment
of electronic properties (i.e., for comparisons between amino
acids). However, higher-level theory will be needed to obtain
more precise quantitative values for various electronic parame-
ters, for example, through the application of density functional
theory with correction for electron correlation effects (46). Al-
ternatively, perturbation methods such as Mgller-Plesset have
also proven useful to derive the electronic properties of amino
acids (46).
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Aminoacyl-tRNA synthetases (aaRSs) compose a family of essential enzymes
that attach amino acids covalently to tRNA molecules during protein
synthesis. Some aaRSs possess a hydrolytic amino acid editing function to
ensure the fidelity of protein synthesis. In addition, aminoacylation can
occur by indirect pathways that rely on mischarged tRNA intermediates
and enzymes other than aaRSs. Throughout evolution, structural and
functional divergence of aaRSs has yielded diverse secondary roles.
Likewise, aaRS-like proteins with either sequence or structural similarities to
synthetases exhibit functions that may or may not be related to
aminoacylation. Many of these diverse aaRSs and aaRS-like proteins have
been capitalized on by the microbial world and by medical research as

targets for therapeutic agents such as antibiotics.

Aminoacyl-tRNA synthetases (aaRSs) are critical components
of the translation machinery for protein synthesis in every
living cell (1). Each aaRS enzyme in this family links a
single amino acid covalently to one or more tRNA isoacceptors
to form charged tRNAs. Identity elements within the tRNAs
serve as molecular determinants or antideterminants that aid
in selection by cognate aaRSs (2). Some aaRSs also have
an amino acid editing mechanism to clear their mistakes (3).
The canonical aaRSs and aaRS-like proteins have functionally
diverged to perform many other important roles in the cell
(4, 5). Their versatility and adaptability have provided unique
opportunities to develop biotechnology tools and to advance
medical research.

Ubiquity of aaRS Structure
and Function

The aaRSs are an ancient family of enzymes that have a
lengthy and diverse evolutionary history. For their central role
in protein synthesis, the aaRSs generate aminoacylated tRNAs,
which are transferred to an elongation factor such as EF-Tu
in bacteria for delivery to the ribosome. Some aaRSs have
diverged functionally to perform other secondary roles that
impact critical cellular activities (4). In addition, paralogs that

bear sequence homology to aaRS domains participate in a wide
array of activities in the cell (4, 5).

Aminoacylation of tRNAs

The aaRSs catalyze the covalent attachment of an amino acid
to the universal 3’-adenosine at the terminus of tRNA (1).
Aminoacylation consists of a two-step reaction mechanism.
First, an amino acid is activated via ATP to form an aminoacyl
adenylate intermediate. Second, the amino acid is transferred to
the 3’-end of tRNA, releasing AMP (Fig. 1a). Generally, amino
acid activation can occur in the absence of tRNAs. However,
glutamyl- (GIuRS), glutaminyl- (GInRS), arginyl- (ArgRS) and
lysyl-I (LysRS-I) tRNA synthetases require tRNA as a cofactor
for the activation step.

Representative X-ray crystal structures have been solved for
each of the 20 canonical aaRSs (Table 1). This wealth of molec-
ular information has provided a starting point to begin to unravel
diverse paradigms that govern substrate recognition, the mech-
anism of aminoacylation, and alternative functions. In many
cases, multiple cocrystal complexes with various substrates,
analogs, and inhibitors are available. Fifteen aaRS X-ray crys-
tal structures have been solved in complexes with their cognate
tRNAs. Crystallization of individual aaRS domains has also pro-
vided insight into structure-function relationships of this diverse
family of enzymes.
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Figure 1 Aminoacylation reaction. (a) The overall aminoacylation
reaction is performed in two steps by the aaRSs. Two modes of amino acid
editing can hydrolyze the mischarged tRNA product (posttransfer editing)
or misactivated aminoacyl adenylate intermediate (pretransfer editing). (b)
The first step of the ATP-dependent aminoacylation reaction activates
amino acid to generate an aminoacyl adenylate intermediate. (c) In the
second step, the activated amino acid is transferred to the tRNA molecule
and AMP is released.

The aaRSs can be divided evenly into two classes based on
the architectures of their catalytic domains: the presence of spe-
cific consensus sequences and their chemical properties (6). The
catalytic core of Class I aaRSs is composed of a Rossmann
dinucleotide binding fold that is marked by two signature con-
sensus sequences: KMSKS and HIGH (Fig. 2). Class II aaRSs
are typically dimers or tetramers and possess a more unique
catalytic core that is made up of seven antiparallel B-strands
flanked by a-helices. These enzymes have three consensus mo-
tifs (Fig. 2). Motif 1 [GPXXDPxxPPP] is at the dimer inter-
face, whereas motif 2 [FRXE-H/RXXXFXXX(D/E)] and motif
3 [GPGPGP(D/E)RPDPDPDPP] are part of the active site (P

represents a hydrophobic amino acid). Each of the two distinct
classes of aaRSs aminoacylates a set of amino acids with di-
verse chemical properties that would be important for protein
function. Interestingly, LysRS is represented in both classes (7).
Recently, two new aaRSs that activate O-phosphoserine and
pyrrolysine have also been added to the Class II group (8, 9).

Both classes of enzymes catalyze the common aminoacy-
lation reaction but via different mechanisms (1). Class I and
Class II aaRSs bind ATP in an extended and bent conforma-
tion, respectively (Fig. 2). In addition, class I enzymes bind
the tRNA acceptor stem from the minor groove side, which
orients the 2'-hydroxyl group of the A76 ribose for attach-
ment of the amino acid (Fig. 3). In contrast, Class II aaRSs
aminoacylate the 3’-hydroxyl of the terminal adenosine, be-
cause the enzyme binds to tRNA via its major groove. Class II
phenylalanyl-tRNA synthetase (PheRS), which charges amino
acids onto the 2’-hydroxyl group of A76 of tRNAP, is the
only known exception to this rule.

The aaRSs possess diverse polypeptide domains and inser-
tions, in addition to their catalytic core. Likely, these do-
mains evolved to enhance specificity and fidelity and, in some
cases, confer other functions (4, 5). One such domain is the
C-terminal anticodon-binding domain that is widely varied (1).
For example, GluRS and GInRS have highly conserved ac-
tive sites within their canonical aminoacylation cores but have
appended N-terminal anticodon-binding domains that are com-
posed primarily of either a-helices or P-strands, respectively.
In addition, common RNA-binding protein domains such as the
OB-fold have been incorporated into aaRSs such as LysRS-II.
In at least half of the aaRSs, an internal or appended domain
confers amino acid editing activity (3).

Alternative chemical activities

By virtue of their long evolutionary history, as well as of their
capacity to bind RNA, ATP, and other small molecules such as
amino acids, the aaRSs have been recruited to carry out many
diverse alternative functions in cells (4) (Fig. 4a). One such
function includes capitalizing on its aminoacylation function
to proofread tRNA processing and maturation in the nucleus
that occurs before tRNA export to the cytoplasm for protein
synthesis. In addition, aminoacylation of tRNA-like structures,
such as the 3’-end of viral genomes in plants and tmRNA
in Escherichia coli, is important for viral replication and for
ribosome recycling, respectively.

The RNA binding properties of aaRSs, such as leucyl-
(LeuRS) and tyrosyl- (TyrRS) tRNA synthetases, have also been
exploited to enable excision of self-splicing group I introns in
some mitochondria. Others, including threonyl- (ThrRS) and
alanyl- (AlaRS) tRNA synthetases from E. coli, are involved
in transcriptional and translational regulation through interac-
tions with their mRNA and DNA, respectively. PheRS also
binds specifically to DNA, but the function of this property
remains unclear. Some of the most diverse roles for aaRSs
include cytokine and anti-angiogenic activities for TyrRS and
tryptophanyl-tRNA synthetase (TrpRS), respectively.
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Table 1 Classification of aaRSs (6, 8) and their crystal structures

With amino acid/ Individual
CLASS 1 Enzyme only With tRNA substrate analog domains
Ia
LeuRS* IWKB 2BTE, 2BYT, 1WZ2 10BC, 10BH, 1H3N 2AJG, 2AJH, 2AJI
IleRS* IWKS, 1ILE 1QU2, 1QU3, 1FFY ZS, 1J2Q IWNY, 1WNZ,
1UDZ, 1UEO
ValRS* 1YW 1IVS, 1GAX IWKA, 1WK9
MetRS* 1QQT, 1A8H, IWOY, 2CTS, 2CSX 1PFU, 1PFV, 1PFY, IMEA, IMED,
IRQG 1PFW, 1PGO, IMKH, 1PYB
1PG2, 1F4L, 1P7P
CysRS ILIS 1UOB ILI7
ArgRS 1BS2, 11Q0 1F7U, IF7V
Ib
GInRS INYL 1GSG, 1GTR, 1GTS, 100B, 100C
1QRS, IQRT,
1QRU, 1QTQ,
1EXD, 1EUQ,
1EUY, 1Z]W
GIuRS IGLN 1G59, IN77, IN78, IN75, 1J09, 2CFO,
2CV0, 2CV1, 2CUZ
2CV2
LysRS-I 1TIRX
Ic
TyrRS ITYA, ITYB, ITYC, 1H3E, 1J1U ITYD, 2TS1, 3TSl, 1JH3, IN3L, 1Y42,
2CYA, 1U7D, 4TSI, 1WQ3, INTG
107X 1WQ4, 1X8X,
1H3F, 1Q11, 1J1I,
11, JIK, 1JIL,
1VBM, 1VBN,
2CYB, 2CYC
TrpRS 2G36, 1R6T, 1D2R 2AKE, 2DR2, 2AZX IMAU, 116K, 1I6L, 105T, 1R6U, 1ULH
116M, 1M83,
1YIA, 1YID,
IMAW, 1IMB2,
1YIS,
Class II
SepRS 20DR
PyIRS
Ila
SerRS ISRY, 2CIM ISER 1SES, 1SET, 1WLE,
2CJB, 2CJ9, 2CJA
ThrRS* 1QF6 INYQ, INYR, 1KOG 1EVK, 1EVL 1FYF,
2HLO, 2HLI1,
2HL2, 2HKZ,
1Y2Q, IWWT,
ITIE, 1TKE,
ITKG, 1TKY
AlaRS* 1YFR, 1YFS, 1YFT, 1V4P, 1V70
1YGB, 1RIQ
GlyRS 1ATI 1B76, 1IGGM 1I5W
ProRS* INJ2, 1HC7, 1NIJS, 1H4S, 1H4Q INJ1, INJ5, INJ6,
2141 1HAT, 2J3L, 2J3M,
214M, 214N, 2140
HisRS IH4V, IHTT, 1QEO, 1KMM, 1KMN, 1X59
IWu7 1ADY, 1ADJ
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Table 1 (Continued)

With amino acid/ Individual
CLASS II Enzyme only With tRNA substrate analog domains
IIb
AspRS 1EOV, IWYD, 1ASZ, 1IEFW, 1ASY,
IN9W, 1G51 1ASZ,1COA, 11L2
1LOW, 1B8A,
1EQR
AsnRS 1X56 1X54, 1X55
LysRS-IT* 1BBW IBBU, IE10, IEIT, IKRS, IKRT
1E22, 1E24, ILYL
IIc
PheRS* 1PYS 1ETY 1B70, 1B7Y, 1JIC, 2CX1
2ALY, 2AMC,
21YS, 2AKW

“These aaRSs have a hydrolytic editing pathway to clear misactivated and mischarged amino acids.

aaRS-like proteins

Proteins with sequence homology to aaRSs perform diverse
cellular functions (5) (Fig. 4b). Some of these proteins resulted
from aaRS gene duplications and are called paralogs. Other
paralogs are composed of just one domain of an aaRS that has
multiple domains.

Paralog examples include E. coli YadB, which resembles
GluRS. YadB attaches glutamate to a queuosine base yielding
an essential tRNAA anticodon modification. In addition, two
methionyl-tRNA synthetase (MetRS)-like proteins called Arclp
and Trbp111 bind to tRNA. Although the role of Trbp111 is not
understood, Arclp aids in delivery of tRNAs to their cognate
aaRSs subsequent to nuclear export.

Several aaRSs possess amino acid editing domains, which
hydrolytically clear mistakes in cis (3) (Table 1). Interestingly
however, some archaeal and bacterial synthetases rely on par-
alogs of editing domains that hydrolyze mischarged products
in trans (10, 11). These products include the YbaK and ProX
(or PrdX), which edit Ala-tRNAP®, and AlaX that hydrolyzes
mischarged Ser-tRNAA® and Gly-tRNAAR,

Several aaRS-like proteins are involved in metabolic path-
ways (1). For example, E. coli asparagine synthase, an aspartyl-
tRNA synthetase (AspRS)-like enzyme, catalyzes the synthesis
of asparagine from aspartate and ATP. A paralog of LysRS-II,
called PoxA/GenX, is important for pyruvate oxidase activity
in E. coli and Salmonella typhimurium and for virulence in
S. typhimurium. The E. coli biotin synthetase/repressor pro-
tein (BirA), which has a domain that resembles structurally
the seryl-tRNA synthetase (SerRS) catalytic domain, activates
biotin to modify posttranslationally various metabolic proteins
involved in carboxylation and decarboxylation. BirA can also
bind DNA and regulate its own transcription using biotin as
a corepressor. A histidyl-tRNA synthetase (HisRS)-like protein
from Lactococcus lactis, HisZ is involved in the allosteric ac-
tivation of the phosphoribosyl-transferase reaction.

Binding of uncharged tRNA to a HisRS-like domain of the
GCN2 kinase protein in Saccharomyces cerevisiae under starva-
tion and stress conditions elicits a cascade of molecular events
to upregulate genes for amino acid and nucleotide biosynthesis.
The accessory subunit Poly f of mtDNA polymerase y, which
shares structural homology to both the catalytic and the an-
ticodon binding domains of glycyl-tRNA synthetase (GlyRS),
increases the processivity of the catalytic subunit of DNA-Poly
and was proposed to serve as a primer recognition factor.

Chemistry of Aminoacylation

Recognition of tRNAs by aaRSs

One of the most significant features of the aminoacylation
reaction is the specific recognition of a set of tRNA isoacceptors
by their corresponding aaRS (2). Accurate tRNA:aaRS pairing
relies on molecular “identity elements” that are composed of
individual nucleotides, modifications, base pairs, or structural
motifs. Positive identity elements (or determinants) enhance the
selection of a tRNA by its cognate aaRS, whereas negative
identity elements (or antideterminants) prevent the formation
of incorrect tRNA:aaRS pairs. These identity elements can be
classified as either major or minor elements based on the level
of their impact on recognition.

Most identity elements are present at the two distal ends of the
molecule: the acceptor stem and the triplet anticodon (Fig. 5).
In the acceptor stem, the unpaired discriminator base N73 is a
crucial recognition factor for most aaRSs. Also, the first few
acceptor stem base pairs often serve as determinants for many
tRNAs. The structural domains of aaRSs play specific roles in
the recognition of tRNAs (12). In general, the more conserved
catalytic domain binds the acceptor stem during aminoacylation.
As indicated, diverged domains in most aaRSs interact directly
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Figure 2 Mode of ATP binding to aaRSs. (a) Active site of GIuRS enzyme
bound to ATP (PDB 1 N75). The consensus sequences KISKR (KMSKS) and
HVGT (HIGH) are highlighted on the protein. (b) Active site of GlyRS
enzyme bound to ATP (PDB 1B76). The consensus motifs 1, 2, and 3 are
highlighted on the protein. Class | and Class Il aaRSs bind ATP in an
extended and bent conformation, respectively. ATP is shown as dark
spheres.

with the tRNA anticodons to enable discrimination. The only
exceptions are LeuRS, SerRS, and AlaRS, which do not require
anticodon interactions for aminoacylation. SerRS and LeuRS
interact, respectively, with up to four and six tRNA isoacceptors
that have highly varied anticodons. In some aaRSs, accessory
domains enhance recognition.

Unique architectural features of tRNAs also can serve as
identity elements (2). For example, the long variable loop
of tRNAS®" interacts specifically with SerRS. In addition, the
tertiary G15:G48 Levitt base pair in E. coli tRNA®S, and
the triplet interaction in tRNAAP . is formed between G435,
and the G10:U25 pair confers identity. Occasionally, modified
nucleotides can act as determinants, as in the case of E. coli
tRNA, (RNAC (RNAWS, and yeast tRNA. All of these
tRNAs contain modifications in the anticodon loop.

Antideterminants are defined as nucleotides that block mis-
aminoacylation of the tRNA by a noncognate aaRS (2). A few

Chemistry of Aminoacyl-tRNA

(a) Class I: GIURS
g N N

Figure 3 Mode of tRNA binding to aaRSs. (a) Active site of GIuRS enzyme
bound to ATP and tRNAG“‘(PDB 1N77). (b) Active site of AspRS enzyme
bound to Asp-AMP and tRNAASP (PDB 1 COA). Class | and Class Il enzymes
bind the tRNA acceptor stem from the minor and major groove sides,
respectively. This orients either the 2-OH or 3/-OH of A76 for specific
attachment of the amino acid. ATP is represented by dark spheres, and
tRNA is shown as a tube.

examples of unmodified nucleotides or base pairs that act as
antideterminants include A73 in human tRNAM" that hinders
aminoacylation by SerRS, U34 in yeast tRNA'"® that inter-
feres with MetRS binding, and a G3:U70 base pair in yeast
tRNAA that blocks ThrRS. In addition, lysidine 34 and m1G37
are located in the anticodon structures of E. coli tRNA™ and
yeast tRNAAP and serve as antideterminants against MetRS
and ArgRS enzymes, respectively. Interestingly, tRNAs that are
charged by Class I aaRSs possess antideterminants against Class
II aaRSs and vice versa (2).

Reaction mechanism

The overall two-step aminoacylation reaction relies on mecha-
nistically distinct features of the Class I and Class II enzymes
(1). In the Rossmann fold of Class I aaRSs, ATP binding
is stabilized by interactions with the conserved KMSKS and
HIGH consensus sequences. The p- and y-phosphates inter-
act with Mg?*. The a-NH3*+ group of the bound amino acid
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Figure 4 Cellular roles of aaRSs and aaRS-like proteins. (a) Alternative functi
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ons of aaRSs. The canonical aaRSs perform diverse functions in the cell that

are distinct from their primary role of aminoacylation in protein synthesis 4. (b) AaRS-like proteins. Proteins that either resemble aaRSs or are paralogs of

aaRSs are widespread in nature and carry out a variety of activities 5.

is stabilized via hydrogen bonds with a conserved aspartate.
Amino acid activation occurs by in-line nucleophilic displace-
ment, where the a-carboxylate oxygen of the amino acid attacks
the a-phosphorus atom of ATP (Fig. 1b). The flexible KMSKS
peptide loop forms hydrogen bonds between the conserved ly-
sine and serine and the pyrophosphate moiety of ATP during
the transition state. Cleavage of the phosphoanhydride linkage
between the a- and B-phosphates of ATP releases PP;. In the
second step, the 2’ ribose hydroxyl of the tRNA’s A76 attacks
nucleophilically the carboxyl carbon of the aminoacyl adenylate
intermediate to cleave the mixed anhydride. When amino acid
is transferred to the tRNA molecule, AMP is released.

In Class II aaRSs, the bound ATP molecule interacts with mo-
tifs 2 and 3 (Fig. 2). The p- and y-phosphates bend toward the
adenine ring and are stabilized by three Mg”* ions. The ribose
of the ATP molecule adopts a 3’-endo conformation, as opposed
to the 2'-endo conformation in Class I aaRSs. The amino acid
side chain tends to bind by a lock-and-key mechanism, whereas
its backbone interacts via an induced fit. Similar to Class I

6 WILEY ENCYCLOPEDIA OF CHEMICAL B

aaRSs, activation proceeds by an in-line nucleophilic displace-
ment mechanism. The transition state is stabilized by interac-
tions between the a- and y-phosphates and arginine residues in
motifs 2 and 3, respectively. The 3’-hydroxyl of the A76 ribose
nucleophilically attacks the carboxyl carbon of the aminoa-
cyl adenylate intermediate, forming aminoacyl-tRNA and AMP.
The tRNA that is charged by either of the two classes is then
transferred to an elongation factor such as EF-Tu in bacteria for
delivery to the ribosome.

Amino acid editing

Nine aaRSs that include representatives of both classes possess
a hydrolytic editing mechanism to clear misactivated amino
acids (3) (Table 1). Hydrolysis of misactivated amino acids
can occur either before or after transfer to tRNA (Fig. 1a).
Pretransfer editing hydrolyzes adenylate intermediates but can
be tRNA-dependent. Posttransfer editing cleaves mischarged
tRNA. In general, aaRSs that edit seem to employ both path-
ways, although one may predominate.

IOLOGY © 2008, John Wiley & Sons, Inc.
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Figure 5 Protein—RNA interactions of aaRSs. The cloverleaf secondary structure of tRNAeY folds into an L-shaped tertiary molecule. The tRNA can bind in
an aminoacylation complex, where the 3" end is located in the canonical Class | or Class Il core as shown in the upper right for the P. horikoshii
LeuRS-tRNALeu aminoacylation complex. In aaRSs that edit, a second complex can be formed, where the 3’ end interacts with a separate domain such as
the connective polypeptide insertion (CP1) that contains a hydrolytic active site as shown in the lower right for the T. thermophilus LeuRS-tRNALeY editing

complex. (Table (1); PDB files TWZ2 and 2BYT).

Most aaRSs that possess an amino acid editing activity rely
on a hydrolytic active site that has been integrated into their
polypeptide chain. However, a few aaRSs are dependent on a
mechanism where hydrolysis is carried out in trans by an in-
dependent domain (i.e., YbaK, ProX, and AlaX). MetRS and
LysRS-II use the aminoacylation active site for editing and for
clear mistakes by cyclizing the misactivated noncognate amino
acid. Pretransfer editing has occurred both in an enzyme-based
active site and in an aqueous environment via hydrolysis. The

latter, which is commonly referred to as kinetic proofreading,
relies on selective release of noncognate adenylates from the en-
zyme. These intermediates inherently are unstable and undergo
hydrolysis in solution.

Most aaRSs that edit use a double-sieve mechanism. The
aminoacylation active site serves as a coarse sieve and binds
cognate amino acid as well as structurally related noncognate
amino acids. A second hydrolytic active site acts as a fine
sieve and hydrolyzes misactivated amino acids. The Class I
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aaRSs, LeuRS, isoleucyl- (IleRS), and valyl- (ValRS) tRNA
synthetases rely on a homologous polypeptide insertion (con-
nective polypeptide 1 or CP1 domain) for amino acid editing
(Fig. 5). Class II aaRS editing domains are highly diverse.
AlaRS, ThrRS, and prolyl-tRNA synthetase (ProRS) editing do-
mains are homologous. However, the archaeal ThrRS domain is
unrelated to its bacterial/eukaryotic counterpart or to the Class
I homologs. Interestingly, PheRS has an editing domain that
does not resemble that of any other aaRS.

Indirect pathways of aminoacylation

A complete set of 20 aaRSs to activate each of the 20 stan-
dard amino acids is not always present in every organism.
These organisms rely on indirect mechanisms of aminoacy-
lation that involve more than one enzyme and a mischarged
tRNA intermediate (9, 12) (Table 2). For example, many bac-
teria, most archaea, and some eukaryotic organelles lack GInRS
and/or asparaginyl-tRNA synthetase (AsnRS) enzymes. Rather,
misacylated tRNAs such as Glu-tRNAS™ are produced by a
nondiscriminating GluRS that interacts with both tRNAS" and
tRNAS" A similar mechanism occurs for the formation of
Asp-tRNAAS", The mischarged tRNAs are then converted to the
correct product by tRNA-dependent amidotransferases (AdTs).
These AdTs include GatCAB, a heterotrimeric AdT found in
bacteria, archaea, and eukaryotic organelles, which uses glu-
tamine as an amide donor and amidates both Asp-tRNAAS" and
Glu-tRNAS" GatDE, a heterodimeric AdT found in archaea,
amidates only Glu-tRNAS™,

An indirect route of aminoacylation is also required for the
incorporation of the so-called 21st amino acid selenocysteine
(Sec) (9). In bacteria, Sec is inserted cotranslationally at an
in-frame UGA codon that is upstream of an RNA stem-loop.
In E. coli, SerRS produces the mischarged Ser-tRNAS, which
is then converted to Sec-tRNAS® by Sec synthase (SelA). A
GTP-dependent elongation factor SelB binds to Sec-tRNAS
and forms a complex that recognizes specific mRNA sequences
called selenocysteine insertion elements (SECIS), that are lo-
cated 3’ to a UGA codon on a stalled ribosome-bound mRNA.
It is also responsible for delivering Sec-tRNAS to the A site
of the ribosome (9).

In archaea and eukaryotes, incorporation of Sec into polypep-
tides requires three steps involving three different enzymes. In
the first step, SerRS mischarges tRNAS® with serine to form
Ser-tRNASe. Subsequently, a kinase, called O-phosphoseryl-
tRNAS® kinase (PSTK), phosphorylates serine to generate
O-phosphoseryl-tRNAS® (Sep-tRNAS). Finally, a pyridoxal
phosphate-dependent enzyme called Sep-tRNA:Sec-tRNA syn-
thase (SepSecS) (9) or Sec synthase (SecS) (13), converts
Sep-tRNAS® o Sec-tRNAS,

Many methanogenic archaeabacteria lack cysteinyl-tRNA
synthetase (CysRS). Interestingly, a Class II enzyme called
O-phosphoseryl-tRNA synthetase (SepRS) acylates tRNA®YS
with O-phosphoserine (Sep) to form Sep-tRNA®YS, which is then
converted to Cys-tRNAYS by the enzyme Sep-tRNA:Cys-tRNA
synthase (SepCysS). It has been proposed that this indirect path-
way may be the sole route for cysteine biosynthesis in these
organisms (9). The crystal structure of SepRS was recently

solved (8). It is an agsynthetase whose quaternary structure
resembles PheRS.

Pyrrolysine, the 22nd genetically encoded amino acid, is in-
corporated into a Methanosarcina barkeri protein in response to
an in-frame UAG codon in the mRNA (9). Two different mech-
anisms have been proposed for the attachment of pyrrolysine
to tRNAM!, Pyrrolysyl-tRNA synthetase (PylRS) can aminoa-
cylate tRNAPY! directly with pyrrolysine in a single step. In an
indirect pathway, LysRS-I and LysRS-II, which belong to Class
I and Class II aaRSs, respectively (Table 1), form a ternary
complex with tRNAPY! and charge lysine onto it. The mis-
charged Lys-tRNAPY! would then be expected to be modified
to Pyl-tRNA™! by a mechanism that remains undefined (1).

Formylation of methionylated tRNAM®! allows differentiation
of the AUG start codon from internal AUG codons (14). MetRS
aminoacylates tRNA™et with methionine. A formyl group is
linked covalently to the charged methionine via its amino moi-
ety by the methionyl-tRNA formyltransferase enzyme, which
uses N!'O-formyl tetrahydrofolate as the formyl donor. This
fMet-tRNA™et molecule binds directly to the P site of the ribo-
some to initiate protein synthesis, as compared with the A-site
to which elongator tRNAs bind.

aaRSs: Expansion of the Genetic
Code

The aaRS have enormous potential as tools to incorporate
novel amino acids into proteins (15). Modified proteins that
contain one or more nonstandard amino acids could confer
unique chemical, physical, and/or biologic properties. These
custom-designed proteins could be adapted as medicinal thera-
peutics and as biotechnology tools.

Incorporation of novel amino acids
in proteins

Nonstandard amino acids can be either incorporated globally at
multiple sites within a protein or inserted at specific locations
(1, 15). Global misincorporation of nonstandard amino acids
can produce protein polymers with altered physical properties
that confer, for example, varied tensile strengths and elasticities
(16). These unique biomaterials can be used in many medical
applications, such as altering properties associated with cell ad-
hesion. In other applications, routine replacement of methionine
by selenomethionine aids in X-ray crystal structure determina-
tion.

Global incorporation of amino acid analogs into proteins has
been achieved in vivo using E. coli strains that are auxotrophic
for certain amino acids. Initially, cells are grown in the presence
of the canonical amino acid until they reach sufficient biomass.
The standard amino acid is then replaced by an analog in the
media, followed by induction of a target protein for expression.
The appropriate aaRS can also be overexpressed to boost
charged tRNA production of analogs that are poorly activated.

Editing-defective aaRSs can also be capitalized on for global
misincorporation of amino acids. For example, LeuRS has been
used to incorporate oxonorvaline, a ketone-containing amino
acid. These ketone groups, which are not found naturally in
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Table 2 Indirect pathways of aminoacylation (9, 12)

—p—

Mischarged Chemical
Product intermediate(s) Organism Enzyme steps reaction
GIn-tRNASI Glu-tRNASI Bacteria 1. ND-GluRS* |
Archaea 2. Asp/GluAdT CH, CH,
Eukaryotic (GatCAB) or | |
organelles GluAdT (GatDE) C|)H2 C|)H2
C C
Y Y%
o o 0 “NH,
Asn-tRNAAS Asp-tRNAAS Archaeca Bac- 1. ND-AspRS*
teria 2. Asp/GluAdT CH, = CH,
(GatCAB) | |
Y C\ 40\
o o 0 'NH,
Sec-tRNAS¢¢ Ser-tRNASe Bacteria 1. SerRS
2. SelA CH2 CH2
| |
OH Se
|
H
Sec-tRNASe Ser-tRNASe Archaea 1. SerRS
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2. SepCysS CHs > CH,
|
OPOs~ SH
fMet-tRNA™Met  Met-t(RNA™Mt  Bacteria 1. MetRS H T
2. Met-(RNA transfor- O\ | . SN 7
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*Pyl-tRNAPY! Lys-tRNAPY! Archaea 1. LysRS-L:LysRS-II | |
complex CHs CHs
2. unknown | |
CH, CH,
| — |
e e
CH, CH,
| |
NHg CHs NH
|
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—N

*ND = nondiscriminating.
“An alternative direct pathway wherein pyrrolysine is charged to tRNAPY! by pyrrolysyl-tRNA synthetase (PylRS) has also been described (9).
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proteins, can be cross-linked readily to introduce diverse chem-
ical properties to the protein. Other novel amino acids that have
been incorporated successfully into proteins via editing defec-
tive aaRSs include a-aminobutyric acid by ValRS, norleucine
and norvaline by IleRS and LeuRS, and unsaturated amino acids
such as allylglycine, homoallylglycine, homopropargylgylcine,
and 2-butynylalanine by LeuRS.

Site-specific incorporation of novel
amino acids in proteins (orthogonal
aaRSs)

Site-specific insertion of novel amino acids in proteins originally
was accomplished in vitro by generating mischarged suppressor
tRNAs, which have anticodons that pair with amber “stop”
codons. The tRNAs were aminoacylated chemically with natural
and novel amino acids and were then incorporated at specific
stop codons using in vitro translation systems.

Orthogonal aaRS:tRNA pairs were developed to incorporate
nonstandard amino acids at specific protein sites in vivo (15).
Within an organism, the orthogonal aaRS cannot recognize any
endogenous tRNA molecules. Likewise, the orthogonal tRNA
cannot be aminoacylated by any genome-encoded aaRSs.

Two general strategies have been employed to engineer suc-
cessfully orthogonal pairs. First, aaRS and tRNA pairs from
distant organisms; for example, S. cerevisiae were used in an
E. coli system. Second, these aaRSs and tRNA molecules were
altered via rational and/or random mutagenesis, typically us-
ingin vivo selection systems, until they evolved to orthogonality.

Orthogonal pairs have been selected that can incorporate
genetically more than 30 unnatural amino acids in E. coli,
yeast, or mammalian cells. These amino acids include pho-
tocaged amino acids, glycosylated amino acids, and amino acids
with chemically reactive groups that are used to modify selec-
tively native proteins. This group also includes amino acids
with novel properties that could be used as probes in pro-
tein structure—function analysis in several techniques, such as
FRET, X-ray crystallography, NMR, and IR spectroscopies.
Perhaps the best characterized is a Methanococcus janaschii
TyrRSARNAD 4 orthogonal pair that is expressed in E. coli
and incorporates the synthetic amino acid O-methyl-L-tyrosine.
Other examples include the yeast AspRS/tRNAASPCUA and
yeast TyrRS/E. coli tRNAMet . that function in E. coli,
the LeuRS/ARNAMYy, pair that functions in yeast, E. coli
TyrRS/tRNATerUA and GInRS/tRNAMet . pairs, the Bacillus
subtilis TrpRS/tRNATPcys, and the E. coli  TyrRS/
Bacillus stearothermophilus tRNAD A pairs, all of which
function in eukaryotic cells.

AARSs and Medicinal Therapeutics

Each member of the aaRS family is central to the viability
of every living cell. Not only are they essential to protein
synthesis, but also they are critical to many other important
and diverse cellular activities (4). Species-specific inhibition of
a single aaRS has been a proven drug target for antimicrobial
development. Human aaRSs have long been associated with

autoimmunity. More recent reports have linked aaRS defects
to neurologic problems. Finally, the discovery of an impressive
and growing list of aaRS alternative activities, which include
roles in apoptosis, antiangiogenesis, and immunity provide new
pathways to novel medicinal therapeutics.

aaRSs as antibiotic targets

Enzymes in the aaRS family are a promising target for the
development of novel antibiotics (17). Selective inhibition of
just one essential aaRS would be lethal to the pathogen. The
best example is mupirocin, a commercially marketed IleRS
inhibitor. Mupirocin, also known as pseudomonic acid, origi-
nally was isolated from Pseudomonas fluorescens and is used
as a topical antibiotic against gram-positive bacteria, particu-
larly Staphylococcus aureus. It binds directly to the first lysine
of the conserved KMSKS sequence in the aminoacylation active
site (18).

aaRS-linked autoimmune diseases

Antisynthetase syndrome is a condition that involves the pro-
duction of antibodies that bind to and inhibit aaRSs (1). Several
human aaRS antibodies have been identified as markers for this
autoimmune disease. These antibodies are generally found in
one third of all patients with polymyositis and dermatomyositis,
which encompass chronic inflammatory muscle and skin dis-
orders. These patients exhibit muscle inflammation, interstitial
lung disease and arthritis, and mortality related to cardiopul-
monary complications. To date, six human cytoplasmic aaRSs,
including HisRS, ThrRS, AlaRS, IleRS, GlyRS, and AsnRS,
have been identified as autoantigens and have been paired,
respectively, with Jo-1, PL-7, PL-12, OJ, EJ, and KS autoan-
tibodies. In any given condition, the patient’s serum has only
one of the above autoantibodies. Although the origin of anti-
synthetase antibodies is not known, it is clear that elucidating
their functions in autoimmune diseases may provide avenues to
new therapeutics (1).

aaRS$ genetically linked neurologic
diseases

Mutations in aaRS genes have been linked to progressive
neurodegeneration and neuropathies. In one example, a single
amino acid substitution (A734E) in the amino acid editing
domain of mouse AlaRS enzyme results in the accumulation of
misfolded proteins in purkinje cells within the adult cerebellum
(19). This modest editing defect triggers the unfolded protein
response and cell death in terminally differentiated neurons.

Charot-Marie-Tooth neuropathies can be caused by single
mutations in genes encoding either TyrRS (20) or GIlyRS (21,
22). The TyrRS-based mutation primarily affects aminoacyla-
tion and has been proposed to impair protein synthesis. In
contrast, the molecular basis of pathogenesis remains unclear
for GlyRS mutants, because they seem to retain aminoacylation
activity (22).
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Glycan arrays are powerful tools for high throughput analysis of
carbohydrate—macromolecule interactions. A glycan array is composed of
many different carbohydrate structures immobilized on a solid support in
an orderly arrangement. This review describes the challenges and
considerations in the development of a glycan array. Various array formats,
immobilization techniques, and assay systems are discussed. In addition,
several interesting applications of glycan array technology are described,
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such as assessing the specificities of carbohydrate-binding lectins and
antibodies, profiling antiglycan antibodies in serum as biomarkers of

disease, and evaluating carbohydrate-dependent cell binding.

DNA and protein microarray technology has revolutionized the
way scientists study complex biological processes. These arrays
consist of thousands of nucleic acids or proteins immobilized on
a solid support. The array format allows one to rapidly evaluate
interactions with a large number of molecules simultaneously.
For example, one can examine the expression profiles of thou-
sands of genes in a single experiment.

Glycan arrays are an equally powerful technology for the
evaluation of carbohydrate-macromolecule interactions. Analo-
gous to DNA and protein arrays, glycan arrays contain many dif-
ferent carbohydrates affixed to a solid support. This review will
focus on development strategies, challenges, and applications of
glycan arrays. Several other reviews have been published over
the last few years (1-4) .

Biological Background

Carbohydrates, biopolymers composed of monosaccharide units,
play a central role in a wide range of biological processes such
as protein folding, inflammation, and development. In addi-
tion, glycans undergo dramatic changes in expression during
the onset and progression of many diseases such as rheumatoid
arthritis and cancer. Unfortunately, progress toward defining the
specific roles of most carbohydrates and understanding the rela-
tionships between structure and function has been frustratingly
slow. Furthermore, efforts to exploit altered expression for ther-
apeutic benefit have only been successful in a limited number
of cases.

Molecular recognition is a fundamental element for both ba-
sic and applied carbohydrate research (see cross references:

Glycan—glycan interactions, Glycan—protein interactions, and
Sugar—lectin interactions in cell adhesion). Many important
biological processes involve specific interactions between a
carbohydrate-binding protein (lectin) and a glycan. For example,
one early stage of inflammation involves interactions of se-
lectins with carbohydrate ligands. Carbohydrate—protein interac-
tions are also directly involved in diseases. For example, many
pathogens such as the influenza virus, E. histolytica, and H. py-
lori bind carbohydrates on the surface of host cells as a key
step of infection (5). For many other carbohydrate-binding pro-
teins, however, the biological functions are still unknown. For
example, most lectins used routinely as research reagents are
isolated from plants. Although used in the laboratory for many
years, the biological roles of many of these proteins are not
well understood. As a result, there has been significant interest
in identifying natural and unnatural ligands that can be used to
modulate the activity of carbohydrate-binding proteins. Lectins
and glycan-binding antibodies are also used extensively as re-
search tools, diagnostics, and therapeutic agents. Information
on the specificities of these proteins is critical for interpreting
results and selecting the best clinical candidates.

Although analysis of carbohydrate—macromolecule interac-
tions is crucial for glycobiology, it remains a challenging area
of science. First, carbohydrates can be exceedingly difficult to
obtain, especially in homogeneous form. With limited access
to the ligands, one cannot easily assess recognition. Second,
traditional methods used to evaluate carbohydrate—protein inter-
actions such as monosaccharide and oligosaccharide inhibition
studies, isothermal calorimetry (ITC), surface plasmon reso-
nance (SPR), and enzyme-linked lectin assays (ELLAs) can be
labor intensive or require large quantities of each carbohydrate.
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As a result, these methods are not well suited for high through-
put evaluations. Finally, one must consider the issue of valency.
In most cases, interactions between a single carbohydrate ligand
and a single binding domain of a protein (referred to as monova-
lent binding) are very weak. The affinity of monovalent binding
events is typically too low to withstand the washing involved in
common biological assays such as enzyme-linked immunosor-
bent assays (ELISAs), Western blots, and immunohistochemical
staining. However, most carbohydrate-binding proteins possess
two or more binding sites or assemble into functional units with
multiple binding sites. As a result, they can simultaneously bind
two or more carbohydrate ligands (referred to as polyvalent
binding) leading to a high overall affinity or “avidity.” Assays
that probe interactions between carbohydrates and proteins must
account for the unique aspects of polyvalent recognition. For
example, the ligands should be presented in a polyvalent con-
text. In addition, the spacing and orientation of ligands will
affect the ability to form a polyvalent complex.

As a result of the difficulties mentioned above, researchers
have been developing alternative methods to study carbo-
hydrate—protein interactions. Array technology is specifically
designed for high throughput evaluations of molecular recogni-
tion events. Miniaturization facilitates the process by allowing
minimal use of reagents and other hard-to-obtain components.
In the following sections, the development and application of
glycan array technology are described.

Fabrication of Glycan Arrays

Fabrication of a glycan array involves several interrelated fac-
tors: choosing a solid support format, choosing a method to
attach glycans to that solid support, and obtaining appropriately
functionalized carbohydrates for immobilization.

Array formats

Antecedents of modern glycan arrays can be traced back to
the method of separating a complex glycolipid mixture using
thin-layer chromatography, then probing the “array” with a
carbohydrate-binding protein (6). Recently, most glycan arrays
are created on either microtiter plates or glass microscope slides
(see Fig. 1).

The microtiter plate array format involves immobilizing car-
bohydrates in wells of 96-, 384-, or 1536-well microtiter plates
(see Fig. 1a). Each carbohydrate component is spatially sep-
arated from other components within the plate. Two of the
primary advantages of a microtiter plate format are cost and
simplicity. Carbohydrates can be distributed into wells using
multichannel pipettors, and assay results can be measured us-
ing standard plate readers. Thus, the equipment and supplies
needed for the array are relatively inexpensive and common.
However, microtiter plates generally require larger amounts of
each carbohydrate and can accommodate a smaller total number
of components per support unit.

An alternative to the microtiter plate format is a glass mi-
croscope slide. Slides can come in various layouts. The array
developed by Glycominds, Ltd. contains 200 microwells with

a single carbohydrate in each well (7). The miniaturized wells
use a smaller amount of material than a microtiter plate but re-
tain spatial separation of components (see Fig. 1b). A second
format involves spotting components directly onto the slides.
One of the key differences is that all the carbohydrates are in
the same “well” (see Fig. 1c). Consequently, recognition of
each component is compared under identical assay conditions
and well-to-well variation is minimized. In addition, microar-
ray printers used for producing DNA microarrays can be used
to print very small features (50-200-pwm spots) with high pre-
cision allowing for tens of thousands of spots on each slide.
As a result, much smaller quantities of material are required
and the total capacity is considerably higher than a microtiter
plate. However, a microarray printer and high resolution scan-
ner are required. A glass slide can also be modified to create
2-16 macrowells on a glass slide (see Fig. 1d). In this format,
an entire array is printed in each well.

Several three-dimensional (3-D) approaches to glycan arrays
have also been published, including fiber optic bead-based
glycan arrays (see Fig. 1e) (8) and hydrogel arrays (9).

Methods for immobilizing carbohydrates

The methods of attachment to the solid support can be divided
into two broad categories: covalent and noncovalent. Several
factors should be considered. First, the ligands should be stable
to immobilization, storage, and assay conditions. Second, the
immobilized ligands should be accessible to the receptors, which
are usually in solution. Third, the method should be efficient.

One of the most straightforward methods for immobilizing
ligands is noncovalent attachment (4, 9-18). This method in-
volves adsorption onto surfaces using noncovalent forces such
as hydrophobic interactions, charge—charge interactions, and
charge—dipole interactions (see Fig. 2a). A key concern is
that the immobilized ligands must withstand routine screen-
ing and assay conditions. In general, lower molecular weight
hydrophilic molecules, such as monosaccharides and oligosac-
charides, show poor retention on solid supports when directly
attached by noncovalent methods. In contrast, polysaccharides,
glycoproteins, and glycolipids are well retained and can be di-
rectly arrayed on modified solid supports.

In one of the first reports of a carbohydrate microarray, under-
ivatized polysaccharides and glycoproteins were immobilized
directly on nitrocellulose-coated glass slides (10). In a further
demonstration of the feasibility of noncovalent immobilization
of underivatized glycans, Willats et al. reported microarrays of
glycoproteins, proteoglycans, and polysaccharides on oxidized
black polystyrene slides (11). Modified neutral and anionic dex-
tran polysaccharides have also been synthesized and printed on
semicarbazide-coated glass slides (12).

One strategy for noncovalent attachment of smaller monosac-
charides and oligosaccharides involves coupling them to a lipid
tail or other hydrophobic moiety, which provides suitable re-
tention on a solid support. This strategy was exemplified by ar-
rays of synthetic and natural oligosaccharides as neoglycolipids
or glycosylceramide derivatives affixed to nitrocellulose-coated
slides (13) and microtiter plates (14). Alternative approaches
include capture of azide-containing monosaccharides and dis-
accharides on immobilized activated lipid alkynes using a
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(a) Microtiter plates: 1 Sugar/Well

(b) Micro-Well Glass Slide:
1 Sugar/Well

(c) Glass Slide:
Complete Array/Slide

Figure 1 Examples of formats that have been used for glycan arrays.

Cu(I)-catalyzed 1,3-dipolar cycloaddition (15); reductive am-
ination reactions between underivatized oligosaccharides and
immobilized aminolipids on microtiter plates (16); and urea
formation between amino-derivatized sugars and tetradecyl iso-
cyanate adsorbed on microtiter plates (17). Formation of hy-
drogel microarrays of amino-saccharides and polyacrylamide
glycoconjugates has been reported. Here, glycans were printed
on hydrophobic glass surfaces with polymerizable monomers,
and then polymerization was induced by photoactivation to form
3-D gel elements comprising the glycans (4, 9).

An elegant alternative approach for noncovalent interac-
tion relies on fluorous—fluorous interactions. A glycan array of
monosaccharides and disaccharides bearing anomeric fluorous
tags was noncovalently immobilized on fluorous-derivatized
glass slides (19, 20). The attachment method is compatible with
a wide range of functional groups and has been successfully
used to probe carbohydrate—protein interactions.

Glycan arrays have also been developed to take advantage of
the noncovalent, but extraordinarily strong, biotin—streptavidin
interaction. The Consortium for Functional Glycomics devel-
oped a glycan array consisting of biotinylated oligosaccharides
and amino acid glycoconjugates immobilized on streptavidin-
coated 384-well microtiter plates (21, 22). Another biotin-
streptavidin “sandwich” glycan microarray was produced by
self-assembly of biotinylated alkylthiols on a gold substrate, fol-
lowed by coating with streptavidin and printing of biotinylated
polyacrylamide glycoconjugates (23).

An alternative to noncovalent approaches is covalent attach-
ment of ligands to the surface. Methods for covalent attachment
can be broadly categorized as follows: 1) condensation with the
aldehyde of a reducing sugar, 2) nucleophilic addition to or

(d) Glass Slide with Macro-Wells:
Complete Array/Well

(e) Fiber Optic Bundle:
1 sugar/bead

displacement of a group on an activated surface or sugar, 3)
cycloaddition, and 4) insertion reactions (see Fig. 2b). Some
derivatization methods, for example, condensation and reduc-
tive amination, lead to ring opening of the reducing end sugar,
whereas other methods result in indeterminate anomeric con-
figurations, depending on the reaction conditions and point of
attachment. The linker used to connect the sugar to the surface
is an important consideration because it can affect recognition
and accessibility of the ligands. In choosing an ideal linker, the
issues to consider include the chemical nature and composition
(hydrophobic vs. hydrophilic), stability, length, and flexibility
of the linker.

Unmodified sugars have been attached to various hydrazide-
and amino-derivatized slides by condensation or by reductive
amination, which proceeds by reduction of the intermediate
Schiff base (see Fig. 2b.1). This strategy was used for immo-
bilization of free oligosaccharides onto hydrazide-derivatized
plates (24) and various unmodified carbohydrates (monosac-
charides, oligosaccharides, and polysaccharides) on hydrazide-
coated glass slides (25). Later, immobilization of free oligosac-
charides on hydrazide-derivatized self-assembled monolayer
(SAM) of gold-coated glass slides was also reported (26).
The formation of oximes between reducing end aldehydes
of sugars and amino-oxy groups has been exploited in the
fabrication of glycans arrays. This method was explored for
the immobilization of monosaccharides, disaccharides, and
oligosaccharides on amino-oxy glass slides and successfully
used for making a functional glycan array of oligosaccharides
on aminooxyacetyl-functionalized glass slides (27). However,
stronger signals were observed for hydrazide-coated slides in
comparison with aminooxy-coated slides (25). Several glycans
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Immobilization strategies. (a) A schematic representation of noncovalent adsorption. The lipid tail of a neo-glycolipid adheres to a hydrophobic

surface via noncovalent interactions. (b) Strategies used for covalent immobilization of glycans.

arrays have also been reported where the simple condensation of
aldehydes and amines was used to covalently attach the saccha-
rides. Deaminated heparin oligosaccharides bearing aldehyde
groups were attached to amine-coated glass slides as Schiff
bases without further reduction (28), while aldehyde and amino
functionalized monosaccharides and disaccharides were immo-
bilized on amine- and aldehyde-coated slides, respectively (29,
30). It should be noted that reductive amination results in open-
ing of the reducing end sugar whereas condensation can lead
to changes in anomeric configuration or mixtures of anomers at
the reducing end.

An alternative strategy used in the covalent attachment of
glycans to solid supports is nucleophilic addition or displace-
ment. In this method, the decision about where to install
the nucleophile and the electrophile—on the sugar or on the
solid support—rests with the researcher, but could be influ-
enced by the ease of installation and availability of deriva-
tized reaction partners. Glycan arrays involving the Michael
addition of maleimide-linked carbohydrates and thiol-coated
glass slides (see Fig. 2b.2) have been created and used to
probe lectin—carbohydrate interactions (31, 32). The transpo-
sition of the reacting functional groups has also been reported
where glycans arrays were fabricated using thiol-linked sug-
ars on maleimide-functionalized glass slides (33, 34) and on
self-assembled monolayers presenting maleimide groups (35).

Epoxide-opening reactions have also been used to cova-
lently attach carbohydrates, glycoproteins, and neoglycoconju-
gates to glass slides (see Fig. 2b.3). One report demonstrated
the feasibility of immobilizing hydrazide-functionalized small
molecules, including monosaccharides, on epoxide-coated slides
and further showed that hydrazide-containing ligands react more

rapidly with the epoxide-coated surface than thiols and amines
(36). The use of epoxide-coated slides is relatively common for
the fabrication of protein microarrays. One advantage of using
epoxide-coated surfaces is the potential indiscriminate reactivity
of epoxides to nucleophiles such as amines, thiols, and alcohols.
However, it is important to note that the reactivity of these
nucleophiles often depend on the pH conditions during print-
ing. The development of glycan arrays of neoglycoconjugates
and glycoproteins on epoxide-coated slides has been described
(37, 38). In this report, neoglycoconjugates were synthesized by
conjugating to lysine residues on serum albumin through acti-
vated carboxyl-bearing linkers, and then printed directly onto
epoxide-functionalized glass slides.

The facile reaction of amines with N-hydroxysuccinimide
(NHS)-activated carboxyl groups, and the concomitant forma-
tion of a stable amide bond, has been exploited in the fabrication
of glycan arrays (see Fig. 2b.4). This method has been used
for covalent attachment of amine-presenting glycans ranging in
size from monosaccharides to glycoproteins on NHS-activated
slides (39, 40). In one report, oligosaccharides were derivatized
with photocleavable amine-bearing linkers used to attach the
ligands to a porous silicon surface presenting NHS groups (41).
Oligosaccharides labeled with fluorescent 2,6-diaminopyridine
have also been printed on NHS-activated glass slides (42).

An array of monosaccharides and oligosaccharides was cre-
ated by the reaction of p-aminophenyl-glycosides with cyano-
chloride-activated linkers on wells of microtiter plates (7).

In the fabrication of bead-based glycan arrays, glycopeptides
and bovine serum albumin neoglycoproteins were conjugated
to the carboxyl-presenting beads using water-soluble carbodi-
imides. The beads were spatially arrayed into microwells for
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screening with lectins (8) or assayed for lectin binding as a
suspension (43).

Covalent immobilization of glycans by cycloaddition (see
Fig. 2b.5) and insertion reactions (see Fig. 2b.6 and 2b.7)
has been used in the creation of arrays (44-47). Cyclopenta-
diene-carbohydrates were arrayed on self-assembled mono-
layers alkanethiols presenting benzoquinione through penta-
(ethylene)glycol linkers (44). An efficient Diels—Alder reaction
between the modified glycan and the support and the reduc-
tion of nonspecific interactions by the use of the glycol linker
are highlights of this report. One attachment method that por-
tends the development of functional group-independent reac-
tions where any underivatized molecule can be immobilized is
the use of insertion reactions. In one report, various glycopro-
teins were printed on polymeric surfaces presenting aryltrifluo-
romethyl diazirines. The surfaces were photoactivated resulting
in formation of a covalent bond between the solid support and
the printed ligand by carbene C-H insertion (46). In an alter-
native formal insertion strategy, glycans arrays were created
by printing underivatized carbohydrates on SAMs presenting
phthalimide groups, which, on photoactivation, undergo hydro-
gen atom abstraction and recombination of radicals to form a
covalent bond (47).

Obtaining glycans for an array

Preferably, one would like access to a representative set of natu-
rally occurring monosaccharides and oligosaccharides, polysac-
charides, glycoproteins, and glycolipids and their synthetic
analogs. However, obtaining a diverse set of carbohydrates in
a format compatible with the immobilization strategy remains
a major challenge for glycan array development. Current arrays
contain around 10-300 different components (see Table 1). This
level of diversity can provide useful information but represents
only a small fraction of the total diversity of carbohydrate struc-
tures found in nature. Including glycans from animals, plants,
and bacteria, there are over 10,000 different structures that have
been identified and characterized to date. Therefore, one of the
principal challenges for the future advancement of glycan array
technology is developing strategies to obtain much larger sets
of carbohydrate ligands.

One method that has been used to acquire carbohydrates is
isolation and purification from natural sources such as human
or animal tissue, milk, urine, plants, and bacteria (see cross
reference: Isolation of glycans). Access to homogeneous car-
bohydrate structures can be challenging due to the difficulties
in separation of complex mixtures, identification of carbohy-
drate(s) contained within each fraction, and preparation of suffi-
cient quantities from the limited amounts present in a particular
sample. Alternatively, mixtures of unknown composition can
be used to survey a broad repertoire of the glycome. On iden-
tification of a mixture containing one or more members with
interesting receptor-binding properties, the mixture can then be
deconvoluted by further fractionation and separation by routine
analytical techniques (13).

A second method that has been invaluable for accessing
glycans is chemical synthesis (see cross references: Glycan
synthesis, key reaction of; Glycan synthesis, key strategies for;
Glycan synthesis, protection and deprotection steps of; and

Glycopeptides and glycoproteins, synthesis of). This approach
can provide both natural and unnatural structures that can be
very useful for probing relationships between structure and
function. Although there have been tremendous advances in
our ability to synthesize carbohydrates both in solution and on
solid phase, carbohydrate chemistry remains a challenging area
of organic chemistry. Progress on the synthesis of carbohydrate
libraries (48-50), automated carbohydrate synthesis (51), and
one-pot multicomponent synthetic strategies (41, 52, 53) will
substantially aid glycan array development.

Enzymes can be powerful tools for obtaining carbohydrates
as well (54). Chemoenzymatic synthesis of oligosaccharides in-
volves the use of glycosyltransferases or glycosidases for the
regio- and steroselective formation (typically between unpro-
tected reaction partners) or hydrolysis of glycosidic bonds, re-
spectively. In some cases, one reaction partner is obtained by
traditional solution or solid-phase chemical synthesis, followed
by enzymatic glycosylation. In other cases, synthesis begins
with enzymatic cleavage and continues with more traditional
chemical synthesis methods.

Evaluation of Binding

Once a glycan array is constructed, one needs to develop a
method to evaluate binding of proteins, cells, viruses, or other
macromolecules to the array. The general process involves car-
rying out the assay, detecting signals on the array, and analyz-
ing/processing the results. Although the overall process appears
straightforward, assay development can be very challenging.
Importantly, every step in the process from fabrication to as-
say conditions to detection must be successful to produce a
signal. As a result, it can be difficult to determine which step
or steps need to be optimized, especially when no signal is
observed. Therefore, assay development typically requires sys-
tematic variation of many parameters. Additional considerations
include sensitivity, signal-to-noise ratios, reproducibility, flexi-
bility, and dynamic range.

The vast majority of array assays have used fluorescence
as the detection method due to the high sensitivity and the
availability of detectors such as fluorescent plate readers for mi-
crotiter plates and high resolution DNA microarray scanners for
glass microarray slides. Therefore, the following discussion will
focus on assay development coupled with fluorescent detection.

Nonspecific adsorption

One important general consideration is nonspecific binding. Pro-
teins and other macromolecules can adsorb to surfaces leading
to high background signals and low signal-to-noise ratios. One
common approach to prevent nonspecific adsorption is to cover
or block any “sticky” surface areas with a noninterfering pro-
tein or polymer that is unrelated to the receptor or secondary
reagent such as bovine serum albumin (BSA), which simply
involves incubating the array with a solution of BSA in an ap-
propriate buffer (e.g., 3% BSA in phosphate buffered saline).
An alternative approach involves using modified surfaces that
resist nonspecific adsorption of proteins such as fluorous-coated
slides (19, 20, 55).
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Table 1 Summary of glycan arrays

Group or Number of
Company Composition Format(s) Components® References
Consortium for Oligosaccharides; Plates; glass 264 [21, 22, 40, 64, 65,
Functional neoglycoconjugates slides 68, 70-72, 74-76,
Glycomics 78-81, 97, 98]
Feizi, T. Neoglycolipids Glass slides 190 [13, 67, 69, 73, 77]
Gildersleeve, J. Neoglycoproteins; 16-well glass 73 [37, 38]
glycoproteins slides
Glycominds Oligosaccharides 200 microwells 37 [7, 66, 85, 90-93, 95]
1 sugar/well
Hsieh-Wilson, L. Oligosaccharides Glass slides [29]
Koberstein, J. Oligosaccharides; Glass slides 10 [47]
polysaccharides
Ligler, F. Monosaccharides Glass slides 2 [82]
Malayer, J. Lipopolysaccharides Glass slides 9 [88]
Melnyk, O. Polysaccharides Glass slides 51 [12]
Mrksich, M. Monosaccharides Glass slides 10 [35, 44]
Pohl, N. Mono-, disaccharides Glass slides 8 [19, 20]
Rubina, A. Oligosaccharides Glass slides 6 [9]
Ruhl, S. Neoglycoconjugates; Nitrocellulose 28 [96]
glycoproteins membrane
Schmidt, R. Mono-, disaccharides Glass slides 7 [30]
Seeberger, P. Oligosaccharides Glass slides; 14 [8, 28, 34, 39, 57-59,
Fiber optic 6 83, 94]
Shin, I. Oligosaccharides Glass slides 22 [25, 31, 32, 36]
Sprenger, N. Oligosaccharides; Glass slides 7 [46]
neoglycoconjugates;
glycoproteins
Sugahara, K. Neoglycolipids Nitrocellulose 14 [87]
membrane
Uzawa, H. Anionic glycopolymers Gold surface 3 [18]
Wang, D. Polysaccharides; Glass slides 51 [10, 47, 89]
glycoproteins;
glycosaminoglycans;
neoglycoconjugates
Wang, P. Neoglycolipids Plates 4 [16]
Willats, W. Polysaccharides; Black 23 [11]
proteoglycans; polystyrene
neoglycoconjugates slides
Wong, C.H. Oligosaccharides; Glass slides; 6 [14, 15, 17, 41, 45,
Neoglycolipids Plates 21 84, 86, 99, 100]
Yamamoto, K. Glycopeptides Fiber optic 12 [43]
Zhi, 7. Oligosaccharides Glass slides 3 [26]
Zhou, J. Oligosaccharides Glass slides 10 [27]

Largest published array.

Directly labeled receptors

The most straightforward method for generating a fluorescent
signal is directly labeling the protein or macromolecule of
interest with a fluorophore (see Fig. 3a). Prior to incubating
on the array, the receptor is conjugated to a fluorophore such as
fluorescein, Cy3, or Cy5. One typically obtains 1-5 molecules

of fluorophore per molecule of receptor. With a limited number
of fluorophore molecules, this approach generally has the lowest
sensitivity. In addition, covalent labeling of a protein can
sometimes interfere with the functional properties of a protein.
Nevertheless, this approach has been used successfully in many
reports (19, 20, 32-34, 42, 46, 56-59).
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Figure 3 Common assay strategies for evaluating binding to a glycan array.

Labeled secondary reagents

An alternative to direct labeling of a receptor involves the use
of a secondary reagent that specifically binds the primary recep-
tor of interest (see Fig. 3b). For example, a mouse monoclonal
antibody can be detected with polyclonal anti-mouse antibody
secondary reagents. In general, the array is incubated in the
presence of the primary receptor such as a lectin or antibody.
After washing away unbound receptor, the array is incubated
with the secondary reagent. To generate a signal, the secondary
reagent may be labeled with a fluorophore. One advantage of
this method is that it is possible to get multiple secondary
reagents binding to each molecule of primary receptor lead-
ing to increased sensitivity. Alternatively, the secondary reagent
may be conjugated to an enzyme such as horseradish peroxi-
dase or alkaline phosphatase. To generate a signal, the array is
incubated with a substrate that can be converted into a fluo-
rescent product thus generating a large increase in fluorescent
signal. Alternatively, a solution-phase fluorescent substrate is
converted into a reactive intermediate that can covalently at-
tach to the surface. In this case, soluble substrate is washed
away and immobilized fluorophores are detected. The primary
advantage of the enzyme-linked approach is sensitivity. As each

Enzyme Generates
Fluorescent Signal

molecule of enzyme can generate many molecules of fluores-
cent product, the signal is amplified. Moreover, the signal can
be enhanced by increasing the length of time the substrate is
incubated with the enzyme. In addition to enhanced sensitiv-
ity, use of a secondary reagent allows detection of receptors in
the presence of complex mixtures of other proteins due to the
specific binding between the primary and secondary proteins.
For example, human serum contains a wide variety of differ-
ent proteins and other components. With the aid of a secondary
reagent, glycan-binding antibodies present in human serum can
be profiled as biomarkers of disease (see below). Naturally, this
approach is limited to situations where a secondary reagent is
available.

Other methods of detection

Although labeled receptors and secondary reagents can be very
useful, they are not suitable for all applications. Attachment of a
label can disrupt binding, and secondary reagents are not avail-
able in all cases. Label-free assay systems have been used in
protein microarrays to overcome these problems and are poten-
tially useful in glycan array technology. Surface plasmon reso-
nance imaging (60), mass spectrometry (61), oblique-incidence
reflectivity difference (OI-RD) scanning microscope (62), and
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Kelvin nanoprobe (63) are some of the tools that have been
adopted for label-free assay systems.

Processing of assay signals

Processing of signals and analysis of large datasets can present
a major challenge for array technology. Several software pro-
grams have been used in combination with glycan arrays such
as GenePix, Imagene, QuantArray, ArrayWorX, and ScanArray.
As glycan arrays increase in size, the need for bioinformatics
tools will increase significantly.

Applications of Glycan Arrays

Glycan arrays are designed for high throughput analysis of
carbohydrate—macromolecule interactions. They are powerful
tools for determining if a protein is a carbohydrate-binding pro-
tein, identifying ligands for carbohydrate-binding proteins, and
evaluating the specificity of antibodies and lectins used as re-
search tools, diagnostics, and therapeutic agents. In addition,
they provide useful information for increasing our basic un-
derstanding of molecular recognition of carbohydrates. Glycan
arrays are also emerging as useful tools for biomarker discovery.

Identification and characterization of
carbohydrate-binding proteins

Glycan arrays have been used to evaluate the specificity of
numerous plant, animal, and microbial lectins.

Plant lectins are used routinely as research tools, diagnostic
agents, and therapeutic agents. Plant lectins are frequently
used as an initial screen of a glycan array to verify that the
glycans are accessible for binding and that the assay works.
Numerous papers also describe the use of glycan arrays for
more comprehensive analysis of plant lectin specificity (38,
40, 43, 64, 65). Although these proteins have been studied for
years, array screening has uncovered novel binding properties
illustrating the utility of high throughput, unbiased screening.
In addition to published results, the Consortium for Functional
Glycomics lists results for many lectins and other proteins on
its website.

Animal lectins play an important role in many biological
processes, and information on ligand binding is essential for
development of agonists/antagonists. One interesting example
is DC-SIGN, a calcium-dependent (C-type) lectin expressed on
dendritic cells. DC-SIGN is known to bind HIV and facili-
tate infection of T cells. DC-SIGN has been profiled on glycan
arrays and found to bind blood group antigens, galactose termi-
nal sugars, and mannose oligosaccharides (22, 66). The related
proteins SIGN-R1 through SIGN-R8 have also been evaluated
(67, 68). Dectin-1, another C-type lectin-like receptor on leuko-
cytes that mediates phagocytosis and inflammatory mediator
production in innate immunity to fungal pathogens, was profiled
using a glycolipid microarray (69). It was shown to bind clus-
ters of 11-13 gluco-oligomers. The scavenger receptor C-type
lectin (SRCL) was profiled on a glycan array and was found to
bind LeX and related trisaccharides (70). A glycan array was

also used to evaluate binding properties of the rat asialoglyco-
protein receptor, Kupffer cell receptor, macrophage galactose
lectin, and human scavenger receptor C-type lectin (71, 72).
Based on their galactose-binding preferences, the lectins were
classified into two categories: one group selective for Lewis
antigens and the other showed broad selectivity for various
Gal/GalNAc-containing residues. A glycan array consisting of
LeX, SLeX, and their sulphated analogs was used to profile
siglecs (73). This analysis revealed that the sulfate groups on
the carbohydrate epitopes act as modulators of siglec binding.
Through the use of a glycan array, mouse Siglec-F and human
Siglec-8 (21) expressed on eosinophils were also shown to rec-
ognize 6'-sulfo-sialyl LeX (74). A polysaccharide microarray
was used to study interactions between dextran polysaccha-
rides and platelet-derived growth factor BB isoform (12). A
chondroitin sulfate microarray was used as a screening tool
to identify an antagonist for a therapeutically important proin-
flammatory cytokine, tumor necrosis factor-a (29). Other ani-
mal lectins profiled with glycan arrays include galectin-1 (75),
galectin-4 (76), mannose 6-phosphate receptor (77), dectin-2
(78), Manila clam lectin (79), and Langerin (67).

Bacterial, viral, and microbial lectins are a third class of
important proteins that have been screened on glycan arrays.
One of the most interesting applications of glycan arrays in-
volved profiling hemagglutinins from pathogenic strains of the
influenza A virus including the pandemic 1918 strain (80, 81).
Avian viruses were found to preferentially bind sialic acid with
alpha 2-3 linkages while human viruses bound alpha 2-6 link-
ages. The difference in specificity provides a potential explana-
tion for the variations in infectivity and pathogenicity. A group
of bacterial toxins and cells, Salmonella typhimuriam, Listeria
Monocytogenes, Escherichia coli, staphylococcal enterotoxin B,
cholera toxin, and tetanus toxin, has also been profiled on a gly-
can array (82). Several lectins with potent antiHIV activity such
as cyanovirin, scytovirin, and microvirin have been evaluated
on glycan arrays (58, 83).

Another important application of glycan arrays is assessing
the specificity of glycan-binding antibodies (37, 58, 84-87).
Carbohydrate-binding antibodies are important research tools,
diagnostics, and therapeutic agents. Information on speci-
ficity is critical for the proper interpretation of results or se-
lection of clinical candidates. For example, antibody 2G12
is known to neutralize a broad range HIV-1 isolates in a
carbohydrate-dependent manner. Profiling using a glycan array
illustrated that the peptide backbone is not required for binding
and that the antibody has a preference for Mana1-2Man linkages
(58, 84). A glycan array comprising the tumor antigen Globo
H and its fragments was used to profile two monoclonal anti-
bodies against Globo H and serum from breast cancer patients
(86). This array showed that the fucose residue was essential
for recognition by the monoclonal antibodies but not for the
serum antibodies. In another glycan array study, various anti-
bodies and lectins that have been used for decades to monitor
the expression of the tumor-associated Tn antigen were found
to cross-react with other human glycans (37). The results sug-
gest that information on the expression of the Tn antigen used
for the development of diagnostics and vaccines may be inaccu-
rate. The antimalaria antibody MG96 was evaluated in an effort
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to identify suitable carbohydrate antigens for a malaria vaccine
(85).

Profiling serum antibodies as biomarkers
for disease

Glycan arrays have also been used to measure levels of anticar-
bohydrate antibodies in patient serum as diagnostic or prognos-
tic markers (10, 88-93). A glycan array was used to measure
the anticarbohydrate antibody levels in eight Hodgkin’s lym-
phoma patients (92). From the study, elevated antibody levels
against four carbohydrate epitopes were detected in the lym-
phoma patients. Blood samples from multiple sclerosis and
Crohn’s disease patients were screened on a glycan array for
elevated antibody expression (91). In another report, a glycan
array was used to profile 107 multiple sclerosis patient sera
(93). From this study, antibodies to Glca1-4Glc were identified
as novel biomarkers for relapsing/remitting multiple sclerosis.
A set of 72 Crohn’s disease patient sera was also profiled us-
ing a microarray (90). It was reported that antichitobioside and
antilaminaribioside antibodies are novel serologic markers as-
sociated with Crohn’s disease.

Characterization of cell and virus binding

Cell—cell recognition can be a complex process involving multi-
ple interactions between different proteins and glycans. In some
cases, the specific proteins involved are not known or are not
functional on their own. In addition, cell binding can trigger
signaling cascades or other responses. As a result, evaluation
of binding of whole cells to glycans can be very useful and
several reports have demonstrated successful screening of cells
on glycan arrays. Examples include screening of E. coli strains
(25, 94), chicken hepatocytes and CD4" human T-cells (95),
and Helicobacter pylori (96). Viruses and viral capsids have
also been screened on glycan arrays (97, 98).

Identification of enzyme substrates and
inhibitors

Glycan arrays have also been used to identify inhibitors of
enzymes. Inhibitors for the enzyme fucosyltransferase were dis-
covered from a library of triazole-containing compounds using
a glycan array (99). Due to the importance of aminoglyco-
sides as therapeutic agents and the attractiveness of RNA as
a drug target, a number of aminoglycoside glycan arrays have
been developed. One aminoglycoside array was used for the
high throughput analysis of glycan—-RNA interactions (100).
The molecular recognition between oligonucleotide mimics of
aminoglycoside-binding sites in the bacterial 30 S ribosome and
various aminoglycoside antibiotics has been studied by the use
of a glycan array (57). Another aminoglycoside mimetic mi-
croarray was developed to assess the potency of these glycans as
improved antibiotics (59). The interactions between aminogly-
cosides and two aminoglycoside acetyltransferases implicated in
antibiotic resistance were analyzed. The array analysis showed
that some of the aminoglycoside mimetics inhibit the aminogly-
coside acetyltransferases, and thus have potential as improved
antibiotics.

Conclusions

Glycan arrays have emerged as powerful tools for analysis
of carbohydrate—macromolecule interactions. As research tools,
they are being used to identify ligands for glycan-binding pro-
teins and evaluate specificity of carbohydrate-binding proteins.
In a clinical setting, glycan arrays hold enormous potential
for the development of diagnostic and therapeutic agents. For
example, several studies have demonstrated the utility of glycan
arrays for profiling antiglycan antibodies in serum as diagnos-
tic markers of disease. As the technology matures, the range of
applications and capabilities will continue to expand and gly-
can array analysis is anticipated to become routine in chemistry,
biology, and clinical laboratories.
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transcription termination, with the default situation being transcription
readthrough. The second category involves situations in which the action
of the regulatory molecule promotes transcription readthrough
(antitermination), with the default situation being transcription
termination. Transcription attenuation controls the expression of several
amino acid biosynthetic and catabolic operons. These mechanisms are
often controlled by the efficiency of leader peptide synthesis in
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into the antiterminator or terminator structures. Several examples of
transcription attenuation also exist in which an antisense RNA is responsible
for controlling plasmid copy number. In addition, small metabolites
participate in transcription attenuation mechanisms of a wide variety of

bacterial genes by binding directly to the nascent transcript.

The ability of organisms to regulate gene expression in response
to environmental signals is vital for their survival. Virtually ev-
ery step involved in the synthesis, function, and degradation of
macromolecules is a potential target for one or more regula-
tory events (reviewed in References 1-3). Several regulatory
events that occur after transcription initiates are categorized
as transcription attenuation mechanisms in which the extent of
transcription termination is modulated to control the expression
of downstream genes. Transcription attenuation allows the or-
ganism to modulate the extent of transcription readthrough past
the terminator in response to changing environmental signals,
thereby regulating expression of the downstream genes. Tran-
scription attenuation mechanisms in general are divided into
two categories. In one case, the default situation is transcription

readthrough; the action of a regulatory (effector) molecule pro-
motes termination. The default situation for the second category
is transcription termination. In this case, the action of an effector
molecule promotes transcription readthrough (antitermination)
(1, 2). In each case, the genetic information required for tran-
scription attenuation is encoded within a leader region located
between the transcription start site and the first structural gene
of the operon or between two genes within an operon (reviewed
in Reference 4). This article is organized around the class of ef-
fector molecule that is used to sense environmental changes.
These regulatory factors can be translating ribosomes, proteins,
RNA molecules, or metabolites (Fig. 1). Examples are known
in which each class of effector molecule promotes transcription
termination or antitermination. One example of each of these
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Figure 1 Generalized model for sensing regulatory effectors by nascent
MRNA leader transcripts. Transcription attenuation mechanisms have been
identified in which the nascent transcript interacts with a translating 70 S
ribosome, a protein, an RNA molecule or a small metabolite. (a) Binding of
the effector molecule promotes transcription termination. (b) Binding of
the effector molecule promotes transcription readthrough
(antitermination). See text for details.
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general regulatory mechanisms is described in detail, whereas
additional examples are included to illustrate particularly im-
portant points. A common theme that will emerge throughout
this article is that synchronization of factor binding and/or RNA
folding with RNA polymerase (RNAP) position is critical in all
transcription attenuation mechanisms.

Transcription Attenuation
Mediated by Ribosomes

The discovery of transcription attenuation was the first demon-
stration that organisms can exploit an RNA structure to modu-
late gene expression. The first examples of transcription atten-
uation were discovered for the Escherichia coli trp (tryptophan
biosynthetic) and Salmonella typhimurium his (histidine biosyn-
thetic) operons, although many other amino acid biosynthetic
operons in Gram-negative bacteria are regulated in a similar
fashion. Together, these discoveries established an important
paradigm for regulation of gene expression after transcription
initiates. It is now apparent that translating ribosomes can serve
as the effector molecule for both mechanistic categories of tran-
scription attenuation.

Transcription Termination
Mediated by a Translating
Ribosome

TrpR, which is a DNA binding repressor protein, regulates tran-
scription initiation of the E. coli trpEDCBA operon. Under
tryptophan limiting conditions, TrpR represses transcription ini-
tiation, whereas repression is relieved in the presence of excess
tryptophan. Once transcription initiates the elongating transcrip-
tion complex is subject to control by transcription attenuation
(reviewed in References 5 and 6). The leader transcript can form
three RNA secondary structures that are referred to as the pause
hairpin, the antiterminator structure, and an intrinsic terminator
hairpin. Because the antiterminator shares nucleotides in com-
mon with the terminator, their formation is mutually exclusive.
The pause hairpin has two additional roles in this transcription
attenuation mechanism; it serves as an anti-antiterminator struc-
ture that prevents antiterminator formation, and it codes for a
leader peptide. A model of the E. coli trp operon transcription
attenuation mechanism is presented in Fig. 2a.

Soon after transcription of the #rp operon is initiated, the
pause hairpin forms in the nascent transcript, which signals
RNAP to pause. The paused RNAP complex allows sufficient
time for a ribosome to initiate translation of a short open read-
ing frame that encodes a 14-amino-acid leader peptide. The
translating ribosome disrupts the paused RNAP complex such
that transcription resumes, which thereby couples transcription
and translation. At this point two different outcomes can oc-
cur depending on the level of tryptophan in the cell. Under
tryptophan-limiting conditions, the aminoacylation of tRNAT®
is inefficient such that the level of tryptophanyl-tRNAT? (also
called charged-tRNAT™P) is low. As a consequence, the translat-
ing ribosome stalls at either of two tandem Trp codons within
the leader peptide coding sequence. Ribosome stalling at either
Trp codon uncouples transcription from translation. As tran-
scription proceeds, the antiterminator structure forms, which
prevents formation of the overlapping terminator hairpin, re-
sulting in transcription readthrough into the #rp operon struc-
tural genes (Fig. 2a). Under tryptophan excess conditions, the
concentration of tryptophanyl-tRNAT? is sufficient to allow ef-
ficient translation of the Trp codons within the leader peptide
coding sequence. As a consequence, the ribosome continues
translation to the end of the leader peptide unabated and disso-
ciates from the mRNA. In this situation, the anti-antiterminator
forms and prevents formation of the overlapping antitermina-
tor. Because formation of the antiterminator is prevented, the
overlapping terminator hairpin can form, which results in ter-
mination of transcription before RNAP reaches the frp operon
structural genes. Thus, expression of the ¢rp operon is decreased
when the cell has an adequate supply of tryptophan.
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Figure 2 (a) Transcription attenuation model of the E. coli trpEDCBA operon. RNAP pauses after formation of the pause hairpin (stem-loop 1:2). RNAP
pausing provides time for a ribosome to initiate translation of the leader peptide. In tryptophan-limiting conditions, the ribosome stalls at one of the
tandem Trp codons, which thereby allows formation of the antiterminator structure (stem-loop 2:3), which results in transcription readthrough. In
conditions of tryptophan excess, the ribosome reaches the leader peptide stop codon and dissociates. In this instance, formation of the anti-antiterminator
blocks formation of the antiterminator, which thereby allows formation of the terminator hairpin (stem-loop 3:4), which causes transcription to terminate
upstream from the trp operon structural genes. See text for details. [Adapted from the Encyclopedia of Molecular Biology (1999) with permission (1).] (b)
Antitermination model of E. coli tnaCAB operon. RNAP pauses after formation of the pause hairpin. RNAP pausing provides time for a ribosome to initiate
translation of the leader peptide. Under noninducing conditions (free tryptophan is not in excess), dissociation of the 70 S ribosome at the tnaC stop
codon exposes a rut site allowing Rho binding. Rho translocates to paused RNAP leading to transcription termination. Under inducing conditions (excess
tryptophan), the combination of tryptophan binding and nascent peptide interaction with the ribosome exit channel causes the ribosome to stall at the
tnaC stop codon because the nascent peptide cannot be cleaved from the peptidyl-tRNA. The stalled ribosome prevents Rho from binding to the nascent
transcript that leads to transcription readthrough. Tryptophan is represented by a star. See text for details. [Adapted from the Encyclopedia of Molecular
Biology (1999) with permission (2).]
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Transcription Antitermination
Mediated by a Translating
Ribosome

E. coli and several other microorganisms have the capacity to
degrade tryptophan to serve as a carbon and nitrogen source.
The degradative tryptophanase operon (tnaCAB) of E. coli is
regulated by catabolite repression and by an antitermination
mechanism (reviewed in Reference 4). This antitermination
mechanism involves translation of a 24-amino-acid leader pep-
tide (tnaC') containing a crucial Trp codon (7, 8), RNAP pause
site(s) between maC and tnaA (9), and Rho termination factor
(10). A model that illustrates the fna antitermination mechanism
is shown in Fig. 2b.

Under non-catabolite-repressing conditions, RNAP initiates
transcription and continues until it reaches a pause site down-
stream of tmaC. Paused RNAP provides time for a ribosome
to initiate translation of the leader peptide. Under tryptophan-
limiting conditions, the translating ribosome reaches the UGA
stop codon and is released, thereby exposing a rut (Rho utiliza-
tion) site that immediately follows the stop codon. Rho binds
to the rut site in the nascent fna transcript and translocates
along the RNA in a 5’ to 3’ direction until it encounters paused
RNAP, which ultimately leads to transcription termination up-
stream of tnaA. When cells are growing with inducing levels
of tryptophan, the nascent TnaC peptide and a free molecule of
tryptophan interact with the translating ribosome, which inhibits
ribosomal peptidyl transferase activity such that peptidyl-tRNA
remains bound to the ribosome (11-13). The stalled ribosome
masks the rut site, which thereby prevents Rho interaction with
the transcript. Eventually RNAP resumes transcription such that
the structural genes encoding tryptophanase (fnaA) and a tryp-
tophan permease (tnaB) are expressed (Fig. 2b).

The mechanism of ribosome stalling during translation of
tnaC has been investigated in considerable detail. The nascent
leader peptide (TnaC) interacts with ribosomal protein L22
and 23S rRNA in the narrow region of the ribosome exit
channel (14). Ribosome recognition of the TnaC peptide results
in specific binding of free tryptophan in the ribosome, which
inhibits cleavage and the subsequent release of the nascent
leader peptide (15, 16).

Transcription Attenuation
Mediated by Proteins

Although the transcription attenuation mechanism of the E. coli
trp operon served as a paradigm for several years, it iS now
apparent that several classes of effector molecules can be re-
sponsible for sensing and responding to environmental signals.
Numerous examples exist in which RNA binding proteins per-
form this important task. In some instances, the presence of a
specific metabolite leads to activation of the RNA binding pro-
tein such that it can bind to its RNA targets. In other examples,
the metabolite leads to inactivation of the RNA binding pro-
tein. Despite this fundamental difference, several features of the

corresponding mechanisms are remarkably similar to those de-
scribed above. One clear distinction that is worthy of particular
mention is that the mechanisms that rely on RNA binding pro-
teins do not require coupling of transcription and translation. As
a consequence, this general regulatory strategy has been identi-
fied in several eukaryotic organisms in which transcription and
translation occur in separate cellular compartments (reviewed
in Reference 3).

Transcription Termination
Mediated by an RNA Binding
Protein

The transcription attenuation mechanism for the trpEDCFBA
operon in the Gram-positive organism Bacillus subtilis differs
dramatically from that described for E. coli. Most notably,
translation of a leader peptide is not involved in the B. subtilis
mechanism. Instead, an RNA binding protein called TRAP (trp
RNA-binding attenuation protein) is responsible for sensing the
level of tryptophan in the cell and for the decision of whether to
terminate transcription in the 5’ leader region, or to readthrough
into the trp operon structural genes (reviewed in References 17
and 18). Transcription initiation of the trp operon seems to
be constitutive, which suggests that the >1000-fold regulation
in response to tryptophan occurs after transcription initiates. A
transcription attenuation model for the B. subtilis trp operon is
depicted in Fig. 3a.

The B. subtilis trp leader transcript contains inverted repeats
that can form mutually exclusive antiterminator and intrinsic
terminator structures. Soon after transcription initiates, RNAP
can pause at the nucleotide just preceding the critical over-
lap between theses two alternative structures, presumably to
provide additional time for TRAP binding (19, 20). Under tryp-
tophan excess conditions, tryptophan-activated TRAP binds to
11 closely spaced (G/U)AG repeats in the nascent transcript. As
transcription proceeds, the RNA wraps around the protein ring
with each triplet repeat interacting with several amino acids
on adjacent subunits in the protein (21). Bound TRAP pre-
vents formation of the antiterminator, which allows formation
of the overlapping terminator structure. Thus, transcription halts
in the leader region before RNAP reaches the #rp operon struc-
tural genes. An RNA hairpin called the 5’ stem-loop (5'SL) also
interacts with TRAP; however, the mechanism of TRAP bind-
ing to this structure is distinct from TRAP interaction with the
(G/U)AG repeats (22-24). It seems that TRAP-5'SL RNA in-
teraction increases the rate in which TRAP binds to the nascent
trp leader transcript, which thereby increases the efficiency of
termination (24). Under tryptophan-limiting conditions, TRAP
is not activated and does not bind to the nascent #rp operon
transcript. As a consequence, formation of the antiterminator
prevents formation of the terminator, which results in transcrip-
tion readthrough into the t7p operon structural genes (Fig. 3a).

The crystal structure of B. subtilis TRAP in complex with
tryptophan shows that this protein consists of 11 identical sub-
units arranged in a ring (25). The TRAP oligomer is composed
of 11 seven-stranded antiparallel B-sheets, with each B-sheet
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Figure 3 (a) Transcription attenuation model for the B. subtilis trpEDCFBA operon. RNAP pauses after formation of the pause hairpin. RNAP pausing may
provide additional time for tryptophan-activated TRAP to bind to the nascent transcript. In tryptophan-limiting conditions, TRAP does not bind to the 5'SL
or the (G/U)AG repeats (small black rectangles). Thus, formation of the antiterminator (stem-loop 1:2) results in transcription readthrough. In conditions of
tryptophan excess, tryptophan-activated TRAP binds to the 5'SL and the triplet repeats. Bound TRAP blocks or disrupts formation of the antiterminator
structure, which thereby allows formation of the terminator hairpin (stem-loop 2:3), which causes transcription to terminate upstream from the trp operon
structural genes. See text for details. (b) Antitermination model for the E. coli bgIGFB operon. Under noninducing conditions (limiting B-glucosides), the
phosphorylated BglG monomers cannot bind to the nascent transcript. Thus, formation of a terminator hairpin (stem-loop 2:3) causes transcription to
terminate. In the presence of B-glucosides, the BgIG monomers are dephosphorylated, which allows them to dimerize. BglG dimers bind and stabilize the
antiterminator structure (stem-loop 1:2), which prevents formation of the overlapping terminator, and transcription continues into the structural genes.
Note that overlapping antiterminator and terminator hairpins are found in the leader region and between the bg/G and the bglF coding sequences. See

text for details.

containing 4 B-strands from one subunit and 3 f-strands from the
adjacent subunit. L-tryptophan binds between each adjacent sub-
unit with the indole ring buried in a hydrophobic pocket. Nine
hydrogen bonds are formed among the amino group, the car-
boxyl group, and the indole nitrogen of each bound tryptophan,
with amino acids residing in two loops on adjacent subunits.
The hydrogen bonds formed among Thr30, Gln47, and Thr49
and tryptophan are essential for TRAP function. Conversely,
the hydrogen bond between Ser53 and the carboxyl group of
tryptophan is dispensable for TRAP activity (26).

The mechanism of TRAP activation by tryptophan is not
known because the structure of nonliganded TRAP (apo-TRAP)
has not been determined, although it is known that tryptophan
binding is not required for oligomerization of the protein (27).
NMR studies of TRAP in both the nonliganded and the activated
states demonstrate that apo-TRAP is more flexible than the
tryptophan-activated protein (28), which imply that reduced
flexibility plays an important role in altering the RNA binding
activity of TRAP.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.

Four amino acid residues within each TRAP subunit (E36,
K37, K56, and K58) are critical for RNA binding (29). Three
of these residues form KKR motifs that are aligned on the
perimeter of the B. subtilis and the homologous B. stearother-
mophilus TRAP ring. Several crystal structures of B. stearother-
mophilus TRAP-RNA complexes show that the RNA wraps
around the TRAP protein ring with the bases pointing toward
the protein, such that the majority of the hydrogen bond in-
teractions are with the RNA bases and there are no contacts
to phosphates (21, 30). The only direct hydrogen bond to the
RNA backbone is to the 2’ OH of the ribose of the third G in
each repeat. K37 forms a hydrogen bond with the A of each
GAG repeat, whereas K56, R58, and E36 hydrogen bond with
the G in the third position of each repeat. The side chain of
K37 also forms hydrophobic interactions with the base in the
first residue of each repeat. The spacer bases do not make spe-
cific contacts with TRAP, which is consistent with the lack of
sequence conservation in spacers of natural TRAP binding sites
and with findings that indicate that their composition in general
is not critical for TRAP binding.
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A model of TRAP-trp leader RNA interaction that encom-
passes several recent findings is as follows. Once a sufficient
number of triplet repeats emerge from RNAP (e.g., three or four
repeats), TRAP binds to the nascent ¢rp leader transcript by con-
tacting the 5'SL and the emerging triplet repeats. The nature of
these contacts orients the protein so the RNA easily can wrap
around TRAP’s periphery as transcription continues. TRAP se-
questers the remaining repeats in a 5’ to 3’ directionality as they
emerge from RNAP (31, 32). As the tenth and eleventh repeats
bind, the 5'SL is displaced as a consequence of the geometry
of the TRAP-RNA complex in which TRAP completely is en-
circled by RNA (24). In conjunction with RNAP pausing, this
RNA binding mechanism ensures that TRAP binds in time to
block formation of the antiterminator structure.

Transcription Antitermination
Mediated by an RNA Binding
Protein

RNA binding proteins are responsible for mediating antitermi-
nation of several catabolic operons in bacteria. BglG, SacT,
SacY, and LicT belong to a family of more than 50 proteins that
regulate gene expression by a common antitermination mecha-
nism. In this mechanism, the bound protein prevents formation
of an intrinsic transcription terminator just upstream from the
regulated gene(s) (reviewed in Reference 33). A general model
for the bgl antitermination mechanism in E. coli is shown in
Fig. 3b.

The E. coli bglGFB operon encodes all functions necessary
for the regulated uptake and utilization of aromatic B-glucosides.
Because transcription from the bgl promoter is constitutive, it
seems that BglG, which is a dimeric RNA binding protein, is
solely responsible for controlling expression of this operon in
response to B-glucosides (33). In the absence of p-glucosides,
BglG does not bind RNA and most transcripts terminate at one
of two intrinsic terminators present in the leader region up-
stream of bglG and in the intercistronic region between bglG
and bglF. At inducing levels of p-glucosides, BglG binds to
one of two antiterminators in the nascent bgl/ transcript that
partially overlap their respective terminators. Binding of BglG
prevents formation of the terminators by stabilizing the antiter-
minators. Thus, expression of bglG only requires transcription
readthrough past the first terminator, whereas expression of bg/F
and bglB requires readthrough past both terminators.

The RNA binding activity of BglG is regulated by BglF,
which is a membrane protein that is responsible for both
transport of P-glucosides and reversible phosphorylation of
BglG. In the absence of P-glucosides, BglF phosphorylates
a histidine residue in BglG (H208), which prevents BglG
from dimerizing and binding to the nascent bgl/ transcript.
In the presence of p-glucosides, BglF dephosphorylates BglG,
which allows dimerization and RNA binding. Phosphorylation
of both B-glucosides and BglG is accomplished by transfer of
the phosphate group from Cys24 in BglF (34). Thus, under
conditions in which p-glucoside levels are high, the phosphate
group can be transferred from BglG back to Cys24 in BglF, and

subsequently to B-glucosides. It seems that BglF recruits BglG
to the cell membrane in the absence of p-glucosides such that
the system can respond rapidly to the presence of the stimulating
sugar (35).

Expression of two sucrose utilization operons in B. subtilis,
sacPA and sacB, is induced by sucrose by similar transcription
antitermination mechanisms; antitermination is mediated by
the RNA binding proteins SacT and SacY, respectively (33).
The structure of the RNA binding domain of SacY has been
solved by both NMR (36) and X-ray crystallography (37).
The domain exists as a dimer with each monomer consisting
of a four-stranded antiparallel B-sheet. The structure of the
RNA-binding domain from the LicT antiterminator protein in
complex with a 29 base RNA shows that LicT binds mostly
through hydrophobic and stacking interactions with the RNA
and that binding “clamps” the RNA so as to stabilize the
antiterminator structure (38).

Transcription Attenuation
Mediated by RNA

RNA is a third class of effector molecule that can direct the
decision to terminate transcription or to allow transcription to
continue into the coding sequence of genes. In some systems,
binding of antisense RNA molecules to the nascent leader
transcript promotes transcription termination. These antisense
RNAs typically act in cis as they are transcribed from an
overlapping gene in the opposite direction. In addition, tRNA
molecules are known to interact specifically with nascent leader
transcripts of a large number of genes, which thereby promote
transcription readthrough. As is the situation with RNA binding
proteins, coupling of transcription and translation is not a
component of these regulatory mechanisms.

Transcription Termination
Mediated by an RNA Molecule

Antisense RNA-mediated transcription attenuation controls the
copy number of several Gram-positive plasmids (reviewed in
References 39 and 40). In the case of the Streptococcus agalac-
tiae plasmid, pIP501, the antisense RNA (RNA III) inhibits
expression of repR, which is the gene encoding the essential
RepR initiator protein, by binding to the nascent repR leader
transcript (RNA II) (Fig. 4a). This interaction promotes for-
mation of an intrinsic terminator upstream of the repR coding
sequence. In the absence of RNA III-RNA II interaction, an
alternative structure forms in the nascent RNA II transcript that
blocks formation of the terminator. Although this alternative
structure is more complex, it is functionally analogous to the
antiterminator structures described above.

Interaction of RNA III with RNA 1I is initiated by the for-
mation of a so-called kissing complex between single-stranded
loops of both molecules, followed by propagation of the in-
termolecular RNA helix (41). The kissing interaction involves
base pairing between loops III and IV from RNA III with loops

6 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.

—p—



Attenuation, Control of Gene Expression by

Terminator
RNA 111
2| |3
Uuuu

(a)

Excess Amino Acid

erminator

— uuuu

Termination

(b)

+RNA I

—RNATI

Termination

Antiterminator

LA > N\ W

Readthrough

Limiting Amino Acid

Antiterminator

Readthrough

Figure 4 (a) Transcription attenuation model of S. agalactiae plasmid pIP501-encoded repR. When the concentration of RNA Il is low, the absence of
RNA Ill interaction allows formation of the antiterminator structure (stem-loop 1:2), which blocks formation of the terminator that leads to transcription
readthrough. When RNA lIl is abundant, the kissing loop interaction between loops L Il and L IV of RNA lIl with loops L | and L Il within the nascent RNA Il
(repR) transcript blocks formation of the antiterminator, which promotes formation of the terminator hairpin (stem-loop 2:3) and transcription termination
in the repR leader region. The positions of the residues that correspond to L Il of RNA Il (stem-loop A:B) are included in each structure for clarity. See text
for details. [Adapted from the Encyclopedia of Molecular Biology (1999) with permission (1).] (b) General T-box model of tRNA-mediated antitermination.
Under excess amino acid conditions, the amino acid on charged tRNA does not allow interaction of the tRNA with the discriminator sequence in the
nascent transcript. As a consequence, formation of the terminator (stem-loop 2:3) halts transcription in the leader region. Under limiting amino acid
conditions, uncharged tRNA binds to the nascent transcript via anticodon-specifier sequence base pairing as well as by base pairing between the 3’ end of
tRNA and the discriminator region. This second interaction stabilizes the antiterminator structure (stem-loop 1:2), which results in transcription
readthrough. The tRNA is shown as a cloverleaf structure, and a boxed A.A. attached to the tRNA indicates it is aminoacylated. See text for details.

(Adapted from Reference 45 with permission.)

I and T of RNA II, respectively (42). Moreover, loop L1 of
RNA 1II contains a YUNR (Y = Cor U; N = A, C, Gor U;
R = A or G) “U-turn” motif that is important for the kiss-
ing interaction; mutations that disrupt the U-turn motif result
in higher plasmid copy number (43). Although RNA III and
RNA II share extensive sequence complementarity, complete
pairing is not necessary to promote transcription termination of
RNA II. The finding that inhibition of transcription readthrough
is considerably faster than stable complex formation suggests
that inhibition precedes stable pairing (41). Furthermore, com-
plete pairing only occurs at a low frequency because pairing of

complementary folded RNAs often arrests at the stage of stable
binding intermediates (41).

Transcription Antitermination
Mediated by an RNA Molecule

In several bacterial species, uncharged tRNA serves as the ef-
fector molecule in controlling expression of several aminoacyl—
tRNA synthetase genes and a few amino acid biosynthetic oper-
ons by a common mechanism termed T-box antitermination.
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Most of these genes are from Gram-positive bacteria, although
a few examples have been identified in Gram-negative organ-
isms as well (reviewed in References 44 and 45). Expression of
these genes is induced specifically by starvation for the cognate
amino acid. A generalized model of the T-box antitermination
mechanism is shown in Fig. 4b.

The untranslated leader region of each operon contains sev-
eral conserved structural elements preceding an intrinsic tran-
scription terminator. When the amino acid pool in the cell is
sufficiently high, transcription terminates prematurely in the
leader region upstream from the coding sequences. In addition
to the conserved secondary structures, a critical 14-nt sequence
called the T box is present in each leader region. Another struc-
ture of the leader region, which forms when the T-box base
pairs with the 5" side of the terminator stem, functions as an
antiterminator, which allows transcription to read through into
the structural genes (46).

Another critical feature of the leader region of T-box-
controlled genes is a trinucleotide sequence that corresponds to
a codon for the appropriate amino acid involved in regulating
each operon. For example, in #yrS, which encodes tyrosyl-tRNA
synthetase, the leader contains a UAC tyrosine codon (46). This
codon-like sequence is always present within an internal loop
of a conserved RNA structure. This triplet is designated the
“specifier sequence” because it specifically interacts with the an-
ticodon of the cognate tRNA. A second base pairing interaction
between the acceptor end of uncharged tRNA and the com-
plementary sequence in the T box leads to stabilization of the
antiterminator structure. The antiterminator side bulges contain
a UGGN sequence, where N corresponds to a variable T-box
position that covaries with the residue preceding the CCA ac-
ceptor end of the cognate tRNA (47, 48). The presence of the
amino acid on charged tRNA prevents this second interaction
from taking place (49). Although tRNA interaction with the
specifier and UGGN sequences are firmly established, substan-
tial genetic data suggest that additional tRNA-mRNA contacts
take place (44).

Reconstitution of the B. subtilis glyQS T-box mechanism in
vitro with purified components suggests that additional protein
factors are not required for tRNA-mediated antitermination (50).
Furthermore, the finding that charged tRNA can compete with
uncharged tRNA for mRNA binding indicates that the ratio of
uncharged:charged tRNA is monitored by the nascent transcript,
rather than simply the concentration of uncharged tRNA (49).
Although codon—anticodon interaction takes place at least 100
nt upstream from the terminator, nascent transcripts that extend
just upstream of the terminator are still competent for tRNA
binding and antitermination (49). Thus, it is possible that RNAP
pausing participates in this regulatory mechanism by providing
additional time for tRNA binding, although a regulatory pausing
event has not been firmly established (51).

Under starvation conditions for the corresponding amino
acid, the ratio of uncharged-to-charged tRNA is relatively high.
In this case, efficient interaction of uncharged tRNA with
both the specifier and the discriminator sequence elements
of the nascent leader transcript promotes formation of the
antiterminator structure, which allows transcription to proceed
into the coding region. The resulting increase in the level of

tRNA synthetase presumably allows more efficient charging of
the scarce amino acid. As the concentration of the amino acid
increases, an increasing proportion of nascent transcripts will
interact with charged tRNA. In these instances, formation of the
terminator hairpin will cause RNAP to terminate transcription
in the leader region.

Transcription Attenuation
Mediated by Metabolites

The most recently identified class of transcription attenuation
mechanism involves direct sensing of the effector molecule
by the nascent transcript (52-54). These RNA sensors control
metabolically diverse pathways. As for the other attenuation
and antitermination mechanisms discussed thus far, recognition
of the particular effector molecule occurs with the appropriate
affinity and high specificity required for precise control of gene
expression.

Transcription Termination
Mediated by a Small Metabolite

In B. subtilis, 26 genes grouped into 11 operons consti-
tute the S-box regulon. These genes are involved in sulfur
metabolism as well as in the biosynthesis of methionine, cys-
teine, and S-adenosylmethionine (SAM) (55-57). SAM, the
effector of the S-box regulon, binds to the nascent transcript
with exquisite specificity; the closely related SAM analog
S-adenosylhomocysteine binds with much lower affinity to the
RNA targets and does not promote transcription termination
in vitro (54, 58, 59). A simplified model of SAM-mediated
attenuation is presented in Fig. 5a. Under limiting SAM concen-
trations, the nascent S-box transcript adopts an antiterminator
structure that allows transcription to proceed into the structural
gene(s). However, under conditions of SAM excess, SAM binds
to the nascent transcript and stabilizes an anti-antiterminator
structure, which blocks formation of the antiterminator. As a
consequence, the terminator hairpin forms and transcription
halts in the leader region.

High-resolution structural information has been obtained for
several RNA sensors (56, 60-63). A common feature of the
leader RNAs is that they form tertiary structures in which
single-stranded loops base pair with one another (pseudoknot).
For example, the tertiary structure of the SAM-sensing RNA
contains a pseudoknot that occurs between the loop of an
RNA hairpin and the single-stranded junction between two
other helices (64). This pseudoknot seems to stabilize the
global architecture of the structure and probably facilitates
SAM recognition (56). Another common characteristic of these
structures is engulfment of the ligand by the binding pocket of
the folded RNA (63).
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Figure 5 (a) Simplified SAM-mediated transcription attenuation model. Under limiting SAM conditions, the antiterminator forms (stem-loop 2:3) and
transcription continues into the structural gene(s). Under conditions where SAM is in excess (depicted as a star), SAM binds to the nascent transcript and
stabilizes an anti-antiterminator structure (stem-loop 1:2), which blocks formation of the antiterminator. As a consequence, the terminator hairpin forms
(stem-loop 3:4) and transcription halts in the leader region. See text for details. (b) Antitermination model of the B. subtilis pbuE gene. Under limiting
adenine conditions, the terminator forms (stem-loop 2:3) and transcription halts in the leader region. Under conditions where adenine is in excess
(depicted as a star), adenine binds to the nascent transcript and stabilizes the antiterminator structure, which includes stem-loop 1:2. Formation of the
antiterminator prevents formation of the terminator and transcription proceeds into the coding sequence. See text for details.

Transcription Antitermination
Mediated by a Small Metabolite

Adenine sensing by the nascent B. subtilis pbuE (ydhL) tran-
script constitutes the most recently described antitermination
mechanism (63—-65). Although this is the only reported example
of this type of antitermination mechanism, it is likely that ad-
ditional examples will be identified. A model that depicts this
antitermination mechanism is shown in Fig. 5b. Under limit-
ing adenine conditions, an intrinsic terminator hairpin forms
in the nascent pbuE transcript, which causes RNAP to ter-
minate transcription in the leader region. In the presence of
excess adenine, adenine binds to the nascent transcript and
stabilizes formation of an alternative antiterminator structure,
which thereby allows transcription to continue into the pbuE
structural gene (65). Adenine-mediated activation of pbuE ex-
pression makes biologic sense as it encodes an apparent purine
efflux pump (66). Deletions of the adenine-binding domain of
the leader RNA caused constitutive expression of pbuE and
conferred resistance to 2-fluoroadenine, which suggests that
PbuE can pump this adenine analog out of the cell (65, 66).
Analog binding studies demonstrated that the binding affinity
of adenine and 2-aminopurine are similar, whereas the affin-
ity of 2,6-diaminopurine is considerably higher. However, the
association rate was faster for adenine compared with the two

purine analogs. This finding supports a model in which regula-
tion depends on the kinetics of ligand binding and the rate of
transcription, rather than simple binding affinity (67).

The structure of the pbuFE leader RNA is similar to the
guanine-dependent RNA sensor in the xpt leader transcript (65).
It was shown that a single C to U substitution in the loop of a
triple helical junction swapped the xpt aptamer specificity from
guanine to adenine. Importantly, the pbuE leader contains a
U in the identical position. These results led to the hypothesis
that this U residue in the pbuE leader base-paired with ade-
nine, whereas the C residue in the xpt transcript paired with
guanine This hypothesis was verified by NMR structural studies.
Moreover, it was determined that adenine binding to pbuE
leader RNA involved a base triple with two U residues, which
includes the previously proposed uridine (68).

Concluding Remarks

The discovery of transcription attenuation over 30 years ago led
to the realization that mRNAs serve a purpose beyond simply
functioning as a conduit of information from DNA to protein.
Indeed, the discovery of transcription attenuation established for
the first time that RNA structure can modulate gene expression.
It is now abundantly clear that expression of many genes is
controlled by several different mechanisms after transcription
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initiates. Furthermore, it is apparent that transcription attenua-  12. Gong F, Yanofsky C. Instruction of translating ribosome by
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This excellent review article summarizes the mechanisms respon-
sible for processive antitermination in lambdoid bacteriophages,
which includes the classic N-mediated antitermination of lambda and
factor-independent antitermination of the related HK022 phage. This
work was not included in this article because of space considerations.
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The vitamin B1, cofactor called coenzyme B1, (adenosylcobalamin) assists
enzymes called mutases and eliminases in the catalysis of molecular
rearrangements. The mutases comprise reactions in which a substrate
equilibrates with a product by migration of an amino group (as with
pB-lysine 5,6-aminomutase) or a carbon-based group (e.g., COSCoA in
methylmalonyl-CoA mutase, which interconverts methylmalonyl-CoA with
succinyl-CoA). The eliminases (e.g., propane-1,2-diol dehydratase) have
either hydroxyl or amino as the migrating group, but they differ from the
mutases by affording an intermediate that eliminates water or ammonia to
give the observed product (e.g., propanal from propane-1,2-diol via
propane-1,1-diol). Methylcobalamin is essentially an intermediary for
synthetic reactions catalyzed by methyltransferases. These reactions depend
on the “supernucleophilicity’’ of reduced vitamin B, (cob(l)alamin) and in
humans provide for the synthesis of the amino acid methionine.

The pursuit of the “antipernicious anemia factor” seemingly
ended with the publication in Science in 1948 by Karl Folk-
ers (1906-1997) of a paper entitled “Crystalline vitamin By;.”
Just a few weeks later, Lester Smith (1904-1992), who had
been guided by testing column fractions on pernicious anemia
patients, independently obtained crystals of the vitamin [for a
review of the early history of Bj, isolation and characteriza-
tion, and references to the work described in this section see
Lester Smith’s monograph (1)]. He identified cobalt in Bj,
and gave the crystals to Dorothy Hodgkin (1910-1994) that
led to the structure of the isolated vitamin as cyanocobalamin
(CN-Cbl: see Fig. 1 for cobalamin structures and other aspects
of nomenclature of so-called corrinoids). In 1958, Horace Albert
Barker (1907-2000) discovered coenzyme B, (adenosylcobal-
amin, AdoCbl); the structure determination of which, again by
Dorothy Hodgkin, revealed the presence of a Co-C o-bond.
Finally, methylcobalamin (MeCbl) was recognized as another
member of this very exclusive club of natural organometallic
compounds. In this article, we review the fundamental chem-
istry of the Bjy cofactors in selected enzymatic reactions for
which they are obligatory participants.

Biological Context

Human cobalamins and dietary
requirements

Quantitative assays have shown that the plasma of nonsmoking,
healthy adults contains MeCbl (250pg cm~3), AdoCbl, and
hydroxocobalamin (OH-Cbl) [AdoCbl + OH-Cbl (125 pg cm ™3
with AdoCbl > OH-Cbl)]. The blood of smokers contains
CN-Cbl (= 2% of total cobalamin), which is derived from
hydrogen cyanide in tobacco smoke. CN-Cbl can also develop
from the consumption of foods (e.g., cassava) that release
cyanide ions. In erythrocytes, the chief cobalamin is AdoCbl
(> 50% of total cobalamin) followed by OH-Cbl (25%), MeCbl
(10-15%), and small amounts of CN-Cbl. Cobalamin-dependent
enzymatic reactions in animals and microorganisms (see below)
involve AdoCbl and MeCbl and the reduced form of OH-Cbl,
cob(I)alamin, whereas CN-Cbl has no established role.

The total human body store of the corrinoids described is
~5mg, and the recommended daily requirement of corrinoids
is ~2 pg; this nutrient is provided by a typical “Western” diet
but may not be included in a vegan diet. Whether 2 pg per
day is sufficient to maintain health and protect against disease,
especially of a degenerative kind, is a subject of current debate
in which some believe it wise to consume larger amounts of
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CONH,

5'-deoxyadenosyl =

Figure 1 In the above structure, R = CN denotes cyanocobalamin
(CN-Cbl), whilst R = OH is hydroxocobalamin (OH-Cbl); R =
5/-deoxyadenosyl is coenzyme B12 (adenosylcobalamin, AdoCbl) and R =
Me is methylcobalamin (MeCbl). By definition all cobalamins contain
5,6-dimethylbenzimidazole, which is the so-called 6th ligand to cobalt in
the above structure. Substances containing the corrin ligand, i.e. the
planar 14 electron p-system embracing cobalt in the above structure, are
also called corrinoids.

B2 (2). Corrinoids are sequestered from food sources by a gly-
coprotein of mass ~45kDa called “intrinsic factor,” which is
secreted in the stomach and binds B, derivatives very tightly
(for CN-Cbl, K = 1.5 x 10'mol~! dm?). Several other pro-
teins bind and transport B, into cells (3). The disease pernicious
anemia has been recognized since the early nineteenth century
and linked to a deficiency of what William Castle called “extrin-
sic factor” (i.e., vitamin Byy) in 1928 (1). This disease develops
because of the failure of the patient to secrete sufficient intrinsic
factor.

Overview of cobalamin-dependent
reactions

With the identification of vitamin Bj,’s cofactors, their mecha-
nisms of action could begin to be understood; today one may
ask, “What do we know some 50 years after their discov-
ery?” We know that coenzyme B, assists a group of enzymes
(Table 1, entries 1-9) in the catalysis of molecular rearrange-
ments, which can all be described by Scheme 1. In Table 1,
these enzymes are subdivided into mutases and eliminases. The
mutases catalyze equilibrations and comprise reactions in which
a carbon skeleton rearranges (entries 1-4, sometimes called
Class I reactions; substituted carbon atom as migrating group)
as well as the amino mutases (entries 5 and 6, Class III reac-
tions; amino as migrating group) (4). The eliminases [entries

7-9, Class II reactions (4)] have either hydroxyl or amino
as the migrating group, but they differ from the mutases in
that the rearrangement affords an intermediate that eliminates
water or ammonia to give the observed product. Coenzyme
Bi2-dependent ribonucleotide reductase (entry 10) is included
in Table 1 because its catalytic reaction exhibits some features
of the diol and glycerol dehydratase reactions (i.e., elimination
of OH from a 1,2-diol moiety), although the overall reaction is
a redox process and not a rearrangement. How the reactions of
Table 1 occur remains in part a puzzle, but this review intends
to enlighten the reader. The coenzyme B;-dependent mutases
and eliminases are a distinctive class of so-called “radical en-
zymes” (Fig. 2) (5), which are unique among enzymes because
their catalytic pathways function via species with an unpaired
electron (i.e., radicals). These species are normally highly reac-
tive, but containment within a protein “straightjacket” enables
their reactivity to be tamed and harnessed without destructive
side reactions. The term “negative catalysis” was coined by
Janos Rétey in 1990 to describe this phenomenon.

An important structural difference between eliminases and
mutases concerns the axial base coordinated to the cobalt,
perpendicular to the plane of the corrin ring. Whereas in all
the eliminases, the axial base is the dimethylbenzimidazole
of the coenzyme itself (Fig. 1), the mutases use a conserved
histidine residue of the enzyme for this purpose. On binding of
the coenzyme to the apo-enzyme, the axial base is replaced by
the histidine and moves into a distinct pocket of the protein.
Methyltransferases (see below) also use a protein histidine
as axial base, whose reactivity is fine tuned by protonation.
Possibly the mutases and methyltransferases have a common
evolutionary origin, whereas the eliminases evolved separately.

Methylcobalamin is completely different from adenosylcobal-
amin because it is essentially a conduit for synthetic reactions
catalyzed by methyltransferases, illustrated in Scheme 2 for the
case of methionine. These reactions depend on the “supernucle-
ophilicity” of cob(I)alamin. In one case, this species removes
a methyl group from N’-methyltetrahydrofolate with the for-
mation of methylcobalamin, and then transfers this group to
the acceptor homocysteine, which results in the synthesis of
methionine (see Scheme 2).

Examples of mutases, eliminases, and methyltransferases are
discussed in detail below.

Coenzyme B1,: Nature’s Most
Complex Cofactor

Coenzyme B}, (adenosylcobalamin, Fig. 1) has the most com-
plex structure of all of the cofactors used by nature to aid
enzymatic catalysis. Although many unusual features are ob-
served in the structure, it is the cobalt—carbon sigma (o) bond
that is vital, above all, for the mode of action of the coenzyme.
The bond dissociation energy (BDE) of ~130kJ mol ! (6) is
typical for a metal-carbon bond; although this value is much
lower than for o-bonds from carbon to hydrogen, nitrogen or
oxygen, or another carbon (BDE ~ 350kJ mol~!), the coen-
zyme is rather stable in water provided light is excluded. The
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Table 1 Classification of Coenzyme Bi,-dependent Radical Enzymes®

Carbon skeleton mutases H
X

(“base-off, his-on”)" X
1 p—
R ) A A

intermediate
methylene radical
Reversible reactions that rearrange molecular skeletons (X is a carbon-based group in the
carbon skeleton mutases and NH; in the amino mutases; X is shown in red below)

H
X
H

Carbon skeleton mutases

1. Glutamate mutase ©)
0L cof
HalS S
— \"-H
- H—.., NH
3
H Ho
2. Isobutyryl-CoA mutase o
ACoS{ __ HgC SCoA
\cH, —— Hall
HsC H
3. 2-Methylene-glutarate mutase 902 c o
? e co

4. Methyl-malonyl-CoA mutase

0
ACoSA/& GSQC,__ SCoA
5 CHs T 7

Amino mutases

5. B-Lysine 5,6-aminomutase ® @
i 9 — ©
H2N\/\/:S\/002 HSC/'S\/'S\/COQ
6. Ornithine 4,5-aminomutase ) e
/\/\R/COZ HaC._ S R_CO,
HoN -
NH NH, NH
@ 3 2 5"
Eliminases (“base-on”)° H

H_ OH o~ o
1 R ) R2
R — g — R1/1K/R2 + HX
X
)

substrate-derived radical
Irreversible reactions that eliminate water (or ammonia) [X is shown in red below]
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Table 1 (Continued)

7. Ethanolamine ammonia lyase

8. Glycerol dehydratase

9. Propane-1,2-diol dehydratase

10. Ribonucleotide reductase

For O
Example, H,
CHjy
044 /
PPPO o
3 2
OHOH

L, NHe LoP

- NH

AN TN
yoH H

H

HO .
H -
/_.‘/KOH —HQ /_.‘/(
Ho n M HO H M

HO LP
H, - H,0
CHS__"j/k"OH —)2 CH3-4“‘/(
yoH yoH
o)
H\
/ CHs
o=\
21 ppPO o N
+H20

OHH

(PPT = triphosphate; the reduction requires NADPH +H™ and generates NADP* + H,0O in
addition to the deoxynucleotide)

Examples of either the natural or a typical substrate + product are given.
b«Base-off, his-on” means that the 5,6-dimethylbenzimidazole ligand (cf. Fig. 1) is detached and replaced by a histidine residue from the
protein partner; “base-on” means that the 5,6-dimethylbenzimidazole ligand is still ligated to cobalt.

rate constant for decomposition of coenzyme Bj, at 30°C in

water was determined to be 1.16 x 108 s~!, which corre-
sponds to a half-life of 1.9 years (4). The power of the primary
organic radical 5’-deoxyadenosyl that develops from homoly-
sis of the coenzyme’s Co—C bond is only unleashed when the
coenzyme is bound to a partner enzyme in the presence of a
substrate molecule. The 5’-deoxyadenosyl radical initiates the
group of reactions summarized by Scheme 1 (4). In these reac-
tions, a protein-bound radical is initially formed from a substrate
molecule. The basic pathway requires at least two participating
radicals, with one of these (Se) being structurally related to
the substrate (SH) and the other (Pe) structurally related to the
product (PH). In addition, there may be an intermediate radical
(Ie) in some, if not all, cases. Homolysis of coenzyme B, also
releases cob(Il)alamin, a paramagnetic (d’) species, which is
easily detected by electron spin resonance (EPR) spectroscopy
of reaction mixtures created by incubating enzyme, coenzyme,
and substrate molecules for a few seconds and then freezing in

liquid nitrogen.

‘X <
|
a—(|3—(|3—b —_— a— : —(IJ—
Y H Y H

Scheme 1

4

b

Coenzyme B1,-Dependent Mutases

A common feature of the six known mutases is that a hydrogen
atom has to be reversibly abstracted by the 5'-deoxyadenosyl
radical from a nonactivated methyl group to yield a methylene
radical, which is Se or Pe depending on the identity of the
substrate and product and is not stabilized by any adjacent
group. However, the partner radical is always stabilized by a
neighboring group, which is a carboxylate or CoA-ester for
entries 1-5 and methyl for entry 6.

Glutamate mutase: the first coenzyme
B12-dependent mutase

Glutamate mutase was discovered by Barker, who showed that
the enzyme catalyzes the equilibration of (§)-glutamate with
(25,35)-3-methylaspartate (Entry 1, Table 1, AG”” = + 6.3kJ
mol~!, K = 0.095) (for a review of glutamate mutase see Ref-
erence 7). This reaction is one of three distinct methods that
nature uses to ferment glutamate to butyrate (5). Surprisingly,
they all proceed through intermediate radicals. The coenzyme
Bs-dependent fermentation is the only one of the three that

X =OH or NH, H

Y =0H T
—— a—C—C—b + HX

H

Coenzyme Bq,-dependent enzyme-catalyzed rearrangements (for examples of a, b, X, and Y see Table (1)).
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)

/
R—R R—O
Energy
intermediate AN
radical 1
undesired

radical

Figure 2 Possible side reactions for a radical (R-) with protein components
and dioxygen; energy profile illustrating the concept of negative catalysis.

includes a molecular rearrangement, the point of which is to en-
able the elimination of ammonia, which might be entertained for
glutamate but is only realistic for 3-methylaspartate (Scheme 3).
The reason is because the C-3 protons of glutamate have an
estimated pK, > 40 and cannot therefore be removed by an
enzyme base, whereas the C-3 proton in 3-methylaspartate has
an estimated pK, < 20 and so it can participate in an E2-type
elimination.

The substrate and product, (S)-glutamate and (25,35)-3-
methylaspartate, and their derived radicals, are held at the ac-
tive site, approximately 6 A apart from the cobalt atom of
cob(Il)alamin by three arginine residues (8). This special ar-
chitecture was termed the “arginine claw” by our collaborator
Antonio Pierik. The 5'-deoxyadenosyl radical abstracts the 4-Si
hydrogen atom of glutamate to give 5'-deoxyadenosine and the
4-glutamyl radical (Se), which has been postulated to fragment
to a glycyl radical (Ie) and acrylate (Scheme 4) (7). Now, a re-
alignment of these species could enable their recombination to

chl(l) + O  COH

Me N)\/\002H

*OQCEI/\/SH

NHs*

homocysteine

o} o H N
i At ) LI ! Q/Lm
N I N N I N
)\\ H )\\N N H
|
H

MeCbl

the 3-methylene-aspartate radical (Pe), which reclaims a hydro-
gen atom from the methyl group of 5’-deoxyadenosine to afford
3-methylaspartate (cf. pathways for 2-methyleneglutarate mu-
tase, Scheme 5). The most convincing experimental evidence
for this “fragmentation-recombination” mechanism was the iso-
lation of similar amounts of acrylate and glycine (~0.06 mol
of each per mol of enzyme) when the working enzyme was
interrupted by addition of trifluoroacetic acid (9).

To achieve its catalytic reaction, glutamate mutase faces
the problem of how to surmount the two relatively high
transition-state energy barriers that lead from the 4-glutamyl
radical to acrylate and the glycyl radical and then the re-
combination of these radicals to the 3-methylene-aspartate
radical (Scheme 4). These barriers were computed as AH
= + 59.9 and + 66.5kJ mol~! (10), respectively, and the
3-methylene-aspartate radical was found to be significantly less
stable than the resonance-stabilized 4-glutamyl radical (AH
= 4 20.3kJ mol™!). Likewise, with methylmalonyl-CoA mu-
tase and 2-methyleneglutarate mutase the substrate and product
radicals are interconnected via transition states of relatively
high energy. In each case, the intermediate methylene radi-
cal (Pe for glutamate and 2-methyleneglutarate mutase, Se for
methylmalonyl-CoA mutase) is much less stable than the part-
ner methine radical, which is stabilized by a carboxylate or
CoA-ester group. It was recently suggested that stabilization of
the methylene radicals by cob(II)alamin in the role of “conduc-
tor” might be required to lower the activation energy for the
process of radical exchange (11). However, this proposal lacks
experimental support.

2-Methyleneglutarate mutase: glutamate
mutase in disguise?

The equilibration catalyzed by 2-methyleneglutarate mutase is
similar to the glutamate mutase reaction but with a methyli-
dene group (= CH») in 2-methyleneglutarate/3-methylitaconate
in place of the amino center of glutamate/3-methylaspartate.
However, this feature enables a different mechanism (addition-
elimination, Scheme 5, path a) to be followed, although an anal-
ogous mechanism (fragmentation-recombination, Scheme 5,
path b) to that of glutamate mutase is also possible in principle.

MeCbl + O  COH

)\/\002H

H,N

H. SMe
020'—’(\/ + Cbl(l) + H"

NHs*

methionine

Scheme 2 Two-step synthesis of methionine from homocysteine catalyzed by methionine synthase and using methylcobalamin (MeCbl) derived from

N>-methyltetrahydrofolate and cob(l)alamin (Cbl(1)).
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Scheme 3
elimination, one possible and the other not.

NH
He: 2

OzC.NCOZ
H

Scheme 4 Intermediate radicals in the glutamate mutase reaction.

The mechanism of path a and possibly that of path b are consis-
tent with the results of a study in which 2-methyleneglutarate
was shown to catalyze the equilibration of (Z)-3-methyl(2’-*H;)
itaconate with an equal quantity of its (E)-isomer, as well as
with a 1:1 mixture of (E)- and (Z)-2-methylene(2’->H; )glutarate
(12). Newcomb and Miranda (13) performed model studies in
which radicals that correspond to Se, Pe, and le (Scheme 5)
were generated, and their rates of interconversion were mea-
sured. It was concluded that these rates were too slow by a
factor of ~10° relative to the known enzymatic k. (30 s~!) for
either of the mechanisms of Scheme 5 to be kinetically plausi-
ble. To explain this discrepancy, there could be a role for cob(Il)
alamin in the rearrangement as mentioned above and discussed
below.

Methylmalonyl-CoA mutase

This enzyme’s role in humans is to assist the detoxification
of propionate derived from the degradation of the amino acids
methionine, threonine, valine, and isoleucine. Propionyl-CoA is
carboxylated to (S )-methylmalonyl-CoA, which is epimerized
to the (R)-isomer. Coenzyme Bj;-dependent methylmalonyl-
CoA mutase isomerizes the latter to succinyl-CoA (Fig. 2),
which enters the Krebs cycle. Methylmalonyl-CoA mutase was
the first coenzyme Bj>-dependent enzyme to be characterized
crystallographically (by Philip Evans and Peter Leadlay). A
mechanism for the catalytic reaction based on ab initio molec-
ular orbital calculations invoked a “partial protonation” of the
oxygen atom of the substrate thioester carbonyl group that fa-
cilitated formation of an oxycyclopropyl intermediate, which
connects the substrate-derived and product-related radicals (14).
The partial protonation was supposed to be provided by the hy-
drogen bonding of this carbonyl to His 244, which was inferred
from the crystal structure of the protein. The ability of the sub-
strate and product radicals to interconvert even in the absence
of the enzyme was demonstrated by model studies (15).

The role of Cob(ll)alamin in mutases

In mutases, the separation between cob(II)alamin and the in-
termediate radicals is ~ 6 A (cf. ~ 11 A in eliminases—see
below), which was taken to suggest the participation of cob(II)
alamin during turnover. In all known mutases, but not in the

glutamate 0L €Oy 0:Q
mutase He: / — NH3/H* H
--..H /
H o NHz* Me
H CO,

Interconversion of (S)-glutamate with (25,35)-3-methylasparate catalysed by glutamate mutase that shows two options for ammonia

0L coy
Hal ¢
...... H
H NH5"

eliminases, a methylene radical may need to be stabilized, pos-
sibly by interaction of the dj-orbital of cob(Il)alamin with
the disappearing p-orbital of the 5'-deoxyadenosyl radical and
the emerging p-orbital of the substrate radical during the re-
versible transposition of the hydrogen atom. No coenzyme
B>-independent alternative to the mutases is known at this time,
and such enzymes were predicted (11) not to exist at all.

Unusual isotope effects and hydrogen
tunneling

Unusually high isotope effects have been observed for several
coenzyme Bjs-dependent reactions. For methylmalonyl-CoA
mutase acting on (CDs3)methylmalonyl-CoA, a primary deu-
terium isotope effect of 35.6 at 20°C was recorded (16).
This effect was ascribed to quantum tunneling in the transi-
tion state for hydrogen (or deuterium) atom abstraction by the
5’-deoxyadenosyl radical. To probe the nature of the hydro-
gen abstraction steps with glutamate, mutase experiments were
performed using labeled coenzyme, substrate, or product (17).
The results were interpreted as providing evidence for hydrogen
tunneling and a coupled motion of the hydrogen atoms at the
adenosyl C-5" with the hydrogen atom being transferred from
substrate/product.

Coenzyme B1,-Dependent
Eliminases

Diol and glycerol dehydratase

Soon after the discovery of glutamate mutase, Robert Abeles
(1926-2000) recognized that the apparently simple conver-
sion of glycerol to 3-hydroxypropionaldehyde catalyzed by
diol dehydratase, was a coenzyme Bi,-dependent process (18).
It had been long been known that acrolein could develop
from the fermentation of glycerol. During the production of
whiskey, infection of the broth may lead to the production of
3-hydroxypropionaldehyde and hence to acrolein on distillation.
Isotopic labeling studies with glycerol dehydratase showed a re-
markable control of the movement of the oxygen atoms in the
rearrangement of 1,2-ethanediol to acetaldehyde and glycerol
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path a

AdoCH,

He:
H
0,0,
/' """ H
H

AdoCH

©0,C, g H
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o]

AdoCH, || AdoCH;
o
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@ogc,,h__ R
/
CHs

Scheme 5 Two pathways for 2-methyleneglutarate mutase (substrate: 2-methyleneglutarate; product: (R)-3-methylitaconate). Path a:
Addition-elimination via substrate radical $® and product radical P® with the participation of an intermediate radical I°
(1-methylene-1,2-cyclopropanedicarboxylate, (15,2R)-isomer shown). Path b: Fragmentation-recombination that involves S® and P® and an intermediate

radical I1® (2-acrylate radical accompanied by a 2-acrylate molecule) {AdoCH, = 5/—deoxyadenosyl; AdoCH3z = S,—deoxyadenosine}.

to 3-hydroxypropionaldehyde, which necessitates the postulate
of intermediate geminal diols (Table 1, reactions 7 and 8).
Substrate-derived radicals, which were diagnosed by EPR spec-
troscopy, were implicated as intermediates.

Homolysis of adenosylcobalamin affords cob(Il)alamin and
the 5'-deoxyadenosyl radical, which abstracts a H-atom from
C-1 of the diol giving 5'-deoxyadenosine and a substrate-derived
radical in which the pK of the C-1 hydroxyl group has de-
creased from 16 to about 11. Deprotonation of this hydroxyl
group affords a ketyl radical that could eliminate the adjacent
hydroxyl, which yields a resonance-stabilized enoxy radical.
Then, water (or hydroxide) is re-added to obtain a more reac-
tive product-related radical that can reabstract an H-atom from
the transiently formed 5'-deoxyadenosine. Finally, elimination
of water from the intermediate 1,1-diol affords the aldehyde
product. Alternatively, the substrate-derived radical rearranges
to the product-related radical via an oxirane-like transition state
in which there is “partial protonation” of the migrating hydroxyl
group and “partial deprotonation” of the nonmigrating hydroxyl.
The latter proposal was supported by evidence from protein
crystallography of diol dehydratase and ab initio molecular or-
bital calculations of possible reaction pathways (19). In the
eliminases, cob(Il)alamin seems to act as a mere spectator that
is not involved in the rearrangement. This view was supported
by the EPR spectroscopy of diol dehydratase, which indicated a
relatively large distance of ~ 11 A between cob(Il)alamin and
the substrate-derived radical intermediate(s).

Recently, a glycerol dehydratase was discovered in the
anaerobic bacterium Clostridium butyricum, whose active site
contains a glycyl radical formed by the action of the 5'-deoxy-
adenosyl radical on a specific glycine residue of the protein
(20). The 5'-deoxyadenosyl radical is generated not from coen-
zyme By, but by one-electron reduction of the structurally much
simpler molecule §-adenosylmethionine (SAM), named “poor
man’s Bj,” by Barker. Hence, this glycerol dehydratase per-
forms the same reaction, probably with a similar pathway, to
the coenzyme Bj,-dependent glycerol dehydratase.

Ribonucleotide reductase

The building blocks for the synthesis of DNA are 2'-deoxyribo-
nucleotides, which are obtained from ribonucleotides by reduc-
tive elimination of their 2’-hydroxyl group. Three distinctive
ribonucleotide reductases catalyze these reactions: the reduc-
tase of aerobic organisms (e.g., humans, Escherichia coli) uses
dioxygen with a di-iron or an iron-manganese center for radi-
cal formation; organisms that thrive under anaerobic conditions
(e.g., E. coli and most strict anaerobes) contain a SAM-derived
glycyl radical in their ribonucleotide reductase; and finally,
anaerobic organisms that can live in the presence of dioxygen
(e.g., Lactobacillus and some algae) deploy coenzyme Bj; in
their reductase. With SAM and coenzyme B, it is the adenosyl
radical derived from these cofactors that is responsible for hy-
drogen abstraction from a conserved cysteine (Cys408) to give
a thiyl radical. This species abstracts a hydrogen atom from
C-3’ of the ribose unit that regenerates the cysteine. Deproto-
nation of the 3’-hydroxyl group of the resulting C-3’ radical
affords a ketyl radical, which eliminates the 2’-hydroxyl group
with formation of an enoxy radical, cf. the mechanism of diol
dehydratase. Consecutive reductions that involve a pair of cys-
teine residues yield a deoxyribose unit with a C-3’ radical center
to which a hydrogen atom is donated by Cys408. This process
regenerates the thiyl radical and affords the product (21).

The participation of a cysteine thiol in the abstraction of hy-
drogen from ribose C-3' coenzyme Bj,, which is not a feature
of any other of the reactions of Table 1, leads to exchange of
H between this thiol group, the 5’'-methylene group of coen-
zyme B, and water (22). It was also shown that ribonucleotide
reductase catalyzes the conversion of adenosylcobalamin la-
beled with one deuterium atom at C-5" (initial R/S ratio =
3:1) to monodeuterated coenzyme with R/S ratio = 1. This re-
sult shows that the cobalt—carbon o-bond is reversibly cleaved
to a 5’-deoxyadenosyl radical, which permits rotation about the
C-4'/C-5" o-bond.

Methyltransferases
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Methionine synthase

The crucial steps in the pathway catalyzed by human cytosolic
enzyme methionine synthase (MetH) are the transfer of a
methyl group, first from N >-methyltetrahydrofolate to the cobalt
of cob(I)alamin to give methylcobalamin (MeCbl), and then
from cobalt to the sulfur of homocysteine to give methionine
(Scheme 2). Our knowledge of MetH is largely from the
incisive experiments of Liptak et al. (23), with crystallographic
characterization of the enzyme by Martha Ludwig and Catherine
Drennan underpinning all else. One large polypeptide (1227
amino acids, 136 kDa) comprises all functions of MetH, which
has four modules. The substrates N >-methyltetrahydrofolate and
homocysteine bind to a module each. The cobalamin cofactor
binds to a third module with its dimethylbenzimidazole replaced
by His759. The function of the fourth module is to reactivate
oxidized cobalamin to MeCbl using SAM as source of the
methyl group and flavodoxin as reductant (see below). Profound
conformational changes bring the reacting components together
in turn.

The key intermediate in the catalytic pathway is the
“supernucleophile” cob(I)alamin, which attacks N’-methyl-
tetrahydrofolate, generating tetrahydrofolate and MeCbl. Then
homocysteine (probably as its thiolate) attacks MeCbl, which
yields methionine and regenerates cob(I)alamin (Scheme 2).
The demethylation of N’-methyltetrahydrofolate is not triv-
ial, even for the ‘“‘supernucleophilic” cob(I)alamin, and con-
siderable efforts have been invested into understanding this
reaction, dubbed “improbable” by Duilio Arigoni. The ob-
vious mode of activation is by proton transfer to N-5 of
N-methyltetrahydrofolate, but as this is weakly basic (pK, 5.1)
the nature of the proton source and mode of transfer has been
difficult to pin down. Recent research from the Matthews group
has shown how the reactivities of cob(I)alamin and methyl-
cobalamin are modulated by the ligand frans to the lone pair of
cob(I)alamin and methyl group of methylcobalamin (21).

It is interesting that E. coli contains two genes that code
for methionine synthase: metH for the cobalamin-dependent
enzyme and metE for a cobalamin-independent enzyme that
depends on an active site Zn>* to stabilize deprotonated homo-
cysteine (24). This thiolate species demethylates N>-methyl-
tetrahydrofolate, which is activated by proton transfer to N-5.
MetE is less active (~ 100 x ) than MetH, and so in the absence
of By E. coli it produces much more MetE to compensate for
the lack of MetH.

Cobalamin-dependent methionine synthase contains a built-in
repair mechanism. If accidental oxidation of cob(I)alamin leads
to inactive cob(Il)alamin, then the enzyme employs SAM and
reduced flavodoxin to regenerate cob(I)alamin. Although the
redox equilibrium below lies mainly on the left side, any
cob(I)alamin formed is trapped by SAM-dependent methylation
to yield methylcobalamin.

Cob(II)alamin + flavodoxin hydroquinone = Cob(I)alamin
+ flavodoxin semiquinone

The anesthetic nitrous oxide (N,O) inhibits MetH by re-
acting with cob(I)alamin, which probably yields reactive hy-
droxyl radicals that damage the MetH protein (25). Model
studies have shown that N,O reacts with cob(I)alamin, but not

cob(I)alamin or cob(Ill)alamin complexes, which affords dini-
trogen (N,) and hydroxocobalamin. Repeated anesthesia with
N>O over a few days can be life threatening because the
production of methionine is suppressed, and more seriously,
turnover of folate cofactors stops because folates are trapped
as N3-methyltetrahydrofolate (“methyl trap hypothesis”). This
mechanism leads to inhibition of DNA and protein synthesis,
and hence cell death.

Other methyltransferases

Corrinoids participate in the global C; carbon cycle through the
synthesis of methane and acetyl-CoA. Methane formation by
methanogenic archaea exhibits a cobalamin-dependent step in
which an overall methyl transfer occurs from N 3-methyltetrahy-
dromethanopterin to coenzyme M (26). This methionine
synthase-like process is exergonic (AG® = -30kJ mol™})
and is catalyzed by a multienzyme complex that comprises
eight different subunits. The subunit MtrA binds a cob(I)amide
cofactor, which reacts with N>-methyltetrahydromethanopterin
during the catalytic cycle to give a methylcobamide. This re-
action undergoes a Na'-dependent demethylation by coenzyme
M. The methylcobamide has a formal Co(Ill) center with the
corrinoid in a base-off/His-on state, whereas the cob(I)amide
is in the four-coordinate His-off state. The conformational
change between these two states may drive the Na™-pump of a
Na*-translocating, membrane-associated process.

The synthesis of acetyl-CoA by the Ljungdahl-Wood path-
way of autotrophic carbon fixation in diverse bacteria and
archaea is catalyzed by a Co- and Fe-containing corrinoid
iron—sulfur protein (CoFeSP). This protein participates in the
transfer of a methyl group from N3-methyltetrahydrofolate to
the cob(I)amide of CoFeSP to give a methylcob(Ill)amide,
from which the methyl group is transferred to the reduced
Ni-Ni-(4Fe-4S) active site cluster A of acetyl-CoA syn-
thase (27).

The astonishing reactivity of cob(I)alamin is exploited in sev-
eral other demethylation reactions, for example, the transfer of
the methyl group of methanol to 2-mercaptoethanesulfonic acid
(coenzyme M) catalyzed by methanol:2-mercaptoethanesulfonic
acid methyltransferase. In this case, protein crystallography has
shown that the methanol molecule is activated for nucleophilic
attack by cob(I)alamin by coordination of its hydroxyl group
to a Zn** ion (28). Even more remarkable is the ability of
cob(I)alamin to affect the dechlorination of vinyl halides, for
example, tetrachloroethene to (Z)-1,2-dichloroethene catalyzed
by a dehalogenase from Sulfurospirillum multivorans (29).
Given the wide range of reactions dependent on cob(I)alamin,
it would seem better to designate this species as a coenzyme,
rather than methylcobalamin, which is an intermediate in some
cob(I)alamin reactions.
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All DNA polymerases share a common two-metal ion catalyzed chemistry
of nucleotide incorporation. Structure analysis, however, suggests that
DNA polymerases share one of two different ancestors, which converged to
employ the same mechanism. Escherichia coli, the prototypical bacterium,
encodes five different DNA polymerases. The chromosomal replicase
functions closely with clamps, clamp-loaders, and other proteins. Oxidative
damage to DNA during normal cell growth requires interplay among the
several distinct DNA polymerases, which enable the replicase to circumvent
these obstacles and complete chromosomal replication. Additional
processes involving DNA polymerases are brought into action during
heightened levels of DNA damage. We review here DNA polymerase
structure, catalytic mechanism, and several pathways in which various

bacterial DNA polymerases act.

Introduction

E. coli DNA polymerase (Pol) I is so named because it was the
first DNA polymerase to be isolated and characterized (1). Pol I
remains the most intensively studied DNA polymerase, and its
general structure and properties generalize to other DNA poly-
merases. Sequence comparisons of DNA polymerases derived
from many organisms indicate the presence of at least five dif-
ferent classes of DNA polymerase (Table 1) (2). For simplicity,
we will focus in this review on the DNA polymerases of Es-
cherichia coli. E. coli contains five different DNA polymerases
that assort into four polymerase families (Table 1). Pol I is a
member of the A-family; it is ubiquitous among bacteria and
plays a major role in DNA repair. Pol II is a B-family DNA
polymerase that seems to be involved in repair. Interestingly,
eukaryotic and archael chromosomal replicases are all members
of the B-family. The C-family of DNA polymerase is specific
to bacteria and functions as the chromosomal replicase. E. coli
contains one C-family polymerase, which is referred to as Pol
III. Some bacteria contain two C-family DNA polymerases,
which are referred to as Pol C (the replicase) and DnaE poly-
merase (after the gene encoding it) (3). E. coli contains two
Y-family DNA polymerases, Pol IV and Pol V. Y-family DNA
polymerases have relatively low fidelity and thus differ from
typical DNA polymerases, which usually have very high fidelity
in DNA synthesis (2, 4). For example, DNA polymerases I, 11,
and III make mistakes only once every 10°~10° nucleotide addi-
tions, and fidelity is assisted in these enzymes by the presence of
a 3’-5’ exonuclease, which is referred to as a proofreader that

removes most of the mistakes made by the polymerase (i.e.,
misincorporated nucleotides) (2, 4). In contrast, Y-family poly-
merases have intrinsically high error rates (10~'-1073) and are
the only E. coli DNA polymerases that lack 3’-5" exonuclease
activity (5, 6). These unique properties allow Pol IV and Pol V
to pass over DNA lesions and thus enable chromosome duplica-
tion in the face of DNA damage, but they do so at the expense
of creating mutations (5, 7). Pols II, IV, and V are induced by
DNA damage and are proposed to function collectively and to
enable replication over DNA lesions (4, 8-10)

In this review we summarize the general architecture of DNA
polymerases and the chemistry of the DNA polymerase and
3/-5" exonuclease activities (see also DNA replication). The
ultimate function of DNA polymerases is the duplication of
genetic material, and therefore, we also describe how Pol III
functions at a replication fork. Lastly, we present a brief
overview of the different repair reactions in which the remaining
DNA polymerases act.

Chemistry of DNA synthesis and 3'-5’
exonucleolytic proofreading

The substrates for DNA synthesis are a 3’ primed site and
deoxyribonucleoside triphosphate (ANTP) (see Fig. 1). DNA
polymerase catalyzes a phosphoryl transfer reaction that adds
a ANMP moiety to a 3’ terminus of an existing DNA strand,
releasing pyrophosphate (Fig. 1a). The reaction is catalyzed
exclusively by two metal ions (e.g., Mg™™) (11, 12). Metal
ion A extracts a proton from the DNA primer 3’ terminal hy-
droxyl group to produce a oxyanion nucleophile, which attacks
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Table 1 DNA polymerase families

Family Examples

A family Bacterial Pol I, phage TS, T7

B Family Bacterial Pol II, Eukaryotic Pol a, Pol 8, Pol ¢
C Family Bacterial Replicases, Pol III, Pol C, DnaE

Y Family E. coli Pol 1V, Pol V

X Family Eukaryotic Pol B, Nucleotidyl Transferases

the a-phosphate of the incoming dNTP that is base-paired to the
template. Metals A and B stabilize the resulting penta-coordinate
transition state, and metal B also stabilizes the pyrophosphate
leaving group.

The two metal ions are held in place by three conserved
aspartic acid residues. The fact that catalysis is mediated exclu-
sively by metal ions with no direct participation of amino acid
side chains suggests that nucleotide polymerization may have
originated before the evolution of proteins. Specifically, the two
metals may have been chelated by RNA in the primordial “RNA
World” that is thought to have operated before the evolution of
proteins.

The 3'-5’ proofreading exonuclease is called into action when
an incorrect ANMP is added to the 3’ terminus. The 3'-5" ex-
onuclease is located in a separate domain with a distinct active
site. The chemical reaction of the exonuclease proceeds by
hydrolysis (see Fig. 1b), but it is remarkably similar to the
polymerase reaction. Specifically, two metal ions catalyze the
reaction; metal ion A activates water to form a hydroxyanion
nucleophile that attacks the phosphodiester bond of the 3’ ter-
minal mismatched nucleotide. Metal B stabilizes the developing
charge on the dNMP leaving group.

Structure of DNA polymerases

The crystal structures of multiple representatives of each class
of DNA polymerase have been solved and compared (12). In all
cases, the overall shape is that of a right hand, and it contains
a minimum of three subdomains, which are referred to as the
palm, fingers, and thumb. These subdomains are indicated for
the structure of Pol I shown in Fig. 2a. Although the chain
folding patterns of the fingers and thumb are different among
the different polymerase families, the core architecture of the
palm domain contains the catalytic site for DNA polymerization
and is structurally conserved among the A, B, and Y families.
The chain topology of the palm, and the relative location
of the three Asp residues that hold the catalytic metal ions
in polymerases of the A, B, and Y families, are shown in
Fig. 2b. This conservation of structure in the palm suggests
that the members of the A, B, and Y family share a common
evolutionary ancestor.

Interestingly, C-family DNA polymerases (bacterial repli-
cases) have a different chain topology in the palm, and the
location of the Asp residues are also unique (13, 14). The palm
architecture is shared by the X-family of DNA polymerases that
include eukaryotic Pol B and certain nucleotidal transferases
(Table 1). Presumably X-family polymerases share a common
ancestor with DNA polymerases of the C-family.

DNA Systhesis
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Figure 1 Chemical mechanism of DNA polymerase and 3'-5’
exonuclease. (a) DNA polymerase reaction. The enzyme chelates two
metal ions using three aspartic acid residues (only two are shown). Metal
ion A abstracts the 3’ hydroxyl proton of the primer terminus to generate a
nucleophile that attacks the a-phosphate of an incoming dNTP substrate.
The phosphoryl transfer results in production of a pyrophosphate leaving
group, which is stabilized by metal ion B. (b) The 3'-5’ exonuclease
proofreading activity is located in a site that is distinct from the polymerase
site; yet it uses two-metal-ion chemistry similar to DNA synthesis. The
reaction type is hydrolysis in which metal ion A activates water to form the
hydroxy anion nucleophile. Nucleophile attack on the phosphate of the
mismatched nucleotide releases it as ANMP (dGMP in the case shown).

In all DNA polymerases, the DNA lies on the palm of the
polymerase and also interacts with the thumb (see Fig. 2c).
The finger domain binds the incoming dNTP for incorporation
into the DNA chain. The A-T and G-C base pairs have very
similar geometry, and during binding of a dNTP, the fingers
domain closes over the palm to match the dNTP to the template
strand forming a tight enclosure into which only the geometry
of a correct base pair can fit (15). Incorrect base pairs do not
have the correct geometry to fit into this tight enclosure and are
usually released instead of incorporated. In the rare instance of
incorrect nucleotide incorporation, the primed site usually enters
the 3’5’ exonuclease site for excision of the incorrect terminal
nucleotide (see Fig. 2c¢).

The 3'-5" exonuclease intrinsic to DNA polymerase I, and
most DNA polymerases, contributes to high fidelity by the
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Figure 2 Structure of DNA polymerases. (a) The structure of Pol |
represents the general right-hand shape of all DNA polymerases (PDB ID
1QSY). Subdomains and the 3'-5" exonuclease domain are indicated. (b)
The chain topology in the palm domain of DNA polymerases indicates
their evolutionary heritage. Left: The A, B, and Y family have four
antiparallel sheets supported by two « helices. The three aspartic residues
that chelate the metal ions are indicated by dots. Right: The C-family and
X-family DNA polymerases contain a set of parallel strands on which the
acidic residues that chelate metal are oriented differently from the A-, B-,
and Y-family DNA polymerases. (c) During misincorporation of an incorrect
nucleotide, the DNA must leave the polymerase active site (left) and enter
the 3’5’ exonuclease active site (right). This action requires the melting of
three to four base pairs.

kinetic scheme shown in Fig. 3. Most often, the DNA poly-
merase selects and incorporates the correct ANTP (pathway 1
in Fig. 3). Correct incorporation events are rapid. Incorporation
of an incorrect ANTP (pathway 2 in Fig. 3) is slow, several or-
ders of magnitude slower than incorporation of a correct ANTP
(16, 17). Misincorporation is slow because the incorrect ANTP
does not form a normal base pair with the template strand, and
thus, the geometry of the incorrect base pair does not induce
the correct fit in the enzyme active site needed to bring the
two active site metal atoms into the proper juxtaposition for the
chemical step. Furthermore, if the DNA polymerase incorpo-
rates the wrong nucleotide, the resulting mismatched 3’ terminus
presents yet another slow kinetic barrier to the DNA poly-
merase. The polymerase is very slow to extend the mismatched
product by another nucleotide, because the correct geometry of

Bacterial DNA polymerases, Chemistry of

the active site metals depends on the DNA substrate being cor-
rectly base paired. Therefore, the slow kinetics of two steps,
misincorporation and extension of a mispaired 3’ terminus, re-
sult in very few mistakes relative to the rapid incorporation of
correct ANTP substrates. The kinetic pauses associated with in-
corporation of an incorrect dNTP give time for a mismatched
primed template to melt and reposition into the separate active
site of the 3/-5" exonuclease (Fig. 2¢ and Fig. 3). Once in the
3/-5’ exonuclease active site, the proofreading 3’5" exonuclease
rapidly excises the incorrect 3’ terminal nucleotide and thereby
restores the substrate to one that is fully base paired (dashed ar-
row in the scheme of Fig. 3). Thus, the slow steps involved in
misincorporation, combined with the rapid proofreading exonu-
clease removal of mismatched nucleotides, provide the DNA
polymerase with a second try at chain extension. Most retrials
have a positive outcome, which results in the incorporation of
a correct nucleotide base.

DNA polymerase Ill holoenzyme

High-fidelity chromosomal replication in E. coli is executed
by a multicomponent complex referred to as DNA polymerase
IIT holoenzyme (see Fig. 4a) (18-21). Pol III holoenzyme
consists of three main subcomponents: Pol III core, B-clamp,
and y-complex clamp-loader. Pol III core is the replicative DNA
polymerase that consists of three subunits (a, €, 6): a exhibits
DNA polymerase activity, € performs 3'—5’ exonuclease activity
necessary for proofreading, and the function of 6 is currently
unclear.

Pol III core requires direct association with the p-clamp to
perform processive DNA synthesis. p tethers the polymerase to
its respective template by binding the a subunit of Pol III core
while encircling DNA immediately behind the polymerase (see
Fig. 4a). Coupling of Pol III core to f results in an increase in
both the catalytic rate (~1kb s~!') and processivity (>50kb).

The structure of the B-clamp resembles a symmetrical ring
with sufficient space to accommodate double-stranded DNA
(see Fig. 5a) (22). B is composed of a homodimer with each
protomer consisting of three globular subdomains. The struc-
ture of the eukaryotic clamp, proliferating cell nuclear antigen
(PCNA), is similar to B (23, 24). However, PCNA is composed
of a homotrimer with each protomer consisting of two subdo-
mains. The head-to-tail protomer organization of § results in two
structurally distinct “faces”; the C-terminal face is involved in
intermolecular interactions (i.e., binding Pol III core a subunit)
(see Fig. 5a and Sb). B also binds Pol I, II, IV, and V and is
therefore thought to play a role in polymerase trafficking during
translesion synthesis (which is discussed in more detail below).
Lastly, recent studies indicate that § interacts with DNA repair
proteins MutS, MutL, and DNA ligase (25). The function of 8
in DNA repair is currently unclear.

The y-complex clamp-loader is a heteropentameric ATPase
responsible for assembling  onto DNA at primed sites (26-28).
The clamp loading process is illustrated in Fig. Sb. The
y-complex binds and opens the ring-shaped p-clamp in the pres-
ence of ATP. The ATP-bound y-complex selectively binds to a
primed site that stimulates ATP hydrolysis and results in release
of the clamp-loader and closure of p around DNA (20).
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Figure 3 Kinetic steps during DNA synthesis favor incorporation of correct dNTPs. Most often the DNA polymerase selects the correct dNTP that forms a
correct Watson—Crick base pair with the template strand (pathway 1, left). The chemistry of correct dNTP incorporation is rapid, and it allows the
polymerase to proceed rapidly to incorporate subsequent dNTPs. The chemistry of incorporating an incorrect dNTP is slow (pathway 2, right), and
subsequent elongation of the mispaired 3’ terminus is also slow. These two kinetic barriers provide time for the primed template to switch into the
proofreading 3’-5’ exonuclease active site, where removal of the mispaired 3’ terminus is rapid. The excised and fully base paired primed site then

switches back to the DNA polymerase active site (dashed arrow).

y-complex is a member of the AAA+ (ATPases Associated
with various cellular Activities) family of proteins that are
involved in molecular remodeling activities (29). The “minimal”
y-complex includes only the subunits required for B-clamp
assembly (y3, 8, §'). Importantly, the subunit composition of
y-complex exists in various states within the cell (reviewed
in References 18 and 20) (which is discussed in more detail
below). y is the only subunit to exhibit ATPase activity and is
therefore referred to as the “motor.” § is responsible for opening
the B-clamp and is referred to as the “wrench.” ' is proposed to
act as a “stator” (a part against which other parts of a machine
move) because it is thought to be rigid relative to the other
subunits.

The five clamp loading subunits (ys, 3, 8') of the y-complex
are arranged in a spiral (see Fig. S5c¢) (26). A similar spiral-like
subunit organization is found within the pentameric eukary-
otic clamp-loader, RFC (30). The three ATP binding sites
of y-complex lie at the subunit interfaces and contain SRC
(serine—arginine—cysteine) motifs common among all clamp-
loaders, although mechanistic differences are proposed to exist
in how ATP is coupled to the clamp loading process in bacterial
and eukaryotic clamp loaders (31).

Pol lll function at the replication fork

The proteins currently thought to act at the replication fork
include two Pol III core molecules, two B-clamps, y-complex,
DnaB helicase, primase, and single-stranded DNA binding pro-
tein (SSB) (see Fig. 4a) (20, 32). Each Pol III core is dedicated
to either the leading or the lagging strand and is tethered to its
respective template via binding to the p-clamp. The unwound
portion of the lagging strand is thought to form a “trombone”
loop that enables codirectional movement of the lagging strand
polymerase and the replisome (33).

The clamp loader acting at the replication fork is thought to
be composed of subunits y, T2, 8, &, x, ¥ (32, 34, 35). In this
configuration, two y subunits are substituted by two t subunits.

y (47kDa) and t (71kDa) share identical N-terminal clamp
loading sequences as they are encoded by the same gene, dnaX.
However, y is truncated because of an efficient translational
frameshift that produces approximately equal amounts of y and
t. The ¥ subunit connects to SSB and is held in the structure
by ¥ (36). The x-to-SSB connection enhances processivity and
enables efficient transfer of RNA primers from primase to the
clamp loader (37). Each t subunit binds to a single Pol III
core thereby linking the leading and lagging strand polymerases
together (see Fig. 4a) (14, 21, 38, 39).

DnaB is the replicative helicase that unwinds the parental
duplex DNA ahead of the replication fork (see Fig. 4a) (40).
DnaB encircles the lagging strand as a homohexamer and uses
the energy of ATP hydrolysis to unwind DNA with 5’3’ polarity
(see also DNA Helicases, Chemistry and Mechanisms of).
DnaB is connected to Pol III holoenzyme via its interaction with
the T subunit of the clamp loader (41). This interaction greatly
stimulates DnaB activity at the replication fork (42). DnaB also
binds to and stimulates primase, which is a specialized RNA
polymerase that synthesizes RNA primers approximately 12
nucleotides in length to initiate DNA synthesis (1, 43).

The mechanism of Pol III action at the replication fork
is illustrated in Fig. 4. The lagging strand is synthesized as
discontinuous sections of 1-3kb called Okazaki fragments. An
Okazaki fragment is initiated by primase action (see Fig. 4a).
The clamp loader uses the energy of ATP hydrolysis to assemble
B onto the newly synthesized RNA primer (see Fig. 4b). The Pol
III core binds P and processively synthesizes the DNA portion of
the Okazaki fragment, which creates a DNA loop (see Fig. 4c).
The Okazaki fragment is completed when Pol III encounters the
5" end of the previous Okazaki fragment and dissociates from
the DNA, which disassembles the loop. Pol I is required for
Okazaki fragment maturation and is discussed below.

The leading strand polymerase performs DNA synthesis in
a continuous fashion and therefore requires one initial priming
event. However, DNA damage or other impediments along the
leading strand may block progression of the replication fork and

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.

—p—



—p—

Bacterial DNA polymerases, Chemistry of

(a) Primase synthesizes a RNA primer

(b) A sliding-clamp is assembled
at the newly primed site

Sidi i Direction of
IO polymease Pol Ill core
4 2 : / ,
Leading Leading
b ;.‘
( T strand strand
Direction -
of DNA Clamp-loader\
o008 e 2N 38 74
Previous Okazaki 5 393 fellcaze . 5 N L a7 \ 7,3\’ EA O 5
fragment \o Lagging 4 7 € Y
[ Primase {i* strand _> il
N Clamp-loader $4
_f— v £ i
A action i
Current Okazaki Direction of @ ssp & '-399':9
fragment polymerase - &1 stran
k/
e v &
RNA ;95 - e o
primer 2z a3 a o]

?

(d) Lagging strand polymerase synthesizes
the next Okazaki fragment

D
\

(c) Lagging strand polymerase cycles
to the next Okazaki fragment

Vi .
7/ I Leading y Leading
strand | strand
z
N, Z ;
o ¥y Ve d r
¥ Q@ i Q
] Polymerase g 2
2 4 o~ 4— detachment
"2 i ‘5’ o Lagging Completed /2‘ ‘!’%
il 2 strand Ok;zaki Polymerase 44
Fo;ngi:mn I:a_flthe fragment attachment a
nex azaki loop J’ Lagging
\h“\g @4  strand
v 5 ouu?
Replisome Molecular
component weight (kDa) Function
Pol Il core (heterotrimer) 166 DNA polymerase, 3' to 5' exonuclease
Sliding-clamp (homodimer) 40.6 x2 Processivity factor
Clamp-loader (heteropentamer) 2971 Assembles sliding-clamps, protein
trafficking
DnaB helicase (homohexamer) 52.4x6 5'to 3' DNA unwinding
Primase (monomer) 65.6 Synthesizes RNA primers
SSB (homotetramer) 18.8 x4 Binds single-stranded DNA, prevents

secondary structure

Figure 4 Pol Il function at the replication fork. Leading and lagging strand synthesis are performed in a continuous and discontinuous fashion,
respectively. The lagging strand is synthesized in contiguous sections called Okazaki fragments. (a) An Okazaki fragment is initiated as primase synthesizes
a short RNA primer along the lagging strand. (b) The y-complex clamp loader uses the energy of ATP hydrolysis to assemble p at the newly primed site.
(c) The lagging strand polymerase cycles to a newly synthesized primed site after completing the previous Okazaki fragment. (d) The lagging strand
polymerase synthesizes the DNA portion of the next Okazaki fragment. (Adapted with permission from Reference 20.)

lead to additional priming events enabled by replication restart
mechanisms (reviewed in Reference 44). Lagging strand blocks,
such as damaged bases, are inconsequential to the progression
of the replisome because the lagging strand polymerase readily
cycles among numerous primed sites (45-47).

The repair of arrested replication forks involves two ma-
jor pathways: recombinational repair and translesion synthesis.
Recombinational repair uses RecA and a host of other recombi-
nation factors that facilitate strand exchange and non-mutagenic
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replication across damaged DNA (reviewed in References
48-50). Translesion synthesis employs low-fidelity DNA poly-
merases that often perform mutagenic replication opposite a
damaged template (reviewed in References 5-7).

Translesion synthesis by low-fidelity
DNA polymerases

Chromosomal DNA is often damaged by exposure to exogenous
(i.e., UV irradiation, chemical agents, etc.) and endogenous (i.e.,
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Figure 5 Structure and function of B-clamp and y-complex. (a) The structure of f resembles a ring with sufficient space to accommodate duplex DNA. B
is a homodimer in which each protomer contains three globular subdomains. The protomers are arranged in a head-to-tail fashion resulting in two
structurally distinct ““faces.”” The C-terminal face is involved in intermolecular interactions. Protomers are indicated in light and dark shades (PDB ID 2POL).
(b) y-complex uses the energy of ATP hydrolysis to assemble g onto DNA at primed sites. y-complex binds to and opens g in the presence of ATP. The
clamp loader selectively binds to primer—template junctions, which stimulates ATP hydrolysis and results in dissociation of y-complex and closure of #
around the DNA. DNA polymerase binds the C-terminal face of f and initiates DNA synthesis at the primed site. (c) Subunit organization of y-complex
clamp loader. The y-complex is composed of five subunits (y3, &', 8) that are arranged in a spiral-like fashion. y-complex contains three ATP sites that lie at
the subunit interfaces and include an “arginine finger’” within a conserved SRC motif. The ATP site organization of the y-complex is proposed to confer
cooperativity between subunits. (Adapted with permission from Reference 20.)

oxidative damage) insults (see also DNA Damage, Chemical
Biology of Diseases Related to (51). Spontaneous mutagenesis
of nucleotide bases by cytosine deamination to yield uracil also
occurs with high frequency in the cell. DNA repair mechanisms
have evolved to excise and repair various types of DNA damage
(discussed below) (see also DNA Damage Repair, Chemistry
of). However, the replication fork sometimes encounters DNA
damage that has evaded the repair machinery. Pol III and other
high-fidelity DNA polymerases cannot replicate damaged DNA.
Thus, the replication fork becomes arrested at the site of DNA
damage. Low-fidelity lesion bypass DNA polymerases can ex-
tend DNA across various types of damaged DNA, but this often
results in a mutation. Thus, switching between high-fidelity and

low-fidelity DNA polymerases is thought to facilitate replication
through sites of DNA damage (4, 8-10, 52).

Pol I and Pol III exhibit high-fidelity DNA synthesis and
make mistakes on average of only 1 in 10°-107 nucleotides
(5, 16, 17). Y-family Pol IV and Pol V misincorporate nu-
cleotides 10 to 1000 times more frequently and are error-prone
lesion bypass polymerases that are associated with the muta-
genic response of cells to DNA damage (5, 6, 16, 52). Structures
of Y-family polymerases suggest that replication of past aber-
rant nucleotides is likely caused by a highly solvent exposed
DNA binding cleft (53, 54). Thus, bulky lesions and nucleotide

mismatches are more permissible among this class of enzyme.
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Replication fork arrest by DNA damage leads to RecA me-
diated induction of the SOS response pathway. The SOS re-
sponse involves upregulation of over 40 genes that facilitate
increased viability during stress (i.e., chemical agents, UV light,
and nutrient deficiency) (reviewed in References 5 and 6). The
DNA polymerases that are upregulated during the SOS re-
sponse include Pol II, Pol IV, and Pol V. Pol 1II is the first
DNA polymerase to be induced (~1 minute). Interestingly,
Pol II has been shown to perform high-fidelity DNA synthe-
sis (error rate ~107> to 107® per base pair) on undamaged
templates, but despite this, Pol II seems to be involved in
error-prone DNA synthesis in vivo (4, 55). Pol II is some-
what of an enigmatic enzyme because it has been implicated
in translesion synthesis, adaptive mutation, and recombinational
repair (which is discussed below) (4-6, 56). Additional study
is required to understand the relevant functions of Pol II in
the cell.

Pol V is upregulated from <15 to ~200 copies per cell
approximately 45 minutes after SOS induction. Pol V is a
heterotrimer with a subunit composition of UmuD/,C (see
Fig. 6a). UmuC contains the catalytic domain of Pol V. UmuD’
is the product of RecA-mediated proteolytic cleavage of UmuD.
Importantly, Pol V function requires RecA, and the mechanism
by which RecA stimulates Pol V activity has been under
investigation for several years (57). Recent data indicate that
RecA nucleoprotein filaments act in frans to stimulate Pol V
(see Fig. 6a) (57, 58). Interestingly, RecA filaments in cis
(immediately 5’ to Pol V on the DNA template) do not stimulate
Pol V (59). Pol V and SSB may cooperate to displace RecA
from DNA (57, 60). Alternatively, recent data indicate that
RecA may be removed by UvrD helicase, as UvrD is also
induced during the SOS response, but whether UvrD plays a
direct role in translesion synthesis is currently an open question
(61, 62).

Pol IV and Pol V use the p-clamp (63—66) and are capable of
synthesizing DNA opposite various types of lesions (i.e., abasic
site, thymine dimer, and benzo(a)pyrene) (see Table 2) (4, 8,
9, 67). Pol 1V is expressed constitutively at ~250 copies per
cell, suggesting a role during normal growth, and consistent
with the finding that Pol 1V is required for adaptive mutation
under nonlethal conditions (6). Pol IV is increased 10-fold after
SOS induction where it is presumably used to bypass lesions. In
contrast, Pol V is undetectable during normal growth conditions
and probably only plays a role during DNA damage.

All five E. coli DNA polymerases function with p, and
therefore, it is perhaps not surprising that recent biochemical
studies demonstrate that  plays a central role in different
polymerases switching on DNA primed sites during translesion
synthesis (7, 58, 68). A model for Pol IV/Pol III switching
during translesion synthesis based on structural and biochemical
studies is illustrated in Fig. 6b. The dimeric p-clamp can bind
both Pol IV and Pol III simultaneously, and it is proposed to
hold Pol IV away from the DNA template while Pol III actively
synthesizes DNA (68, 69). However, during a Pol III encounter
with a lesion, Pol IV is allowed to gain access to the template
in place of Pol III. After the lesion is bypassed by Pol IV, the
high-fidelity Pol III regains control of the primed site. These

events limit the action of the low-fidelity Pol IV to the region
in which it is required to bypass a lesion.

DNA polymerase activity during repair

Oxidative damage that leads to replication fork arrest is com-
mon during bacterial growth and probably occurs at least once
during each cell division even under the most favorable con-
ditions (48, 51). Most lesions are not dealt with by mutagenic
polymerases, but instead they are repaired by recombination,
which is an error-free process. Recombinational repair can take
many different paths and employs several different proteins, but
ultimately, it involves high-fidelity DNA polymerases such as
Pol 1, Pol II, and/or Pol III (6, 49, 56). For additional infor-
mation, we refer the reader to more thorough reviews of the
various recombination repair pathways (44, 48-50 , 70).

Even high-fidelity DNA polymerases sometimes incorporate
an incorrect nucleotide. All cells contain a specialized mismatch
repair system that catches these errors and corrects them. Mis-
match repair involves excision of DNA past the mismatch, and
eventually, it allows Pol Il to try again (reviewed in References
71 and 72). The process of mismatch repair requires proteins
MutS and MutL, among others. Mutations in the human homo-
logues of these proteins lead to a predisposition to development
of tumors (73).

Nucleotide excision repair (NER) is responsible for removing
a wide array of DNA lesions that predominately occur as a result
of exposure to oxygen or UV light (reviewed in Reference
74) (see also DNA Damage, Chemical Biology of Diseases
Related to)). Unlike mismatch repair, NER employs Pol I to
replace damaged DNA. NER also requires the action of Uvr
(ultraviolet radiation) proteins that were originally discovered
because of their ability to sustain cell growth after exposure
to UV irradiation. Like MutS and MutL, mutations in the
human homologues of the Uvr proteins predisposes individuals
to cancer.

Base excision repair (BER), in which a single damaged base
is excised and replaced, also uses Pol I to replace the modi-
fied nucleotide. BER is involved predominately in the repair of
apurinic and apyrimidinic nucleotides [abasic (AP) sites) that
frequently develop from spontaneous hydrolysis (reviewed in
Reference 75). Importantly, BER is also responsible for remov-
ing uracil from DNA, which is the product of cytidine deam-
ination. Bases modified by oxidation and alkylation are also
repaired; however, these modifications occur less frequently.

A recent study suggests that Pol IV and Pol V may also
be involved in BER because of their intrinsic lyase activity
(76). Shen et al. demonstrate relatively weak 5’-phosphodiester
bond cleavage of an abasic site (AP/5'-dRP activity) by Pol IV
and Pol V. Interestingly, several DNA polymerases from the
X, A, and Y families exhibit lyase activity. Human Pol B, for
example, exhibits strong AP/5’-dRP activity and is thought to
be involved in the excision and incorporation of nucleotides
during BER (77, 78). Furthermore, eukaryotic pol v, which is a
Y-family homolog of Pol IV and Pol V, has also been shown to
exhibit AP/5'-dRP activity (79). Additional studies are required
to determine whether Pol IV and Pol V are involved in BER.

Lastly, Pol I is responsible for repairing DNA during Okazaki
fragment maturation. Pol I replaces the RNA portion of Okazaki

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 7
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Figure 6 Mechanisms of translesion synthesis. (a) Activation mechanism of Pol V during translesion synthesis. Pol V is a heterotrimer composed of
subunits UmuC, D’,: UmuC is the catalytic domain, and UmuD’ is the product of RecA mediated proteolysis. Translesion synthesis by Pol V is activated by

the presence of a RecA filament in trans. (b) Model of DNA polymerase switching during translesion synthesis. Pol IlI* and Pol IV each bind to a § protomer
at a conserved hydrophobic protein binding pocket (QL[S/D]LF). 1. Pol llI* is arrested at the site of DNA damage, whereas Pol IV is held in an inactive state
away from the DNA. 2. Pol IV gains hold of the primer terminus from Pol llI* at the stall site; Pol IlI* is now held away from the DNA. 3. Pol IV extends the

DNA past the lesion. 4. Pol llI* regains hold of the primer terminus from Pol IV.

Table 2 Properties of translesion DNA polymerases

Mutation

Lesion DNA polymerase
Abasic site (2, 80) Pol IV
Pol V

Benzo(a)pyrene (4, 81)
N-2-acetylaminofluorene (4)

Pol IV, Pol V
Pol 1V, Pol II

Pol V
8-oxo-guanine (9) Pol 1V, Pol V
6-4 Thymine-thymine photoproduct (2) Pol V

—1 frameshift

Preferential incorporation of dATP and dGTP
—1 frameshift

—2 frameshift

-1, =2 frameshift

—2 frameshift

T—C

Adapted with permission from Reference 5.

fragments using its 5'-3" exonuclease activity and synthesizes
DNA in its place. The remaining nick between adjacent Okazaki
fragments is repaired by DNA ligase.

Future perspectives

The work of many laboratories has provided significant insight
into the detailed workings of Pol III function at the replication
fork. The way in which the replisome interacts with other DNA
processes (i.e., DNA compaction, transcription, and recombi-
nation, repair), however, is poorly understood. For example,
how does Pol III holoenzyme replicate through high-affinity
protein—nucleic acid complexes such as RNA polymerase or re-
pressor proteins? What is the fate of the replication components
after an encounter with a blocking lesion? Does the replisome

directly recruit or interact with recombination factors that re-
pair broken forks? p has been shown to bind mismatch repair
proteins MutS and MutL. What is the significance of these in-
teractions?

The presence of five DNA polymerases in E. coli suggests
that access to primed sites might be regulated. Indeed, recent
biochemical data indicate that f§ plays a major role in switching
between high-fidelity and low-fidelity DNA polymerases during
translesion synthesis. High-fidelity DNA polymerases Pol I and
Pol II also bind to  and are expressed at relatively high levels
relative to Pol III. Do high-fidelity DNA polymerases compete
for primed sites during normal growth? Furthermore, we still
do not understand the major role of Pol II in the cell.

Lastly, translesion synthesis by Pol V is stimulated by RecA
filaments in trans. The presence of RecA filaments in cis (on
the DNA template), however, inhibits the activity of Pol V.

8 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.
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or degrade antibiotics, complex membrane-associated efflux systems that
can pump antibiotics out of the cell, modification of antibiotic targets, and
the production of immunity proteins. The biochemical logic of resistance is
often intimately linked with the mode of action of the antibiotics. As a
result, chemical biology approaches for understanding resistance not only
have application in our understanding of this phenomenon, but also they
can guide the generation and deployment of new antibiotics. In this
review, a survey of the chemical strategies employed by bacteria to resist
antibiotics is presented with an emphasis on the molecular mechanisms of

resistance enzymes and proteins.

Modern anti-infective chemotherapy is founded on the deploy-
ment of an arsenal of potent and safe small-molecule inhibitors
of microbial growth. As a result, it is not an understatement to
say that antibiotics and antibacterial agents have revolutionized
health care during the last century. These compounds are, re-
spectively, natural product and synthetic small molecules that
inhibit bacterial growth. For simplicity, in this review, the term
“antibiotic” will be used to refer to both natural products and
synthetic molecules.

Since the first articulation of the concept of the “magic
bullet” by Paul Ehrlich to describe the discovery and use
of small-molecule inhibitors of microbial growth (1), there
has been a concerted effort to identify new antibiotics in
chemical libraries and from natural sources. Following Ehrlich’s
efforts, the synthetic sulfa drugs that inhibit p-aminobenzoic
acid biosynthesis dominated anti-infective therapy in the 1930s
and early 1940s. The discovery of the highly potent fungal
natural product penicillin, followed by peptide antibiotics such
gramicidin from soil bacteria (2), ushered in a period of roughly
15 years of intense natural product drug discovery that revealed
almost all the chemical classes of antibiotics in current clinical
use.

As has been well documented elsewhere (3, 4), there was
roughly a 25-year gap between the introduction of the quinolone
antibiotics and the next new chemical class of antibiotics, the
oxazolidinones. During this interval, innovation in antibiotic
drug design and discovery was focused on the semisynthetic
tailoring of natural product antibiotic scaffolds to improve
pharmacologic properties and, most importantly, to overcome
resistance to existing antibiotics.

Since the first use of antibiotics, bacterial insensitivity to
these cytotoxic agents, both intrinsic and acquired, has been
observed. Antibiotic resistance can be the result of an inability
of the compound to enter the cell, active efflux from the cytosol,
mutation or alteration of the primary molecular target, seques-
tration of the antibiotic, and enzymatic destruction or chemical
modification of the compound (Table 1). Each of these mecha-
nisms requires unique chemical strategies to achieve the same
biological outcome: continued cell growth in the face of toxic
compounds. This review will discuss the principal mechanisms
of antibiotic resistance emphasizing the biochemical logic of the
strategy to overcome the cytotoxic effects of antibiotics.

Biological Context of Antibiotic
Resistance

Antibiotic resistance is a major clinical problem with great
impact on the successful treatment of infectious disease (5). Re-
sistance increases mortality and morbidity, and it lengthens hos-
pital stays. Health-care costs associated with antibiotic-resistant
infections range between $6000 and $30,000 USD per patient
(6). Furthermore, the rate of resistance continues to rise in all
important human pathogens year after year (7). Limits on the
use of certain antibiotics and drug cycling can help in some
cases to mitigate resistance; however, even when restricted-use
protocols are in place, resistance continues to be a problem
(8, 9). Therefore, once resistance emerges, it is a continuing
clinical difficulty that must be managed.
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Table 1 Molecular mechanisms of antibiotic resistance

Mechanism

Example antibiotics

Enzymatic

Inactivation (e.g., Hydrolysis)
Covalent Modification
Oxidation/Reduction

Altered transport
Efflux
Reduced Uptake

Others

Sequestration

Immunity Proteins

Target Modification
Altered Metabolic Pathway
Target Overexpression

B-Lactams, Fosfomycin
Aminoglycosides, Chloramphenicol
Tetracycline

Tetracycline, Fluoroquinolones
Aminoglycosides, Chloramphenicol

B-Lactams, Enediynes
Bleomycin, Tetracycline
Fluoroquinolones, Macrolides
Vancomycin

Trimethoprim

Paradoxically, it is the remarkable potency of these drugs that
is their Achilles heel. Resistant bacteria are selected by expo-
sure to antibiotics, which nondiscriminately kill off susceptible
organisms. The resultant and powerful “adapt or die” evolution-
ary pressure selects for microbes with the ability to evade the
toxic effects of these agents. This antibiotic insensitivity can
be intrinsic, i.e., a consequence of the genetic or physiologic
makeup of microorganisms, or it can be acquired from other
sources, generally through the aegis of mobile genetic elements.

Intrinsic antibiotic resistance

Microbial metabolism is largely contained within the cell en-
velope and the cell interior. The intracellular physiology and
biochemistry (ribosomes and protein translation, nucleic acid
replication and transcription machinery, metabolic pathways,
etc.) are, for the most part, conserved throughout the bacte-
rial kingdom. On the other hand, the bacterial cell envelope is
more structurally diverse. In particular, the presence of a rela-
tively impermeable outer membrane in Gram-negative bacteria
is a barrier to many classes of antibiotics. The bacterial outer
membrane comprises an asymmetric bilayer with a phospholipid
interior and a lipopolysaccharide (LPS) exterior. This anionic
LPS layer is bridged through cationic metals providing an addi-
tional physical diffusion barrier for small and large molecules.
Access to the interior of the cell is provided by a series of
membrane proteins (e.g., porins) that recognize and allow the
transport of nutrients and other metabolites. Antibiotics such as
the glycopeptides, macrolides, and others have difficulty pene-
trating the outer membrane. As a result, Gram-negative bacteria
are consequently intrinsically resistant to these drugs; microbial
physiology is therefore the resistance determinant.

The absence of a sensitive microbial target is also a form of
genetic intrinsic resistance. The oxirane antibiotic fosfomycin
covalently modifies the target protein MurA on a sensitive
and catalytically relevant Cys residue (Fig. 1) (10). MurA cat-
alyzes the formation of N -acetylmuramic acid via enoylpyru-
vyl transfer of phosphoenol pyruvate onto the acceptor sugar

N -acetylglucosamine, providing the necessary carboxylate an-
chor for attachment of the pentapeptide required for bacterial
peptidoglycan (cell wall) formation. Bacteria that encode a
MurA orthologue where the susceptible Cys is replaced by an
Asp (e.g., Mycobacteria) are intrinsically genetically resistant
to fosfomycin (Fig. 1) (11, 12).

Another confounding physiologic barrier to antibiotic action
is the bacterial growth state. Most bacteria can grow in plank-
tonic form where cells are free living and are uniformly exposed
to antibiotics. Most antibiotic susceptibility tests are in fact per-
formed on this cell state to determine the minimal inhibitory
concentration (MIC) of antibiotic required to arrest cell growth.
However, many important pathogens such as Staphylococcus
aureus and Pseudomonas aeruginosa can form biofilms on sur-
faces (e.g., on catheters or mucosal layers of the lung) where
most cells are metabolically quiescent and often highly resistant
to antibiotics. Furthermore, other organisms can enter eukary-
otic cells and thus evade host defense systems. For pathogens
such as Mycobacterium tuberculosis and Chlamydia, it is es-
sential for pathogenesis, whereas for others such as the enteric
pathogens Salmonella and Escherichia, it exacerbates infection.
Once inside the cell, these organisms often shift metabolic ac-
tivities and can enter a relatively inactive state, sometimes for
long periods of time. Successful antibiotic therapy, therefore,
requires not only penetration of the eukaryotic cell without as-
sociated toxicity, but also sufficient antimicrobial activity to kill
the often slow-growing bacterial cells in this environment.

These passive obstacles to antibiotic action complicate treat-
ment of infectious disease in the absence of highly accurate
diagnostic tools to identify the infectious pathogen. Intrinsic re-
sistance is problematic but is predictable and easily identified
in the preclinical drug discovery stages. As a result, the spec-
trum of susceptible microbial species is well known before the
compound enters the clinic.

Acquired antibiotic resistance

In contrast to intrinsic resistance, which is genetically and phys-
iologically “hard wired,” acquired antibiotic resistance occurs
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Figure 1 The action of the antibiotic fosfomycin requires an active-site Cys residue in the target MurA. Substitution of Asp for Cys in some bacterial

species results in intrinsic fosfomycin resistance.

as a consequence of antibiotic use. Acquired resistance often
requires the presence of the antibiotic for selection of resis-
tant species within a susceptible genetic background. Resistance
can emerge as a result of mutation of target genes on the
chromosome (e.g., point mutations in DNA gyrase that con-
fer fluoroquinone antibiotic resistance) (13) or by the presence
of resistance genes that are captured on mobile and associated
genetic elements such as plasmids, transposons, and integrons
(14). The sequencing of entire bacterial genomes has revealed
that these resistance-associated genetic elements can sometimes
be components of the normal genetic makeup of a given bac-
terial species (especially transposons and integrons), but more
often they are acquired as a result of selection in the face of an-
tibiotic exposure. Conventional wisdom suggests that acquired
resistance results in a genetic and physiologic burden that makes
these organisms less fit in the absence of antibiotic selective
pressure, although second site mutations can compensate (15).

One of the confounding issues with acquired resistance by
way of mobile genetic elements is linkage of multiple resis-
tance genes on a single element. R-Plasmids, integrons, and
transposons often carry not only one resistance gene, but sev-
eral (Fig. 2). As a result, selection of resistance to one antibiotic
can inadvertently select for resistance to others, which can be
especially problematic in clinical settings, can contribute to fail-
ure of antibiotic cycling countermeasure strategies within these
institutions, and can add to the difficulty in eliminating antibiotic
resistance once it has emerged.

Chemical Biology of Antibiotic
Resistance

Antibiotic resistance can be the result of several molecular
mechanisms (Table 1). Some of the most important of these
mechanisms include enzyme-catalyzed antibiotic inactivation or
modification, altered transport such as efflux, and others such
as metabolic bypass and sequestration. Each of these mecha-
nisms requires the synthesis of associated proteins to mediate
resistance. These are often highly specialized and efficient, and
frequently the corresponding genes can be acquired on mobile

genetic elements. In this fashion, the antibiotic resistome (16),
which is the collection of all resistance genes within the bac-
terial kingdom, has the potential to be shared and can cross
species and genus boundaries.

In a simplistic but useful view, antibiotic molecules com-
prised a target-specific “warhead” and a bioactive delivery ve-
hicle or scaffold (Fig. 3). The warhead interacts specifically
with the target (protein, RNA, DNA, membrane) and forms key
molecular interactions with it. These interactions can be cova-
lent in the case of electrophilic chemical fragments such as with
B-lactams, p-lactones, and oxiranes, or noncovalent through hy-
drogen bonds, electrostatics, and so on. Consequently, alteration
of the antibiotic at the warhead region or of the reciprocally vi-
tal antibiotic binding site on the target results in resistance. On
the other hand, the delivery vehicle/scaffold portion of the an-
tibiotic generally provides few essential interactions with the
molecular target but instead contributes physical properties that
enhance bioavailability (e.g., membrane permeability) or im-
parts structurally important features such as rigidity that ensure
appropriate display and structure of the warhead. As a result,
the scaffold portion of the antibiotic molecule tends to be more
tolerant of chemical alteration. In fact, chemical modification of
the molecular scaffold while preserving the antibiotic warhead
has been the principal occupation of medicinal chemists since
the first antibiotics were isolated from natural sources. The goal
of these modifications is to improve pharmacology, evade re-
sistance, and circumvent proprietary structure limitations. As a
result, this region of the antibiotic molecule is generally not a
principal target for resistance mechanisms; nonetheless, modifi-
cation of key scaffold regions such as cyclizing bonds can result
in resistance.

Next, various biochemical strategies employed by microor-
ganisms to evade antibiotics are discussed with an emphasis on

describing the chemical logic of the approach.
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Use of antibiotic A co-selects for resistance to antibiotics B-E

Figure 2

Integrons, transposons, and R-plasmids often collect multiple antibiotic resistance genes. As a result, selection of one resistance mechanism

coselects for resistance to additional resistance genes. The scheme shows a typical arrangement for an integron with associated integrase-encoding gene
(int), a promoter to drive gene transcription (P), and antibiotic resistance elements (A-E).
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Figure 3 Antibiotics consist of an active warhead and associated chemical scaffold.

Antibiotic Resistance by Enzymatic
Mechanisms

One of the most effective and potent strategies in which mi-
crobes have evolved to evade antibiotics is the chemical modifi-
cation of these cytotoxic compounds. This approach is generally
very selective to the specific antibiotic or class, thereby avoiding
undesirable side reactions and minimally perturbing normal bac-
terial metabolism. The general strategy is to destroy or otherwise
mask the warhead, which results in resistance. The biochemical
logic of several examples is discussed below.

Antibiotic destruction

One of the most potent and physiologically irreversible mech-
anisms of antibiotic resistance is via chemical destruction of
the antibiotic warhead or scaffold. This destruction can occur
through several mechanisms, but hydrolytic approaches pre-
dominate (Fig. 4). Resistance to the highly important p-lactam
antibiotics by P-lactamases is the archetype of this class. The
B-lactams include the natural product penicillin and cephalos

porin scaffolds as well as the synthetic mono-bactams such
as azetronam. The highly strained B-lactam ring is the antibi-
otic warhead, covalently modifying target transpeptidase and
carboxypeptidase enzymes required for the synthesis and mat-
uration of peptidoglycan (Fig. 5). This molecular strategy is
analogous to the modification of MurA by fosfomycin as dis-
cussed above (Fig. 1), but in this case, covalent enzyme in-
activation affects late-stage peptidoglycan biosynthesis on the
outside of the cell rather than early-stage intracellular steps.
The B-lactamases hydrolyze the thermodynamically activated
B-lactam ring irreversibly incapacitating the antibiotics.

Numerous B-lactamases have been cloned and characterized
(recently reviewed in Reference 17). These enzymes are often
secreted into the periplasmic region (the immediate extracellular
space of the plasma membrane, bounded by the outer membrane
in the case of Gram-negative bacteria) setting up a perimeter
defense to intercept the antibiotics before they reach their
molecular targets. The associated genes very frequently are
on mobile genetic elements, but many bacteria also harbor
orthologues within their genome (18).
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Figure 5 Action of B-lactam antibiotics. Cell wall biosynthetic transpeptidases activate peptidoglycan peptides for cross-linking by formation of a covalent
enzyme intermediate (A). The reactivity of the active-site Ser nucleophile is exploited by p-lactam antibiotics such as penicillin G (shown) to form a

hydrolytically stable acylenzyme (B).

The p-lactamases have mirrored the chemical strategy of
proteases to cleave the p-lactam bond. The main B-lactamase
families emulate Ser or metallo-protease mechanisms to perform
ring-opening hydrolysis of the P-lactam ring, destroying the
antibiotic warhead in the process (Fig. 6). The Ser enzymes
mimic the first step in peptidoglycan transpeptidase reaction by
formation of an acyl-enzyme intermediate. However, unlike the
transpeptidase, this intermediate is short lived and subsequent
hydrolysis releases the inactive antibiotic (Fig. 6).

Similarly, metallo-p-lactamases share with metallo-proteases
activation of a hydrolytic water molecule by interaction with
an active-site Zn>* ion. These lactamases have gained clinical
prominence in the past few years as a result of their associ-
ation with carbapenem resistance. The carbapenems, such as
meropenem and imipenem, are B-lactam antibiotics that have
been introduced to circumvent Ser-p-lactamase activity. The
trans stereochemistry across the 6-5 bond rather than the cis
geometry found in most other B-lactams (Fig. 7) contributes to
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Figure 6 B-Lactamases hydrolytically cleave the susceptible p-lactam ring using Ser and metallo-protease mode chemistry.
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Figure 7 Comparison of the structures of amoxicillin and imipenem. The change in configuration across the 5-6 bond in imipenem maintains the ability
to bind to penicillin binding proteins but provides insensitivity to many Ser-p-lactamases.

the relative stability of these antibiotics to Ser-f-lactamases and,
as a result, are drugs of choice for treatment of infections caused
by B-lactam-resistant bacteria. However, carbapenems are sus-
ceptible to metallo-B-lactamases such as IMP and VIM that are
becoming widely distributed among Gram-negative bacteria and
are a growing clinical concern (19).

Hydrolytic enzymes are also known to inactivate the oxi-
rane antibiotic fosfomycin and macrolides antibiotics such as
erythromycin by ring-opening epoxidase and esterase activ-
ity, respectively (Fig. 4). The former mechanism is exempli-
fied by the Mn>*-dependent enzyme FosX from the soil bac-
terium Mesorhizobium loti (20). The bulk of clinically important
macrolide antibiotic resistance occurs through ribosomal RNA
methylation or efflux mechanisms. As a result, macrolide es-
terases are presently not a major clinical problem. However,
the genes encoding this mode of resistance have been found
on mobile genetic elements (21-23) and, because they confer
high level resistance to this important class of antibiotic, there
is cause for concern that this mechanism could increase in fre-
quency.

Conceptually similar, although mechanistically distinct, is
Vgb, a class B streptogramin inactivating enzyme. Strep-
togramins consist of two distinct structural classes of antibiotics:
polyketide-peptide hybrids (type A streptogramins) and cyclic

hexa or hepta depsipeptides (type B streptogramins). The type B
streptogramins are cyclized through an ester linkage between the
C-terminal carboxyl group and the secondary hydroxyl group
of an invariant Thr residue at position 2. Both classes of strep-
togramin bind to the large subunit of the bacterial ribosome
blocking the peptidyl transfer center (type A) and the peptide
exit tunnel (type B). The warhead of the type B streptogramins
consists primarily of the 3-hydroxypicolinc acid residue and the
peptide backbone that blocks the entrance to the tunnel. Resis-
tance to the type B streptogramins can occur through target
modification or efflux, but also by the enzyme Vgb and or-
thologues (24). This enzyme linearizes the peptide backbone at
the antibiotic’s thermodynamic weakest point, the ester linkage;
however, unlike macrolide esterases, Vgb is not a hydrolase but
a C-O lyase (25). The catalytic strategy likely involves acidifi-
cation of the Thr a--proton by generation of the aci form of the
amino acid followed by elimination of the carboxylate resulting
in C-O bond cleavage and formation of the 2-amino-but-2-enoic
acid amide product (Fig. 8).

Antibiotic modification

Chemical modification of key groups on the antibiotic can also
result in resistance. Modification generally occurs on the war-
head region of the molecule, blocking effective interaction with
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Figure 8

Inactivation of type B streptogramin antibiotics by Vgb lyase. The type B streptogramins such as pristinamycin la (shown) are cyclic

depsipeptides. Vgb lyase catalyzes the cleavage of the C—O depsipeptide bond.

the target. Typical modifications include acylation, phosphory-
lation, and adenylylation. These add steric bulk to the antibiotic,
obscure key target binding elements, and can alter charge of the
compound. As the reactions require cosubstrates such as ATP
and acetylCoA, antibiotic modifying enzymes are generally lo-
cated within the cell interior where access to these high energy
substrates is secure. This strategy impacts several classes of an-
tibiotics and, in some cases, there is significant conservation
of general protein fold among enzymes that modify chemically
diverse antibiotics.

Acetylation of antibiotics is a common mechanism of mod-
ification. The acyltransferases generally use the metabolically
abundant acetyl-CoA as the preferred acyl-donor. The amino-
glycoside antibiotic acetyltransferases (AACs), for example,
modify important amines that make contact with the target 16 S
rRNA (Fig. 9), which results in a loss of positive charge and in-
creased steric bulk that contribute to lowering the affinity of the
antibiotics for the rRNA target by 600-fold (26). The AACs are
members of the GCNS5 superfamily of acyltransferases that in-
clude such members as the eukaryotic histone acetyltransferases
and serotonin acetyltransferase (27).

Strategically similar, but structurally distinct, are the chlo-
ramphenicol acetyltransferases (CATs). Chloramphenicol binds
to the large ribosomal subunit at the nexus of the peptidyltrans-
fer center and the peptide exit tunnel (28, 29). CATs are trimeric
enzymes with active sites at the interface of the monomers

(30) that catalyze acetylation of the hydroxyl group on posi-
tion 3 (31), which is essential for interaction with the ribo-
some (Fig. 10). The well-characterized type I-III CATs are
robust and efficient modifiers of the antibiotic, with k../K,,
values that approach diffusion-controlled reactions (32). These
CATs are structurally distinct from a group of chloramphenicol
acetyltransferases that have been classified as xenobiotic acetyl-
transferases (XAT) in view of their broader substrate specificity
and relatively inferior affinity for chloramphenicol (31). The
XATs belong to the large hexapeptide repeat family of proteins
that incorporate a left-handed B-helix domain (33). Although
they show no primary sequence or tertiary structure homology,
both CATs and XATs are trimers with active-site residues at
the interface of the monomer subunits and both use a catalyt-
ically important His residue to assist in deprotonation of the
antibiotic hydroxyl group undergoing acetylation. The strep-
togramin acetyltransferases (VATs) are also members of the
XAT tamily (34) and are responsible for resistance to the type
B streptogramins, notably the clinically used drug dalfopristin
(Fig. 11) (395).

Phosphorylation is a common mechanism resulting in resis-
tance to the aminoglycoside antibiotics. This chemical strategy
also has been associated with resistance to the macrolides such
as erythromycin, the tuberactinomycins such as viomycin, and
chloramphenicol. The aminoglycoside kinases share 3D struc-
tural similarity with the Ser/Thr/Tyr protein kinase family (36),
and the conservation of kinase signature sequences in macrolide
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Figure 9 Aminoglycoside antibiotic modifying enzymes. The aminoglycoside antibiotics such as kanamycin B (shown) bind to the 16 S rRNA of the
bacterial ribosome impairing cognate codon-anticodon discrimination (A). Resistance occurs via acetylation (AAC), phosphorylation (APH), or
adenylylation (ANT) of the antibiotic (B). A wide variety of enzymes are known with different regiospecificities of chemical modification, and the sites of

some clinically important enzymes are shown in panel C.

and tuberactinomycins kinases suggests that they will also share
the family protein kinase 3D structure (37). Mirroring the effect
of acetyl transfer, covalent modification of aminoglycosides al-
ters charge and size, resulting in up to a 1300-fold decrease in
affinity of the modified antibiotic for 16 S rRNA (Fig. 9) (26).

8

Like the aminoglycosides, the binding site of the macrolide
antibiotics with the large ribosomal subunit has also been de-
termined to atomic resolution by X-ray crystallography (29, 38,
39). Key interactions between the antibiotic and the 23 S rRNA
occur and are mediated through the essential desosamine sugar:
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Figure 10 Chloramphenicol modifying enzymes. Chloramphenicol binds to the 23 S rRNA of the large ribosomal subunit (A). Chemical modification of
the essential hydroxyl groups by acetyltransferase or kinase enzymes confers resistance (B).
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Figure 11 Chemical modification of Type B streptogramins. These antibiotics bind to the large ribosome adjacent to the chloramphenicol binding site
(A). A key interaction with the 23 S rRNA is blocked by the action of VAT-dependent acetylation (B).

the antibiotic warhead (Fig. 12). Macrolide kinases (MPHs)  glycosyltransferases that catalyze glucosylation of the same es-

phosphorylate position 2" of the desosamine sugar, impairing o ¢ia] 2'-position on the desosamine by UDP-glucose (44—46)

binding with the target. Genes encoding these enzymes have . . L .
. . . . . . . (Fig. 12). The net result is the same with either approach: steric
been identified in mobile genetic elements in various bacte-

rial pathogens (40-43). Using an analogous evasive strategy, blockade of the appropriate target-antibiotic interaction resulting

macrolide producing and other soil bacteria encode macrolide  in resistance.
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Figure 12 Macrolide modifying enzymes. Macrolide antibiotics such as erythromycin (shown) bind to the large ribosomal subunit through interactions
with the 23 S rRNA (A). Chemical modification of the essential desosamine sugar blocks ribosome binding (B).

Chloramphenicol phosphotransferase from the producing bac-
terium Streptomyces venezuelae (47) is unrelated to the pro-
tein kinase family but rather shows more similarity to small-
molecule kinases such as shikimate kinase (48). Analogous to
the CAT strategy, phosphorylation occurs at the hydroxyl posi-
tion 3, blocking this essential group from interacting with the
ribosome (Fig. 10).

Aminoglycosides and lincosamides such as clarithromycin
can be modified by O-adenylylation in an ATP-dependent fash-
ion resulting in resistance. Position 2” of the aminoglycosides is
the target for the clinically important ANT(2) enzymes that con-
fer resistance to antibiotics such as tobramycin and gentamicin.
In analogy to other aminoglycoside modifications that result in
resistance discussed above, the addition of the bulky and nega-
tively charged adenosine diphosphate to the antibiotic attenuates
ribosome binding (Fig. 9). The lincosamide antibiotics are fre-
quently modified by AMP at position 3 in a reaction catalyzed
by the Lin proteins (49, 50). This modification blocks a key
interaction of the antibiotic with the 23 S rRNA of the bacterial
large subunit (Fig. 13) (29).

Antibiotic Modification by
Oxidation/Reduction Mechanisms

Antibiotic resistance via redox reactions is not as common
as chemical modification; however, there are some examples
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of this strategy in nonpathogenic bacteria. The streptogramin
antibiotic producer Streptomyces virginiae can reduce a vital ke-
tone group of group A streptogramins in an NADH-dependent
manner resulting in formation of the vicinal diol, which lacks
antibiotic activity (51). Redox-dependent inactivation of ri-
fampin has also been described by a gene product from
Rhodococcus equi (52).

Tetracycline resistance occurs primarily by efflux and target
protection mechanisms (53); however, inactivation by the redox
enzyme TetX has been reported (54). TetX is a monooxyge-
nase that selectively hydroxylates tetracycline antibiotics (55),
including the latest generation of antibiotics of the class the
glycylcyclines (56). Tetracycline binds to the A-site of bacterial
ribosomes interfering with translation. Binding of the invari-
ant B-diketone functional group characteristic of the class to
the ribosome occurs through the mediation of a divalent cation
(likely Mg?™) (Fig. 14). TetX catalyzes the mono-hydroxylation
of the antibiotics at position 1la, effectively disrupting the
Mg”* binding site, resulting in resistance (Fig. 14). Further-
more, some tetracyclines undergo nonenzymatic degradation
after mono-hydroxylation, resulting in irreversible destruction
of the antibiotic.
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Figure 13 Adenylylation of lincosamides antibiotics. Lincosamides such as clindamycin (shown) interact with the large ribosomal subunit through a
complex series of interactions (A). Modification of the antibiotic by adenylylation prevents binding to the ribosome (B).

Antibiotic Resistance Through
Altered Transport

To be effective, antibiotics must accumulate to critical levels
governed by their affinity for their molecular targets. Further-
more, these targets are frequently intracellular. As a result,
antibiotics must efficiently permeate the bacterial cell enve-
lope and achieve sufficiently effective local concentrations. In
Gram-positive bacteria, the cell envelope consists of the cell
wall and the phospholipid containing cell membrane. In con-
trast, Gram-negative bacteria deploy an additional outer mem-
brane consisting of an asymmetric LPS/phospholipid bilayer to
complement the peptidoglycan and phospholipid cell membrane
components of the cell envelope. These architectures provide a
substantial barrier to antibiotic access to the cell interior.
Transport-linked resistance to antibiotics can emerge as a re-
sult of poor penetration of the bacterial cell envelope or from
the energy-dependent purging of antibiotic molecules that have
managed to penetrate the envelope through the aegis of efflux
proteins. Often, these two mechanisms, entry and efflux, com-
bine to achieve high level resistance to many antibiotics. Like
enzyme-based resistance, several of these transport-based resis-
tance genes are encoded on mobile genetic elements; however,
all bacteria encode an elaborate collection of transport proteins
in their chromosomes, some of which have the potential to be
recruited for antibiotic resistance. In particular, Gram-negative
bacteria, such as those from the genera Pseudomonas and
Burkholderia, are particularly adapted for transport-mediated
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resistance, and this mechanism contributes significantly to the
high level of broad spectrum antibiotic resistance in these or-
ganisms.

Antibiotic efflux

Bacterial cells can express a variety of membrane proteins
that mediate the energy-dependent efflux of toxic compounds
(Table 2). Five structurally distinct classes of efflux proteins are
recognized: ABC transporters, resistance-nodulation-division
(RND) proteins, multidrug and toxin extrusion (MATE) pro-
teins, small multidrug resistance (SMR) proteins, and major
facilitator superfamily proteins (MFES). The latter four of these
proteins promote exchange of a cation (H + or Na + ) for the
antibiotic, whereas the ABC transporters use ATP hydrolysis to
drive ejection of the compound from the cell. All of the protein
classes have been associated with antibiotic resistance in various
bacterial strains; nonetheless, some general rules have emerged
from the past two decades of efflux research. First, with a few
exceptions, plasmid- or integron-mediated resistance usually is
associated with MFS and SMR proteins that have broad sub-
strate specificity. Second, ABC transporters are analogous to
the P-glycoprotein class of drug efflux systems in eukaryotes.
They are not as prevalently associated with antibiotic resistance
in pathogenic bacteria as the MFS class, but are very common
in antibiotic biosynthesis gene clusters in producing bacteria.
Third, the MFS proteins are common in Gram-positive and
Gram-negative bacteria, whereas the RND class is generally
found in Gram-negatives where they are chromosomally en-
coded. Fourth, sequencing of bacterial genomes has revealed
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Figure 14 Enzymatic modification of tetracycline. Tetracyclines bind to the ribosome in several areas, but the primary region is in the A site of the small
subunit (shown) (A). The antibiotic binds divalent cations such as MgZ*, which is essential for ribosome binding. The enzyme TetX catalyzes the
mono-hydroxylation of tetracycline at position 11a disrupting the Mg2* binding site resulting in resistance.

that all microbial genomes have multiple predicted antibiotic
efflux proteins (e.g., 25 in Staphylococcus aureus COL, 102 in
Bacillus anthracis Ames).

Several excellent and comprehensive recent reviews cover
this field in depth (57-61); therefore, the following description
will briefly emphasize the proposed mechanisms rather than the
comprehensive details of efflux systems and their individual
components.

The MFS proteins are a large superfamily of transporters
that are essential to the shuttling of numerous metabolites
(sugars, amino acids, and anions) as well as cytotoxic agents
such as antibiotics in exchange for cations. They consist of
12-14 membrane-spanning helices and can be found encoded
on mobile genetic elements (e.g., QacA, which is clustered
in many integrons) or on bacterial chromosomes (e.g., NorA,
which is linked to fluoroquinolone resistance in S. aureus).
Three-dimensional structures of members of the MFS superfam-
ily have been reported, including the sugar transporters LacY
(62) and GIpT (63) and, more recently, the multidrug transporter
EmrD from E. coli (64). These structures reveal a collection
of helices that form a pore-like structure to enable transport
across the membrane. In EmrD, the interior of the pore is
mostly hydrophobic, consistent with the substrate specificity of
the protein that includes detergents such as sodium dodecyl-
sulfate. This structure suggests a “rocker-switch” mechanism
where the substrate enters the open pore from the cytoplasm or
the inner leaflet of the cell membrane, the open pore then un-
dergoes a conformational change to close around the substrate
coupled with H transport, and finally the pore is reopened fac-
ing the exterior of the cell where the substrate can diffuse away
(Fig. 15).
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The RND proteins have emerged as important mediators of
multidrug resistance in Gram-negative bacteria, especially in
the opportunistic pathogens P. aeruginosa, Stenotrophomonas
maltophilia, Acinetobacter baumannii, and Burkholderia cepa-
cia. These resistance modules combine with reduced uptake
and a cadre of chromosomally encoded resistance enzymes to
make these bacteria virtually impermeable to antibiotics. The
groups of Nikaido and Poole have studied the RND efflux sys-
tems in detail from E. coli and P. aeruginosa, respectively,
providing great insight into the components of individual RND
transporters, their mechanisms of action, and substrate speci-
ficity. Consequently, the AcrAB/TolC system in E. coli and
the MexAB/OprM triad in P. aeruginosa are the paradigms of
the class. They are tripartite efflux systems consisting of an
inner cell membrane transporter (AcrB, MexB), a periplasmic
membrane fusion protein (AcrA, MexA), and an outer mem-
brane pore (TolC, OprM) to seamlessly connect the inside of the
cell across two membrane barriers to the external environment
(Fig. 16). This structure provides an unimpeded conduit for
toxic molecules from the cell interior to the exterior. Addition-
ally, antibiotics such as B-lactams and other molecules are able
to access the efflux system within the periplasmic space without
entering the cell, thereby expanding the spectrum of the efflux
system. The crystal structures of AcrB (65, 66), MexA (67), a
fragment of AcrA (68), and TolC (69) have been determined.
These structures confirm the predicted membrane spanning ar-
rangement of the efflux system and serve to rationalize the broad
substrate specificity of the complex as well as illustrate the chal-
lenge of overcoming efflux-mediated resistance.
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Table 2 Selected antibiotic resistance efflux systems

Protein

Class

Found in. ..

Mobile genetic
element”

Chromosome

Organism

Substrates®

QuacA

NorA
Bmr

Smr (QuacC/D)
EmrE

MefE
TetA
Lsa

MFS

MFS
MEFS

SMR
SMR

MSF
MFS
ABC

v

many

Staphylococcus aureus
Bacillus subtilis

many
Escherichia coli

Streptococcus pneumoniae
many
Enterococcus faecalis

Quaternary ammonium
compounds, dyes
Dyes, fluoroquinolones
Dyes, chloramphenicol,
fluoroquinolones

Monovalent cations

Monovalent cations,
tetracycline

Macrolides

Tetracycline

Type A streptogramins,

AcrA/AcrB/TolC RND v

MexA/MexB/OprM RND v

MexC/MexD/Opr]

RND v

AdeA/AdeB/AdeC RND v

lincosamides

Dyes, bile salts,
chloramphenicol,
B-lactams

Dyes, chloramphenicol,
B-lactams,
aminoglycosides,
novobiocin

Chloramphenicol,
fluoroquinolones,
tetracycline,
trimethroprim, triclosan

Aminoglycosides,
chloramphenicol,
fluoroquinolones,
tetracycline,
trimethroprim

Escherichia coli

Pseudomonas aeruginosa

Pseudomonas aeruginosa

Acinetobacter baumannii

OPartial list.
OIncludes plasmids, transposons, integrons.

Out

In

H+

Figure 15 Proposed rocker-switch mechanism for MFS-mediated drug efflux. Antibiotic (circle) enters the open pore from the cytosolic face or inner
membrane leaflet and is antiported to the cell exterior with an HT ion coupled with conformational change within the protein.

Reduced uptake of antibiotics

Although efflux is a daunting obstacle for many antibiotics,
it is the balance between influx and efflux that determines
whether cells will be sensitive or resistant in the face of an
antibiotic challenge. As a result, reduced uptake of antibiotics
coupled with activation of efflux pumps is a potent combination
that can overcome sensitivity to drugs in many pathogens.

Many metabolites and compounds such as antibiotics penetrate
cells via transport proteins and, as a result, mutation in these
proteins or decrease in their expression can decrease antibiotic
uptake. In Gram-negative bacteria, the outer membrane porins
are required for entry of many antibiotics such as p-lactams and
aminoglycosides, and antibiotic resistance can occur through

modulation of these proteins. For example, imipenem resistance
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QOuter pore (e.g. TolC, OprM)

Outermembrane

<«—— Periplasmic fusion protein (e.g. AcrA, MexA)

Cell membrane

o

\ Inner pore (e.g. AcrB, MexB)

Figure 16 General structure of tripartite RND class of efflux proteins. Substrates (circle) can enter the pore from the cytosolic side or the periplasmic

space for transport out of the cell.

in P. aeruginosa is frequently associated with mutation in the
OprD porin (70).

Other Mechanisms of Antibiotic
Resistance

In addition to enzymatic modification or destruction and trans-
port, bacteria can evade antibiotics through a variety of ways,
including metabolic bypass, target overexpression or modifica-
tion, and the production of various protective proteins.

Metabolic bypass: vancomycin resistance

The classic example of metabolic bypass resulting antibiotic re-
sistance can be found in the glycopeptide antibiotics. Glycopep-
tides such as vancomycin and teicoplanin are natural product
antibiotics that bind to the ubiquitous acyl-D-Ala-D-Ala dipep-
tide termini of peptidoglycan (71), which results in sequestration
of the substrate for cell wall biosynthetic enzymes including
the transpeptidases and glycosyltransferases, resulting in im-
pairment of cell wall synthesis and bacterial growth. Therefore,
vancomycin binds to an essential small-molecule metabolite,
which is the enzyme substrate, rather than to the protein it-
self. As a result, simple mutation of a single gene to overcome
resistance is not possible.

Vancomycin and other glycopeptides bind to acyl-D-Ala-D-
Ala through a series of five hydrogen bonds that includes a key
interaction with the amide hydrogen of the D-Ala-D-Ala peptide
bond (Fig. 17). The acyl-D-Ala-D-Ala glycopeptide-binding
unit is synthesized in stepwise fashion through a series of
metabolic steps involving first synthesis of D-Ala, ATP-
dependent ligation of two D-Ala molecules to generate the
D-Ala-D-Ala dipeptide, and a second ligation where the dipep-
tide is grafted onto the N-acetyl-muramic acid tripeptide ac-
ceptor for incorporation into the growing cell wall (Fig. 18).
Vancomycin-resistant bacteria overcome the antibiotic by by-
passing the normal cell wall biosynthesis. Instead of producing
a cell wall terminating in the D-Ala-D-Ala dipeptide, a pep-
tidoglycan is produced that terminates with the depsipeptide
(ester) D-Ala-D-lactate (Fig. 17). This change of NH for O

MEOH

NH,*

o o
o )LN ,,E\rrou% D-Ala-D-Lactate
™

Figure 17 Structure of the glycopeptide antibiotic vancomycin bound to
the cell wall terminus D-Ala-D-Ala. Substitution of D-Ala-D-Ala for
D-Ala-D-lactate eliminates an essential H bond resulting in resistance.

results in loss of a critical H-bond and electronic repulsion be-
tween the ester O and the carbonyl of vancomycin. The net
effect is a 1000-fold decrease in Kp resulting in vancomycin
resistance (72). Incorporation of the D-Ala-D-lactate ester re-
quires three enzymes: VanH, VanA, and VanX. VanH is a
D-lactate dehydrogenase generating D-lactate from pyruvate.
VanA is an ATP-dependent depsipeptide ligase that generates
D-Ala-D-lactate. Finally, VanX is a highly specific D-Ala-D-Ala
dipeptidase that clears the cell of D-Ala-D-Ala that continues to
be synthesized by the chromosomally encoded D-Ala-D-Ala lig-
ases. These three proteins work in concert to bypass the normal
cellular cell wall biosynthetic metabolism and are each essential
for resistance. Not surprisingly, they are colocated on resistance
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Figure 18 Synthesis of the D-Ala-D-Ala peptidoglycan terminus. D-Ala-D-Ala ligases (Ddl) synthesize the dipeptide, which is incorporated into the

UDP-MurNAc-tripeptide by the D-Ala-D-Ala adding enzyme (MurF in E. coli).

plasmids and transposons that have emerged in strains of ente-
rococci and more recently in S. aureus.

In a variant of this strategy, vancomycin resistance can
also emerge by incorporation of peptidoglycan terminating in
D-Ala-D-Ser. Substitution of D-Ala for D-Ser has steric impli-
cations for tight vancomycin-peptidoglycan binding, which also
can result in resistance.

Target modification

One of the most straightforward mechanisms of antibiotic resis-
tance is mutation of the target to a form that has less affinity for
the antibiotic. Spontaneous mutations that provide some ben-
efit to the organism occur roughly 2 x 1072 per replication
(reviewed in Reference 73). Exposure to certain classes of an-
tibiotics such as the rifamycins and fluoroquinolones can induce
mutation, increasing the opportunity of developing resistance
(74). Point mutations are associated with resistance to virtually
all antibiotics, but this form of resistance is particularly impor-
tant in the clinic for the fluoroquinolones, rifamycins such as
rifampin, trimethroprim, and the sulfonamides.
Enzyme-mediated target modification can also be an impor-
tant mechanism of antibiotic resistance. The Erm proteins are

WILEY ENCYCLOPEDIA OF CHEMICAL B

23 S rRNA S-adenosylmethionine-dependent methyltransferases
that immunize the bacterial ribosome against the macrolide an-
tibiotics such as erythromycin, the lincosamides, and type B
streptogramins (75). The Erm proteins, specifically methylate
A2058, provide a steric block for all three classes of antibi-
otics: a remarkable example of potent and strategic resistance
parsimony. The erm genes are widespread in clinical isolates
and can be constitutively expressed or strategically deployed
through a complex induction mechanism (76).

By means of similar logic, methylation of the 16 S rRNA at
position G1405 by Arm and related proteins results in high level
aminoglycoside resistance (77).

Protective proteins

Expression of various proteins, which can collectively be called
protective, can result in antibiotic resistance. These immunity
proteins often work in stoichiometric fashion to sequester the
compounds, or otherwise protect the cell against the toxic
activity of the antibiotics.

Resistance to the peptide antibiotic/anticancer agent bleo-
mycin can occur through the expression of the Blm family
of proteins that sequester the antibiotic. Bleomycin includes
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a metal-binding region that complexes Fe’* resulting in a
potent generator of oxygen radicals (warhead) and a DNA
intercalating portion (scaffold) that targets the complex to DNA.
Bleomycin, therefore, is a remarkable molecule with the ability
to produce toxic radicals in an unregulated fashion proximal to
DNA. The Blm proteins, such as BImA from the bleomycin
producer Streptomyces verticillus and BImT found on various
resistance transposons such as Tn5, are small dimeric proteins
(~14,000 Da/monomer), and high resolution crystal structures
are available for each protein (78, 79). The structure of the
BImA protein in complex with a Cu(ll)-bleomycin complex
reveals that each monomer binds one antibiotic molecule and
that binding of the second molecule of bleomycin is cooperative
(80). The precise mechanism of resistance is likely through
sequestration of both the warhead and scaffold portions of the
antibiotic, thereby preventing optimal activation of the Fe(Il)
complex.

Similarly, resistance to the anticancer antibiotic mitomycin
in the producing organism, Streptomyces lavendulae, occurs via
sequestration of the antibiotic by the binding protein MRD
(81, 82). This protein interacts with the mitomycin export
system, thus additionally facilitating export of the antibiotic
from the cell. The structure of MRD reveals similarity to the
bleomycin resistance proteins and, in fact, the protein can also
bind bleomycin and confer resistance to this antibiotic (83).

By similar means, resistance to the highly toxic enediyne
antibiotics, which are active at ng/mL concentrations, occurs
through binding proteins in the producing bacteria. These an-
tibiotics include a conserved core warhead consisting of two
acetylenic groups bridged by a carbon—carbon double bond.
This warhead generates a diradical after thiol activation re-
sulting in DNA cleavage (84). The class is divided into two
structural groups, the 9-membered and 10-membered enediynes,
referring to the size of the warhead-containing ring. The
9-membered enediynes are stabilized by coexpression and titra-
tion by self-protective binding proteins. The 3D NMR structure
of one of these complexes, C-1027 with the binding protein
CagA, has been reported (85). Resistance to the more chemi-
cally stable 10-membered enediynes (e.g., calicheamicin), how-
ever, involves the remarkable expression of the protective pro-
tein CalC that undergoes calicheamicin-dependent proteolytic
self-sacrifice simultaneously inactivating the antibiotic (86).

Another example of protective protein expression is the tetra-
cycline resistance TetO and TetM proteins and their analogues
(87). These proteins structurally resemble the prokaryotic GT-
Pase elongation factors such as EF-G and EF-Tu that bind to
the ribosome and are essential for translation. TetO/M protec-
tion proteins do not replace elongation factors, but they do
bind to the ribosome and displace bound tetracyclines in a
GTP-dependent manner (88, 89).

Conclusions

The history of antibiotic use over the past 70 years is invariant:
initial deployment to the clinic with little/no background resis-
tance followed by emergence and global spread of resistance.

Resistance to antibiotics is manifested through a number of dif-
ferent chemical and biophysical mechanisms, each with its own
associated biochemical logic. A fundamental component of this
logic is the sensitivity of the antibiotic warhead to chemical al-
teration. Although resistance is inevitable, understanding how
resistance can occur, what the sensitive regions of the molecule
are, and biochemical strategies that could overcome it such as
the identification of specific inhibitors of resistance are essen-
tial to delay the emergence of resistance. Recently, it has been
shown that penetration of antibiotic resistance in the microbial
community at large is much deeper than previously appreciated
(16). Understanding the origins and evolution of resistance will
also provide drug discoverers with valuable information to cir-
cumvent established mechanisms. The concept of overcoming
the inevitability of antibiotic resistance with small-molecule in-
hibitors of resistance mechanisms has been proven to be highly
effective in the p-lactam class of antibiotics (90), and this ap-
proach should be broadly applicable (91). In fact, this area is
one of intense interest, especially as applied to efflux mecha-
nisms (92, 93). The routes forward in this important area of
medicine require Chemical Biology approaches to understand
antibiotic-target interactions and antibiotic resistance mecha-
nisms. Chemical Biology and other multidisciplinary disciplines
are therefore essential to prolong the utility of these essential
therapeutic agents.
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Thirty years of research with bacteriorhodopsin has provided answers to
many questions about how protons are transported by transmembrane
pumps. In this small seven-transmembrane protein, absorption of light by
the retinal chromophore initiates a reaction cycle in which the initial state
recovers through multiple conformational changes of the retinal and the
protein, and a proton is translocated stepwise from one side of the
membrane to the other. Spectroscopy, extensive use of site-specific
mutations, and crystallography have defined the photocycle reactions in
atomic detail and provide a step-by-step description of the proton transfers,
the transient local and global perturbations in the protein and how they
arise, and the energy flow through the system, which add up to the

mechanism of the pump.

Membrane proteins perform some of the most topologically
complex and important functions in biology, such as translo-
cating small and large molecules into and out of cells and
organelles, coupling energetic functions through the genera-
tion and the discharge of transmembrane ion gradients, ini-
tiating signaling cascades in cells, and inserting and folding
of polypeptides into the lipid bilayer. Bacteriorhodopsin be-
longs to the heptahelical membrane-protein family that also
includes a wide variety of receptors for biological signals. As
a light-driven pump for protons in halophilic archaea (1, 2), it
generates the inwardly oriented transmembrane electrochemi-
cal proton gradient used for synthesis of adenosine triphosphate
(ATP) and the uptake of nutrients by the cells. Illumination
causes isomerization of the purple retinal chromophore from
all-trans to 13-cis,15-anti, and the ensuing sequence of thermal
reactions regenerates the initial state in ca. 10 ms, through pro-
tein conformational changes and internal proton transfers that
translocate a proton across the membrane. Interest in bacte-
riorhodopsin has been renewed in the last few years because
many bacteriorhodopsin-like photoreactive proteins are now
found also in eubacteria and eukaryotes, and thus, it is becom-
ing clear that the use of retinal for light-sensing and energetics
is more widespread in biology than ever imagined. In addi-
tion to the already well-known chloride pump of the archaea,
halorhodopsin, these newly discovered proteins include the pro-
ton pumps proteorhodopsin and xanthorhodopsin, and various
sensory rhodopsins.

Background

As an active transporter, bacteriorhodopsin functions as a bi-
ological energy transducer. Proteins of this kind move ions
against their electrochemical potential across the membrane bar-
rier, using energy generated by a chemical reaction or from light.
Such ion pumps are necessary for muscle contraction (Ca>*
transport), nerve conduction (Na™ and K* transport), as well
as ATP synthesis in mitochondria and photosynthetic systems
(H" transport). Because of their large size and in most cases
complex multi-subunit structure, progress in understanding the
mechanism of the transport and how it is coupled to the driving
reaction in the pumps has been slow.

The conceptual and methodological advantages of bacteri-
orhodopsin have made it possible to gain insights into its struc-
ture, reaction cycle, and function as an ion pump in far more
detail than for other membrane proteins. The outstanding ques-
tions concern the interhelical interactions that fold the protein
and confer stability to the seven-helical bundle immersed in the
lipid bilayer, the identity and location of functional groups in
the protein interior, the nature of the perturbation of the reti-
nal in its binding site when photoisomerized, the propagation
of conformational changes from retinal to near and far regions
of the protein, the kinetics and energetics of the reaction cycle
in which a proton is transferred from group to group inside the
protein, the proton release and uptake at the membrane surfaces,
and the nature of the protonation switch that confers direction-
ality on the pump. Answers to such questions are sought for
many ion pumps, but in bacteriorhodopsin, the large amount of
information now available gives a vivid picture of the molecular
events that accomplish the transport.
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Structure and Mechanism

The protein (26 kDa) is a bundle of seven helices, A through
G, with three helices normal to the membrane plane and the
rest inclined at small angles to the normal. The retinal is
covalently bound through a protonated Schiff base to Lys-216 at
the middle of helix G, and it lies nearly parallel to the membrane
in the space surrounded by the seven helices. The protein
forms in vivo a homotrimer, and the trimers are assembled
into an extended hexagonal lattice (P3 symmetry), the “purple
membrane.” Protein—protein contact in these patches is through
a continuous boundary layer of lipids no more than one lipid
wide, at the monomer periphery. The interhelical loops as well
as the N- and C-termini are short, with the exception of the
connection of helices B and C through a structured B-turn on
the extracellular side, and the E-F interhelical loop with a twist,
on the cytoplasmic side.

At the active site, the positively charged protonated reti-
nal Schiff base donates a hydrogen bond to a water molecule
(wat402) that donates in turn hydrogen bonds to two anionic
aspartate residues, Asp-85 and Asp-212 (3). This stable arrange-
ment of a potential proton donor (Schiff base) and a potential
acceptor (Asp85) is the active center, which divides the protein
into extracellular and cytoplasmic regions. The extracellular re-
gion contains a pathway to the surface through charged and
polar side chains and seven bound water molecules (Fig. 1). The
most important parts of this network are the positively charged
Arg-82 and the hydrogen-bonded aqueous network from which
the transported proton is released to the surface, coordinated
by Glu-194 and Glu-204 (3-5). In contrast, the cytoplasmic re-
gion mostly lacks polar groups and water and represents the
hydrophobic barrier to prevent leakage of protons and other
ions across the protein and thereby across the membrane (3, 6).
This region contains the proton donor to the Schiff base after it
is deprotonated in the cycle, Asp-96, which is hydrogen-bonded
to Thr-46 (Fig. 2).

Absorption of a photon by the purple all-trans retinal chro-
mophore (with a single broad absorption band with a maximum
at 568 nm) initiates the reaction sequence BR-hv — K <> L <>
M; < M, <+ N < N — O — BR (7, 8), where each state and
substate is well defined by spectroscopic and crystallographic
means. Although a kinetic scheme that rigorously fits all data
into a linear sequence has not yet been produced, the proton
transport mechanism can be understood by the molecular prop-
erties of the intermediate states and by their interconversions.

The first stable state, the K-intermediate, contains a highly
twisted 13-cis,15-anti retinal, with prominent hydrogen-out-of-
plane (HOOP) bands, particularly at C;s. Anomalous Schiff
base C=N stretch frequency, lesser N chemical shift, and
the X-ray diffraction structures of K indicate that rotation of
the C;3=C4 bond disconnects the Schiff base N-H bond from
wat402. At this stage, the overall contour of the all-trans
retinal is maintained despite the isomerization. In the states that
follow K, the retinal gradually relaxes, and deprotonation of the
Schiff base as well as an increasingly accommodating binding
site allow it to assume the bent configuration expected for a
13-cis,15-anti retinal.

Figure 1 Functional residues and bound water in the extracellular region
of bacteriorhodopsin. The all-trans retinal is shown in purple and the
hydrogen bonds in gold. The direction of overall proton translocation is
indicated with an arrow. The Schiff base (NZ) and the C;3 atom of the
retinal are labeled. Coordinates from Reference 3.

In the L-state, the retinal is still somewhat twisted but the
Schiff base regains a hydrogen bond. There is disagreement
over the partner in this hydrogen bond. In the highest resolu-
tion X-ray structure (9), it is wat402 (still to the extracellular
direction), but in others, it is wat402 moved to the cytoplasmic
side (10). In the latter case, rotation of the C;s=NZ-CE segment
will have reoriented the Schiff base in the L-state already. Other
evidence suggests that this occurs only in the M-state(s), per-
mitted by loss of the Schiff base—counterion interaction upon
transfer of the Schiff base proton to Asp-85. The two alter-
natives conduct the Schiff base proton to Asp-85 by different
pathways. In the first case, the protonation switch in the pump is
primarily in the changing proton affinities of donor and accep-
tor because the critical proton transfer is directly over a water
molecule. In the second, the donor and acceptor are separated
from one another, and their geometry also plays an important
role.

The Arg-82 side chain moves away from the now proto-
nated Asp-85 (11), toward the Glu-194/Glu-204 pair, and a
proton delocalized in the aqueous network is released to the
surface. The rise of the M-state occurs with multi-exponential
kinetics that originates partly from the additional step of pro-
ton re-equilibration within the Schiff base—Asp-85 pair as the
proton is released to the bulk. At this stage, the pK, of Asp-85
will have risen considerably as the result of its long-range cou-
pling (5) to the proton release site through Arg-82, by about five
units, and if the Schiff base is to be reprotonated, it must be by
a proton donor other than Asp-85. In the next steps, a suitable
proton donor will be generated on the cytoplasmic side.

As the retinal relaxes, Cy3 and the 13-methyl group moves
in the cytoplasmic direction toward Trp-182. The resulting
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Figure 2 Functional residues and bound water in the cytoplasmic region
of bacteriorhodopsin. The all-trans retinal is shown in purple and the
hydrogen bonds in gold. The direction of overall proton translocation is
indicated with an arrow. Coordinates from Reference 3.

displacements of side chains between helices F and G, and
the breaking of the connection between helices F and G
through the hydrogen bonds of wat501 to Trp-182 and Ala-215
(Fig. 2), separate helices F and G. The link of Lys216 to wat502
and thereby to the peptide segment of Thr-46 propagates per-
turbation from the retinal to the Asp-96/Thr-46 pair. Entry of
water and growth of water clusters creates a hydrogen-bonded
chain of four water molecules between Asp-96 and deprotonated
Schiff base (6). The increase of hydration at Asp-96 lowers its
initially high pK,, and the aqueous chain conducts the proton
to the Schiff base. The M-to-N reaction corresponds to this
proton transfer, followed by reprotonation of Asp-96 from the
cytoplasmic surface that produces N° from N. Crystallographic
evidence and much non-crystallographic data indicate that these
photocycle steps are accompanied by the outward and inward
tilts of the cytoplasmic ends of helices F and G, respectively.
The tilt of helix G arises from rearrangement of hydrogen bonds
that eliminate, partly, the w-bulge in this helix at Lys-216. The
tilt of helix F is a consequence of the separation of helices F
and G and the repacking of side chains between them. There is
reason to believe that it is the tilts that loosen the structure and
allow the entry of water.

Reprotonation of Asp-96 allows the thermal re-isomerization
of the retinal to all-trans, through another long-range coupling
mechanism (12), which probably involves the hydrogen-bonded
chain of water that bridges them. This produces the red-shifted
O-state, where the retinal is, once again, twisted. Transition to
the initial relaxed all-frans isomeric state occurs as the pro-
tonated Asp-85 loses its proton to the vacant proton release

site at Glu-194/Glu-204, thereby recovering the initial electro-
static environment of the extracellular region and completing
the cycle.

Key Experimental Methodology

The current understanding of how bacteriorhodopsin transports
protons is the result of the use of an unprecedented variety
of biophysical methods in many laboratories. Indeed, in many
cases, the methods were developed with bacteriorhodopsin as
the test subject. There is room to discuss only the most important
of these methods.

Transient and low temperature spectroscopy in the ultra-
violet/visible and infrared [Fourier transform infrared (FTIR)
and resonance Raman] have yielded spectra of the intermediate
states and provided many insights, even if not a fully satisfac-
tory solution, to the kinetics of their interconversions. Transient
spectroscopy in the visible (7) makes use of following absorp-
tion changes at selected single wavelengths, over as many as six
orders of magnitude of time after flash photoexcitation, as well
as an optical multichannel analyzer to obtain complete spectra
at selected times after the flash. Alternatively, the intermedi-
ates can be trapped at cryogenic temperatures, after producing
photostationary states (13). Both methods produce characteristic
difference spectra and are well suited for identifying which of
the various states is produced, as their single absorption maxima
for the most part are well defined. Quantitation of these states
and calculation of a kinetic model from the observed succession
of time-resolved spectra is more difficult, because the spectra are
broad and several overlap one another. Furthermore, the reaction
scheme is more complex than what is expected from a linear
sequence in which each state arises by unidirectional transition
from the preceding one. Multiple rise and decay components
have been interpreted as evidence for back-reactions that lead
to transient equilibration of states, and as multiple parallel pho-
tocycles. If present, the latter could arise from conformational
heterogeneity, interactions within the bacteriorhodopsin trimer,
and heterogenous protonation states near the pK, for the proton
release group. Infrared and Raman spectroscopy is performed
along the same lines, but the vibrational spectra (14-16) provide
essential molecular level information about changes in the iso-
meric state of the retinal, the protonation states of dissociable
residues, the strength of hydrogen bonds, and backbone con-
formation. Additional information on these spectra comes from
the use of D,O, H218O, as well as >C-, 180-, and "N-labeled
amino acids, and polarized infrared beam for measuring linear
dichroism, as well as single-site mutations to change the photo-
cycle and to assign the positive and negative difference bands
to specific amino acid residues.

Solid-state nuclear magnetic resonance (NMR) spectroscopy
of bacteriorhodopsin is with the membranes either uniformly
oriented relative to the magnetic field (17) or nonoriented but
with “magic angle” spinning (18). In either case, the samples
are enriched with >N or 13C isotopes in the examined parts
of the molecule. The chemical shifts identify the protonation
states of acidic groups, their hydrogen-bonding status, and the
electrostatic environment. Dipolar interactions provide accurate
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interatomic distance and dihedral angle. Importantly, like FTIR,
this method does not average structural information in the case
of conformational heterogeneity. Difficulties include a require-
ment for large amounts of specifically labeled bacteriorhodopsin
and problems of thoroughly illuminating a nearly opaque sample
to trap the photocycle intermediates.

The purple membrane is isolated as an extended
two-dimensional array of bacteriorhodopsin and lipids and, af-
ter some manipulation to increase the size of the patches, is
an ideal material for cryo-electron microscopy. The maps pro-
duced to 3.5-7-A resolution (19) identified the positions of the
seven-transmembrane helices, the retinal, and some bulky side
chains. The latter helped to establish the rotational position of
most helices in the seven-helical bundle, and thus, it yielded the
first useful structural model. In the last decade, it has been pos-
sible to grow well-diffracting three-dimensional crystals. Bac-
teriorhodopsin crystals are usually thin (10—-15pum) hexagonal
plates, 100-150 um in diameter. X-ray diffraction of crystals
produced reflections complete to 1.4—1.5-A resolution, and the
resulting model (3) defines the locations of water molecules
bound in the protein interior and the hydrogen bonds relevant
to the function and the stability of the structure. The highest
crystallographic order is in crystals grown with the cubic phase
method (20). The protein forms trimers in the same extended
P3 sheet as in the native purple membrane, but the stacking of
these sheets to produce the P63 symmetry is not with uniform
orientation and the crystals usually show merohedral twinning.
This problem is absent in crystals grown by other methods (10),
but they are less ordered and the resolution is poorer. Many mu-
tations of functional interest apparently disrupt the structure in
subtle ways and make the protein unstable in detergent or do
not allow the growth of crystals.

The cubic phase for the crystallization (20) is formed by a
roughly 1:1 mixture of mono-olein and bacteriorhodopsin sol-
ubilized in octylglucoside. In a process not well understood,
salts such as KCl or Na phosphate cause the conversion of
the cubic phase with the incorporated bacteriorhodopsin into
a lamellar phase and condensation of the protein into crys-
tals. Another method, based on bicelles, adds phospholipids
to the mixture. Conventional vapor phase crystallization in the
presence of detergent yields bacteriorhodopsin crystals with a
somewhat different packing arrangement. The crystals in gen-
eral are suitable for the trapping of most (K-, L-, various M-
states, and N”), but not all (N and O), intermediate states (9).
The M-state(s) can be accumulated with greatest ease because
its absorption band is far removed from the initial state and its
decay can be slowed by suitable mutations. Depending on their
spectral overlap with the non-illuminated state, the quantum
yields for the forward and back photoreactions, the wavelength
of illumination, temperature, and mutations (if any), the other in-
termediates accumulate up to 60% in the photostationary states.
Diffraction is measured at 100 K, where the intermediates are
thermally stable and damage from the X rays is minimized.

Some movements at specific locations in the protein, for
example, at the cytoplasmic surface in the M- and N-states,
can be determined with site-specific spin-labels. This method
is of particular value for intermediate states that do not ac-
cumulate in illuminated crystals. The paramagnetic probes are

covalently linked to engineered cysteines, and the erythrocyte
sedimentation rate (ESR) spectra of single or pairs of labels,
determined statically in photostationary states or dynamically
during the photocycle initiated by flash photoexcitation, reveal
conformational shifts as changes in environmental restrictions
on motion or changes in inter-spin distance with two labeled
sites (21, 22). As in other proteins, a complementary method is
to follow the reactivity of cysteine residues, placed one by one,
along appropriate segments of the protein, such as interhelical
loops.

Energetics of the Pump

The quantum yield of the photoisomerization from all-trans to
13-cis,15-anti is 0.60. From calorimetric measurements, the
enthalpy gain in the first ground-state intermediate, K, is ca.
45kJ/mol (23). Part of this will be used for proton transport, the
rest is dissipated in the photocycle. One proton is translocated
in each cycle across the membrane dielectric, against a proton
gradient as high as 200mV. The pump efficiency (the free
energy of the transported proton vs. the energy gain in the
K-state) is ca. 50%, and the overall efficiency of use of the
energy input (the free energy of the transported proton vs. the
energy of the absorbed photon) is ca. 10%.

In the K-state, the energy gain is conserved in bond torsions
of the retinal from steric constraints, and electrostatic potential
from loss of the Schiff base—counterion interaction and the
resulting rearrangement of charges in the extracellular network.
As the retinal Schiff base protonates Asp-85 in the L-to-M
reaction so as to lose their electrostatic interaction, the binding
site relaxes, stepwise, to accommodate the changed shape of
the retinal, and free energy is passed from the chromophore
to the protein. Most photocycle steps occur without a net free
energy change, i.e., near equilibrium (8). The physiological pH
(7.5) is well above the pK, of the extracellular proton release
complex (ca. 5.0), and the proton release constitutes one of the
two steps where energy is dissipated, here as dilution entropy.
In contrast, the pH where proton is taken up at the cytoplasmic
surface is about the same as the pK, of Asp-96 (ca. 7). The last
step in the cycle is where the greatest part of the free energy
gain is lost, resulting in a strongly unidirectional reaction that
fully recovers the initial state from O. Loss of free energy in
this step occurs most likely from proton transfer from Asp-85
to the proton release complex after these regain their low and
high proton affinities, respectively (where the pK,s are 2.5 and
ca. 9.5).

References

1. Oesterhelt D, Stoeckenius W. Functions of a new photoreceptor
membrane. Proc. Natl. Acad. Sci. U.S.A. 1973;70:2853-2857.

2. Lanyi JK. Bacteriorhodopsin. Annu. Rev. Physiol. 2004;66:665—
688.

3. Luecke H, Schobert B, Richter HT, Cartailler JP, Lanyi JK.
Structure of bacteriorhodopsin at 1.55 A resolution. J. Mol. Biol.
1999;291:899-911.

4. Garczarek F, Brown LS, Lanyi JK, Gerwert K. Proton binding
within a membrane protein by a protonated water cluster. Proc.
Natl. Acad. Sci. U.S.A. 2005;102:3633-3638.

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.

—p—



—p—

Chemistry of Bacteriorhodopsin

10.

11.

12.

13.

14.

15.

16.

17.

18.

Balashov SP, Imasheva ES, Govindjee R, Ebrey TG. Titration of
aspartate-85 in bacteriorhodopsin: what it says about chromophore
isomerization and proton release. Biophys. J. 1996;70:473-481.
Schobert B, Brown LS, Lanyi JK. Crystallographic structures of
the M and N intermediates of bacteriorhodopsin: assembly of a
hydrogen-bonded chain of water molecules between Asp96 and
the retinal Schiff base. J. Mol. Biol. 2003;330:553-570.
Ludmann K, Gergely C, Varo G. Kinetic and thermodynamic
study of the bacteriorhodopsin photocycle over a wide pH range.
Biophys. J. 1998;75:3110-3119.

Varo G, Lanyi JK. Thermodynamics and energy coupling in the
bacteriorhodopsin photocycle. Biochemistry 1991;30:5016-5022.
Lanyi JK, Schobert B. Local-global conformational coupling in a
heptahelical membrane protein: transport mechanism from crystal
structures of the nine states in the bacteriorhodopsin photocycle.
Biochemistry 2004;43:3-8.

Kouyama T, Nishikawa T, Tokuhisa T, Okumura H. Crystal
structure of the L intermediate of bacteriorhodopsin: evidence
for vertical translocation of a water molecule during the proton
pumping cycle. J. Mol. Biol. 2004;335:531-546.

Luecke H, Schobert B, Richter HT, Cartailler JP, Lanyi JK.
Structural changes in bacteriorhodopsin during ion transport at
2 Angstrom resolution. Science 1999;286:255-261.

Dioumaev AK, Brown LS, Needleman R, Lanyi JK. Partitioning
of free energy gain between the photoisomerized retinal and the
protein in bacteriorhodopsin. Biochemistry 1998;37:9889-9893.
Balashov SP, Ebrey TG. Trapping and spectroscopic identification
of the photointermediates of bacteriorhodopsin at low tempera-
tures. Photochem. Photobiol. 2001;73:453-462.

Maeda A, Kandori H, Yamazaki Y, Nishimura S, Hatanaka M,
Chon YS, Sasaki J, Needleman R, Lanyi JK. Intramembrane
signaling mediated by hydrogen-bonding of water and carboxyl
groups in bacteriorhodopsin and rhodopsin. J. Biochem. (Tokyo)
1997;121:399-406.

Gerwert K. Molecular reaction mechanisms of proteins monitored
by time-resolved FTIR-spectroscopy. Biol. Chem. 1999;380:931—
935.

Mathies RA, Lin SW, Ames JB, Pollard WT. From femtoseconds
to biology: mechanism of bacteriorhodopsin’s light-driven proton
pump. Annu. Rev. Biophys. Biophys. Chem. 1991;20:491-518.
Moltke S, Wallat I, Sakai N, Nakanishi K, Brown MF, Heyn
MP. The angles between the C;, Cs, and Co methyl bonds of
the retinylidene chromophore and the membrane normal increase
in the M intermediate of bacteriorhodopsin: direct determination
with solid- state 2H NMR. Biochemistry 1999;38:11762—11772.
Herzfeld J, Lansing JC. Magnetic resonance studies of the bac-
teriorhodopsin pump cycle. Annu. Rev. Biophys. Biomol. Struct.
2002;31:73-95.

19. Grigorieff N, Ceska TA, Downing KH, Baldwin JM, Henderson
R. Electron-crystallographic refinement of the structure of bacte-
riorhodopsin. J. Mol. Biol. 1996;259:393-421.

20. Rummel G, Hardmeyer A, Widmer C, Chiu ML, Nollert P,
Locher KP, Pedruzzi I, Landau EM, Rosenbusch JP. Lipidic cubic
phases: new matrices for the three-dimensional crystallization of
membrane proteins. J. Struct. Biol. 1998;121:82-91.

21. Rink T, Pfeiffer M, Oesterhelt D, Gerwert K, Steinhoff HJ. Unrav-
eling photoexcited conformational changes of bacteriorhodopsin
by time resolved electron paramagnetic resonance spectroscopy.
Biophys. J. 2000;78:1519-1530.

22. Thorgeirsson TE, Xiao W, Brown LS, Needleman R, Lanyi JK,
Shin YK. Transient channel-opening in bacteriorhodopsin: an EPR
study. J. Mol. Biol. 1997;273:951-957.

23. Birge RR, Cooper TM, Lawrence AF, Masthay MB, Zhang CF,
Zidovetzki R. Revised assignment of energy storage in the primary
photochemical event in bacteriorhodopsin. J. Am. Chem. Soc.
1991;113:4327-4328.

Further Reading

Bondar AN, Fischer S, Smith JC, Elstner M, Suhai S. Key role of
electrostatic interactions in bacteriorhodopsin proton transfer. J. Am.
Chem. Soc. 2004;126:14668—-146717.

Haupts U, Tittor J, Oesterhelt D. Closing in on bacteriorhodopsin:
progress in understanding the molecule. Annu. Rev. Biophys. Biomol.
Struct. 1999;28:367-399.

Lanyi JK. A structural view of proton transport in bacteriorhodopsin.
In: Biophysical and Structural Aspects of Bioenergetics. Wikstrom
M, ed. 2005. Royal Society of Chemistry, Cambridge, UK.

Spudich JL, Yang CS, Jung KH, Spudich EN. Retinylidene proteins:
structures and functions from archaea to humans. Annu. Rev. Cell
Dev. Biol. 2000;16:365-392.

See Also

Membrane Proteins, Chemistry of
Photoreceptors, Chemistry of

Proton Translocation, Bioenergetics of
Crystallization of Proteins: Overview of
Spectroscopic Techniques: Overview of

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 5

—p—



—p—

Biocompatibility of

Materials Used in Medical

Devices, Methods For
Evaluating

Frederick Silver, Robert Wood Johnson Medical School, Piscataway, New [ersey

doi: 10.1002/9780470048672.wecb042

Advanced Article

Article Contents

e Introduction—What Are Medical Devices?
e Biocompatibility-What Is Does it Mean?

e Biological Systems-Which Ones Are Important
for Normal Homeostasis and Survival?

e Types of Tests—What Types of Tests Are Used?

e Animal Models—A Variety of Animal Models
Are Used

e Summary

Medical devices are used for a variety of functions in humans. This review
elaborates on the types of tests used to evaluate biocompatibility of the
interactions between man-made medical devices and host tissues and
organs. The outcome of the response depends on the site of implantation,
the species of the host, the genetic makeup of the host, the sterility of the
implant, and the effect the device has on biological processes. Biological
processes involved in host tissue responses to implantable medical devices
reflect activation of a series of cascades that require blood proteins or other

components found in the blood.

Two types of regulatory approvals for medical devices exist in
the United States, 510(k) notification and premarket approval
(PMA). The specific tests required prior to regulatory approval
vary with the type of device and application; however, some
general testing is usually recommended. Normally, animal test-
ing is conducted to demonstrate that a medical device is safe,
and when implanted in humans the device will reduce, alle-
viate, or eliminate the possibility of adverse medical reactions
or conditions. The American Society for Testing and Materials
(ASTM) as well as the International Organization for Standard-
ization (ISO) publishes standards for testing medical devices.
The recommended tests include culture cytotoxicity, skin irrita-
tion, short-term intramuscular implantation, short-term subcuta-
neous implantation, blood coagulation, long-term implantation,
mucous membrane irritation, systemic injection, sensitization
assays, and mutagenicity testing.

Introduction—What Are Medical
Devices?

Medical devices are used for a variety of functions from
promoting the healing of small wounds using adhesive bandages
to maintaining the flow of blood through arteries narrowed by
atherosclerosis using metallic vascular stents. The purpose of
this article is not to give an overview of the many devices
used in medicine to promote wellness and homeostasis but to
elaborate on the types of tests used to evaluate the interactions
between man-made devices and host tissues and organs. These
man-made devices are called medical devices in the United

States and are regulated for interstate distribution by the Federal
Food and Drug Administration (FDA). In many cases, medical
devices consist of assemblies of polymers, metals, ceramics,
and composites that are used in diagnostic procedures and
as implants in animals and in humans. In the United States,
extensive biocompatibility testing occurs before the devices
are marketed to the general public. Prior to 1976, no federal
regulations existed to oversee the sale and uses of medical
devices in the United States. In 1976, the U.S. Congress enacted
the Medical Device Amendments to the Federal, Food, Drug,
and Cosmetic Act of 1938, which called for the establishment
of three classes of medical devices (Table 1a). Class 1 devices
are those that present little or no risk to the user, whereas Class
2 and 3 devices present some risk and a high degree of risk to
the user, respectively. These devices are regulated by requiring
limited animal testing (Class 2) and extensive animal and human
testing (Class 3). The European Union has a system of device
classification similar to the United States as recognized by the
Medical Device Directive (Table 1b).

The term biocompatible is used widely to infer that an implant
is safe for use in the general population. Although this term is
used broadly, it may be a misnomer because only materials that
are found in living tissues are truly biocompatible. Below, we
examine what methods are used to evaluate the biocompatibility

of materials used in medical devices.
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Table 1a Classifications of medical devices marketed in the united states

Class Type of device FDA filing required
| Crutches, bedpans, depressors, adhesive PMN/510K
bandages, hospital beds
II Hearing aids, blood pumps, catheters 510(k)
contact lens, electrodes
111 Cardiac pacemakers, intrauterine devices, PMA

intraocular lens, heart valves, orthopedic

devices

PMN , premarket notification.

Table 1b Classifications of medical devices of the european union

Class Type of device Regulatory requirements
1 Stethoscopes, hospital beds, wheelchairs Technical file, other
assurances

Ila Hearing aids, electrographs, ultrasound Technical file, conformity
assessment equipment

IIb Surgical lasers, infusion pumps, ventilators Technical file, type
Intensive care monitoring equipment examination

1 Balloon catheters, heart valves Audit of quality assurance,

examination of design

Biocompatibility—What Is Does
it Mean?

The word biocompatibility is a relative term that means that
the materials used in a medical device do not elicit a reaction
that either 1) makes the device not perform its intended use
or 2) causes reactions that affect the functioning and health of
the host. All materials used in devices will elicit a response
from the host; it could be an immediate response, one that is
prolonged, or even a delayed reaction that occurs sometime after
contact with the device. The outcome of the response depends
on the site of implantation, the species of the host, the genetic
makeup of the host, and the sterility of the implant. All implants
have a significantly greater rate of infection when compared
with the background rate associated with the surgical procedure
performed in the absence of the device. At the very least, an
implant should not interfere with biological processes that are
required for normal homeostasis of the host.

Biological Systems—Which
Ones Are Important for Normal
Homeostasis and Survival?

Devices in contact with the external tissues such as skin typ-
ically are considered separately from a biocompatibility per-
spective from devices implanted internally. Implantable devices
affect biological processes that involve blood; therefore, the test-
ing of these devices is somewhat more complicated. Many skin

contact devices are used short term, and therefore biocompatibil-
ity testing is limited. However, for permanent internal implants,
the required testing can be as long as several years and re-
quire analysis of the effects of the device on cells and tissues
as well as on healing responses that occur at the interface be-
tween the tissue and the device. For this reason, it is important
to understand which biological systems may be affected when
permanent implants are to be used.

Biological processes involved in host-tissue responses to
implantable medical devices reflect the activation of a se-
ries of cascades that require blood proteins or other compo-
nents found in blood. Biological systems activated by implants
include blood clotting, platelet aggregation, complement ac-
tivation, kinin formation, fibrinolysis, phagocytosis, immune
responses, and wound healing (1) (Table 2). Wound healing
involves several biological processes, including blood clotting,
inflammation, dilation of neighboring blood vessels, accumula-
tion of blood cells and fluid at the point of contact, and finally
deposition of fibrous tissue around an implant. Vasodilation of
blood vessels and accumulation of interstitial fluid around an
implant can occur through activation of the kinin and com-
plement pathways (1). Phagocytosis of dead tissue occurs by
attraction and migration of inflammatory cells to the site of in-
jury near an implant. The inflammatory cells attracted include
neutrophils and monocytes that are present to digest dead tissue
and implant materials. Once phagocytosis occurs, it may lead
to digestion of implant remnants and formation of fibrous scar
tissue around the implant. If a large blood clot surrounds an
implant, then fibrinolysis must proceed to remove the clotted
blood before the healing process can be completed (1).

2 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.

—p—



Biocompatibility of Materials Used in Medical Devices, Methods For Evaluating

Table 2 Biological systems affected by medical devices (1)

System Function

Device effect

Blood clotting

Complement
Fibrinolysis

Immune responses
Kinin formation

Platelet aggregation
Phagocytosis

Wound healing

Maintains blood fluidity

Prevents bacterial invasion
Degrades blood clots

Limits infection
Causes vasodilation

Limits bleeding
Limits infection

Repairs tissue defects

Clot formation-
occlusion

Depletes complement
Degrades tissue
grafts

Prolongs
inflammation
Prolongs
inflammation
Shortens platelet life
Prolongs
Inflammation
Promotes fibrous scar
Tissue

Blood proteins are involved in the lysis of foreign cells via the
complement pathway (1). This mechanism involves activation
of complement proteins in the presence of an antibody—antigen
complex attached to the surface of a foreign cell. Components
of the complement pathway are sometimes compromised by
activation and/or adsorption onto the surface of a medical de-
vice. This action leads to complement component depletion that
causes the patient to be at risk for bacterial infection and makes
evaluation of complement depletion an important aspect of the
design of cardiovascular devices. Activated complement com-
ponents also prolong inflammation by generating C3a and C5a,
which are agents that cause vasodilation. Complement activation
is associated with and contributes to whole-body inflammation,
which is observed as a complication to cardiopulmonary bypass.
Complement activation is responsible for hyperacute rejection
of animal tissue grafts (2) and is important in reactions to im-
plants (3-5).

Most foreign surfaces cause blood to clot as a result of di-
rect contact with a foreign surface. This clotting occurs via the
intrinsic clotting cascade or from injury to tissue that develops
during implantation as result of activation of Hageman factor
and factor IX, which are two proteins found in blood (Table 2).
Platelets, which are enucleated cells, are also found in blood;
they release factors that contribute to formation of blood clots.
Devices used in the cardiovascular system normally are de-
signed to limit their propensity to clot blood. In the case of
cardiovascular devices, excessive blood clotting will cause the
device to occlude; in these applications, blood clotting is min-
imized. Because foreign materials typically cause blood clots,
they are only used to replace large and medium-sized vessels.
Host vessels are used to replace the function of small-diameter
vessels. Several tests are used to measure blood clotting and
platelet aggregation caused by contact with a medical device
(6-8).

In addition to activating blood clotting (9), activated Hage-
man factor activates prekallikrein of the kinin system, which
leads to bradykinin that causes vascular vasodilation. Activa-
tion of Hageman factor and blood clotting also leads to the

conversion of plasminogen to plasmin which initiates the degra-
dation of fibrin formed during clotting by a process termed
fibrinolysis (1).

Phagocytic cells including neutrophils and macrophages, coat
medical devices either from direct blood contact or via inflam-
mation and extravascular movement of these cells into the tissue
fluids that surround a device. In either situation, first neutrophils
and then monocytes arrive in the area around the device and at-
tempt to degrade the implant. If the implant is biodegradable,
then these cells remain until the device is totally removed. If
the device is nondegradable, then the number of cells surround-
ing an implant will depend on the how reactive the implant is.
For example, although Dacron vascular grafts are permanent de-
vices, monocytes can be observed surrounding the implant for
months and years. In some patients, continued reactivity can
cause peri-implant fluid accumulation, which if left uncorrected
can require implant removal. In other cases where contact of tis-
sue with the implant causes a prolonged inflammatory response,
other white blood cells including eosinophils, B cells, and T
cells can be observed in the vicinity of the device. These cells
are an indication of either an allergic reaction or the formation
of antibodies that stimulate prolonged inflammation. Measure-
ment of inflammatory cells surrounding an implant is usually
accomplished by direct histological evaluation (10-12).

As phagocytic cells accumulate near the implant, they elab-
orate hydrolytic enzymes that degrade both the implant and the
surrounding tissues; fibroblasts and endothelial cells are also mi-
grating into the area around the device and begin to lay down
new extracellular matrix with capillaries and collagen fibrils
(1). Thus, the wound healing process involves inflammation,
removal of the implant and tissue components, as well as the
deposition of new extracellular matrix. If the implant is non-
degradable and nonporous, then a fibrous capsule forms around
it. The thickness of the fibrous capsule depends on the degree
of inflammation caused by the device. If the implant is porous,
the device may biodegrade and lead to the formation of a small
amount of fibrous scar tissue in the defect when the implant is
removed. In some cases, however, after the implant biodegrades,
an abundance of scar tissue can be deposited where the implant
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was previously observed. The thickness of the fibrous capsule
formed around an implant is usually measured histologically.
Wear particles generated by a moving device can lead to
prolonged inflammation and even implant failure in the case of
hip and knee implants. Small polymeric or metallic particles,
which are about 1 wm in diameter, are ingested by neutrophils
and monocytes and may lead to necrosis of these cells and the
release of inflammatory mediators into the wound area. Large
particles are surrounded by monocytes, which form multinucle-
ated giant cells that can in many cases be tolerated by tissues
without leading to implant failure. However, once wear particles
are released from the implant, they can migrate to other tissues
or even to local lymph nodes causing swelling and systemic
problems. Implant wear particles are quantitatively determined
from histological and electron-microscopic studies (13-15).

Types of Tests—What Types of
Tests Are Used?

Two types of regulatory approvals exist for medical devices in
the United States, 510(k) notification and premarket approval
(PMA). The types of tests required for approval depend on the
classification of the medical device. 510(k) notification involves
marketing a device that is substantially equivalent to a device
on the market prior to 1976. All devices introduced after 1976
that are not substantially equivalent to devices on the market
before 1976 are automatically classified as Class 3 devices and
require PMA (16). For a device to be considered substantially
equivalent to a device on the market before 1976, it must have
the same intended use, no new technological characteristics,
and have the same performance as one or more devices on the
market prior to 1976. In addition, all medical devices must be
sterilized either by end-sterilization or by some other accept-
able means that can be validated, which means that any test
done in cell culture or in an animal model must be conducted
on a device that has been validated to be sterile. Sterility vali-
dation is conducted on all medical devices as described in the
literature (17).

The testing conducted on biomaterials intended for use in
medical devices must address safety and effectiveness criteria
that depend on the intended use as described above as discussed
in depth the literature (18, 19). The specific tests required vary
with the type of device and application; however, some general
testing is usually recommended. Normally, animal testing is
conducted to demonstrate that a medical device is safe, and
when implanted in humans that the device will reduce, alleviate,
or eliminate the possibility of adverse medical reactions or
conditions (17).

According to the American Society of Testing Materials
(ASTM) Medical Devices Standards (Annual Book of ASTM
Standards, Section 13, Medical Devices, ASTM 1916 Race
Street, Philadelphia, PA 19103; available at: www.astm.org), the
type of generic biological test methods for materials and devices
depends on the end-use application. The ASTM as well as the
International Organization for Standardization (ISO) publishes
standards for testing medical devices as listed in Tables 3 and 4.
Biological reactions that are detrimental to the successful use
of a material in one device application may not be applicable
to the success of a material in a different end use. A list of
potentially applicable biocompatibility tests that are related to
the end use of a material and/or a device is given in Table 3 as
a starting point. These tests are as follows:

Cell culture cytotoxicity

This test is used to evaluate the toxicity of a material in
vitro or an extract of a material used in a device. Several
different tests have been used and have produced a spectrum
of biocompatibility assessments on the same material (20-22).
The tests used measure the viability of cells in contact with a
material or an extract of a material. A variety of cell lines can
be used; however, a modified fibroblast line is usually the gold
standard. Some tests used include 1) direct cell culture, 2) agar
diffusion testing, 3) filter diffusion testing, and 4) barrier testing
(22).

As pointed out by Learmonth (23), although the intact implant
may not be cytotoxic to cells, any material and mechanical

Table 3 Biological tests used to evaluate biocompatibility
based on ASTM medical device standards, section 13

Test ASTM standard
Cell culture cytotoxicity F748
Skin irritation F719
Intramuscular and subcutaneous implant F748
Blood compatibility F748
Hemolysis F756
Carcinogenesis F748
Long-term implantation F748
Mucous membrane irritation F748
Systemic injection acute toxicity F750
Intracutaneous injection F749
Sensitization F720
Mutagenicity F748
Pyrogenicity F748
4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.
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Table 4 Biological evaluation of medical devices based on ISO standards

Test

ISO standard

Part 1: Evaluation and testing
Part 2: Animal welfare requirements

Part 3: Tests for genotoxicity, carcinogenicity and

reproductive toxicity

Part 4: Selection of tests for interactions with blood

Part 5: Tests for in vitro cytotoxicity

Part 6: Tests for local effects after implantation
Part 10:Tests for irritation and delayed-type hypersensitivity

Part 11:Tests for systemic toxicity

10993-1:2003
10993-2:2006
10993-3:2003

10993-4:2002
10993-5:1999
10993-6:2007
10993-10:2002
10993-11:2006

flexural mismatch may lead to release of wear particles that can
excite a cytochemical reaction that culminates in inflammation
and cell cytotoxicity. The generation of wear particles and their
size is of particular importance to the failure of joint implants
through a process termed osteolysis (23).

Skin irritation assay

This test involves applying a patch of the material (or an extract
of the material) to an area of an animal that has been shaved;
in some cases the skin is abraded before the test material is
applied. After 24 hours of contact, the patch is removed, and
the skin is graded for redness and swelling. The grading scale
can vary from O to 4: 0 means no redness and/or swelling and 4
means extensive redness and/or swelling. Standard test materials
are used to evaluate skin irritation (24).

Short-term intramuscular implantation

This test is designed to evaluate the reaction of tissue to a
device for periods of 7 to 30 days. This test can be conducted
in the muscle below the skin in rabbits or rodents including
mice, rats, and guinea pigs. At the conclusion of the test period,
the samples are graded both visually and based on analysis
of histological sections. A test described in the United States
Pharmacopia (USP) is widely used. The purpose of this test is to
evaluate the inflammatory potential (e.g., redness and swelling)
grossly. In some cases, histological evaluation of the tissue is
performed at the light and electron microscopic levels to look
for phagocytic and immune cells. Some investigators use an
intramuscular implantation site because the blood supply and
hence the inflammatory potential may be easily evaluated. In
addition, the results of short-term implantation tests may not
reflect material-mediated inflammatory responses that may also
occur (25).

Short-term subcutaneous implantation

This test is an alternative for studying the reaction of tissue to a
device for a period of days to weeks. In this test, a tissue pocket
is made in the skin above the muscle layer, the device is inserted
into the pocket, and the pocket is sutured or stapled closed.
Normally the device is placed deep into the pocket away from
the site of insertion of the device so that reactions at the suture
or clip site do not affect the evaluation of biocompatibility.

Although short-term implantation studies do give an analysis of
the biocompatibility of a material at a local site; systemic effects
can also be observed from corrosion products that develop from
vascular implants that migrate to other sites (26).

Blood coagulation

Blood coagulation is normally assessed by determination of
clotting times and extent of platelet aggregation initiated by
the device surface in either static or dynamic systems. In a
dynamic test, blood flows through the device or over a test
surface made of the materials used in the device. This test
is normally conducted on blood-contacting devices to ensure
that the blood-coagulation and platelet-aggregation pathways
are not modified. The tests are conducted in vitro using human
or animal blood, ex-vivo in a flow chamber using animal blood,
or in vivo in an animal model. It has been noted that variability
in the results using standard materials is noted in ex-vivo tests
of blood compatibility; this finding is attributed to the type of
animal model used, the flow velocity, the time of exposure, and
the method used to measure blood cell adhesion (27). Studies
of stents used in the cardiovascular system illustrate that clot
or thrombus formation is dependent on the type and design of
the device (28, 29) and may be influenced by the corrosion of
metallic implants (30).

Hemolysis

Hemolysis is determined by placing powder, rods, or extracts of
a material in contact with human or animal plasma for about 90
minutes at 37°C (31). The amount of hemoglobin released into
solution after lysis of the red cells in contact with the device is
measured. When red cells undergo lysis, hemoglobin is released
from the cells, and the absorbance from released hemoglobin
is proportional to the amount of cell lysis. Extensive red-cell
lysis is not desirable for devices that are to be implanted in the
cardiovascular system. The measurement of hemolysis and its
relevance is a question that should be addressed it each device
application.

Carcinogenicity

Carcinogenicity testing involves long-term implantation (up to
2 years) in an animal model usually under the skin to look
for tumor formation (32). This test is required for devices
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that employ materials that have not been extensively tested.
Typically these tests are conducted in rodents, although rodents
do form tumors to most solid implants (1).

Long-term implantation tests

These tests are covered by ASTM specifications F361 and
F469 for muscle and bone, respectively. Implant materials are
placed in the muscle as a soft-tissue model and in bone as a
hard-tissue model. The implantation site is evaluated grossly and
histologically for inflammation, giant cell formation, signs of
implant movement, and for tissue necrosis. Although long-term
implantation gives some indication of biocompatibility, it does
not consider issues such as biofilm formation, infection, and
encrustation associated with use of devices such as urologic
implants (33). It is recommended that long-term implantation
tests be conducted on a model relevant to the intended end
use. In addition, the effect of wear particles is an important
consideration with long-term implantation (23).

Mucous membrane irritation

Mucous membrane irritation is evaluated by placing a mate-
rial in close proximity to a mucous membrane such as the oral
mucosa. The test evaluates the amount of irritation and inflam-
mation from gross and histological measurements. The hamster
cheek pouch or oral mucosa is a model frequently used for this
test (34).

Systemic injection

Systemic injection (acute toxicity) is designed to determine the
biological response to a single intravenous or intraperitoneal
injection of an extract (50 mg/kg) of a material over a 72-hour
time period (35). Extracts are prepared using saline or other
solutions that simulate body fluids. Animals are monitored for
signs of toxicity immediately after injection and at various time
intervals (1).

Intracutaneous injection

Intracutaneous injection involves the reaction of an animal to a
single injection of a saline or vegetable oil extract of a material.
Rabbits are commonly used, and they are studied for signs of
inflammation (redness and swelling) at the injection site for a
period of 72 hours (36).

Sensitization assays

Sensitization assays involve mixing the material or extract that
has been in contact with a device with Freund’s complete
adjuvant and injection of the test sample into the subcutaneous
tissue during a 2-week induction period (37). After 2 weeks,
the material or extract is placed on the skin near the injection
site for 24 hours, and then the skin is evaluated for redness and
swelling.

Mutagenicity

Mutagenicity is evaluated using the Ames test or an equivalent
test. This test employs genetically altered bacteria (bacteria with
altered nutritional characteristics), which are placed in contact
with an extract of a material. Mutations are observed that lead
to a reversion back to the “wild-type” phenotype that grows
only under the original nutritional conditions and not under
conditions that allows mutant growth. It has been reported many
very small-wear particles are released from metal-on-metal
contact in joint replacements, and these particles may cause
mutagenic damage in bone cells (23). However, many of these
wear particles may also be of concern as carcinogens.

Pyrogenicity

Pyrogenicity is used to evaluate fever-producing substances
that may contaminate a medical device. They are components
of gram-negative bacterial cell membranes (endotoxins) or are
materials of chemical origin. The presence of endotoxins is de-
termined by injecting an extract of the device into the circulatory
system of a rabbit and measuring temperature in the rabbit’s
ear. Another method to measure endotoxins involves contact of
the material with cells that are lysed specifically by endotox-
ins (Limulus Amebocyte Lysate Test). Chemical pyrogens are
determined by the rabbit test (38).

Animal Models—A Variety of
Animal Models Are Used

A variety of animal models is used to evaluate the biocompati-
bility of medical devices. They include dog, sheep, goat, rabbit,
mouse, rat, ferret, and pig. Pearse et al. (39) and Murray et al.
(22) give a recent review of animal models in bone and den-
tal device testing, respectively. Factors that lead to choice of a
particular animal model include housing requirements as well
as cost, maintenance, and care factors, resistance to disease, in-
teranimal uniformity, tolerance to surgery, animal lifespan, the
number and size of the implant (39-41). International standards
(ISO 10993) provide guidance to determine the number of an-
imals and the species that should be tested for each treatment
and time point. Although the rat is one of the most widely
used species in medical research because of its size and tissue
structure, it is not a good model for testing some medical de-
vices. Although the dog may not be a good model for bone
implants because of differences in size and shape of canine
bone in comparison with human bone, it is sometimes used
because commercially available implants and instruments are
available for canine surgery (39). Tissue microstructure, com-
position, wound healing, and remodeling differences with the
human play an important role in animal model selection.

Summary

The word biocompatible is perhaps a misnomer; it refers to the
ability of materials used in medical devices not to the illicit
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Calcium is a universal second messenger that controls many cellular
reactions. Considering its pleiotropic role, it seems evident that the cells, to
get a specific message in the proper time and manner, need precise and
efficient mechanisms to encode and decode Ca®* signals. Generally,
extracellular stimuli are converted in a transient increase in cytosolic Ca?*
concentration, [Ca2*]., which, in turn, modulates cell function. In the last
two decades, improvements in the development of probes and
instrumentation for Ca%* imaging have led to the discovery that the
coordinated action of different players is responsible for a complex
spatio-temporal organization of the Ca?* signal. It is intriguing to observe
that cells can encode and discriminate Ca®* signals not only according to
their magnitude but also according to their localization (microdomains)
and shape; i.e., cells can discriminate between sustained and oscillatory
signals. Even more, in the case of oscillations, messages can be read
differently according to the frequency of the oscillatory signals. The
mechanisms by which cells decode Ca®* signals are now explored in
numerous laboratories. This article focuses on the autoregulation properties
of the Ca?* signals. It will show that Ca?* itself is central in the regulation
of the Ca?* signal. It will also show that it can act as a first and second
messenger and that it can modulate the activity and the availability of the

other players in the signaling operation.

Eukaryotic cells are surrounded by media containing free Ca?*
concentrations that exceed 1 mM, but they manage to main-
tain a free Ca’* concentration in the cytoplasm that is four
orders of magnitude lower. The very low internal concentration
is maintained by the active transport of Ca>* ions against their
concentration gradient by Ca>* pumps in the plasma membrane,
in the endoplasmic/sarcoplasmic reticulum (ER/SR), and in the
Golgi membranes. The plasmalemmal Nat/Ca?t exchangers
also play a role, particularly in heart and skeletal muscle. The
cells invest energy in this process that not only preserves the
low [Ca%t]. but also generates an intracellular source of Cazt
within the lumen of intracellular organelles, essentially, the
ER/SR and the Golgi apparatus. Generally, extracellular stim-
uli are converted in a transient increase in the [Ca®t]., which,
in turn, activates cellular functions. The sources of Ca2t are
both extracellular and intracellular; i.e., Ca>* channels in the
plasma membrane and in the intracellular membranes are crit-
ical in the control of cellular Ca>* homeostasis. To guarantee

the specificity of the signal transmission, the cell organizes dy-
namically the Ca’>* fluctuations in the cytosol by varying the
distribution, the type, and the availability of the different Ca®*
transporters, and it increases the spatial and temporal complex-
ity of Ca?* homeostasis by compartmentalizing the signals into
the organelles. The ER was originally considered to be the sole
dynamic Ca’* regulator in the cell, but it has now become
clear that the nucleus, the mitochondria, the Golgi apparatus, the
endosomes/lysosomes, and the secretory vesicles also play fun-
damental roles (Fig. 1). Recent methodological developments
have revealed that, in living cells, these systems are strictly in-
terconnected. The control of their Ca’* homeostasis is not only
essential in the control of organelle-specific processes, but it
is also fundamental in the overall dynamic modulation of the
Ca?* signaling in the cytosol. Many protein components of this
signaling cascade have been cloned and characterized: Strik-
ingly, many exist as different isoforms, the number of which
is further increased through mechanisms of alternative splicing
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Figure 1 A schematic representation of the Ca2* transporters of animal
cells. Plasma membrane (PM) channels are gated by potential, ligands or
by the emptying of Ca2* stores. Channels in the ER/SR are opened by
InsP3 or cADPr (the cADPr channel is sensitive to ryanodine and is thus
called RyR). ATPase pumps are found in the PM (PMCA), in the ER/SR
(SERCA), and in the Golgi apparatus (SPCA). The nuclear envelope, which
is an extension of ER, contains the same transporters of the latter. NCXs are
located in the PM (NCX) and in the inner mitochondria membrane
(mNCX). A uniporter (U) driven by the internal negative potential (-180
mV) transports CaZ* into mitochondria. Ca2*-binding proteins are
represented with a sphere containing the four EF-hands CaZ*-binding sites.

of the primary transcripts. The reason for this redundancy is
not yet completely understood, but emerging evidence suggests
that each variant of the Ca?>*-controlling proteins has a precise
role in the shaping of the Ca’* signal. Importantly, it has also
emerged that Ca’t may even regulate the generation and the
transmission of its signal by controlling the expression of its
own transporters.

Sources and Types of Ca%*
Signaling

Plasma Membrane Ca%* Entry
Mechanisms

Several plasma membrane channels control Ca’t entry from
the external medium. The gating of these channels may de-
pend on membrane potential [in the so-called voltage-operated
Ca?* channels (VOCCs) (1)], or on ligand binding [in the
case of receptor-operated Ca?t channels (ROCCs) (2)], or on
a still poorly understood mechanism linked to the emptying
of intracellular Ca>* stores. VOCCs are found not only in ex-
citable cells such as neurons, skeletal muscle, and heart, but
also in nonexcitable cells. Six classes (termed L, N, P, T, R,
and Q) have been identified based on physiologic and phar-
macologic properties. Structurally, all VOCCs are complexes
of five subunits, termed al, a2, 3,8, and vy, that assemble into

large macromolecular complexes and that are encoded by dif-
ferent genes. al, the largest subunit, contains the conduction
pore, the voltage sensor, the gating apparatus, and the sites
of channel regulation, e.g., by protein kinases, by drugs, and
by toxins. Much of the diversity of Ca>* channel types orig-
inates from the variety of al subunits, and at least 10 differ-
ent genes encoding for different al subunits have so far been
identified in mammals. ROCCs are activated by the interac-
tion of ligands with plasma membrane receptors. L-glutamate
is the most abundant excitatory transmitter in the vertebrate
central nervous system. It activates two general classes of recep-
tors, the “ionotropic” receptors, which are ionic channels, and
the “metabotropic” receptors, which are coupled to G-proteins,
which activate phospholipase C (PLC) and promote intracellu-
lar responses. Three forms of ionotropic receptors have been
characterized and named after their most widely used agonist:
the kainate (KA), the a-amino-3-hydroxy-5-methyl-4-isoxazole
propionate (AMPA), and the N-methyl D-aspartate (NMDA)
receptors. AMPA and NMDA receptors colocalize at the same
postsynaptic membrane, and their close functional interdepen-
dence has important roles in the processes of memory stor-
age and learning. A heterogeneous group of channels (most of
which belong to the so-called transient receptor potential family,
TRPs) are activated by a variety of factors, including mechanical
stretch, osmolarity, temperature, second messengers, G-proteins,
protein—protein interactions, and so on (3). The molecular na-
ture of an additional group of channels, in this case activated by
arachidonic acid, is still undetermined (4). Whatever the nature
and gating properties of a channel, it is easily envisaged that
upon its opening, a high concentration of Ca’>* will be generated
at its mouth, on the inner side of the plasma membrane. In gen-
eral terms, the peak amplitude and spatial diffusion of the Ca’*
microdomain formed at the internal mouth of a Ca®* channel
and its immediate neighborhood will depend on the following:
the conductance of the channel itself, its Ca’* selectivity, the
concentration of Ca?t in the extracellular medium, the mem-
brane potential, and the nature and amount of the intracellular
Ca’* buffers.

Intracellular Ca2* Release Mechanisms

The release of Ca’* from internal stores, usually the ER
or its muscle equivalent, the SR, is controlled by Ca®* it-
self, or by an expanding group of messengers, such as inos-
itol 1,4,5 tris-phosphate (InsP3), cyclic ADP ribose (cADPR),
nicotinic acid adenine dinucleotide phosphate (NAADP), and
sphingosine-1-phosphate (S1P), that either stimulate or mod-
ulate the release channels on the internal stores. The Ca’*
release channels represent the molecular component of the Ca>*
handling machinery of the intracellular stores. They belong to
two families, the so-called InsP3 receptors (InsP3Rs) and Ryan-
odine receptors (RyRs) (5). The heterogeneous distribution of
these channels within intracellular membranes is one of the key
factors in determining the spatial heterogeneity of the Ca’* sig-
nals and thus the formation of Ca’* microdomains. The two
channel types have been conserved during evolution, as a sig-
nificant degree of homology characterizes the sequences of the
domains next to the C-terminus that span the membrane and
contribute to the assembly of the channel proper. Both are
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tetramers composed of identical subunits, but the mechanism
of their activation is different.

In cardiac and skeletal muscle, a highly structured mor-
phological architecture allows the generation of Ca’™ mi-
crodomains at the surface of the SR; these microdomains are a
key component of the trigger for firing the Ca>* signals nec-
essary for cell activation according to the mechanism known
as Ca*"-induced-Ca”"-release (CICR) (6). Indeed, in both cell
types, the physiologic stimulatory signal leading to contraction
is conveyed by action potentials: A plasma membrane depo-
larization travels via the opening of voltage-dependent Na™
channels and reaches the cell interior through invaginations (the
T tubules) in which VOCCs are located; this process causes the
influx of Ca®* that is per se insufficient to induce the phys-
iologic response (the sliding of the acto-myosinic contractile
apparatus), but it represents the trigger for the release of Ca>*
(particularly in the heart) from the large intracellular Ca’* reser-
voir (the SR), through the RyRs (7). In skeletal muscle, direct
coupling between the two molecules (VOCCs and RyRs) is be-
lieved to cause the opening of RyRs; thus, the influx of Ca’*
through VOCCs plays a facilitatory, but not a necessary, role.
The interaction between the two channels is thought to be the
necessary event to cause activation of the RyR isoform of skele-
tal muscle (RyR1), and then Ca>* release through the RyR1 is
amplified by CICR. In heart, no direct physical interaction oc-
curs between the two types of channels, and thus a high [Ca’*]
in the proximity of the RyR2 (the cardiac RyR isoform) rep-
resents the essential activatory signal (8). Therefore, in heart,
Ca?* influx through VOCCs is necessary to trigger SR Ca’*
release through the RyR2 via the process of CICR.

In this context, the Ca’* sensitivity of the RyRs, as well as
the evaluation of the local Ca>* concentration to which they are
exposed, is a key factor in determining the excitability of the
muscle fiber and the efficiency and duration of contraction. As
a result, a great deal of work has concentrated on identifying
the “fundamental” Ca>* signaling. Rapid Ca>* imaging of both
cardiac and skeletal muscle has revealed the occurrence of
transient, local increases in Ca*t concentration, denominated
Ca’* sparks (9) that were attributed to the opening of single
RyR channels, or more likely, a cluster of RyRs (10, 11).

The occurrence of elementary signals, generated by the open-
ing of a spatially restricted group of channels (12) and denomi-
nated “Ca”* puffs” (13), is also shared by the InsPs-dependent
signaling system. Ca>* puffs denote the “Ca’" excitability” of
the cell, but the induction of a physiologic response requires
the coalescence of these elementary events into a larger rise,
which may be limited to a portion of a polarized cell or may
diffuse to the whole cell body in a truly global Ca’* signal.
The transition from elementary to global events, and its regula-
tory mechanisms, is thus critical in determining the final cellular
outcome of the InsP3-dependent Ca’>* signal. Numerous stim-
uli function through the activation of PLC to generate InsPs.
Several isozymes of PLC have been described: all of them spe-
cific for phosphatidyl-inositol (PtdIns, PI), a phospholipid that
is predominantly present in the inner leaflet of the plasma mem-
brane, and its mono (PtdIns-4-P, PIP;) and bis-phosphorylated
forms (PtdIns-4,5-P,, PIP;). Diacylglycerol (DAG) and phos-
phorylated inositols are formed, with 1,4,5 InsP3 being the only

one among the numerous inositol phosphate isomers that is ca-
pable of releasing Ca’>* from intracellular stores by interacting
with a specific receptor. Three genes encode the InsP3;Rs. They
are ubiquitously expressed; type 1 is expressed in particularly
high levels in Purkinje neurons in the cerebellum. The differen-
tial contribution of InsP3R isoforms to Ca>* signaling is now
being explored. Studies on the DT40 chicken lymphoma cell
line, in which one or more of the InsP3R genes were system-
atically eliminated by homologous recombination, have shown
that the expression of isoform 2 is necessary for the generation
of Ca** oscillations after cell stimulation (14).

The InsP3R is operated by InsP3, but it is also modulated by
Ca’". Low lumenal Ca>* has been proposed to stimulate the
opening of the Ca’>* channel, but the matter is still being de-
bated. The effects of cytosolic Ca** on the receptor are better
documented. Even if they may vary, depending on concentra-
tion, cell type, or experimental conditions, the effects of Ca’*
are biphasic. They are stimulatory at <300nM and inhibitory
at >300nM (15, 16).

Intracellular Ca?+-Removing Mechanisms

During the generation of a Ca’>* transient, the “on” reactions
are counteracted by “off” reactions, during which time various
pumps and exchangers remove Ca>* from the cytoplasm. These
mechanisms are essential in maintaining the resting level of
Ca”* at approximately 100 nM and in ensuring the Ca>* loading
of internal stores. As mentioned, three different molecular com-
ponents are involved in the “off” reactions: the plasma mem-
brane Ca>*-ATPase (PMCA), the Nat/Ca’t exchanger (NCX),
and the sarco/endoplasmic Ca?t-ATPase (SERCA). PMCAs
represent the main Ca>*-extrusion system of all eukaryotic cells
and have high Ca’>* affinity. In mammals, four separate genes
encode distinct PMCA isoforms. PMCA1 and PMCA4 are ubiq-
uitously expressed, whereas PMCA?2 and PMCA3 are expressed
almost exclusively in the central nervous system. Complex pat-
terns of alternative RNA splicing generate additional isoform
variability: Of interest are variants in which the alternative splic-
ing occurs at site C, located in the C -terminal tail of the protein,
which involves the region containing the calmodulin-binding
domain (see below). The calmodulin (CaM)-binding domain, in
the absence of CaM, interacts with two sites next to the ac-
tive site of the PMCA maintaining the pump in an inhibited
state. CaM removes its binding domain from its intramolecular
receptors, freeing the pump from autoinhibition. C site splic-
ing occurs in all isoforms and, in general, causes the inclusion
of one (or two) additional exons, inducing a premature trunca-
tion of the protein, which now has a shorter regulatory domain
(termed CII or a variant) that differs significantly from that of
the variant termed CI or b (17).

The other plasma membrane Ca’*-exporting system, the
NCX, is particularly active in excitable cells, e.g., heart, which
periodically experiences the need to rapidly eject large amounts
of calcium. It has low Ca’* affinity but high Ca®*-transporting
capacity. Three basic exchanger gene products are known,
NCX1, NCX2, and NCX3. The first two products are ubiqg-
uitously distributed in tissues, whereas NCX3 is restricted to
the brain (18). The SERCA pumps are encoded by three genes
and are differently distributed in the animal tissues. SERCA1
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is largely expressed in fast-twitch skeletal muscle. SERCA2
has two splicing variants: isoform 2b, which is ubiquitously
distributed, and isoform 2a, which is dominantly expressed in
cardiac muscle. SERCA3 is instead expressed in nonmuscle
cells. Recently, the tertiary structure of the SERCAla pump
has been solved, and it has confirmed the predicted architecture
containing 10 transmembrane domains (19).

The diverse PMCA, SERCA, and NCX isoforms are ex-
pressed in a tissue- and development-specific manner, and
their apparent redundancy probably enables the cells to select
the combination of reactions that exactly meet their specific
Ca’*-signaling requirements.

Functional Significance of the
Different Modes of Ca?* Signal
Transmission

Different cell types use distinct Ca’t signals, as suits best
their physiology. In particular, the possibility of local and global
Ca’* signaling permits the control of separate processes in the
same cell.

Emerging evidence reveals that cells use local Ca’* signals,
i.e., spatially confined high Ca>* concentration microdomains,
to obtain specific and rapid effects such as the release of the
contents of synaptic or secretory vesicles, the activation of ion
channels, mitochondrial energy metabolism, and the generation
of nuclear specific Ca>t signals (20, 21). Confined Ca>* signals
at the internal mouth of the channels may thus remain localized
and transmit the signal to targets in the immediate vicinity
or trigger a chain of autocatalytic Ca>*-releasing events that
results in the generation and spreading of Ca?t waves across
the cell. Ca’* waves have been classified based on the speed
of their motion (22). Global Ca** signals, such as waves and
oscillations, are preferentially used when the targets to reach
are distributed throughout the cell. Many processes require
prolonged stimulation to be activated, such as fertilization,
axonal growth of cortical neurons, neuronal cell migration,
exocytosis, and gene transcription. Ca?* waves can also spread
from one cell to the next, thus coordinating the activity of groups
of cells within a tissue. For example, in perfused intact liver,
hormones linked to the formation of InsP3 evoke CaZt transients
with an oscillatory pattern, the frequency of which depends
on the concentration of the agonist. The spikes spread as
wave through the cytoplasm, the nucleus, and also through gap
junctions to the entire liver lobule to coordinate the metabolic
liver function (23).

Information is also encoded within the frequency of Ca>*
oscillations that occur in the cytosol. Oscillations can derive
either from fluctuations of the entry of external calcium or of
the release from internal stores. The former occur primarily in
excitable cells, after the periodic opening of plasma membrane
Ca* channels, such as induced, for example, by the rhythmic
changes of the plasma membrane potential of the heart or by
bursts of action potential in neurons. In nonexcitable cells, the
predominant mechanism of [Ca?t]. elevation is from the ac-
tivation of plasma membrane receptors coupled to G-proteins

and to the phospho-inositide pathway. In these cells, the oscil-
latory pattern of Ca>* increases is not dependent on the periodic
opening and closing of plasma membrane Ca’>* channels, but on
cycles of Ca’" release and uptake from the intracellular com-
partment sensitive to InsP3. Recent works suggest at least two
possible mechanisms for the generation of oscillatory Ca>* sig-
nals: either an oscillatory production of InsP3 or an oscillatory
inactivation of InsP3Rs. The two mechanisms appear to oper-
ate differentially according to the cell type. The fluctuations in
InsP3 may be controlled by Ca?* itself through the regulation
of membrane PLC that generates InsP3 from PIP,, or through
regulatory proteins, which act directly on G-proteins, thus af-
fecting the downstream InsP3; production. Figure 2 summarizes
the different shapes of Ca?* signals and some of their biologic
targets.

How are the CaZt Messages
Decoded?

The ability to use Ca’>* in different modes helps cells to achieve
a multitude of signals varying in amplitude, frequency, kinetics,
and localization, as well as to avoid the deleterious effects
associated with sustained Ca>* increases. Cells avoid death
either by using low amplitude Ca’>* signals or, more usually,
by delivering the signals as brief transients. It is intriguing to
understand how the encoded message could regulate such a large
number of different processes. The explanation probably lies in
the fact that different “forgers” personalize the message.

After cell stimulation, Ca?t flows into the cells and inter-
acts with different Ca’*-binding proteins that function either
as Ca®* effectors (i.e., decoding the message) or Ca2t buffers.
Proteins able to bind Ca>* with the affinity and specificity re-
quired for the regulation of its concentration in the intracellular
environment generally belong to the so-called EF-hand family
(24). The family contains hundreds of members, of which the
most intensively studied is the ubiquitous CaM. CaM (and a
number of homologous proteins) consists of two independently
folded domains connected by a flexible long helical segment.
Each domain contains one pair of EF hands. Upon Ca>* bind-
ing, structural rearrangements occur and CaM collapses into a
hairpin structure around the binding domains of target proteins.
Clearly, the decoding of the Ca>* signal by EF-hand proteins
is a sophisticated operation, which is not restricted to the rela-
tively simple process of reversibly binding Ca®* for buffering
purposes. In fact, the buffers function to fine-tune the spatial
and temporal properties of Ca’>* signals. They can alter both the
amplitude and the recovery time of individual Ca’>* transients.
These buffers have different properties and expression patterns.
For example, calbindin—-D28 (CB) and calretinin (CR) are fast
buffers, whereas parvalbumin (PV) has much slower binding ki-
netics and high affinity for Ca’*. The physiologic roles of CB,
CR, and PV have been particularly studied in neurons. These
studies have been facilitated by the recent generation of mouse
strains deficient in these proteins. CR is principally expressed in
cerebellar granule cells and their parallel fibres, whereas PV and
CB are present throughout the axon, soma, dendrites, and spines
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Figure 2 Scheme of the main cellular events modulated by local (microdomains) and global (waves and oscillations) Ca2* signaling.

of Purkinje cells. PV is additionally found in a subpopulation
of inhibitory interneurons, the stellate, and basket cells. Studies
on deficient mice, together with in vitro work and the discovery
of their unique cell type-specific distribution in the cerebel-
lum suggest that these calcium-binding proteins have evolved
as functionally distinct, physiologically relevant modulators of
intracellular calcium transients. Analysis of different brain re-
gions suggests that these proteins are involved in regulating
calcium pools critical for synaptic plasticity (25). Interestingly,
and unexpectedly, PV~/~ fast-twitch muscles are considerably
more resistant to fatigue than the wild-type controls. This ef-
fect was attributed mainly to the increased fractional volume of
mitochondria in PV~/~ fast-twitch muscle, where the mitochon-
dria are suggested to functionally replace the slow-onset buffer
PV based on similar kinetic properties of Ca>* removal (26).
In addition to limiting the diffusion and the magnitude of
Ca?* transients by activating the Ca>* extrusion systems and by
buffering them using cytosolic Ca®>* buffers, it recently became
evident that cells also use the spatial distribution of intracellular
organelles, such as mitochondria (for a comprehensive review,
see Reference (27)). The control of the ion diffusion throughout
the cell has been found to control the shaping of cytosolic
Ca?* signals in different cell types. In pancreatic acinar cells,
mitochondria strategically located beneath the granular region
prevent the spreading of a Ca>* wave from the secretory pole
toward the basolateral region by accumulating Ca**; a similar
role was reported for mitochondria in rat cortical astrocytes. In
addition, the clearing of local [Ca%*]. in the proximity of Ca?t
release channels plays a role in the modulation of their activity.
The first example of this effect was reported in Xenopus oocytes

where mitochondria buffer microdomains of [Ca?t]. regulating
the open probability of InsP3 channels, relieving the inhibitory
effect of Ca’*. As a consequence, the rate of Ca’>* efflux from
ER and, in turn, the shape of cytoplasmic Ca’>* waves, becomes
modulated. A similar role for mitochondria has been described
also in mammalian cells where mitochondria suppress [Ca?*]
positive (or negative) effects on the InsP; or on ryanodine
channels or plasma membrane channels. By dissipating these
local [Ca2*] microdomains, mitochondria buffer the Ca2* that
enters T cells via store-operated Ca>* channels: They sequester
Ca”* during periods of rapid Ca>* entry and release it slowly
after Ca®* entry has ceased. The idea that mitochondria can
prolong the period of [Ca?*]. elevation in response to a transient
episode of Ca>* influx by slowly releasing stored Ca’* was
already proposed as important for Ca’*-dependent processes
such as exocytosis and synaptic transmission.

We still have little understanding of how cells actually de-
code the information contained in the different “shapes” of the
Ca?t signaling and, in particular, in the frequency of Ca?*
signals. The molecular machines that are responsible for decod-
ing frequency-modulated Ca>* signals include CaM kinase II
(CaMKII) and protein kinase C (PKC). CaMKII is a multimer,
consisting of 6-12 monomers that could be identical or different.
It has a broad tissue distribution, being particularly abundant in
the forebrain, where it is supposed to be particularly important
in decoding the frequencies of synaptic inputs. CaMKII phos-
phorylates and regulates multiple cellular targets that contribute
to neurotransmission, neuronal plasticity, cell excitability, gene
expression, secretion and cell shape, and, especially, memory
formation and storage (28). Evidence that CaMKII could act
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as frequency decoder of Ca’*oscillations comes from the work
of De Koninck and Schulman (29), who had shown that, af-
ter the threshold for kinase activation was reached and some
subunits of the enzyme had become autophosphorylated, the
response of the kinase to low frequency stimuli increased, pre-
sumably because CaMKII autophosphorylation is functionally
cooperative.

PKC is a member of a family of Ser/Thr phosphotransferase
that is involved in numerous cellular signaling pathways. These
enzymes possess two regulatory domains, C1 and C2, that are
the targets of different second messengers. Conventional and
novel PKCs migrate to the plasma membrane in response to
increased levels of DAG, resulting in complete activation of
the isoenzymes. Activation is produced by the direct binding of
DAG to a motif known as protein kinase C homology-1 (C1)
domain. The main role of C2 domains in conventional PKCs
is to act as the Ca>*-activated membrane-targeting domain. In
the absence of receptor-mediated lipid-hydrolysis, PKC isoen-
zymes are, in most cases, cytosolic and autoinhibited by the
binding of a pseudo substrate motif to the substrate-binding
site. Receptor-mediated generation of DAG and elevation in
[Ca2t]. result in the membrane recruitment of conventional
PKC molecules. Once fully membrane-associated, the pseudo
substrate motif is released, allowing substrate binding and phos-
phorylation. The use of the green fluorescent protein (GFP) has
shown that conventional PKC isoenzymes undergo oscillatory
plasma membrane associations, which are “phase-locked” with
the underlying receptor-mediated oscillations in [Ca>*].. Each
oscillatory membrane association may lead to a burst of PKC
activity, which in turn induces transient bursts in substrate phos-
phorylation. As Ca>* returns to the basal level between oscilla-
tions, PKC regains the autoinhibited conformation. This pause
in PKC activity allows the dephosphorylation of the substrate
to dominate (30, 31). Such precise control of PKC activity is
crucial to decoding the information contained in [Ca>* ], oscilla-
tions, and it is worthwhile to note that the other Ca?t oscillation
decoder (CaMKII) does not fully deactivate between oscillations
(29).

Recently, it has been proposed that Ca’* signals could be
decoded also through a pathway involving the Ras GTPases
(32). In neuronal cells, Ca>* microdomains generated through
Ca”* influx through the NMDA-Rs can efficiently activate the
Ras/ERK cascade. The proposed mechanism for Ca’>* activation
of Ras signaling is based on a spatially restricted localization
of two enzymes (GAPs proteins), the activity of which mod-
ulates the conversion between Ras-GTP and Ras-GDP in a
Ca’*-dependent manner. This confined coupling is essential in
the physiology of neuronal cells, because the Ras/ERK path-
way is important in eliciting two forms of synaptic plasticity,
long-term depression (LTD) and long-term potentiation (LTP),
both processes that have been proposed to form part of the cellu-
lar basis of learning and memory. AMPA-Rs trafficking in the
postsynaptic membrane, a process that also controls LTP and
LTD, appears to be modulated through the Ras/ERK pathway
activation by CaMKII-mediated phosphorylation (33). Efficient
Ca’*-mediated activation of the Ras/ERK cascade appears to
be optimized according to the frequency of the Ca’* oscilla-
tions thanks to the action of two Caz+—regulated Ras GAPs,

CAPRI and RASAL. These two proteins have been recently
identified as sensors of distinct temporal aspects of the Ca’*
signals. Whereas CAPRI detects the intensity of the Ca>* sig-
nal and undergoes transient association with the plasma mem-
brane, RASAL senses the frequency by undergoing synchronous
and repetitive oscillatory associations with the plasma mem-
brane (34).

Calcium Controls the Expression
of its Own Transporters

Control of gene expression by Ca>* was identified in 1985 when
it was shown that prolactin gene transcription was stimulated
up to 200-fold by the elevation of intracellular Ca*t in cul-
tured CH3 cells (35). After this observation, the transcription
of numerous other genes was also found to be stimulated by
Ca?*. According to general consensus, Ca>* acts through three
major pathways (Fig. 3). The first pathway, which is probably
the principal one, involves changes in the activity of several
Ca”*-dependent kinases and phosphatases, which in turn change
the frans-activating properties of several transcription factors.
The best-known proteins involved in this pathway are proba-
bly CaM-dependent kinases CaMKIV, CaMKII (36), and the
CaM-dependent protein phosphatase calcineurin (37). All of
these proteins need CaM to process the Ca>* signal: They stim-
ulate gene transcription by regulating the phosphorylation state
of the transcription factor CREB, and, as a result, the extent of
CRE (cAMP Response Element)-dependent transcriptional acti-
vation, or by dephosphorylating the transcription factor NF-AT,
thus promoting its translocation to the nucleus, respectively.

The regulation of synaptic plasticity in neuronal cells is an
important consequence of the activation of this pathway of gene
expression, after Ca’T entry from the extracellular environment.
An interesting finding that recently emerged was that Ca®™ itself
could control the expression of its own transporters, suggest-
ing that the cell can finely adjust the amount, the type, and
the distribution of the Ca®* transporters according to its spe-
cific demands. Ca®>* regulation of the plasma membrane Ca’*
pump isoforms at the transcriptional level was firstly reported by
Guerini et al. (38) in cerebellar granule neurons. When neurons
were cultured under condition of partial membrane depolariza-
tion, which is required for their long term in vitro survival,
they underwent a chronic and modest increase of the resting
free Ca>* concentration, which promotes the up regulation of
PMCAZ2, 3, and ICII (1a) (that are typical of the adult brain),
and the down regulation of PMCAA4CII (4a) (which is absent
from adult rat cerebellum). Calcineurin regulates the disappear-
ance of PMCAA4a but not the up regulation of the other PMCA
isoforms (39).

Interestingly, a similar pattern of remodeling also occurs for
the expression of the other Ca>*extrusion system of the plasma
membrane, the NCX, which has a high level of expression in
brain. Three separate genes encode for the three different iso-
forms of NCX, and, as in the case of PMCA, a number of splice
variants are generated at least at the transcriptional level. It has
been shown that during the maturation of neurons, the number
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Figure 3 Signaling pathways that participate in Ca2*-regulated gene expression. Two important enzymes (calcineurin, CN, and calmodulin-dependent
kinases, CaMK), which by regulating the phosphorylated/dephosphorylated state of the transcription factors CREB and NF-AT, translate the CaZ* signal
into nuclear specific information, are indicated. The transcriptional regulator DREAM, which is an EF-hand CaZ*-binding protein, and the
basic-helix-loop-helix (bHLH) transcription factors, which bind calmodulin (CaM) or S-100 proteins, are also shown. NLS, nuclear localization signal. CaZ*
levels, through the indicated pathways, directly regulate the transcription of the genes for the membrane Ca2* transporters PMCA, NCX, and InsP3R.

of splicing variants of NCX1 decreased but the total amount of
NCX1 protein did not change significantly. At variance with this
result, the amount of NCX2 protein increased dramatically with
time if the cultured neurons were kept in low KCl-containing
medium, reflecting the behavior of the isoform in the cerebel-
lum during the first week, but became rapidly down regulated
after partial depolarization of the plasma membrane (40). The
NCX3 gene was also affected by the depolarizing treatment:
Its transcription became up regulated when Ca®* influx is pro-
moted by high KCl treatment. Interestingly, the NCX2 transcript
up regulation was dependent on the activation of calcineurin,
whereas the effects on the NCX1 and NCX3 genes were instead
calcineurin-independent. Further reports have indicated that the
Ca?*-mediated increase in the expression of type 1 InsP3R in
cerebellar granules (41) and in hippocampal neurons (42) is me-
diated by Ca’* influx through L-type channels or NMDA-Rs.
The expression of type 1 InsP3R appears to be regulated through
the activity of calcineurin, which dephosphorylates the NF-AT
transcription factor, promoting its translocation to the nucleus
and transcription activation. These regulation pathways under-
line the importance of regulating cell Ca>* with absolute pre-
cision: To promote the survival of the neurons, cytosolic Ca’*
must increase, but only to the relatively modest level that is

necessary and no more. Evidently, to better control Ca>t lev-
els, cells adjust the abundance and the type of the different Ca®*
transporters.

Another important recent development in the transcriptional
autoregulation of the Ca’*message is that linked to the sec-
ond pathway that Ca>* uses to control gene expression: Ca’*
ions bind directly to the transcriptional regulator DREAM (DRE
Antagonist Modulator) and change its affinity for the DNA,
relieving the repression on the transcription of specific target
genes (43). DREAM belongs to the family of neuronal cal-
cium sensors. It contains 4 EF-hands and acts as a transcription
silencer for a large number of genes by binding to specific
DRE (Downstream Regulatory Element) sites in the 5 UTR
region of the gene promoters. When Ca’>* becomes bound to
DREAM, presumably as a result of its increase in the intracellu-
lar (intranuclear) environment, the DRE sites release DREAM
and transcription resumes. The first discovered target gene for
DREAM was that for the human prodynorphin, a protein in-
volved in memory acquisition and pain (43); but an increasing
number of genes have now been found to be regulated by this
Ca*-sensitive transcriptional repressor. Very recently, DREAM
has been shown to control the transcription of the gene for
NCX3, an isoform of NCX that is important in Ca’>* extrusion
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in neurons (44). Overexpression of a DREAM EF-mutant (EFm-
DREAM) insensitive to Ca>* in hippocampus and cerebellum of
transgenic mice significantly reduced NCX3 mRNA and protein
levels. Cerebellar granules from EFmDREAM transgenic mice
displayed increased levels of cytosolic Ca>*, lost the ability to
efficiently export Ca>*, and were more vulnerable to increased
Ca?t influx after partial opening of VOCCs. However, they
survived better under conditions of reduced Ca>t influx, sug-
gesting that DREAM plays a role in the autoregulation of the
Ca”* signal in neurons.

Lastly, the third mode that Ca?* uses to control gene ex-
pression must be mentioned, even if no evidence has yet con-
clusively shown that this mode is employed to control the
transcription of the Ca?* transporters. This pathway involves
the basic-helix-loop-helix (bHLH) transcription factors that, af-
ter Ca>*-dependent interaction with CaM or with the S-100
proteins, modify the ability to bind to DNA and thus to activate
transcription (45).

Measuring Ca?* Concentration

Cat probes (also known as indicators, reporters, or sensors)

are molecules that form selective and reversible complexes
with Ca?* ions. The physicochemical characteristics of the
Ca?t-free and Ca®t-bound form are sufficiently different to
enable their relative concentrations to be measured. They can be
divided in two main categories: synthetic Ca>* indicators and
protein-based Ca’* indicators. In the late 1970s, Roger Tsien
synthesized the first fluorescent Ca>* probe for intracellular use.
Its structure was based on the selective Ca>*-chelator EGTA.
The portion of the molecule that binds Ca’>* is a carboxylic
backbone perfectly adapted to the dimension of the ion, which
confers its specificity. A fluorophore group, associated with
the carboxylic group, endows the molecule with fluorescent
properties dependent on the binding of Ca’* to the carboxylic
cage. Tsien and co-workers modified the original molecule
by esterification of the charged carboxylic groups, making it
permeable to the plasma membrane of a living cell (46). In
this form, the molecule cannot bind Ca2t; but once permeated
through the plasma membrane, it is trapped in the cytoplasm
thanks to the action of cellular esterases that hydrolyse the
ester, yielding the active form of the indicator. Thanks to
the simplicity of use, this type of indicators is enormously
employed by many researches. Big developments have been
made to improve their fluorescent signal that, together with the
improvements of the instrumentation, have contributed to image
at single cell level the changes in Ca>* concentration induced
by physiologic stimuli.

In recent years, the wide diffusion of molecular biology tech-
niques has extensively expanded the number of applications
of protein probes in cell biology. Two types of protein probes
currently employed derive from bioluminescent organisms. The
first is the group of chemiluminescent proteins, which emit light
usually in response to changes of a physiologic parameter, such
as concentration of ATP or Ca”*. Among these proteins, the
photoprotein aequorin (AEQ) has dominated the Ca?*-signaling
field. The second group of protein probes is that of fluorescent

proteins, of which GFP from Aequorea victoria is the “protag-
onist”.

AEQ was largely employed before the introduction of syn-
thetic fluorescent probes, as it was extracted and purified from
jellyfish and microinjected in giant cells to monitor Ca>*. A
Ca?*-induced conformational change in the apoprotein leads to
peroxidation of the coenzyme, which results in the release of
blue light. The rate of the reaction depends on the Ca** con-
centration to which the photoprotein is exposed. The cloning
of the AEQ cDNA in 1985 (47) opened the possibility to ex-
tend AEQ use to a large variety of cells by transfecting them
with a plasmid that allows recombinant expression of exoge-
nous protein. But the most important incentive to reconsider
AEQ to monitor Ca’> was the possibility to target it to a spe-
cific cell compartment by introducing in its sequence specific
signal sequences. This approach has allowed the construction
Ca* probes, which, in contrast to fluorescent dyes, are exclu-
sively localized in the intracellular district of interest. The use
of chimeric AEQs allowed substantial advances in our under-
standing of Ca’* signaling, such as the interplay between the
ER and mitochondria (48), the presence of subplasma mem-
brane Ca’* microdomains (49), and the role of Golgi apparatus
as an important Ca’" store (50). Despite its undoubted ad-
vantages, aequorin has a big defect: Although the amount of
photons that are emitted from a cell population is more than
adequate to measure Ca>* concentration, the amount of photons
that are emitted by a single cell is very low and not sufficient to
guarantee a good space and time resolution. To overcome this
deficiency, recombinant Ca®>* probes based on GFP were devel-
oped. Essentially, these indicators can be divided in two main
groups based on their structure: double barrel probes, such as
cameleons, made of two different coloured mutants of GFP con-
nected by a Ca’*-sensitive linker and single barrel probes, such
as camgaroos and pericams, based on a single GFP engineered
to bear a Ca>*-dependent inserted sequence. Generally, CaM is
used as a molecular switch, which changes its conformation on
the binding of Ca®*. The first two GFP-based fluorescent Ca’*
indicators were developed in 1997 (51, 52). Both probes are
based on a similar strategy: the change of Fluorescence Reso-
nance Energy Transfer (FRET) between the two GFP mutants
that is caused by the interaction between Ca?*-activated CaM
and the targeted peptide. Although the cameleons were greatly
improved over the original design, they still displayed insuffi-
cient signal-to-noise ratio when targeted to the organelles. To
further increase the dynamic range of cameleons, the second
generation probes (camgaroos and pericams) have been devel-
oped. In this construct, the GFP f barrel has been cut open and
the original N- and C-termini linked together to create new ter-
mini located close to each other. The circular permutated (cp)
GFP retains the ability to form a chromophore, but the permu-
tation renders the chromophore more accessible to changes in
the pH of the surrounding ambient. As protonation of residues
surrounding the chromophore changes its ionization state, the
fluorescence of all cpGFP is highly pH sensitive. This property
has been exploited to detect Ca>* by fusing CaM to cpGFP. In
this way, the binding of Ca>* mimics alkalinization or acidifica-
tion, and so results in the increase or decrease of chromophore
fluorescence. Further developments have been made to improve
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Differential scanning calorimetry (DSC) is a relatively rapid di-
rect and nonperturbing thermodynamic technique for studying
the thermotropic phase behavior of hydrated lipid dispersions
and of reconstituted lipid model and biological membranes.
DSC can accurately and reliably determine the temperature,
enthalpy, entropy and cooperativity of a wide variety of lipid
phase transitions and how these parameters are influenced by
variations in hydration, and in the pH and the ionic strength
and composition of the aqueous phase. Also, the effects of the
presence of membrane-associated sterols, peptides and proteins,
as well as toxins, drugs, and other agents, on the thermotropic
phase behavior of lipid membranes can be determined. Under
appropriate conditions, DSC can also characterize the kinetics of
some lipid phase transitions. The thermodynamic data provided
by DSC, therefore, can provide valuable information about the
phase state and organization of lipid assemblies and about how
the structure and physical properties of lipid model and biolog-
ical membranes are modulated by other membrane constituents
and by the environment. However, because DSC is a thermody-
namic and not a structural technique, it is most valuable when
applied in conjunction with a direct structural technique, such as
X-ray diffraction, and with nonperturbing spectroscopic meth-
ods, such as nuclear magnetic resonance and Fourier transform
infrared spectroscopy.

Biological Background

The central structural feature of almost all biological membranes
is a continuous and fluid lipid bilayer that serves as the ma-
jor permeability barrier of the cell or intracellular compartment
(1) and as a scaffold for the attachment and organization of
other membrane constituents (2, 3). In particular, peripheral
membrane proteins are bound to the surface of lipid bilayers
primarily by electrostatic and hydrogen-bonding interactions,
whereas integral membrane proteins penetrate into, and usually
span, the lipid bilayer, and are stabilized by hydrophobic and
van der Waal’s interactions with the lipid hydrocarbon chains in
the interior of the lipid bilayer as well as by polar interactions
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with the glycerol backbone and polar headgroup regions of the
host lipid bilayer. In addition to playing a structural role in de-
termining the topology and stabilizing the active conformation
of peripheral and integral membrane proteins, the physical prop-
erties of the lipid also markedly influence the activity and thus
presumably the conformation and dynamics of many membrane
proteins (4-8, but see 9). Specifically, the physical state (lamel-
lar gel versus liquid—crystalline), fluidity, hydrophobic thick-
ness, lipid lamellar/nonlamellar phase propensity (lipid shape),
surface charge and surface-charge density, as well as various
mechanical properties of the lipid bilayer (10), all modulate the
thermal stability and activity of many membrane-associated en-
zymes, transporters and receptors. Therefore, understanding the
thermotropic phase behavior and organization and thus the spe-
cific functions of the large number of lipid classes and molecular
species that comprise biological membranes, remains a major
challenge in membrane biology generally. In this brief review,
we consider the applications of DSC to lipid model and bi-
ological membranes to address in particular the role of lipid
fluidity and phase state and to some degree the role of lipid
lamellar/nonlamellar phase propensity in membrane structure
and function.

Lipid Mesomorphic Phase Behavior

Membrane lipids are invariably polymorphic; that is, they can
exist in a variety of kinds of organized structures, especially
when hydrated. The particular polymorphic form that predom-
inates depends not only on the structure of the lipid molecule
itself and on its degree of hydration, but also on such variables
as temperature, pressure, ionic strength and pH (see References
11 and 12 and article Lipids, Phase Transitions of). How-
ever, under physiologically relevant conditions, most (but not
all) membrane lipids exist in the lamellar or bilayer phase, usu-
ally in the lamellar liquid—crystalline phase but sometimes in
the lamellar gel phase. It is not surprising, therefore, that the
lamellar gel-to-liquid—crystalline or chain-melting phase transi-
tion has been the most intensively studied lipid phase transition
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and is also the most biologically relevant. This cooperative
phase transition involves the conversion of a relatively ordered
gel-state bilayer, in which the hydrocarbon chains exist pre-
dominantly in their rigid, extended, all-frans conformation, to a
relatively disordered liquid—crystalline bilayer, in which the hy-
drocarbon chains contain several gauche conformers and exhibit
greatly increased rates of intra- and intermolecular motions. The
gel-to-liquid—crystalline phase transition is accompanied by a
pronounced lateral expansion and a concomitant decrease in
the thickness of the bilayer, as well as by a small increase
in the total volume occupied by the lipid molecules. Evidence
also shows that the number of water molecules bound to the
surfaces of the lipid bilayer increases during hydrocarbon chain
melting. Thermodynamically, the gel-to-liquid—crystalline phase
transition occurs when the entropic reduction in free energy that
results from hydrocarbon chain isomerism counterbalances the
decrease in bilayer cohesive energy that results from the lateral
expansion and from the energy cost of creating gauche rotational
conformers in the hydrocarbon chains.

Gel-to-liquid—crystalline phase transitions can be induced by
changes in temperature and hydration, as well as by changes
in pressure and in the ionic strength or pH of the aqueous
phase. In this article, we will concentrate on thermally induced
phase transitions because these have been studied most exten-
sively and are of direct biological relevance, particularly for
organisms that cannot regulate their own temperature. However,
hydration-induced (lyotropic) and pressure-induced (barotropic)
phase transitions also occur, and these may also be biologically
relevant under special environmental circumstances. Finally,
phase transitions induced by alterations in pH and in the na-
ture and quantity of ions in the aqueous phase that surrounds
the bilayer are also possible, and these transitions may also be
of importance in living cells. However, a detailed discussion
of these types of lipid phase transitions is beyond the limited
scope of the current article, and interested readers should con-
sult appropriate reviews for detailed information on this topic
(11, 12).

Pure synthetic lipids often exhibit gel-state polymorphism,
and phase transitions between various forms of the gel-state
bilayer can occur. Although we will illustrate this behavior
for a common phospholipid, dipalmitoylphosphatidylcholine
(DPPC), gel-state transitions will not be emphasized here be-
cause with only one known exception (13), they do not seem to
occur in the heterogeneous collection of lipid molecular species
found in biological membranes. Moreover, certain synthetic or
naturally occurring lipid species can exist in liquid—crystalline
nonlamellar phases, especially three-dimensional reversed cubic
and hexagonal phases. Although the actual existence of non-
bilayer lipid phases in biological membranes has never been
demonstrated under physiological conditions, the propensity to
form such phases likely plays major roles in membrane fusion
and other processes (see Reference 14). Moreover, evidence
suggests that the relative proportion of bilayer-preferring and
nonbilayer-preferring lipids may be biosynthetically regulated
in response to variations in temperature and membrane lipid
fatty acid composition and cholesterol content in some organ-
isms. Thus, lipid species that in isolation may form nonlamellar
phases may have important roles to play in the liquid—crystalline

bilayers found in essentially all biological membranes. The tran-
sitions between lamellar and nonlamellar lipid phases have been
reviewed in detail by us and others elsewhere (see References
14 and 15).

Differential Scanning Calorimetry

As mentioned earlier, the technique of DSC has been of pri-
mary importance in studies of lipid phase transitions in model
and biological membranes (see References 16-18). The prin-
ciple of DSC is comparatively simple. A sample and an inert
reference (i.e., a material of comparable thermal mass that does
not undergo a phase transition within the temperature range of
interest) are simultaneously heated or cooled at a predetermined
constant rate (dT/dt) in an instrument configured to measure the
differential rate of heat flow (dE/dt) into the sample relative to
that of the inert reference. The temperatures of the sample and
reference may either be actively varied by independently con-
trolled units (power compensation calorimetry) or be passively
changed through contact with a common heat sink that has a
thermal mass that greatly exceeds the combined thermal masses
of the sample and reference (heat conduction calorimetry). For
our purposes, the sample would normally be a suspension of
lipid or membrane in water or an aqueous buffer, and the ref-
erence cell would contain the corresponding solvent alone. At
temperatures distant from any thermotropic events, the tempera-
tures of the sample and reference cells change linearly with time,
and the temperature difference between them remains zero. The
instrument thus records a constant difference between the rates
of heat flow into the sample and reference cells, which, ideally,
is reflected by a straight, horizontal baseline. When the sam-
ple undergoes a thermotropic phase transition, a temperature
differential between the sample and reference occurs, and the
instrument either actively changes the power input to the sample
cell to negate the temperature differential (power compensation
calorimetry) or passively records the resulting changes in the
rate of heat flow into the sample cell until the temperature dif-
ferential eventually dissipates (heat conduction calorimetry). In
both instances, a change develops in the differential rates of
heat flow into the sample and reference cells, and either an
exothermic or endothermic deviation from the baseline condi-
tion occurs. On completion of the thermal event, the instrument
either re-establishes its original baseline condition or establishes
a new one if a change in the specific heat of the sample has
occurred. The output of the instrument is thus a plot of differen-
tial heat flow (dE/dt) as a function of temperature in which the
intensity of the signal is directly proportional to the scanning
rate (dT/dt).

The variation of excess specific heat (dE/dt) with temperature
for a simple two-state, first-order endothermic process, such as
the gel-to-liquid—crystalline phase transition of a single, highly
pure phosphatidylcholine (PC), is illustrated schematically in
Fig. 1. From such a DSC trace, several important parameters
can be determined directly. The phase transition temperature,
usually denoted Ty, is that temperature at which the excess
specific heat reaches a maximum. For a symmetrical curve,
T represents the temperature at which the transition from the
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Figure 1 The variation of excess specific heat with temperature during a
two-state, endothermic lipid phase transition. The symbols are explained in
the text.

gel-to-liquid—crystalline state is one-half complete. However,
for asymmetric traces, which are characteristic of certain pure
phospholipids and many biological membranes, the Ty, does
not represent the midpoint of the phase transition, and a Tj;;
value may be reported instead. Once normalized with respect
to the scan rate, the peak area under the DSC trace is a direct
measurement of the calorimetrically determined enthalpy of the
transition, AHg,, usually expressed in kcal/mol. The area of
the peak can be determined by planimetry or by the cutting
and weighing technique; alternatively, the calorimeter output
can be digitized, and the Ty, and AH., can be calculated by a
computer. Because at the phase transition midpoint temperature
the change in free energy (AG) of the system is zero, the entropy
change associated with the transition can be calculated directly
from the equation:

AS = AHcal/Tm

where AS is normally expressed in cal/K~'mol~!.

The sharpness or cooperativity of the gel-to-liquid—crystalline
phase transition can also be evaluated from the DSC trace.
The sharpness of the phase transition is often expressed as the
temperature width at half-height, AT}, or as the temperature
difference between the onset or lower boundary of the phase
transition, T, and the completion or upper boundary, Tj, or
AT=T, — T,. The AT;;; values may range from <0.1°C
for very pure synthetic phospholipids to as much as 10-15°C
for biological membranes. From the Ty and AT;, values
determined for a particular phase transition, the van’t Hoff
enthalpy, AH,y, can be approximately determined from the
relationship:

AHu = 6.9T; /AT

From the ratio AHyu/AHcy, the cooperative unit size (CUS)
(in molecules) can be determined. The CUS is a measure of
the degree of intermolecular cooperation between phospholipid
molecules in a bilayer; for a completely cooperative, first-order
phase transition of an absolutely pure substance, this ratio
should approach infinity, whereas for a completely noncoop-
erative process, this ratio should approach unity. Although the

absolute CUS values determined should be regarded as tentative,
because this parameter is markedly sensitive to the presence
of impurities and may be limited by instrumental parameters,
carefully determined CUS values can be useful in assessing the
purity of synthetic phospholipids and in quantitating the degree
of cooperativity of lipid phase transitions.

It must be stressed that the thermodynamic parameters de-
rived from DSC measurements will be valid only if measure-
ments are performed under conditions where the instrument
response is true to the properties of the sample (so-called
high-fidelity DSC) and if the thermotropic process being stud-
ied is at equilibrium throughout the measurement. In practice,
this statement means that the measurement must be made with
a high-sensitivity instrument operating with a modest thermal
load at scan rates that are slow relative to the thermal time con-
stant of the instrument and to both the width and half-life of the
thermotropic process under investigation. For processes such as
the gel-to-liquid—crystalline phase transition of certain single,
pure synthetic phosphatidylcholines, this condition is rarely a
problem because such processes are usually rapid enough to
be effectively free of kinetic limitations even at moderate scan
rates. However, processes such as the pretransition and the
subtransition of synthetic disaturated phosphatidyl-cholines are
known to be kinetically limited at all temperatures and scan rates
at which calorimetric observation is feasible (16—18). For such
processes, their thermodynamic parameters cannot be reliably
measured by DSC.

Another aspect of the thermodynamic equilibrium problem
that should be considered is the question of whether the system
is at equilibrium before the calorimetric scan is initiated. In
many DSC studies of model and biological membranes, the
sample is placed in the calorimeter and cooled fairly rapidly
to a low temperature, and a calorimetric heating scan then is
begun relatively quickly. Because, as was mentioned above,
the kinetics of lipid phase transitions in complex systems are
not well studied and because the rates of reversible lipid phase
transitions are generally considerably slower when proceeding
from a higher-temperature to a lower-temperature state than the
reverse, the possibility exists that the system under study may
not be at thermodynamic equilibrium when the calorimetric run
is begun. This possibility can be the case even if no exothermic
events are observed during heating. For this reason, it is always
advisable to cool the sample slowly and to investigate the effect
of variations in the “annealing” time at low temperatures on the
DSC results obtained.

We stress here that although DSC is in principle a rela-
tively straightforward physical technique, its theoretical ther-
modynamical and kinetic basis is not trivial but should be well
understood as it applies to equilibrium and nonequlibrium ther-
motropic lipid phase transitions of various types and to either
heat conduction or power compensation instruments. Moreover,
some care must be taken in sample preparation, selection of
sample size, and sample equilibration before data acquisition;
in the choice of suitable scan rates, starting temperatures, and
ending temperatures during data acquisition; and in the anal-
ysis and interpretation of the DSC thermograms obtained. An
adequate treatment of these issues is not possible in this brief
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article, and for a full treatment of these and other issues, the
reader is referred to a recent review (18).

Mention should be made here of the recently developed tech-
nique of pressure perturbation calorimetry (PPC), which mea-
sures the temperature-dependent volume change of a solute or
colloidal particle in aqueous solution. PPC can also be used
to detect thermotropic phase transitions in lipid model mem-
branes and to characterize the accompanying volume changes
and the kinetics of the phase transition. PPC essentially mea-
sures the heat change that results from small pressure changes at
a constant temperature in a high-sensitivity isothermal calorime-
ter. For an excellent recent review on PPC as applied to lipid
systems, the reader is referred to Heerklotz (19).

DSC Studies of Lipid Model
Membranes

Dipalmitoylphosphatidylcholine

A DSC heating scan of a fully hydrated aqueous dispersion of
dipalmitoylphosphatidylcholine (DPPC), which has been an-
nealed at 0°C for 3.5 days, is displayed in Fig. 2. The sample
exhibits three endothermic transitions, termed (in order of in-
creasing temperature) the subtransition, pretransition, and main
phase transition. The thermodynamic parameters associated with
each of these lipid phase transitions are presented in Table 1.
The presence of three discrete thermotropic phase transitions
indicates that four different phases can exist in annealed, fully
hydrated bilayers of this phospholipid, depending on temper-
ature and thermal history. All of these phases are lamellar or
bilayer phases differing only in their degree of organization.

The low-temperature gel phase corresponds closely to that of
the crystalline dihydrate and is thus denoted the L./ phase. The
detailed structure of this phase and the other phases discussed
below is treated in detail elsewhere (see article Lipids, Phase
Transitions of). The L. phase is characterized by extended
hydrocarbon chains that are tilted slightly with respect to the
bilayer normal. These chains are packed very tightly, and
rotation about their long axes is very severely restricted. The
polar headgroup contains only a few bound water molecules,
and its motion is also severely restricted.

With increasing temperature, the steric and van der Waal’s
interchain interactions that favor a crystalline-like packing of
the DPPC molecules are progressively overcome by thermally
induced rotational excitations of the hydrocarbon chains. Thus,

Endothermic =

Temperature, °C

Figure 2 A typical high-sensitivity DSC heating thermogram of a
multilamellar, aqueous suspension of DPPC which has been annealed at
0-4°C dor 3-5 days prior to commencement of heating. The
substransition, pretransition and main phase transition temperatures are
denoted by Ts, Tp and T respectively.

at the subtransition temperature, the L. phase converts to the
lamellar gel or Ly phase. In this phase, the extended hydro-
carbon chains are tilted more strongly from the bilayer normal,
are packed in a distorted orthorhombic lattice, and undergo rel-
atively slow, restricted rotational motion about their long axes.
The polar headgroup now contains about 15-18 waters of hydra-
tion and exhibits slow, hindered rotation on the NMR timescale.
The subtransition results in a small increase in the lipid hy-
drocarbon chain cross-section area and a larger increase in the
interfacial area. Thus, the Ly phase is less tightly packed and
much more strongly hydrated than is the L, phase. The L.
of DPPC forms very slowly when cooling to low temperatures
and requires about 3.5 days at 0°C to fully form; if a heating
run on a DPPC sample not annealed at low temperature is per-
formed, no subtransition will be detected, which indicates the
importance of lipid samples being at thermal equilibrium before
analysis by DSC. In fact, the DPPC subtransition was discov-
ered by Sturtevant and coworkers (20) when a DPPC sample
was inadvertently cooled and left over the weekend before a
DSC heating scan was initiated.

Additional increases in temperature result in a marked in-
crease in the long-axis rotational rates of the hydrocarbon
chains, and at the pretransition temperature, the Ly phase con-
verts to the so-called ripple or Py phase. In the Py phase, the
extended hydrocarbon chains seem to remain tilted with respect
to the normal to the local bilayer plane but behave as if they

Table 1 Thermodynamic characteristics of the three phase transitions exhibited by multilamellar aqueous suspensions of
dipalmitoylphosphatidylcholine after annealing (~3-5 days) at 0-4°C before heating

Transition type T(°C) AT, (°C) AHcy(k cal/mol) AS(cal/k-mol)
Subtransition 16.5* 3.0* 3.5 11.7
Pretransition 34.2 1.8* 1.1 3.6
Main Transition 41.4 0.1 7.8 24.8

*The phase transition temperature of the subtransition and the AT/, values of the subtransition and pretransition are overestimated because of
kinetic limitations, even at the lowest heating scan rates feasible. The data listed were obtained from Reference 47.
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are rotationally symmetric, packing into a hexagonal lattice.
The cross-section areas of the hydrocarbon chain thus show a
small increase at the pretransition temperature. The interfacial
area increases much more substantially, however, because of the
displacement of each lipid molecule along its long axis with re-
spect to its neighbor. The increased area occupied by the polar
headgroups allows them to rotate almost freely, although the
degree of hydration does not seem to change. In contrast to the
L. and Ly phases, the bilayer is no longer planar but exists as
a series of periodic, quasi-lamellar segments.

With increasing temperature, the formation of gauche ro-
tational conformers in the hydrocarbon chain becomes in-
creasingly favorable until at the gel-to-liquid—crystalline phase
transition temperature, chain melting occurs. Spectroscopic and
thermodynamic studies have shown that the hydrocarbon chains
of DPPC in the melted or L, phase contain about four gauche
bonds per chain, mostly, but not entirely, in the form of kink
(gauche*-trans-gauche ™) sequences. As the melting of the hy-
drocarbon chains produces a marked increase in cross-section
area and effectively shortens the length of the chains, the bi-
layer expands laterally and thins at the main phase transition.
Although the hydrocarbon chains exhibit rapid flexing and rota-
tion in the L, phase, they are on average oriented normally to the
bilayer plane and pack in a loose hexagonal lattice. This increase
in the cross-section area per molecule results in an increase in
the area available to the polar headgroup, with the result that
rotational motion becomes fast on the NMR timescale, and the
hydration at the bilayer interface increases, in part because of
the partial exposure of more deeply located polar residues, such
as the carbonyl oxygens of the fatty acyl chains, to the aqueous
phase.

The pattern of thermotropic phase behavior exhibited by an
aqueous dispersion of any lipid molecular species will vary con-
siderably, depending on the length and structure of the hydro-
carbon chains, the structure and charge of the polar headgroup,
the nature of the link (ester or ether) of the hydrocarbon chains
to the glycerol or sphingosine backbone, and other chemical
features of the lipid under study. Also, the degree of hydration
and the pH and ionic composition of the aqueous phase can
affect lipid thermotropic phase behavior profoundly. However,
even a cursory discussion of this topic is beyond the scope of
this article, and the reader is referred to recent reviews for more
detailed information (16-18).

Phospholipid mixtures

Although studies of the thermotropic phase behavior of single-
component multilamellar phospholipid vesicles are necessary
and valuable, these systems are not realistic models for bio-
logical membranes that normally contain at least several differ-
ent types of phospholipids and a variety of fatty acyl chains.
As a first step toward understanding the interactions of both
the polar and apolar portions of different lipids in mixtures,
DSC studies of various binary and ternary phospholipid sys-
tems have been carried out. Phase diagrams can be constructed
by specifying the onset and completion temperatures for the
phase transition of a series of mixtures and by an inspection
of the shapes of the calorimetric traces. A comparison of the
observed transition curves with the theoretical curves supports

a literal interpretation of the phase diagrams obtained by DSC.
For a summary of the first high-sensitivity DSC studies of bi-
nary phospholipid—phospholipid and phospholipid—cholesterol
mixtures and a description of how phase diagrams can be con-
structed from DSC data, the reader is referred to an early review
by Mabrey and Sturtevant (21); for a compilation of the results
of later DSC and other studies on other phospholipid mixtures,
the reader is referred to Marsh (22).

The effect of cholesterol

The occurrence of cholesterol and related sterols in the mem-
branes of eukaryotic cells has prompted many investigations
of the effect of cholesterol on the thermotropic phase behav-
ior of phospholipids (see References 23-25). Studies using
calorimetric and other physical techniques have established that
cholesterol can have profound effects on the physical prop-
erties of phospholipid bilayers and plays an important role
in controlling the fluidity of biological membranes. Choles-
terol induces an “intermediate state” in phospholipid molecules
with which it interacts and, thus, increases the fluidity of the
hydrocarbon chains below and decreases the fluidity above
the gel-to-liquid—crystalline phase transition temperature. The
reader should consult some recent reviews for a more detailed
treatment of cholesterol incorporation on the structure and or-
ganization of lipid bilayers (23-25).

Recent high-sensitivity DSC studies of cholesterol/PC inter-
actions have revealed a complex picture of cholesterol/DPPC
interactions (26). At cholesterol concentrations from 0 to
20-25 mol %, the DSC endotherm consists of two components
(see Fig. 3). The sharp component exhibits a phase transition
temperature and cooperativity only slightly reduced from those
of the pure phospholipid, and the enthalpy of this component
decreases linearly with increasing cholesterol content, becoming
zero at 20-25mol %. In contrast, the broad component exhibits
a progressively increasing phase transition temperature and en-
thalpy with a progressively decreasing cooperativity over this
same range of cholesterol content. Above cholesterol levels of
20-25 mol %, the broad component becomes progressively less
cooperative, the phase transition midpoint temperature continues
to increase, and the transition enthalpy continues to decrease,
eventually approaching zero only at cholesterol concentrations
near 50 mol %. These results suggest that at low cholesterol
concentrations, cholesterol-poor and cholesterol-rich domains
coexist, with the former decreasing in proportion to the lat-
ter as cholesterol concentrations increase. In fact, a cardinal
point in the cholesterol/DPPC phase diagram at about 22 mol %
had been predicted from the earlier model-building studies,
which calculated that the cholesterol molecule could interact
with a maximum of 7 adjacent phospholipid hydrocarbon chains
(or 3.5 phospholipid molecules) and thus that free phospholipid
would exist only at cholesterol concentrations below this value.
This model also explains the decreasing enthalpy of the broad
component observed above 22mol % cholesterol because an
increasing proportion of phospholipid molecules would inter-
act with more than one cholesterol molecule rather than with
the more flexible hydrocarbon chains of adjacent phospholipids
and, thus, progressively decrease and eventually abolish the co-
operative chain-melting phase transition.
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Figure 3 Typical high-sensitivity DSC heating thermograms of
multilamellar, aqueous suspensions of DPPC containing various amounts of
incorporated cholesterol. The amount of cholesterol present (in mole %) is
indicated near each thermogram.

McMullen and coworkers (26) have studied the effects of
cholesterol on the thermotropic phase behavior of aqueous dis-
persions of a homologous series of linear saturated PCs, using
high-sensitivity DSC and an experimental protocol that ensures
that the broad, low-enthalpy phase transitions at high cholesterol
concentrations are accurately monitored. They found that the
incorporation of small amounts of cholesterol progressively de-
creases the temperature and the enthalpy, but not the cooperativ-
ity, of the pretransition of all PCs exhibiting such a pretransition
and that the pretransition is completely abolished at cholesterol
concentrations above 5mol % in all cases. Moreover, the in-
corporation of increasing quantities of cholesterol was found to
alter the main or chain-melting phase transition of these phos-
pholipid bilayers in both hydrocarbon chain length-dependent
and hydrocarbon chain length-independent ways. The tempera-
ture and cooperativity of the sharp component are reduced only
slightly and in a chain length-independent manner with increas-
ing cholesterol concentration, an observation ascribed to the
colligative effect of the presence of small quantities of choles-
terol at the domain boundaries. Moreover, the enthalpy of the
sharp component decreases and becomes zero at 20-25 mol %
cholesterol for all PCs examined. In contrast, the broad com-
ponent exhibits a chain length-dependent shift in temperature
and a chain length-dependent decrease in cooperativity but a
chain length-independent relative increase in enthalpy over the
same range of cholesterol concentrations. Specifically, choles-
terol incorporation progressively increases the phase transition
temperature of the broad component in PCs that have hy-
drocarbon chains of 16 or fewer carbon atoms and decreases
the broad-component phase transition temperature in PCs that
have hydrocarbon chains of 18 or more carbon atoms, an ef-
fect attributed to hydrophobic mismatch between the cholesterol
molecule and its host PC bilayer. The best match between the
effective length of the cholesterol molecule and the mean hy-
drophobic thickness of the PC bilayers is obtained with the
diheptadecanoyl PC molecule. Moreover, cholesterol decreases

the cooperativity of the broad component more rapidly and to a
greater extent in the shorter-chain as compared with the longer
chain PCs. At cholesterol concentrations above 20-25 mol %,
the sharp component is abolished, and the broad component
continues to manifest the chain length-dependent effects on
the temperature and cooperativity described above. However,
the enthalpy of the broad component decreases linearly and
reaches zero at about 50 mol % cholesterol, regardless of the
chain length of the phosphatidylcholine.

The effect of cholesterol on the thermotropic phase behavior
of PC bilayer also varies significantly with the structure, par-
ticularly the degree of unsaturation, of the hydrocarbon chains,
with more highly unsaturated PCs exhibiting a reduced miscibil-
ity with cholesterol and other sterols. Moreover, the structure
of the lipid polar headgroup is also important in determining
the effect of cholesterol on the host lipid, as is the structure of
the sterol molecule itself. For more information on the appli-
cation of DSC to the biologically important area of lipid—sterol
interactions, the reader is referred to recent reviews (23-25).

The effect of small molecules

Several lipid-soluble small molecules, including drugs like tran-
quilizers, antidepressants, narcotics, and anaesthetics, produce
biological effects in living cells. Although some of these com-
pounds are known to produce their characteristic effects by
interacting with specific membrane proteins, others seem to
interact rather nonspecifically with the lipid bilayer of many bi-
ological membranes. The effect on the gel-to-liquid—crystalline
phase transition profile of synthetic PCs of over 100 hydropho-
bic small molecules that produce biological effects have now
been studied by DSC (27). At least four different types of mod-
ified transition profiles can be distinguished: In so-called type
C profiles, the addition of the additive shifts Ty, usually (but
not always) to a lower temperature while having little or no
effect on the cooperativity (ATj/) or AHgy of the transition;
other physical evidence suggests that additives that produce this
behavior are usually localized in the central region of the bi-
layer, which interacts primarily with the C9-C16 methylene
region of the phospholipid hydrocarbon chains. Type A profiles
are characterized by a shift in Ty, usually to a lower temper-
ature, an increase in AT/, and a relatively unaffected AHcy
during the addition of the appropriate small molecules; these
additives seem to be partially buried in the hydrocarbon core of
the bilayer, which interacts primarily with the C2-C8 methy-
lene region of the hydrocarbon chains. In type B profiles, a
shoulder emerges on the main transition, the area of which in-
creases in conjunction with a corresponding decrease in the area
of the original peak as the concentration of additive increases.
The total area of both peaks is relatively unchanged, at least at
low additive concentration. Additives that produce type B pro-
files generally reside at the hydrophobic-hydrophilic interface
of the bilayer and interact primarily with the glycerol backbone
of the phospholipid molecules. Finally, type D profiles exhibit
a discrete a new peak that grows in area at the expense of the
parent peak as the additive concentration increases; normally,
however, the final AHcy and AT;,, values of the new and
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original peaks are not greatly different. Type D additives usu-
ally seem to be located at the bilayer surface and interact with
the phosphorylcholine headgroup.

Although this classification is useful, not all small molecules
produce one of these four types of DSC profiles. Whether a
consistent relationship exists between the type of transition
profile produced by a small molecule and its physiological
effects remains to be determined.

The effect of transmembrane peptides

DSC has been used to great effect to study the effect of the
incorporation of a-helical transmembrane peptides on the ther-
motropic phase behavior of various phospholipid bilayers. Be-
cause most integral membrane proteins contain one or more
a-helical transmembrane segments, such studies are relevant to
the mechanisms by which the physical properties of the mem-
brane lipid bilayer modulate the structure and activity of such
proteins. In this regard, several investigations have been carried
out using DSC and many other physical techniques to under-
stand how the presence of such transmembrane peptides effect
the organization and dynamics of the host lipid bilayer and vice
versa. Such studies have examined the effects of systematic
variations in the length and structure of model a-helical trans-
membrane peptides on lipid bilayer organization and dynamics,
and how the effects of such peptides are themselves affected by
the hydrophobic thickness and chemical composition of the host
phospholipid bilayer. These important studies are ongoing, and
the reader should consult recent reviews for more information
(28, 29).

The effect of membrane antimicrobial
peptides

DSC has also been used to study the effects of a wide variety
of antimicrobial peptides on the thermotropic phase behavior
of different lipid bilayers. These studies again are highly bio-
logically relevant because the primary mode of action of most
antimicrobial peptides is the perturbation and permeabilization
of the lipid bilayers of the target membrane, and these agents
have considerable promise as antibiotics, especially to treat
multiple drug-resistant pathogenic bacteria. Again, the reader
should consult recent reviews for more information on this topic
(30, 31).

The effect of membrane proteins

Because of their obvious relevance to biological membranes,
the effect of several peptides and proteins on the thermotropic
phase behavior of single synthetic phospholipids or phospho-
lipid mixtures has been studied by many groups (see 16, 17).
It was originally proposed by Papahadjopoulos et al. (32) that
polypeptides and proteins could be considered as belonging to
one of three types according to their characteristic effects on
phospholipid gel-to-liquid—crystalline phase transitions. Type 1
proteins typically produce no change or a modest increase in
Ty, a slight increase or no change in AT/, and an apprecia-
ble and progressive increase in AHc, as the amount of protein
added is increased. These proteins normally do not expand

phospholipid monolayers nor alter the permeability of phospho-
lipid vesicles into which they are incorporated. Type 1 proteins
are “hydrophilic” proteins that are thought to interact with the
phospholipid bilayer exclusively by electrostatic forces and, as
such, normally show stronger effects on the phase transitions of
charged rather than zwitterionic phospholipids. Type 2 proteins
produce a decrease in Ty, an increase in AT/, and a consider-
able and progressive decrease in AH,; phospholipid monolay-
ers are typically expanded by such proteins, and these proteins
normally increase the permeability of phospholipid vesicles.
These proteins, which are also hydrophilic, are believed to inter-
act with phospholipid bilayers by a combination of electrostatic
and hydrophobic forces, initially adsorbing to the charged po-
lar headgroups of the phospholipids and subsequently partially
penetrating the hydrophilic-hydrophobic interface of the bilayer
to interact with a portion of the hydrocarbon chains. Finally,
type 3 proteins usually have little effect on the Ty, or AT;/; of
the phospholipid phase transition, but AH¢, decreases linearly
with protein concentration. Type 3 proteins are “hydrophobic”
proteins that markedly expand phospholipid monolayers and in-
crease the permeability of phospholipid vesicles. These proteins
are thought to penetrate deeply into or to span the hydropho-
bic core of anionic or zwitterionic lipid bilayers and, thus, to
interact strongly with the phospholipid fatty acyl chains and
essentially to remove them from participation in the coopera-
tive chain-melting transition. It should be noted, however, that
some type 3 proteins may also interact electrostatically with
phospholipid polar headgroups, particularly with those bearing
a net negative charge.

The results of more recent DSC and other studies of
lipid-protein model membranes clearly indicate that the classifi-
cation scheme originally proposed is not completely appropriate
for naturally occurring membrane proteins (see Reference 17).
Thus, none of the water-soluble, peripheral membrane-associ-
ated proteins studied thus far exhibit classical type 1 behavior
(no change or a modest increase in Tp,, a slight increase in
AT;,2 and an increase in the AH of the phospholipid phase
transition). Therefore, it seems doubtful whether natural mem-
brane proteins ever interact with phospholipid bilayers exclu-
sively by electrostatic interactions. However, a few examples
of membrane proteins do exhibit more-or-less-classical type 2
behavior. These examples include the myelin basic protein and
cytochrome c, all of which usually reduce the T,, increase the
ATy,2 and substantially reduce the AH of the chain-melting
transition of anionic phospholipids. Strictly speaking, few if
any membrane proteins actually exhibit classical type behavior
as originally defined (no change in the Ty, or AT, and a pro-
gressive linear reduction in the AH of both neutral and anionic
phospholipid phase transitions with increasing protein concen-
tration). This is because, with the advent of high-sensitivity
calorimeters and the availability of pure phospholipids, it has
become clear that all integral membrane proteins reduce the
cooperativity of gel-to-liquid—crystalline phase transitions, as in-
deed would be expected from basic thermodynamic principles.
Moreover, some type 3 proteins exhibit a nonlinear decrease
in AH with changes in protein levels, whereas others can pro-
duce at least moderate shifts in the Ty, of phospholipid phase
transitions. However, if we relax the original type 3 criteria
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somewhat, then several integral, transmembrane proteins can
be said to exhibit “modified” type 3 behavior.

The classification scheme of Papahadjopoulos et al. (32),
appropriately modified for type 3 proteins, is still of some use
in studies of lipid—protein interactions, although some proteins,
at least under certain conditions, do not fall neatly into any
of these three categories. It seems that all naturally occurring
membrane proteins studied to date interact with lipid bilayers
by both hydrophobic and electrostatic interactions and that
different membrane proteins differ only in the specific types and
relative magnitudes of these two general classes of interactions.
It is also clear that the behavior exhibited by any particular
membrane protein can depend on its conformation, method of
reconstitution, and relative concentration, as well as on the polar
headgroup and fatty acid composition of the lipid bilayer with
which it is interacting (see Reference 17).

Although DSC and other physical techniques have made
considerable contributions to the elucidation of the nature of
lipid—protein interactions, several outstanding questions remain.
For example, it remains to be definitively determined whether
some integral, transmembrane proteins completely abolish the
cooperative gel-to-liquid—crystalline phase transition of lipids
with which they are in direct contact or whether only a partial
abolition of this transition occurs, as is suggested by the studies
of the interactions of the model transmembrane peptides with
phospholipids bilayers (see above). The mechanism by which
some integral, transmembrane proteins perturb the phase behav-
ior of very large numbers of phospholipids also remains to be
determined. Finally, the molecular basis of the complex and un-
usual behavior of proteins such as the concanavalin A receptor
and the Acholeplasma laidlawii B ATPase is still obscure (see
Reference 17).

Lipid lamellar/nonlamellar phase
transitions

The mixture of lipids present in all biological membranes stud-
ied to date seems to exist exclusively in the liquid—crystalline
lamellar phase under physiologically relevant conditions of tem-
perature and hydration. However, individual membrane lipids
potentially can form a variety of liquid—crystalline normal,
lamellar, or reversed phases when dispersed in water, depend-
ing primarily on their effective molecular shapes. For these
rod-like amphiphilic lipid molecules, the relative effective sizes
of their polar and nonpolar regions are important elements in
determining their molecular shapes, in particular, the relative
cross-section areas occupied by their polar headgroups and non-
polar hydrocarbon chains. The effective cross-section area of a
lipid polar headgroup seems to depend primarily on headgroup
volume, whereas the effective cross-section area of the hydro-
carbon chains depends primarily on the length and degree of
unsaturation of the chains. If the effective cross-section area of
the polar headgroup exceeds that of the nonpolar region, then
the lipid molecule will have a conical shape and will tend to
aggregate in water to form normal micelles or related structures.
Conversely, if the relative cross-section of the polar headgroup
is less than that of the hydrocarbon chains, then the lipid will
have an “inverted” conical shape and will tend to aggregate in

water to form either a reversed cubic or a reversed hexago-
nal phase. If, however, the relative areas occupied by the polar
headgroup and the hydrocarbon chains are roughly equal, then
the molecules will be cylindrical in shape and will tend to form
a lamellar or bilayer phase. Because the effective area of the
hydrocarbon chains in the liquid—crystalline state increases to
a much greater extent with temperature than does that of the
polar headgroup, increases in temperature favor the formation
of lamellar over normal and reversed over lamellar phases (see
Reference 14).

It is relatively straightforward to determine the types of
phases formed by aqueous dispersions of individual mem-
brane lipids over a range of temperature and thus to in-
fer something about the lipids’ overall effective shape. In
fact, the structures of the various phases formed by the in-
dividual lipids of the membrane of A. laidlawii have been
studied extensively (see Reference 8). It is difficult, how-
ever, to quantitate the relative strengths of the phase pref-
erences of a series of different lipids because the effective
shapes of the lipid molecules cannot be directly determined in
their various liquid—crystalline phases. However, Epand (33)
has shown that small amounts of lipids with small (large)
polar headgroups decrease (increase) the liquid—crystalline,
lamellar-reversed, hexagonal phase transition temperature (Th)
of the host dielaidoylphosphatidylethanolamine bilayer (DEPE),
and Janes and coworkers (34) have recently shown that the
intrinsic headgroup volumes of seven synthetic dioleoyl glyc-
erolipids correlate well with the ability of these lipids to al-
ter the T}, of a 1-palmitoyl-2-oleoyl phosphatidylethanolamine
matrix. In fact, both groups have presented evidence that Ty
probably varies linearly with the effective size of the lipid po-
lar headgroup at the lipid/water interface. This approach thus
seems suitable for quantitating the relative phase preferences
of any series of lipids based on differences in their effective
shapes, which will be determined largely by effective head-
group size when the structures of their fatty acyl chains are
identical. However, this method would generally not be appli-
cable to the lipids of most biological membranes because the
fatty acid compositions of the individual lipids are usually quite
different. However, the ability to manipulate the fatty acid com-
position of the membrane lipids of the simple, cell wall-less
prokaryote A. laidlawii B has permitted us to determine the rel-
ative effective headgroup sizes and, thus, the relative strength of
the phase preferences of all quantitatively significant membrane
lipids of this organism by determining the effect of the incor-
poration of small amounts of these lipids on the Ty of a phos-
phatidylethanolamine matrix of identical fatty acid composition
(35). We found that the incorporation of small amounts of these
lipids produced effects ranging from a moderate depression to
a marked elevation of the T}, of the phosphatidylethanolamine.
Thus, although the total membrane lipids from this organism
form only lamellar phases under physiological conditions, the
individual membrane lipids seem to exhibit a wide range of
phase preferences. Phosphatidylglycerol and diglucosyldiacyl-
glycerol seem to have relatively strong and weak preferences
for the lamellar liquid—crystalline phase, respectively, whereas
monoglucosyldiacylglycerol and, especially, acyl polyprenyl
glucoside strongly prefer the reversed hexagonal phase. Most
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Figure 4 High-sensitivity DSC heating thermograms of aqueous
multilamellar dispersions of DEPE containing (A) 0 mol %, (B) 2.5 mol % >
(C) 5.0 mol and (D) 10.0 mol % of the glycerylphosphoryldiglucosyl
diacylglycerol from elaidic-acid homogeneous Acholeplasma laidlawii B
membranes. Only the lamellar liquid-crystalline (Ly) to liquidcrystalline
reversed hexagonal (H) phase transition is illustrated. Note that the
strong upward shift in the Ly/H); phase transition temperature indicates
that this membrane lipid strongly stabilizes the Ly phase and destabilizes
the H) phase of DEPE, indicating that it has a conical shape with a large
polar headgroup volume relative to the volume of the hydrocarbon chains.
In fact, this lipid forms a normal micellar phase in water in isolation from
the other membrane lipids (31).

notable in this regard is the phase preference of glycerylphos-
phoryldiglucosyldiacylglycerol, which strongly destabilizes the
reversed hexagonal phase and which actually prefers the nor-
mal micellar phase in isolation (36) (see Fig. 4). The presence
of normal, lamellar, and reversed phase-preferring lipids in a
single membrane has important implications for understand-
ing the physical basis of lipid organization and biosynthetic
regulation in this organism and possibly in other organisms.
We also showed that the characteristic effect of the indivi-
dual A. laidlawii membrane lipids on the lamellar/reversed
hexagonal phase transition temperature of the phosphatidyl-
ethanolamine matrix is not well correlated with their polar head-
group intrinsic volumes. This result indicates that the effective
cross-section area of the polar headgroups of these lipid species
must be strongly influenced by factors such as charge, hydra-
tion, orientation, and motional freedom as well as by intrinsic
headgroup volume.

The approach discussed above to determine quantitatively
the effect of various membrane phospho- and glycolipids
on the lamellar/nonlamellar phase behavior of a host phos-
phatidylethanolamine or similar matrix has been applied to de-
termine the relative shape, and thus the effect on the monolayer
curvature of the host bilayer, of several agents, including sterols,
peptides, detergents, and drugs (see Reference 14). Such stud-
ies can be very useful in providing insight into the function and
mechanism of action of these agents on biological membranes.

DSC Studies of Biological
Membranes

The A. laidlawii membrane was used by Steim and colleagues
(37) to show for the first time that biological membranes can
undergo a gel-to-liquid—crystalline lipid phase transition simi-
lar to that previously reported for lamellar phospholipid—water
systems. These workers demonstrated that when whole cells
or isolated membranes are analyzed by DSC, two relatively
broad endothermic transitions are observed on the initial heat-
ing scan. The lower-temperature transition is fully reversible,
varies markedly in position with changes in the length and de-
gree of unsaturation of the membrane lipid fatty acyl chains,
is broadened and eventually abolished by cholesterol incorpo-
ration, and exhibits a transition enthalpy characteristic of the
mixed-acid synthetic phospholipids. Moreover, an endothermic
transition that has essentially identical properties is observed
for the protein-free total membrane lipid extract dispersed in
excess water or aqueous buffer, which indicates that the pres-
ence of membrane proteins has little effect on the thermotropic
phase behavior of most membrane lipids. In constrast, the
higher-temperature transition is irreversible, is independent on
membrane lipid fatty acid composition or cholesterol content,
and is absent in total membrane lipid extracts, which indicates
that the higher temperature transition results from an irreversible
thermal denaturation of the membrane proteins. A comparison
of the enthalpies of transition of the lipids in the membrane
and in water dispersions indicates that at least 75% of the
total membrane lipids participate in this transition. Evidence
was also presented that the lipids must be predominantly in the
fluid state to support normal growth. These results were later
confirmed and extended by Reinert and Steim (38) and by Mel-
chior et al. (39), who showed that the gel-to-liquid—crystalline
lipid phase transition is a property of living cells and that about
85-90% of the lipid participates in the gel-to-liquid—crystalline
phase transition. These studies provided strong, direct exper-
imental evidence for the hypothesis that lipids are organized
as a liquid—crystalline bilayer in biological membranes, a ba-
sic feature of the currently well-accepted fluid-mosaic model of
membrane structure.

Representative high-sensitivity DSC initial heating scans of
viable cells, isolated membranes, and total membrane lipid dis-
persions are shown in Fig. 5; in this instance, cells, membranes,
and lipids were made nearly homogeneous in elaidic acid (13).
The fully reversible gel-to-liquid—crystalline lipid phase transi-
tions observed in cells and membranes essentially have identical
phase transition temperatures, enthalpies, and degrees of coop-
erativity, which suggests that membrane lipid organization in
these two samples is very similar or identical. In contrast, the
midpoint of the chain-melting transition of the membrane lipid
dispersion is shifted to a higher temperature, exhibits a greater
enthalpy, and is considerably less cooperative than in cells or
membranes, which suggests that native membrane lipid organi-
zation has been perturbed during extraction and resuspension of
the membrane lipids in water. The thermal denaturation of the
proteins in the cells and membranes has absolutely no effect on
the peak temperature or cooperativity of the lipid phase transi-
tion. However, about 15% of the lipids do not participate in the
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Figure 5 High-sensitivity DSC heating scans of Acholeplasma laidlawii B
elaidic acid-homogeneous intact cells, isolated membranes and extracted
total membrane lipids dispersed as multilamellar vesicles in water.

cooperative gel-to-liquid—crystalline phase transition in both the
native and heat-denatured membranes, presumably because their
cooperative phase behavior is abolished by interaction with the
transmembrane regions of integral membrane proteins. Alterna-
tively, a larger proportion of the membrane lipids may interact
with the membrane proteins but have their cooperative melt-
ing behavior only partially perturbed, which thereby leads to
the 15% reduction in the transition enthalpy observed. The fact
that the gel-to-liquid—crystalline lipid phase transition in cells
and membranes exhibits a similar temperature maximum and a
higher cooperativity than does the membrane lipid dispersion
favors the former interpretation.

The presence of high levels of cholesterol in many eukaryotic
membranes, particularly plasma membranes, abolishes a dis-
crete cooperative gel-to-liquid—crystalline membrane lipid phase
transition in these systems. Thus, no lipid phase transitions
could be detected by DSC in the cholesterol-rich erythrocyte
(40) or myelin (41) membranes. The thermotropic behavior of
rat liver microsomal membranes, which contain moderate levels
of cholesterol, has been studied by DSC. An early study using
conventional DSC revealed a single reversible, broad phase tran-
sition occurring between —15°C and +5°C in both intact mem-
branes and isolated lipids (42). A more recent high-sensitivity
DSC study confirmed the absence of a reversible phase transi-
tion above 0°C (43). Rat liver mitochondrial membranes, which
are low in cholesterol, have been studied by several groups using
DSC and other techniques. The earliest work with whole mi-
tochondrial revealed a reversible broad gel-to-liquid—crystalline
phase transition centered at 0°C in mitochondrial membranes
and in extracted lipids (42). A later study of both intact mito-
chondria and of isolated inner and outer membranes confirmed
these results, except that the outer membrane transition seemed
to occur at a slightly lower temperature than did the inner
membrane transition (44). However, a more recent study of
the rat liver inner mitochondrial membrane reported a narrower
membrane lipid transition centered near +10°C; by artificially
increasing cholesterol content some 10-fold to about 30 mol
%, the inner membrane gel-to-liquid—crystalline phase transi-
tion could be lowered and broadened, and its AHcy reduced

to less than one tenth that of the native membrane (45). It has
also been reported that in beef heart mitochondrial inner mem-
branes, a broad reversible endothermic phase transition centered
at —10°C occurs.

DSC has been used to study the individual protein com-
ponents of biological membranes of relatively simply protein
composition and the interaction of several of these components
with lipids and with other proteins. The red blood cell mem-
brane, which has been most intensively studied, exhibits five
discrete protein transitions, each of which has been assigned to
a specific membrane protein. The response of each of these ther-
mal transitions to variations in temperature and pH as well as
to treatment with proteases, phospholipases, specific labelling
reagents, and modifiers and inhibitors of selected membrane
activities, has provided much useful information on the interac-
tions and functions of these components in the intact erythrocyte
membrane (46—49). Similar approaches have been applied to the
bovine rod outer segment membrane (50) and to the spinach
chloroplast thylakoid membrane (51).
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hapten elicits binding site complementarity within an antibody that
facilitates chemical catalysis. The evolution of hapten design strategies for
chemical catalysis is presented, including the transition state analog
approach, strain-induced hapten design, “’bait-and-switch,”” and “‘reactive
immunization.” The range and scope of antibody catalysis is examined by
reaction class, highlighting structural and mechanistic investigations to
explore the roots of chemical catalysis by these designer biocatalysts.
Recently, antibodies, regardless of disposition or origin, have been shown
to catalyze the oxidation of water, equipping the antibody with a
mechanism for antigen decomposition. These recent developments are
presented along with the utilization of this pathway in the oxidative
degradation of a commonly abused drug. The achievements in antibody
catalysis have enriched our scientific understanding of chemical catalysis,
particularly by biological molecules in aqueous systems. However, realizing
more operative rate enhancements on the same order as natural enzymes

remains as the “holy grail” of this field.

catalytic antibody, transition state, reaction mechanism, immu-
nization, hapten

Introduction

The usual paradigm in chemical biology is that chemical means
lead to biological ends; however, in the case of catalytic an-
tibodies, the reverse is the case—eliciting catalytic antibodies
through biological means provides catalysts for a chemical end.
The idea that antibodies could be designed to catalyze a spe-
cific chemical transformation was first proposed by Jencks (1)
and was built on the foundations of enzyme catalysis origi-
nally conceptualized by Pauling (2). In this presumption, the
catalytic power of an enzyme is primarily derived from the
stabilization of the high energy transition state along a given
reaction coordinate (Fig. 1). Therefore, a catalyst could be gen-
erated by probing the immune response for an antibody that
can bind a small molecule, or hapten, that is a transition state
analog of a desired chemical reaction. The first catalytic anti-
bodies reported in 1986 independently by Lerner et al. (3, 4)
and Schultz et al. (5) employed this strategy, and since these
seminal reports, more than 50 chemical reactions have been cat-
alyzed by antibodies. The technique has been refined over the
years, but the general concept remains the same and numerous

reviews on catalytic antibodies have appeared in the literature
(6-15). Catalytic antibodies offer unique capabilities in a range
of scenarios, including stereoselective organic synthesis, thera-
peutic potential in the treatment of disease, the elimination of
toxins, the attenuation of agents used in chemical and biologi-
cal warfare, and cessation of abused and/or addictive drugs. In
this article, a broad overview of antibody catalysis is presented,
including modern methods for eliciting catalytic antibodies, the
evolution of hapten design, and advances in antibody catalysis.

Antibodies: Structure and Function

A brief introduction to the basic structure and function of an
antibody is essential to understanding the catalytic power of a
select few of these molecules. Immunoglobulins (Igs) are glyco-
proteins that can be divided into various classes and subclasses
based on structure and function. Most catalytic antibodies are
IgG molecules and therefore will be the focus of this review.
IgG molecules consist of four polypeptide chains, two iden-
tical light chains and two identical heavy chains, that assemble
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Figure 1 Relative energies of substrate (S) and product (P) along a
reaction coordinate, revealing the energy differences between uncatalyzed
(TSuncatt) and catalyzed (TScat}) transition states.

into a Y-shaped structure via a network of disulfide bonds and
protein—protein interactions (Fig. 2) Globular domains within
the overall IgG structure delineate the functional aspects of the
molecule. The light chain consists of two domains: a variable
domain (VL) and a constant domain (Cp). Together the light
chain makes up half of each of the two antigen binding frag-
ments (Fab) per IgG molecule. The heavy chains are arranged
in a similar fashion but have four domains, the variable (V)
and constant (Cyl) domains make up the other of half of the
Fab. The Cyl is fused to the crystallizable fragment (Fc) via
a hinge region (H). The Fc comprises two constant domains
(Cy2 and Cy3). The antigen-binding locus within the Fab is a
compilation of the variable domains from the heavy and light
chains, Vg and Vi, which together form the Fv (variable frag-
ment). These domains contain the complementarity determining
regions (CDRs) of high amino acid sequence variability that are
directly involved in antigen recognition.

The heavy and light chains are encoded in different loci
within the genome, and the source and magnitude of the immune
repertoire to recognize a seemingly limitless number of antigens
stems from the combinatorial integration of Vg and V. The
germline diversification of IgG stems from the heavy-chain
recombination of three translated genes: a Vi (variable) gene, a
Dy (diversity) gene, and a Jy (joining) gene with the light-chain
gene undergoing similar recombination of Vi and Ji, genes. This
naive library of IgG molecules is further diversified by somatic
mutations that occur during immune-response maturation.

Eliciting Catalytic Antibodies

A merging of chemistry and biology is essential to effectively
probe the immune system for catalytic antibodies (Fig. 3). Hap-
tens that are successful in eliciting catalytic antibodies are vari-
ations of the central theme that transition state stabilization in
the antibody combining site will yield functional catalysts for a
desired chemical reaction. The evolution of hapten design will
be discussed further in subsequent sections. Once the hapten is
selected and synthesized, it is attached to an immunogenic car-
rier protein, usually via an amide bond, for hyperimmunization.
A preliminary screen for antibodies that bind the hapten using
an enzyme-linked immunosorbent assay (ELISA) is followed by
another screen for catalysis of the reaction for which the hapten

was designed. Other screening methods have also been used,
including catELISA, which screens for catalysis in the antibody
pool rather than hapten binding (16, 17). There are three pri-
mary methods for eliciting catalytic antibodies currently used:
polyclonal, hybridoma, and phage-display.

Polyclonal antibody production is the most primitive method
and has several significant limitations (6). This method inher-
ently yields a complex mixture of antibody molecules from
the immune response after hapten hyperimmunization with
no attempt to purify specific IgG molecules. Efficiency and
cost-effectiveness are hallmarks of polyclonal antibody pro-
duction; however, accurate characterization of this mixture
is difficult. Furthermore, X-ray crystallography to examine
structure-function relationships and affinity maturation to op-
timize the antibody is impossible with the polyclonal antibody
method.

Consequently, hybridoma technology was a significant mile-
stone enabling the isolation and production of individual an-
tibodies (18). In this technique, antibody producing cells are
isolated from the spleen after hyperimmunization with the
hapten—protein conjugate. These B cells are subsequently fused
with an immortal cell line, and the resultant hybrids secrete
monoclonal antibodies. Monoclonal antibodies are homoge-
neous, can be produced in large quantities, and can be rigorously
purified to remove any potential contaminants. Despite greater
expense and a more time-consuming process, monoclonal anti-
body production is the method of choice.

Phage-display technology has many uses for catalytic anti-
body research (19-21). Generally, phage display involves com-
binatorial antibody Fab or scFv (single-chain variable fragment)
libraries and their expression on phage particles. One advantage
to this technology is that the hyperimmunization protocol can
be avoided, thereby removing the use of animals. Naive Fab or
scFv are identified in a screen for binding to a desired transi-
tion state analog. Although in theory a desired catalyst can be
discovered this way, in practice this technique is more success-
ful when an initial hyperimmunization protocol is performed
followed by acquisition of the mRNA of the B cells from the
spleen (19-21). The corresponding focused combinatorial anti-
body library is biased toward antibody fragments that recognize
the hapten. Phage-display is also used as a tool in affinity matu-
ration of a previously identified catalytic antibody. Mutagenesis
of the corresponding Fab or scFv from an existing catalytic
antibody can be explored using error-prone polymerase chain
reaction (PCR), CDR walking, structure-guided mutagenesis,
and DNA shuffling to optimize catalysis of the corresponding
chemical reaction (22).

Evolution of Hapten Design

The conformational changes and charge distribution along the
reaction coordinate of a chemical transformation are fundamen-
tal to hapten design. Catalytic antibodies are designed to mimic
the catalytic power of an enzyme, which, in part, stems from
the stabilization of the high energy transition state.
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Figure 3 Flowchart illustrating the key stages in catalytic antibody generation.

Stable Transition State Analog Hapten
Design

A stable chemical analog that mimics the transition state of
a chemical reaction was the first approach used to elicit cat-
alytic antibodies (Fig. 4) (3-5). Acyl transfer reactions are the
most studied type of catalytic antibody reaction, and a wealth
of knowledge about this reaction has been garnered through
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antibody acyl transferases (3-5, 23-28). Using ester hydroly-
sis as a representative example, nucleophilic addition of water
to the carbonyl carbon results in a tetrahedral transition state
followed by expulsion of the alcohol leaving group. The tran-
sition state for this reaction has a delocalized negative charge
that is remarkably similar to the chemically stable phosphonate
ester (29). The phosphorous (V) core, known to be an excellent
mimic of the transition state in hydrolytic enzymes (30-33) and
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Figure 4 (a) Phosphonate ester as a chemically stable mimic of ester
hydrolysis. (b) Transition state analog hapten 1 elicited antibody 48G7 that
catalyzes the hydrolysis of ester 2. (c) Key contacts of the 48G7 Fab-1
complex.

often used as a key pharmacophore in transition state analog in-
hibitors (29, 34-36), has been widely adopted as a central motif
in catalytic antibody hapten design (7, 9, 37).

Antibody esterase 48G7 was elicited against hapten 1 and
effectively catalyzed the hydrolysis of the corresponding acti-
vated ester 2 (27). The X-ray crystal structure of this catalytic
antibody Fab complexed with 1 revealed the corresponding
stabilization of the oxyanion by a nearby cationic Arg"%° residue
(27, 38). Hydrogen bonds from the side chains of the adjacent
amino acids His" and Tyr'3? serve to stabilize the polarized
phosphoryl bonds of hapten 1 that would assist in forming the
transition state of ester 2. Main-chain amide bonds from Tyr"*!
and Tyr"1% also provide additional hydrogen-bond stabilization
forces.

Strain-Induced Hapten Design

A slight modification of the transition state analog approach
to hapten design is the use of a strain-induced hapten to elicit
catalytic antibodies. In this approach, a chemical modification
of the substrate distorts the resultant hapten (Fig. 5). During
hyperimmunization, the strain-induced hapten leads to altered
substrate binding in the antibody combining site, facilitating
the chemical reaction by lowering the energy of the transition
state.

An example of this approach is demonstrated in an antibody
mimic of the enzyme ferrochetalase (39). Ferrochelatase cat-
alyzes the insertion of Fe’* into protoporphyrin IX (3) as the
last step in the heme biosynthetic pathway (40). Interestingly,
N -alkylporphyrins are known to be potent inhibitors of this en-
zyme, because alkylation at one pyrrole nitrogen distorts the
planarity of the porphyrin macrocycle (41). This finding was
used in the design of hapten 4 to catalyze the incorporation
of metal ions into mesoporphyrin IX (5) by eliciting an anti-
body that binds the substrate in a ring-strained conformation.

The lone-pair electrons on the pyrrole nitrogen of the por-
phyrin ring are more accessible to chelation of metal ions in the
ring-strained conformation and leads to metalation of mesopor-
phyrin IX. Antibody 7G12 catalyzes the incorportain of Zn>*,
Cu?*, Co?*, and Mn** into mesoporphyrin IX, whereas fer-
rochetalase uses Fe?t, Zn2T, Co?*, and Ni%?t as substrates in
the chelation of protoporphyrin IX. X-ray crystallography of the
catalytically active 5-7G12 Michaelis complex revealed that the
porphyrin ring adopts a nonplanar conformation that is essential
for catalysis as anticipated from the hapten design (42).

Bait-and-Switch Hapten Design

Transition state analog hapten design has been the most uni-
versal means to elicit catalytic antibodies; however, limitations
with this approach and straininduced hapten design are realized
when fractional bond orders, extended bond lengths, expanded
valences, distorted bond angles, and charge distributions cannot
be achieved in a stable chemical analog of the transition state
suitable for immunization (7, 43, 44). Furthermore, a significant
number of haptens designed for a specific chemical transforma-
tion have led to antibodies that bind the hapten with exquisite
affinity yet no effective catalysis was realized. This is easily
explained because the somatic mutations in the IgG molecule
favor tighter hapten binding, but not necessarily more effective
catalysis. Additionally, the products of a reaction may have
significant similarity to the hapten used in hyperimmunization,
leading to slow release of the product and/or significant prod-
uct inhibition. In fact, product inhibition is thought to be the
major contributing factor for low efficiency hydrolytic catalytic
antibodies (45, 46).

A significant step in the evolution of hapten design was
introduced by Janda and Lerner, coined the “bait-and-switch”
method (47-49). This novel advancement enables electrophilic/
nucleophilic and/or general acid/general base catalysis to be
programmed into an antibody combining site. Specifically, a
point charge on the hapten in close proximity to, or in direct
substitution for, a functional group to be transformed in the
respective substrate is used to induce a complementary charge
on an amino acid residue in the antibody combining site during
hyperimmunization (Fig. 6). The substrate lacks this charge
but retains a similar overall structure and the corresponding
antibody binds the substrate and acts as a general acid/general
base and/or as a nucleophile/electrophile in the desired chemical
reaction.

The phosphodiesterase antibody MATT.F-1 is a didactic
example of baitand-switch hapten design, illustrating differences
from other hapten design approaches (49). The hydrolysis of a
phosphodiester bond, such as those found in RNA and DNA,
are catalyzed by ribonucleases (RNases) and deoxyribonucle-
ases (DNases), respectively. RNase A is a thoroughly studied
enzyme that has two catalytic histidine residues in the active
site (50). The imidazole group of His!? acts as a general base
by deprotonating the 2" oxygen, and the imidazolium group of
His'!? acts as a general acid by protonating the 5" phosphoryl
oxygen in the classic mechanism (51).

The incorporation of a general base and a general acid in
the hydrolysis of a phosphodiester was hypothesized to be
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elicited in an antibody combining site programmed by spe-
cific point charges designed into a bait-and-switch hapten (49).
Indeed, an antibody against hapten 6 successfully catalyzed
the hydrolysis of the corresponding substrate 7 (Fig. 6). In
contrast to the transition state analog hapten 8 (52), which
elicited the less-proficient phosphodiesterase catalytic antibody
2G12, the precise conformation of the high energy interme-
diate was sacrificied for charged moieties in specific loca-
tions of the hapten. The corresponding counterion charges from
amino residues were elicited in the antibody combining site
that led to catalytic antibodies with improved catalytic profi-
ciency ((kea/Km)/kuncat = 1.6 x 10”7 M~! for MATT.F-1 versus
((kear/Kn) /kuncat = 1.3 x 106 M~! for 2G12) for phosphodi-
esterase activity.

Reactive Immunization Hapten Design

An essential concept in enzyme catalysis, partly realized through
the study of catalytic antibodies, is that the proficiency of an
enzyme is not solely due to the stabilization of a high energy
transition state. Enzymes are not static entities, but rather they
have the dynamic ability to stabilize all possible conformations
of a chemical reaction along the reaction coordinate (33, 53-55).
Furthermore, many enzymes can form covalent intermediates
with the substrate that are essential to catalysis. The previous
hapten design methods program specific complementarity in the
antibody combining site; however, the hapten is a static snapshot
of a dynamic chemical process resulting in catalysts limited to

nonconvalent interactions that are ultimately less efficient than
their enzyme counterparts. Reactive immunization is a hapten
design strategy that provides a chance for catalytic antibodies to
approach the catalytic efficiency of natural enzymes by using a
hapten that undergoes dynamic conformational changes during
hyperimmunization and traps chemical reactivity at the B-cell
level (Fig. 7) (53, 56-63).

A direct comparison between reactive immunization and tran-
sition state analog hapten design was demonstrated by com-
paring antibody esterase activity elicited against a reactive
immunization hapten, phosphonate diester 9, and a transition
state analog hapten, phosphonate monoester 10 (Fig. 7) (58,
61). Hapten 9 was originally designed for the purpose of re-
solving a racemic mixture of naproxen esters and contains a
modestly reactive diphosphonate ester that is susceptible to nu-
cleophilic attack during hyperimmunization. Antibody 15G2,
elicited against hapten 9, efficiently catalyzed the hydrolysis of
11a to S-(+)-naproxen 12a and phenol 13. Another antibody,
5A9, from the reactive immunization panel possessed turnover
numbers lower than 15G2, however, kinetically resolved the hy-
drolysis of racemic substrate 11 to the antiinflammatory agent
S-(+)-naproxen 12a in 35% yield and 90% ee. Meanwhile, an-
tibody 6G6, raised against hapten 10, catalyzed hydrolysis of
11a with comparable turnover numbers to 15G2, but kineti-
cally resolved the hydrolysis of racemic substrate 11 to the
anti-inflammatory agent S-(+)-naproxen 12a in 50% yield and
>98% ee.

R R
R R
7G12
K (5) =49 uM
Keat (Zn?H)=1.33 min""!
Kcat'K uncat = 2.58 x 103
O~ OH O~ OH O~ "OH O~ OF
protoporphyrin IX (3) R = vinyl
mesoporphyrin IX (5) R = ethyl
R
R
0] OH 0O OH
Strain-induced Hapten 4
Figure 5 Strain-induced hapten 4 elicited antibody 7G12 that catalyzes metalation of mesoporphyrin IX (5).
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This direct comparison of hapten design approaches for
the same reaction revealed that antibodies generated by each
method exhibit quite different catalytic behavior. The transition
state analog approach provided catalytic antibodies with good
turnover numbers and enanatiomeric discrimination; however,
it suffered from varying degrees of product inhibition by phenol
13. Comparatively, the reactive immunization approach yielded
antibodies that are ultimately better catalysts because, once an

efficient catalytic mechanism evolved further complementarity
did not develop, leading to broader substrate recognition with
reduced product inhibition. Binding site complementarity is
the selection criteria rather than chemical reactivity using the
transition state analog approach and antibodies developed by
this strategy are more substrate specific and yet suffer from

product inhibition as a result of exquisite binding affinity.
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Figure 6 (a) The catalytic mechanism of RNase A, including the postulated transition state. (b) Bait-and-switch hapten 6 elicited antibody MATT.F-1 that
catalyzes phosphodiester bond hydrolysis of substrate 7. Transition state analog hapten 8 also elicited catalytic antibodies but with slower rates.
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Figure 7 Reactive immunization hapten 9 elicited antibody 15G2 that catalyzes the hydrolysis of substrate 11. Transition state analog hapten 10 elicited

antibody 12 C8 to catalyze the same reaction.
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Advances in Antibody Catalysis

More than 50 reactions have been catalyzed by antibodies
(Table 1). A brief survey of the catalytic antibody landscape
is presented below, highlighting creative hapten design strate-
gies, the breadth of reactions catalyzed, and structure-function
relationships.

Antibody Cationic Cyclases

Catalytic antibody technology enables the diversification of cy-
clization products from polyene substrates, because the pro-
grammability of antibody catalysis is not limited to the set
of naturally occurring polyenes (64-69). Accordingly, hap-
ten 14 elicited the cationic cyclase HAS5-19A4 that catalyzes
the tandem cationic cyclization of polyene substrate 15 to the
bridge-methylated trans-decalins 16a—c (Fig. 8) (67). Cationic
cyclization reactions have three components: initiation, prop-
agation, and termination. The zwitterionic N -oxide moiety of
hapten 14 mimics the initiation step of this reaction because it
is isosteric and isopolar to the first carbocation formed at the
beginning of the reaction cascade. The X-ray crystal structure
of the Fab fragment of HA5-19A4 complexed with hapten 14

reveals a highly complementary fit in the antibody combining
site (70). The hydrophobic pocket is lined with numerous aro-
matic residues that stabilize the postulated reactive intermediate
17 through cation-m interactions and force it into a chair—chair
conformation. Propagation of cyclization proceeds via concerted
attack of the C5-C6 m-bond, avoiding accumulation of the un-
favorable carbocation at C1, while forming the A ring of 16a—c
through the more favorable tertiary carbocation at C5. Subse-
quent attack on C5 by the C9-10 m-bond forms the B ring of
16a—c. Minor by-products of the reaction include compounds
with incomplete closure of the B ring, resulting from either
elimination or solvolysis. Termination of the cationic cycliza-
tion was programmed into the antibody by including an epoxide
group to elicit an antibody residue capable of coordinating a wa-
ter molecule to facilitate quenching of the terminal carbocation
by solvent or to constrain the B ring of the trans-decalin into the
half-chair and facilitate proton elimination. Interestingly, termi-
nation of the HA5-19A4 catalyzed reaction occurs exclusively
by proton elimination because only olefinic products 16a—c are
observed.

Table 1 Examples of chemical reactions catalyzed by antibodies

Aldol

Henry reaction
B-Elimination

syn Elimination

anti Elimination
Pericyclic elimination
Photodimerization
Metalation

Ester hydrolysis

Amide hydrolysis
Phosphodiester hydrolysis
Carbamate hydrolysis
Decarboxylation

Norrish reaction
Robinson annulation

N -oxidation

Diels—Alder
Hetero-Diels—Alder
Aza-Diels—Alder

Dipolar cycloaddition
Cationic cyclization
Tandem cationic cyclization
Electrophilic cyclization
Yang cyclization

Claisen rearragement

Oxy-Cope rearrangement
Allylic rearrangement
[2,3]-Sigmatropic rearrangement
Photo-Fries rearrangement
Bergmann cycloaromatization
Aromatic oxidation

For further study of the antibody catalyzed reactions see ref. 6-15.
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Figure 8 (a) Hapten 14 elicited antibody HA5-19A4 that catalyzes the cationic cyclization of substrate 15. (b) Key contacts of HA5-19A4 Fab with

postulated reactive intermediate 17.
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Antibody-Catalyzed Disfavored Ring
Closure

An astounding aspect of antibody catalysis is the ability of these
programmable biocatalysts to preferentially form the less ther-
modynamically favored product (66, 71-74). The intramolecular
cyclization reaction of trans-epoxyalcohol 18 is an archety-
pal example of antibody catalysis of a disfavored transforma-
tion, which preferentially forms the tetrahydrofuran 19 under
uncatalyzed conditions due to the overwhelming stereoelec-
tronic constraints predicted by Baldwin’s rules for ring closure
(Fig. 9) (75, 76).

The N-oxide and N-methyl ammonium haptens 20 and
21 were designed to mimic the stereoelectronic features of
the disfavored 6-endo transition state 22 and function as
bait-and-switch haptens by programming specific complemen-
tary charges in the antibody combining site (72, 77). Antibody
26D9, elicited against only product. Additionally, hyperimmu-
nization using the N -methyl ammonium 20, efficiently reroutes
this transformation and gives tetrahydropyran 23 as the hapten
21 produced antibody 5C8 that also catalyzed the regio- and
enantioselective epoxide opening of substrate 18 to yield the
disfavored endo product 23 (77). The active sites in both anti-
bodies contain a putative catalytic diad, as determined by X-ray
crystallography, confirming bait-and-switch hapten design as a

viable approach to catalyze this disfavored ring closure (77).
The exact mechanism has not been established; however, the
active site of Fab 5 C8 reveals plausible general acid—base catal-
ysis occurring by AspH acting as a proton donor to the epoxide
oxygen assisting the formation of intermediate 22 with His™°
serving as a base enabling nucleophilic attack by the alcohol

group.
Antibody Diels—Alderases

One aspect of antibody catalysis that truly ignites the imagina-
tion of the chemical biologist is that these biocatalysts are not
limited to reactions that have a natural enzymatic equivalent.
The Diels—Alder reaction has immense synthetic utility; how-
ever, this chemical transformation is extremely rare in nature.
Furthermore, the reaction proceeds via an entropically disfa-
vored, highly organized pericyclic transition state (78). The
programmability of a catalytic antibody has enabled the catal-
ysis of the Diels—Alder reaction previously considered beyond
the realm of possibility with a protein (79-84).

A significant hurdle in the development of a Diels—Alderase
catalytic antibody was minimizing product inhibition, because
based on the Curtin~-Hammett principle, the transition state is
markedly similar to the product of a Diels—Alder reaction. A cre-
ative solution to this problem was employed in the development
of antibody 1E9 (Fig. 10) (79). The endo-hexachloronorbornene
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O 2609 (Hapten 20) . HO Thermodynamically H
K= 356 uM D\)' favored ©
HO Keqt = 0.91 min~! o
<8 5C8 (Hapten 21) 18 19
Ko, = 595 uM
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o Tyrte!
&
2 5 0 CH E;
0 0. _H,O
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21 R=Me H His

5C8 Fab with postulated reactive intermediate 22
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Figure 9 Bait-and-switch haptens for disfavored ring closure. N-Oxide hapten 20 elicited antibody 26D9 that catalyzes the endo ring closure of substrate
18. N-Methyl ammonium hapten 21 elicited antibody 5 C8 that catalyzes the same disfavored reaction. Key contacts of 5 C8 Fab with postulated reactive

intermediate 22.
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Figure 10 (a) Hapten 24 elicited antibody 1E9 that catalyzes the Diels—Alder reaction between diene 25 and dienophile 26. (b) Key contacts of the 1E9

Fab-24 complex.

hapten 24 elicited antibody 1E9 to catalyze the Diels—Alder
reaction between diene tetrachlorothiophene dioxide 25 and
N -ethylmaleimide 26. Product inhibition was overcome be-
cause, after the pericyclic reaction forming 27, SO, is liberated
sponateously followed by oxidation to yield the structurally dis-
similar aromatic product 28; accordingly, no product inhibition
was observed. X-ray crystallographic data of 1E9 Fab revealed
that the antibody binding pocket is preorganized to provide sig-
nificant shape complementarity with hapten 24 through van der
Waals contacts, t-stacking with the maleimide functional group,
and a hydrogen bond with Asn'3 (85). A recent study of non-
covalent catalyzed Diels—Alder reactions by synthetic, protein,
and nucleic acid hosts indicated that antibody 1E9 is the most
effective of the noncovalent catalyst systems studied (86). The

capabilities of this extraordinary catalytic antibody have been
explained by theoretical calculations and the high degree of
shape complementarity consistent with the X-ray crystallogra-
phy data.

Diels—Alderase antibody 39-A11 minimizes product inhibi-
tion while generating a more conventional Diels—Alder product
(Fig. 11) (80). Bicyclo[2.2.2]octane hapten 29 was designed to
mimic the proposed boat-like transition state 30 of the [47 + 27]
cycloaddition between diene 31 and dienophile 32. Product inhi-
bition was circumvented by the structural disparity between the
product cycloadduct and the pseudo-boat form of the hapten em-
ployed for immunization. X-ray crystallographic data of hapten
29 complexed with the 39-A11 Fab indicated that the diene and
the dienophile are bound in a reactive conformation that reduces
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Figure 11
39A-11 Fab-29 complex.

(a) Hapten 29 elicited antibody 39A-11 that catalyzes the Diels—Alder reaction between diene 31 and dienophile 32. (b) Key contacts of the
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translational and rotational degrees of freedom (83, 87, 88). The
stereoselective capabilities of this antibody are accomplished by
two strategically positioned hydrogen bonds (Asnt332, TrpH30)
and m-stacking of the maleimide dienophile with Trp™, as
calculated from quantum mechanical models and docking sim-
ulations (89). This unique arrangement allows reorganization
of one enantiomeric transition state, facilitating formation the
chiral product 33. Interestingly, sequencing and cross-reactivity
studies indicate that antibodies 39-A11 and 1E9 are structurally
similar and may have the same polyspecific germline origin.
A radical idea to generate Diels—Alderase catalytic antibodies
employed a ferrocenyl moiety in hapten 34 and was designed to
catalyze the reaction of diene 35 with dienophile 36 (Fig. 12)
(82). Hapten 34 has two pentagonal, delocalized, m-electron
ring systems stacked upon each other that were thought to be
a loose transition state mimic capable of guiding the diene
and dieneophile into a reactive ternary complex. Additionally,
the hydrophobicity of the hapten will induce a strong immune
response and generate antibodies containing hydrophobic mi-
croenvironments that sequester the reactants from aqueous so-
lution, increasing reaction rates. The freely rotating ferrocenyl
moiety may enable stereoselective catalysis of all possible di-
astereomers; however, the immune system must be able to bind
and stabilize a single conformer of 34 to elicit an effective
catalyst. Antibody 13G5 was identified to preferentially cat-
alyze the formation of the disfavored ortho-exo-cycloadduct
37 in high regio-, diastereo, and enantioselectivity over the
corresponding endo-product 38. This is finding remarkable con-
sidering the flexibility of hapten 34, because antibody 13G5
must preferentially stabilize the exo-transition state 39 over the
endo-transition state 40. Quantum mechanical modeling depicts
that hapten 34 resembles the van der Waals complex between the
reactants more closely than the transition state, yielding antibod-
ies that preferentially recognize the hapten rotamer that mimics
39 (90). Furthermore, the steric restraints imposed by specific
hydrogen-bonding interactions revealed in the crystal structure
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= =
o
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of 13G5 Fab complexed with the inhibitor 41 (an attenuated
version of hapten 34) traps 41 in one available eclipsed con-
formation that is a loose mimic of the early boatlike transition
state for the exo Diels—Alder reaction (91).

Antibody-Catalyzed Oxy-Cope
Rearrangements

The oxy-Cope rearrangement is a thoroughly studied and syn-
thetically useful reaction in organic chemistry that proceeds
through a highly organized chair-like pericyclic transition state
(Fig. 13) (92, 93). The transition state analog hapten 42 elicited
antibody AZ-28, which catalyzed the oxy-Cope rearrangement
of substrate 43 to aldehyde 44 (94). Product inhibition was
avoided by in situ chemical modification to generate the oxime.
Surprisingly, the germline precursor to AZ-28 accelerated this
oxy-Cope reaction 164,000-fold faster than the uncatalyzed re-
action despite a much lower affinity for hapten 42. An explana-
tion for this unprecedented discovery can be explained by X-ray
crystallography of both the apo form and hapten 42-complex
(95). The van der Waals and hydrogen bond interactions present
in AZ-28 force the hapten into a fixed conformation that is cat-
alytically unfavorable. In contrast, the antibody combining site
of the germline precursor to AZ-28 seems to have much more
flexibility, allowing dynamic changes that lead to enhanced or-
bital overlap and increased rate acceleration. The disparity in
catalysis is further supported by molecular dynamics simulation
(96). This finding highlights the discrepancy between transition
state analog binding and catalysis. Affinity maturation for the
transition state analog does not necessarily result in more effi-
cient catalysts; to the contrary, flexible substrate binding by the
germline precursor was a more robust catalytic antibody.

Antibody Aldolases

The aldol reaction is a fundamental C-C bond forming reac-
tion that is ubiquitous in both chemical synthesis and nature
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Figure 12 (a) Hapten 34 elicited antibody 13G5 that catalyzes the Diels—Alder reaction between diene 35 and dienophile 36. (b) Key contacts of 13G5

Fab with the truncated hapten analog 41.
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Figure 13 Hapten 42 elicited antibody AZ-28 that catalyzes the oxy-Cope rearrangement of substrate 43.

(97). Class I aldolase enzymes possess a reactive lysine residue
that forms an enamine intermediate with carbonyl substrates,
enabling nucleophilic attack on the corresponding electrophile
in the enzyme active site (98, 99). Aldolase catalytic antibodies
with a similar reactive lysine residue (59, 60, 100-102) were
generated using the reactive immunization hapten 45, which
contains a moderately reactive p-1,3-diketone moiety (Fig. 14).
Two highly efficient aldolase antibodies, 38 C2 and 33F12, were
obtained from the catalytic screen (59, 60). The $-1,3-diketone
functionality successfully trapped a lysine residue in the anti-
body combining site forming Schiff base 46 and ultimately the
reactive enamine 47, which directly participates in the mecha-
nism of the aldol reaction in the antibody active site. Both 38 C2
and 33F12 catalyze the aldol reaction between acetone and alde-
hyde 48 with enzymic catalytic proficiency ((kcat/K m)/kuncat)
of nearly 10°. The X-ray crystal structure of 33F12 revealed
that LysH3 is essential to the catalytic mechanism, which initi-
ates the reaction by forming a stable enamine with the ketone
substrate (60). The surrounding hydrophobic residues help to
stabilize the unprotonated form of the lysine e-amino group

(pK 5 of 10 in bulk water). A significant perturbation of LysH?

must occur to maintain its uncharged status. Antibodies 38 C2
and 33F12 are actually better catalysts of the retro-aldol reac-
tion; however, these catalysts are extremely robust and 38 C2
participated in major steps in the total synthesis of epothilones
A-F (103, 104).

An attempt to improve on these antibodies employed a hybrid
approach to hapten design by using a transition state mimic
sulfone along with a p-1,3-diketone moiety to trap a reactive
site lysine residue (Fig. 15) (62). The hybrid hapten 49 is an
excellent mimic of the aldol transition state 50, eliciting two
aldolase antibodies, 93F3 and 84G3. In the aldol reaction of
51 with 3-pentanone, antibody 93F3 provided syn-aldol 52 in
90% de and 90% ee, whereas antibody 38 C2 only afforded the
anti-isomer in 62% de and 59% ee. These second-generation
aldolase antibodies 93F3 and 84G3 showed 103-fold increase
in proficiency over antibody 38 C2.
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Figure 14 (a) Reactive immunization hapten 45 elicited antibodies 38 C2 and 33F12 that catalyze the aldol reaction of aldehyde 48 with acetone. (b)

Hydrophobic environment surrounding Lys"?3 in 33F12 Fab.
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Figure 15 Hapten 49, a hybrid of transition state analog and reactive immunization, elicited antibody 93F3 that catalyzes the aldol reaction of ketone 51

with 3-pentanone.

Antibody Catalyzed Photo-Fries
Rearrangement

The photo-Fries rearrangement involves the absorption of light
energy by a diphenyl ether substrate resulting in homolytic
C-0 bond cleavage followed by radical recombination to yield
biphenyl products. Multiple products can be formed in this
reaction, depending on the electron withdrawing/donating char-
acteristics of the aromatic substituents. Furthermore, the es-
cape of free radicals from the solvent cage leads to additional
phenolic products (105). For example, ultraviolet (UV) irradi-
ation of 4-phenoxyaniline 53 forms aromatic products 54-58
(Fig. 16). The electron donating character of the amine sub-
stituent leads to preferential cleavage via path a (products 54 and
55) as opposed to path b (products 56—58) that would be favored
by an electron withdrawing substituent. An antibody-mediated
reaction that suppresses the escape of free radicals and primarily
forms biphenyl 54 was generated against haptens 59 (antibody
MT2-21C4) and 60 (antibody MT4-3G2) (106). The rotational
freedom of hapten 59 was used to explore the combinatorial
power of the immune response to elict catalysts that stabilize
radicals in the combining site and seek either path a or path b.
Hapten 60 is rigid and designed to assist the immune repertoire
in the selection of a catalyst by limiting the conformations that
can be accessed. Antibodies elicited against both haptens cat-
alyzed the photo-Fries reaction revealing the dynamic ability of
an antibody to stabilize a high energy surface in the catalysis

NS eRe

path b path a
Hapten 59 \ro:/, hy
HoN : :
o o O O, 53
HOJ\A/U\N Q
H
Hapten 60

of a reaction. Additional photochemical catalytic antibodies for
the Norrish type II reaction have been developed (107-109),
including an enantioselective Yang cyclization (108, 109).

Recent Developments in Catalytic
Antibodies

Since the seminal discovery of chemical catalysis by an anti-
body, numerous complex chemical transformations have been
catalyzed by these molecules. However, in biological systems,
the primary function of an antibody is to serve as a mediator
between recognition of a foreign substance and its destruction.
Specifically, the variable region of an antibody has evolved to
recognize an antigen and then recruit effector systems such as
complement and phagocytic cells to destroy the foreign entity.

This paradigm has been challenged by the recent discovery
that antibodies have the innate ability to not only recognize
foreign substances but to also destroy them (110). Lerner and
coworkers have found that all antibodies, regardless of source
or antigenic specificity can catalyze the oxidation of water
by singlet oxygen ('0,) via a pathway that is postulated to
include trioxygen species, such as dihydrogen trioxide (H,O3)
and possibly ozone (O3), in the formation of hydrogen peroxide
(H20,) as the ultimate product (110-114). Further examination
of this phenomenon indicated that 'O, could be generated by

OH

path a O /O/OH
e +
MT4-3G2 H-N
8.6 uM/min 2
NH,
54 55
HO OH
g g on
. + +
path b
HoN HoN
56 57 58

Figure 16 Haptens 59 and 60 elicited antibody MT4-3G2 that catalyzes the photo-Fries reaction of 53.
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either direct UV irradiation of the antibody molecule, by visible
light and a triplet oxygen (*0,) sensitizer like hematoporphyrin
IX, or by thermal decomposition of endoperoxides. In each case,
the antibody catalyzed formation of H,O, was triggered.

Typically, proteins are not stable under extended exposure
to UV irradiation; however, antibodies efficiently form H,O;
linearly up to 40 mole equivalents before an observed decrease
in rate. Furthermore, H,O, seems to inhibit its own produc-
tion and >500 equivalents of H,O, can be generated by an
antibody when H,O, is removed by catalase. Isotopic labeling
experiments suggest that water is the electron source in this ox-
idation pathway. Functionally, the water oxidation pathway has
been postulated to play a role in a range of clinical scenarios,
including bacterial killing, inflammation, and the pathogenesis
of atherosclerosis (112, 115).

The manipulation of the water oxidation pathway expands
the realm of possibilities with catalytic antibodies. A specific
example recently reported is the catalytic oxidative degrada-
tion of nicotine (53) by antibodies TD1-10E8 and TD1-36H10
(Fig. 17) (116). Catalytic antibodies that degrade cocaine by
ester hydrolysis have been previously identified, and the use
of catalytic antibodies in the cessation of drug abuse is an ac-
tive area of research (37, 117-121). Developing an antibody
capable of degrading nicotine has been particularly challenging
because its chemical structure is not amenable to decomposition
by catalytic antibodies using any of the previously outlined hap-
ten design strategies. Many oxidative degradation products of
nicotine are known (122) and antibody catalysis could parallel
this pathway with a sufficient 'O, source. Riboflavin interacts
with immunoglobulins, although this interaction is not com-
pletely understood (123) and is a known photosensitizer. The
riboflavin—antibody interaction was exploited in the generation
of reactive oxygen species to oxidatively decompose nicotine.
However, the initial screen using a tight binding (K ¢ < 10uM)
nicotine antibody panel elicited against hapten 54, riboflavin,
and either UV or visible light led to no catalysis of nicotine

TD1-10E8
Riboflavin
visible light
56 = 0.54 . \M/min
X N 57 = 0.67 pM/min
R
N TD1-36H10
icoti Riboflavin
Nicotine 53 visible light
56 = 0.67 1M/min
57 = 0.49 pM/min

degradation over the appropriate control reactions. Conversely,
a weak binding panel of antibodies elicited against the less con-
gruent nicotine hapten 55 (K4 > 1 mM) effectively catalyzed
the formation of nicotine oxidation products 56 and 57. It is
important to note that, in this study, a weak binding nicotine
antibody was converted to a catalytic antibody using visible
light and riboflavin as a photosensitizer. The inherent utility of
the water oxidation pathway is an active research area, and the
antibody catalyzed oxidative degradation of nicotine is the first
example of manipulating this pathway for a potential therapeutic
outcome.

Conclusions

Caxtalytic antibodies are unparalleled as tailor-made enzyme
mimics of a chemical reaction and a paramount advancement
in chemical biology. The scope of antibody catalysis continues
to increase although enzyme-like rates have yet to be achieved.
A snapshot of the reaction coordinate using transition state
analog, strain-induced, or bait-and-switch hapten design has
led to numerous antibody catalyzed reactions. Enzymes and
catalytic antibodies share their primary mode of action by
stabilizing a high energy transition state. Enzymes have a
superior evolutionary advantage, and additional mechanisms
that assist enzyme catalysis, like covalent catalysis, cofactors,
proximity effects, and the dynamic ability to complement an
infinite number of conformations along a reaction coordinate,
play a larger role than originally suspected.

Perhaps the most significant contribution of the catalytic
antibody field is the realization that enzyme catalysis is not
simply transition state stabilization. Reactive immunization has
enabled a mimic of the dynamics involved in enzyme catalysis,
and an aldolase antibody that approaches enzymatic rates has
been developed using this technique (59, 60). However, only
a few types of reactions have been catalyzed using this hapten

Hapten 54

AN ~
N o

Hapten 55

Figure 17 Hapten 55 elicited antibodies TD1-10E8 and TD1-36H10 that catalyze the oxidative degradation of nicotine (53) using riboflavin as a

photosensitizer.

ENCYCLOPEDIA OF LIFE SCIENCES © 2007, John Wiley & Sons, Ltd. www.els.net 13

—p—



Catalytic Antibodies: Past, Present, and Future
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Normal regulation of the cell cycle ensures the passage of genetic material
without mutations and aberrations. Proper completion of each phase is
critical to the initiation of the following phase, and the pathways that cell
division occur in an ordered, sequential, and irreversible procession. The
two major cell-cycle events that are regulated tightly are DNA replication
and cell division. Progression through each phase transition is regulated by
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extracellular signaling, transcription factors, cyclin-dependent kinases
(CDKs), and checkpoints, which prevent uncontrolled cell division.
Cyclin/CDK complexes are the primary factors responsible for the timely
order of cell-cycle progression, which include entry into S phase, initiation
of DNA replication, and mitotic entry. Each phase of the cell cycle and the
different cyclin/CDK complexes, as well as other important factors that
regulate cell-cycle progression and checkpoints, will be discussed.

The cell cycle is the sequence of events by which growing cells
duplicate and divide into two daughter cells. In mammalian
cells and other eukaryotes, cell division represents a process of
highly ordered and tightly regulated molecular events. The cell
cycle is composed of five phases in mammals, including Gy,
G, S, G2, and M phases. Replication of DNA occurs during S
phase and division occurs during M phase. During the two gap
phases, G; and Gy, cells produce RNA and proteins required for
the subsequent S and M phases, respectively. Cells in a resting,
quiescent state are in Go phase. Stimulation by external growth
factors or mitogens triggers quiescent cells to reenter the cell
cycle in G; by activating numerous signaling cascades, and it
leads to the sequential activation of cyclin dependent kinases
(CDKs). Activation of CDKs requires interaction with a cy-
clin partner, T-loop phosphorylation at T160 (CDK2) or T161
(CDK1) catalyzed by CDK activating kinase (CAK), and de-
phosphorylation at T14 and Y15 by CDC25 dual phosphatases.
The inhibitory phosphorylations at T14 and Y15 are catalyzed
by the serine/threonine kinase Weel and threonine/tyrosine ki-
nase Mytl, and these cause misalignment of the glycine-rich
loop and the ATP phosphate moiety. CDKs phosphorylate mul-
tiple substrates. The proper regulation of CDKs is necessary for

orderly cell-cycle phase transitions. A general representation of
the key players and events during the cell cycle can be observed
in Fig. 1.

Numerous checkpoints also exist to ensure normal cell-cycle
progression and transmission of an unaltered genome. These
checkpoints are conserved signaling pathways that monitor
cell growth conditions, cell-cycle progression, and structural
and functional DNA defects; they are critical for cell survival
or death. Checkpoint responses induce and sustain a delay
in cell-cycle progression, and activate machinery to respond
to changes in cell growth conditions, repair DNA, and stall
replication. When cellular damage cannot be repaired, these
checkpoints can induce apoptosis. The mammalian checkpoints
include the quiescent checkpoint, G|/S checkpoint, replicative
checkpoint, G, checkpoint, mitotic checkpoint, and the DNA
damage checkpoints. Improper checkpoint control promotes
tumorigenesis through increased mutation rates, aneuploidy,
and chromosome instability. The following sections will give
an overview of the regulation of the various phases of the
mammalian cell cycle, activation of specific checkpoints, and
the molecules involved in the mechanisms that regulate these
processes.
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Regulation of the mammalian cell cycle by cyclin/CDKs. Activation of growth factor receptors in G leads to activation of many signaling

cascades that lead to the expression of cyclin D. Progression into S phase is mediated by Rb and E2Fs that lead to the initiation and progression of DNA
synthesis through cyclin E/A/CDK2 activity. On completion of DNA replication, cyclin B/CDK1 activity promotes phosphorylation of substrates required for
entry into mitosis and eventual cytokinesis, which produces two identical daughter cells.

From Quiescence to the Point
of No Return

Go-G transition

After cell division, the daughter cell enters into Gy phase where
it becomes ready to divide again before entering into Gj. In
most cases, the newly formed cell increases in size and mass
for division to occur again, by enhancing ribosome biosynthesis
(1). This task is accomplished by phosphorylation of the S6
ribosomal subunit by S6 kinase (2). This kinase is regulated
by members of the PI3K family, including TOR, PDK1, and
PI3K, which are activated by insulin receptor signaling (3, 4).
These family members phosphorylate the translational inhibitor
4E-BP1, leading to dissociation of the initiation factor e[EF4E,
which promotes cyclin D and Myc translation (5). In the
absence of growth factors, these kinases are inactive and cannot

signal progression from quiescence to Gj. Acetylation and
phosphorylation of the tumor suppressor p53 also seems to be
involved in maintaining cellular quiescence (6, 7).

G, phase

In the presence of growth factors during the Gp and Gy
phases, ras and mitogen-activated protein kinase (MAPK) cas-
cades are activated and subsequently regulate cell cycle pro-
gression (8). MAPK regulates cyclin D expression directly by
controlling the activation protein-1 and ETS transcription fac-
tors, which transactivate the cyclin D promoter (9, 10). Con-
sequently, the MAPK cascade activates cyclin D-dependent
kinases (CDK4 and CDK®6) and regulates cell proliferation. Ad-
ditionally, the MAPK cascade regulates directly the synthesis
of the CIP/KIP family of CDK inhibitors (CKIs), specifically
p21°" and p27%™®, which regulate CDK activity negatively and
influence cyclin D/CDK4/6 complex formation in G; (11, 12).
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The growth factor-dependent synthesis of D-type cyclins occurs
during the Go/G; transition and peak in concentration in late G;
phase (13). These proteins have a very short half-life and are de-
graded rapidly after removal of mitogenic stimulation. The INK
family of CKIs primarily inhibits cyclin D/CDK4/6 complexes.
Only when the concentration of cyclin D exceeds that of the
INK proteins can these cyclin D/CDK4/6 complexes overcome
their inhibition (14, 15).

In early to mid G; phase, active cyclin D/CDK4/6 com-
plexes phosphorylate the three Rb pocket proteins (Rb, p130,
and p107), which results in their partial repression (13). The
phosphorylation status of these proteins controls E2F transcrip-
tional activity and S-phase entry by mediating passage through
the restriction point in late G; (16-18). E2F proteins (E2F1-6)
form heterodimers with a related family of DP proteins (DP1-3),
and can act as both activators and repressors of transcriptional
activity. In Gg and early Gj, Rb is in an active, hypophos-
phorylated form. Active Rb represses the activity of the E2F
transcription factor family by binding directly to the transacti-
vation domain of E2F proteins and recruiting histone deacety-
lases, methyltransferases, and chromatin remodeling complexes
to E2F-regulated promoters (19, 20). This activity results in
the modification of histones, compaction of chromatin structure,
and prevention of promoter access by transcription machinery
(20). Phosphorylation of Rb by cyclin D/CDK4/6 complexes
during G, releases histone deacetylase, which alleviates tran-
scriptional repression partially (13, 19, 20). As a result, the
E2F/DP transcription factors activate the transcription of cy-
clin E and many genes responsible for the G;/S transition and
DNA synthesis including CDK2, cyclin A, cyclin E, RPA1,
MATI, PCNA, DHFR, c-Myc, DNA polymerase-a, p220NPAT,
and CDC25A (21).

G1/S transition

Cyclin E expression in mid to late Gy results in the formation
of cyclin E/CDK2 complexes, which are required for S-phase
entry and the initiation of DNA replication. Cyclin E/CDK2
also phosphorylates Rb, except on different residues than those
catalyzed by cyclin D/CDK4/6 complexes (22). Cyclin E/CDK2
phosphorylation of Rb promotes the dissociation of E2F tran-
scription factors from Rb, which results in complete relief of
transcriptional repression (23). Thus, Rb inactivation occurs
through the sequential phosphorylation by CDK4/6 and CDK2.
Additional E2F and cyclin E/CDK2 activity increases through
a positive feedback mechanism because cyclin E is one of
the many genes activated by E2F (24). Cyclin E/CDK2 ac-
tivity enhances this positive feedback even more by promoting
the degradation of its own inhibitor, p27X™®. These complexes
have been shown to phosphorylate p27X® at T187, which pro-
motes its association with the Skp-Cullin-F-boxSKP? (SCFSKP?2)
complex to target p27X® for ubiquitination and proteasomal
degradation (25). Cyclin D/CDK4/6 complexes have been hy-
pothesized to sequester the bound CKI inhibitor p27X® away
from cyclin E/CDK2 complexes to facilitate their activation
(26). However, recently p27%™" was shown to be phosphory-
lated by Src-family tyrosine kinases at Y88, which reduces its
steady-state binding to cyclin E/CDK2. This action facilitates
p27XP phosphorylation at T187 by cyclin E/CDK2 to promote

its degradation (27, 28). Thus, rather than cyclin D/CDK4/6 se-
questration of p27XIP these tyrosine kinases may be responsible
for activation of p27XP-bound cyclin E/CDK2 complexes at the
G/ /S transition.

The c-myc proto-oncogene encodes another transcription fac-
tor involved in many processes, which include E2F regulation
(29). Its expression is induced by mitogenic stimulation, pro-
motes S-phase entry in quiescent cells, and increases total cell
mass. Myc activates the transcription of cyclin E, CDC25A,
and several other genes (30). The Myc-induced proliferation
mechanism activates cyclin E/CDK2 activity directly through
increased cyclin E levels and CDC25A activity, which removes
T14 and Y15 inhibitory CDK2 phosphorylation catalyzed by
Weel/Mytl (31). Additionally, this activity is enhanced indi-
rectly through Myc by mediating the sequestration of p27XIP
from cyclin E/CDK2 into cyclin D/CDK4/6 complexes, which
in turn promotes the cyclin E/CDK2 catalyzed phosphoryla-
tion and degradation of p27XP (32). Cul-1, a component of the
SCFSKP2 complex, was shown to be a transcriptional target of
Myc, which may explain the link between p27X" degradation
and Myc activation (33).

Cyclin E/CDK2 also phosphorylates p220NPAT | which is a
protein involved in the regulation of histone gene expression.
This phosphorylation is a major event that occurs as cells begin
to enter S phase (34). The phosphorylation of p220NPAT by cy-
clin E/CDK?2 is required for histone gene expression activation
at the onset of S phase (35). Once cells have passed through the
restriction point, they are committed to initiate DNA synthesis
and complete mitosis. Cell-cycle progression continues indepen-
dently of the presence of growth factor stimulation after passage
through the restriction point.

Regulation of DNA Synthesis
and Mitotic Entry

S phase

At the G;/S transition, the cell enters S phase in which DNA
synthesis occurs and each chromosome duplicates into two sister
chromatids. During S-phase entry, the initiation of replication
occurs at sites on chromosomes termed origins of replication.
Replication origins are found in two states within cells: a
pre-replicative complex (pre-RC) that is present in G; before
DNA replication initiation, and the the post-replicative complex
(post-RC) that exists from the onset of S phase until the end
of M phase (36). At the onset of S phase, an increase in cyclin
A expression and cyclin A/CDK2 activity occurs (37, 38), and
the protein kinase GSK-38 phosphorylates cyclin D and signals
its relocalization to the cytoplasm where it is degraded by the
proteasome (39, 40). Cyclin A/E/CDK2 activity controls each
round of DNA replication, and this dictates the state of the
replicative complexes. Low CDK activity permits the assembly
of the pre-RC to form a licensed origin at the end of M phase,
whereas the increase in CDK activity during the G;/S transition
triggers initiation of DNA replication and converts origins to
the post-RC form (41). Reformation of the pre-RC is prevented
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by high CDK activity, which acts to inhibit re-replication events
that would result in numerous copies of chromosomes.

The initiation of DNA replication requires both the assem-
bly of the pre-RC complex at origins of replication and the
activation of these complexes by CDKs and other kinases to
initiate DNA synthesis (42—44). Numerous proteins are required
for pre-RC formation and DNA replication initiation, which in-
clude the Origin Recognition Complex (ORC), cdc6/18, cdc45,
cdtl, the GINS complex, and mini chromosome maintenance
(MCM) proteins (43). ORC proteins (ORC1-6) bind directly
to replication origins as a hexamer and facilitate the loading
of other components of the pre-RC (45, 46). The cdc6/18 and
cdtl proteins play a central role in coordinating chromatin li-
censing. They bind directly to the ORC complex independently
of each other (47). Here, they facilitate cooperatively the load-
ing of the MCM proteins (MCM2-7), which form a hexameric
ring-complex that possesses ATP-dependent helicase activity
(48, 49). Cyclin E/CDK2 is recruited to replication origins
through its interaction with cdc6, and this event regulates cdtl,
cdc45, and MCM loading, which makes chromatin replication
competent. After binding of the MCM proteins, the affinity of
both cdc6/18 and cdtl for the ORC is reduced, and they dis-
sociate (48, 49). Then, cyclin A/CDK2 phosphorylates cdc6 to
promote its export from the nucleus and cdtl to target its ubiq-
uitination by the SCFS¥P? complex (50, 51). In this way, after
initiation and release of these factors from the ORC, cyclin
A/CDK2 activity acts to prevent re-replication by inhibiting ref-
ormation of the pre-RC. However, cyclin E/CDK2 activity acts
primarily to promote the initiation of DNA synthesis (52).

Dbf4-dependent kinase (DDK) contains the kinase subunit
cdc7, and it is required for DNA replication initiation (53).
DDK targets MCMs for phosphorylation, thereby increasing
the affinity of these proteins for cdc45, which is a factor
required for the initiation and completion of DNA replica-
tion (49, 54, 55). The GINS complex, which consists of
the four subunits Sld5, Psfl, Psf2, and Psf3, is required for
the initiation and progression of eukaryotic DNA replication
(56). This complex associates with Cdc45 and the MCM
proteins to activate their helicase activity. As a result of
GINS and cdc45 binding to the MCM complex, the DNA
is unwound, which results in single stranded DNA (ssDNA)
(49, 57). Replication protein A (RPA) is recruited to single
stranded DNA, and it is required for the subsequent binding
and activation of DNA polymerase-a (58-60). The GINS com-
plex also interacts with, and stimulates the polymerase activity
of the DNA polymerase-o-primase complex (61).

G; phase

After completion of DNA duplication, the cell enters the second
restriction point of the cell cycle; referred to as the G, phase.
Similar to what happens during G, in this second gap phase
the cell halts to synthesize factors required for initiation and
completion of mitosis and to check for any aberrations that
result from DNA synthesis (62, 63).

Cyclin B/CDKI1 is the primary regulator of the G,/M tran-
sition, and its activity is required for entry into mitosis. It was
termed the maturation-promoting factor (MPF) because it was
originally shown to be essential for Xenopus oocytes maturation

after hormonal stimulation, and it was found subsequently to be
equivalent to a mitosis-promoting activity (64). CDK1 activity
is regulated primarily by localization of cyclin B, CDC25C ac-
tivity, and p21°" levels, which are controlled by checkpoint
machinery (65). Cyclin B/CDK1 complexes remain inactive
until their activity is required for mitosis entry in late Gy. To-
ward the end of S phase, cyclin B expression is increased.
However, during the onset of Gy, cyclin B is retained in the
cytoplasm by its cytoplasmic retention signal (CRS), and the
CKI p21°™ inhibits CAK-mediated activation of cyclin/CDKs
(66). Additionally, Weel and Mytl phosphorylate T14 and Y15
on cyclin B/CDKI1 in the cytoplasm to keep these complexes
inactive even when CDK1 is phosphorylated by CAK (67). The
transcription factor p53 also mediates the inhibition of cyclin
B/CDKI activity by promoting p21 expression, and it down-
regulates expression of CDK1 (63, 68). Furthermore, cyclin
A/CDK?2 phosphorylates and inactivates members of the E2F
transcription family in G to suppress cell growth during this
gap (69-71).

G2/M transition

During the Go/M transition, the localization of cyclin B changes
dramatically and regulates CDK1 activity (72). The CRS is
phosphorylated by MAPK and polo-like kinase 1 (Plk1), which
promotes its nuclear translocation (73, 74). Contomitant with
nuclear import, cyclin B is phosphorylated to a greater ex-
tent to prevent association with CRMI1, which promotes its
nuclear retention (75, 76). This relocalization occurs at the
onset of mitosis toward the end of the G,/M transition when
the cell is ready to begin the mitotic process (77). Activa-
tion of cyclin B/CDKI in late G, is achieved by preventing
the access of cytoplasmic Weel/Mytl kinases to the complex
and by promoting shuttling of the CDC25 phosphatases to
the nucleus, where they dephosphorylate and activate CDK1
(78-80). Cyclin B/CDK1 complexes phosphorylate CDC25A
to promote its stability and CDC25C to promote its activ-
ity (81). Both CDC25A and CDC25C activate CDK1 even
more, which results in a positive feedback loop that sustains
cyclin B/CDKI1 activity in the nucleus to signal mitotic en-
try (82, 83). ERK-MAP kinases also regulate cyclin B/CDK1
activity by phosphorylating CDC25C at T48 (84). ERK1/2
activation of CDC25C leads to removal of inhibitory phos-
phorylations of cyclin B/CDK1 complexes and is required
for efficient mitotic induction. Thus, MAPKs are involved
in the positive feedback loop that leads to cyclin B/CDKI1
activation.

The increase in nuclear cyclin B/CDKI1 activity promotes
phosphorylation of nuclear substrates that are necessary for
mitosis, such as nuclear envelope breakdown, spindle forma-
tion, chromatin condensation, and restructuring of the Golgi and
endoplasmic reticulum (85, 86). Numerous cyclin B/CDKI1 sub-
strates have been defined, which include nuclear lamins, nucle-
olar proteins, centrosomal proteins, components of the nuclear
pore complex, and microtubule-associated proteins (87-89). Cy-
clin B/CDK1 complexes also phosphorylate MCM4 to block
replication of DNA, the TFIIH subunit of RNA polymerase II
to inhibit transcription, and the ribosomal S6 protein kinase to
prevent translation during mitosis (90-92).

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.

—p—



—p—

Cell Cycle, Regulation of

Regulation of Cell Division

The centrosome

Normally, the centrosome is composed of two centrioles and the
pericentriolar material. It functions not only as a microtubule nu-
cleation center, but also as an integrated regulator of cell-cycle
checkpoints. Recent data indicates it is required for cell-cycle
progression (93). The centrosome duplication process begins
in late G; and is regulated primarily by CDK2 activity (94).
Cyclin A/E/CDK?2 phosphorylates the Mps1p kinase and nucle-
ophosmin, which are two centrosome associated proteins. CDK2
activity is required for Mpslp stability and Mpslp-dependent
centrosome duplication (95). Cyclin E/CDK2 phosphorylates
nucleophosmin at T199, releasing it from unduplicated centro-
somes, which are a requirement for centrosome duplication (96).
Completion of centrosome duplication and initiation of their
separation occur in Gy and are dependent on cyclinA/E/CDK2
activity. These processes are necessary for proper spindle for-
mation and for balanced chromosome separation during mitosis.

The Aurora kinase family members play a role in centrosome
function, spindle assembly, and chromosome alignment, and
they are essential for mitosis. Specifically, Aurora-A activity
is maximal during G»/M; it regulates mitotic spindle assembly,
centrosome separation, and it facilitates the G,/M transition
by phosphorylating CDC25B at the centrosome, which is an
important event for cyclin B localization to the nucleus (97).
Aurora-B activity is maximal from metaphase to the end of
mitosis and regulates chromatin protein modification, chromatid
separation, and cytokinesis (98). During mitosis, a complex
process of degradation and phosphorylation regulates Aurora
kinase activity to ensure proper mitotic advancement. Aurora-A
is activated mainly by autophosphorylation (99), Ajuba (100),
TPX2 (101), and HEF1 (102), whereas INCENP is thought to
activate Aurora-B (103). Both Aurora-A and B are degraded
rapidly at the end of mitosis.

M phase

The mitotic phase is divided into five phases, which include
prophase, prometaphase, metaphase, anaphase, and telophase.
During prophase, nucleoli disappear, chromatin condensation
takes place, and the mitotic spindle is formed at centrosomes
that contain centrioles. In prometaphase, fragmentation of the
nuclear envelope occurs and mitotic spindles extend from the
poles toward the center of the cell. At metaphase, centrioles pair
at opposite poles, and the chromosomes align in the cell cen-
ter along the metaphase plate. Then, microtubules bind to the
kinetochores located at the centromeres of each chromatid of
the chromosomes. The transition from metaphase to anaphase
is triggered by MPF inactivation through the degradation of
cyclin B by the E3 ubiquitin ligase anaphase-promoting com-
plex (APC/C) (104). Cdc20 is required for activation of the
ubiquitin ligase activity of APC/C, which promotes degra-
dation of securin. Subsequently, a release mechanism acti-
vates the protease known as separase, which cleaves cohesion
and promotes sister chromatid separation and anaphase entry
(105, 106). This mechanism induces the separation of chro-
matids in anaphase as microtubules from each pole pull them

apart through their kinetochore. Because of cyclin-B/Cdk1 in-
activation in late anaphase, the major ubiquitin ligase activity is
switched from APC/C-Cdc20 to APC/C-Cdhl. The latter con-
tinues to regulate many proteins whose degradation is required
for cell-cycle progression, including Cdc20, which becomes one
of its targets and a substrate of the Aurora kinases. (107-111).

In telophase, nuclei for each daughter cell form at the two
poles, and the mitotic spindle apparatus disappears. Further-
more, nuclear membranes, nuclear lamina, nuclear pores, and
nucleoli are reformed. The cell is now ready for cytokinesis,
which is physical division of the cytoplasm. The cytoplasm
divides as actin/myosin filaments contract and pinch off the
plasma membrane, which results in two daughter cells that en-
ter into Gog or G; for another round of division. The main
checkpoint that exists during M phase in mammalian cells is
the spindle checkpoint; it is in place to ensure proper micro-
tubule assembly, proper cell division, and that each daughter
cell receives one copy of DNA.

Spindle checkpoint

The spindle checkpoint is activated when microtubules fail to
attach to the kinetochores of each sister chromatid and/or when
misalignment of chromosomes occurs along the metaphase plate
(112-114). This mechanism blocks entry into anaphase and
ensures proper segregation of the chromatids to opposite spindle
poles. Misregulation of this checkpoint results in aneuploid
daughter cells after division (115, 116). Checkpoint proteins
associated with kinetochores monitor microtubule-kinetochore
attachment and tension; these proteins regulate this checkpoint
by preventing cdc20 binding to the APC/C (117-119).

The main spindle checkpoint proteins include Madl, Mad2,
BubR1, Bubl, Bub3, Mpslp, and CENP-E. These proteins
act both independently and dependently of their interaction
with kinetochores. Association of Mad2 with kinetochores and
cdc20 requires the presence of Madl (120). At the kine-
tochore, Mad2 is converted to a form that can bind and
sequester cdc20 away from the APC/C, which results in
its inhibition (121). Additionally, formation of the mitotic
checkpoint complex BubR1/Bub3/Mad2/cdc20 occurs indepen-
dently of interaction with unattached kinetochores, and it sig-
nals anaphase to wait by binding and inhibiting the APC/C
(122, 123). An unattached kinetochore activates a kinase cas-
cade that involves the dual-specificity kinase Mpslp and the
serine/threonine kinases BubR1 and Bubl that amplifies this
wait signal (124, 125). Furthermore, BubR1 interacts directly
with the kinesin-like protein CENP-E to regulate microtubule
tension at kinetochores, which is also involved in regulation of
the spindle checkpoint (126, 127). Thus, this checkpoint serves
to inhibit the APC/C indirectly through cdc20 sequestration and
directly through association with the mitotic checkpoint com-
plex, and to regulate the tension at kinetochores required for
anaphase entry (128).

DNA Damage Checkpoints

In addition to checkpoints that ensure normal cell-cycle progres-
sion, numerous DNA damage checkpoints exist in mammalian
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cells. These checkpoints exist to regulate the highly conserved
mechanisms that control DNA replication and mitosis to ensure
mutations within the genome are not passed on to the daugh-
ter cells. Misregulation of these pathways is associated with
genomic instability and cancer development. The key players
involved in the DNA damage checkpoint cascade (Fig. 2) in-
clude the DNA damage sensors ATM (Ataxia Telangiectasia
Mutated), ATR (ATM and Rad3 Related), Radl, Rad9, Husl,
and ATRIP, and the effectors Chk1/2 (Checkpoint Kinase 1/2),
and CDC25.

G1/S-phase checkpoint

The primary DNA damage checkpoint is the G;/S checkpoint,
which acts to prevent the replication initiation of damaged
DNA. During G; and even after passage through the restric-
tion point (but prior to initiation of DNA synthesis), DNA
damage activates two checkpoint-signaling pathways sequen-
tially, and both pathways function to inhibit CDK2 activity.
The first pathway initiated is pS3-independent and is rapid and
short-lived (129). This pathway results in phosphorylation and
degradation of CDC25A (130, 131). DNA damage leads to the
activation of ATM and ATR, which phosphorylate and acti-
vate Chk1 and Chk2 (132, 133). CDC25A is phosphorylated by
these kinases, which target its ubiquitination and proteasomal
degradation (134). As a result, the inhibitory phosphorylations
of CDK2 are increased, which diminishes CDK2 activity. Ulti-
mately, this lack of CDK2 activity inhibits the cdc45 loading to

DNA Damage

/ \
R A
\ RPA /

BRCA1
53BP1

MDCH1
\ o

AT
MRN® ="

Complex

Chk1

Cdc25A/B/C

Cell Cycle Progression ‘/

Figure 2 Brief model of DNA damage checkpoint signaling. DNA
damage elicits a conserved response headed by the ATM and ATR kinases.
Phosphorylation cascades and localization of mediators to sites of damage
allows for signaling to the effector kinases Chk1 and Chk2. Chk1/2 elicit
cell-cycle arrest through phosphorylation-dependent degradation of the
Cdc25 family of phosphatases. Parallel activation of p53 by both ATM/ATR
and Chk1/Chk2 leads to upregulation of the CDK inhibitor p21, which
enforces cell-cycle arrest to a greater extent. See text for in-depth
discussion of the checkpoint pathways.

pre-RCs and the subsequent initiation of DNA replication to halt
the cell cycle and to allow time to repair damaged DNA (133).

The second pathway activated in the presence of DNA dam-
age prior to initiation of DNA synthesis acts in a p53-dependent
manner. As stated above, the tumor suppressor p53 is a tran-
scription factor, which acts primarily to increase expression of
the CKI p21©"" during DNA damage. Like CDC25A, the activa-
tion of ATM/ATR promotes the phosphorylation of p53, which
enhances the stability of p53 by preventing efficient interac-
tion with the E3 ubiquitin ligase MDM2, which is a protein
responsible for targeting p53 degradation (135). This mecha-
nism leads to the transcription and accumulation of p21, which
silences CDK2 activity to prevent cell-cycle progression and
to allow for DNA repair (136). MDM2 is also a target of p53
transcription, which creates a negative feedback loop with p53
(137). After repair of damaged DNA has been completed, the
checkpoint is turned off and progression into S phase resumes.

S-phase checkpoints

Cells that have passed the G;/S checkpoint are ready to be-
gin S phase and DNA replication. The S-phase checkpoints
are a group of three mechanistically distinguishable checkpoints
(138) of which two respond directly to DNA damage. One is
independent of ongoing replication and is activated in response
to DNA double-stranded breaks (DSBs), which is known as
the intra-S-phase checkpoint. The second checkpoint, the repli-
cation checkpoint, responds to replication fork stalling caused
by the collision of replication machinery with DNA damage, di-
rect inhibition of polymerases, or depletion of dNTPs. Although
these two checkpoints respond to different forms of stress, both
checkpoints prevent cell-cycle advance, inhibit ongoing repli-
cation, prevent origin firing, and stabilize the replication fork
so that repair and replication resumption can occur. The third
type of S-phase checkpoint is the S/M checkpoint. Currently,
this checkpoint is not understood as well as the previous two,
but it is known to prevent entry into mitosis when replication
is stalled or incomplete. It acts to preserve genomic stability
by preventing premature chromatin condensation and breaks at
common fragile sites.

The replication checkpoint

The replication checkpoint is activated when the replication
machinery encounters DNA damage or when the replicative
polymerase is inhibited and stalls (139, 140). This checkpoint
stabilizes stalled replication forks and signals for DNA dam-
age repair while preventing exit from S phase. Stalling causes
uncoupling of the helicase from the polymerase, which leads
to DNA unwinding without subsequent new strand polymer-
ization. This action leads to accumulation of sSDNA, which is
a trigger for checkpoint activation (141-143). ssDNA is also
believed to activate other checkpoints, which include those ini-
tiated by DNA repair mechanisms such as nucleotide excision
repair (144, 145) or recession of DSBs generated during homol-
ogous recombination (146, 147). The ssDNA is coated by RPA
proteins (148, 149), which set up a scaffold for the recruitment
and localization of DNA damage sensors in S phase. ATR is cen-
tral to the replication checkpoint and is recruited to RPA coated
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ssDNA through its interaction with its binding partner, ATRIP
(150-152). In addition, other sensors of DNA damage, includ-
ing Rad17, which is an RFC-like clamp loader, and the 9-1-1
complex, which is a heterotrimeric clamp composed of Rad9,
Radl, and Husl, are recruited to RPA coated ssDNA and serve
to activate ATR and to help recruit and activate downstream
mediators of the checkpoint (153-155).

After ATR activation and recruitment/activation of other sen-
sors, numerous proteins are recruited to the site of damage
and act as mediators of the DNA damage-signaling cascade.
Most mediators are involved in the activation of the effecter
kinase Chk1 (156). One mediator, Claspin, is recruited to sites
of damage, is phosphorylated by ATR, and recruits Chk1 sub-
sequently. Direct interaction between Claspin and Chkl1 is re-
quired for phosphorylation and activation by ATR (157-160).
Other mediators include BRCA1 and BRCA1C-terminal motif
(BRCT)-containing proteins. These mediators form large mul-
timeric complexes and are often visualized as nuclear foci by
immunofluorescence microscopy (156, 161). MDC1 (Mediator
of DNA damage-checkpoint protein 1) recruits mediators of
the checkpoint, such as 53 BP1 and NBS1 (162-164). These
proteins function to maintain foci oligomerization and to pro-
mote ATR mediated phosphorylation of its substrates, which
include all of these mediators and SMC1 (Structural mainte-
nance of chromosomes 1). SMC1 is part of the cohesin com-
plex and is required for sister chromatid cohesion in S phase
(165, 166).

Finally, Chkl is recruited to the nuclear foci that contain
the large scaffold of BRCT-containing proteins and is activated
in an ATR/Rad17/9-1-1/BRCA1/Claspin dependent fashion
(157-159). Then, Chkl facilitates the checkpoint by phospho-
rylating CDC25 family members (167) and p53 (see above for
more detail on these events); this results in cell-cycle arrest,
DNA repair, and survival choices.

The intra-S-phase checkpoint

Unlike the replication checkpoint, the intra-S-phase checkpoint
does not require replication to be activated (138, 168). At the
head of this checkpoint is the ATM protein kinase, which is
a member of the PI3K family of protein kinases (including
ATR and DNA-PK). ATM and the intra-S-phase checkpoint are
activated by the detection of DSBs, which can be achieved
without direct interaction of the replication machinery with
sites of damage. Another interesting difference between the
replication checkpoint and the intra-S-phase checkpoint is that
activation of the latter does not alter the progression of active
replication units, only the inhibition of late origin firing (169).
Thus, the intra-S-phase checkpoint causes delays in, but not
complete arrest of, S-phase progression (138).

Although the sensors of DSBs are not definitively known,
two protein complexes serve as excellent candidates because
of their ability to enhance ATM activity. These complexes are
the MRN (Mrel1-Nbs1-Rad50) complex and the Rad17/9-1-1
complex (discussed above). The MRN complex has nuclease
activity and localizes to DSBs independently of ATM. At sites
of damage, it plays a role in activation of ATM, efficient
phosphorylation of ATM substrates, and recession of DSBs
(170-172). Although much of the checkpoint from here out

involves the same mediators including 53 BP1, BRCA1, MDCl1,
and SMC1, it has two more distinct features compared with the
replication checkpoint.

The first feature involves the recession of DSBs, which
activates a parallel ATR/ssDNA signaling cascade similar to that
discussed above (146, 173, 174). The second feature involves
the activation of Chk2. Unlike Chk1, which is only present in S
and G, phases, Chk?2 is present throughout the entire cell cycle
(175, 176). Chk2 also differs from Chkl in that it must dimerize
to be fully active (177-179), and in response to DNA damage,
it becomes soluble in the nucleus and dissipates from damage
sites as a mechanism to enhance signaling (180, 181). When
phosphorylated by ATM, Chk2 plays similar roles as Chkl in
the degradation of CDC25 family members and phosphorylation
of p53.

Although the replication and intra-S-phase checkpoints have
distinct mechanisms of activation and signaling, the final goal
is the same: to delay or to inhibit S-phase progression providing
time and signaling events that lead to DNA repair, so that
mutations are not transmitted to daughter cells in the ensuing
mitotic division.

S/M checkpoint

The S/M checkpoint can be activated by replication inhibition
or when DNA replication is not completed (182-186). This
checkpoint signals through the ATR/Chkl pathways and pre-
vents premature chromatin condensation (PCC) and entry into
mitosis (183, 185, 187). Depletion of ATR in Xenopus egg ex-
tracts or Chkl in embryonic stem cells results in premature
entry into mitosis prior to completion of replication (183, 185).
In addition, different regions of the genome replicate at different
rates, and common fragile sites are known to be late replicating
regions. These common fragile sites are often left unreplicated
during mitotic entry (188-191). PCC causes breaks when frag-
ile sites are not fully replicated (189). Therefore, mitotic delay
is required to ensure the proper replication of the entire genome
to prevent breaks that might occur because of PCC. Both ATR
(187) and Chk1 (188) are involved in the stability of common
fragile sites, which indicates that the S/M checkpoint is required
to maintain genomic stability by ensuring proper replication
prior to mitotic entry.

G2/M-phase checkpoint

The G2/M checkpoint acts to ensure that cells that experience
DNA damage in G, or that contain unresolved damage from the
previous G; or S phase do not initiate mitosis. Much like the G
checkpoint and in contrast to the S checkpoints, cell-cycle arrest
or delay that results from the G, checkpoint involves a combina-
tion of acute/transient and delayed/sustained mechanisms. The
acute/transient mechanisms involve the rapid posttranslational
modification of effector proteins, whereas the delayed/sustained
mechanism involves the alteration of transcriptional programs
(192).

Of all molecules targeted in the G»/M checkpoint, cyclin
B/CDKI1 seems to be the most important as its activity stimu-
lates mitotic entry directly. DNA damage in the G, phase acti-
vates ATM/ATR pathways (as described above), which results in
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Chk1/Chk2-mediated inhibition of the Cdc25C phosphatase that
would normally activate CDK1 and trigger transition through
the G2/M boundary. In G, Cdc25B is also targeted for degra-
dation by Chk1 and Chk2 via the mechanisms described above,
and it is the only known mechanism of cell-cycle arrest that is
shared across all checkpoints. Cdc25 degradation is one of the
key mechanisms of the acute/transient branch of the checkpoint.

The more delayed and prolonged mechanisms by which the
checkpoint silences CDK1 activity is through the activation of
the p53 pathway. Activation of p53 is achieved by phospho-
rylation by ATM/ATR or Chk1/Chk2 and results in nuclear
localization, tetramerization, and stimulation of p53 transcrip-
tional activity toward p21°™. In G,, BRCA1 can stimulate p21
expression in a p53 independent fashion (193); along with two
other p53 targets, GADD45 and 14-3-3e, BRCA1 may coop-
erate to achieve maximal inhibition of CDKI1 and to prevent
mitotic entry to allow for repair of DNA lesions (68).

The centrosome also regulates the Go/M DNA damage re-
sponse, and numerous checkpoint proteins are associated with
the centrosome (194). Centrosome separation is regulated by
the kinases Nek2 and Plkl, and this process is inhibited by
DNA damage in an ATM-dependent manner. ATM activation
leads to Plk1 and Nek2 inhibition, which results in deregula-
tion of the centrosome (195). By this mechanism, centrosome
separation is inhibited, and it contributes to maintaining the
G,/M checkpoint (196). Plk1 is also known to phosphorylate
and activate CDC25C (197). Thus, PIk1 inhibition also results
in CDC25C inhibition, inactivation of cyclin B/CDKI1, and a
halt in cell-cycle progression.

Normally, cell-cycle progression resumes when DNA damage
repair is completed; otherwise, apoptosis prevents genomic in-
stability if the damage is excessive and beyond repair. However,
data from Saccharomyces cerevisiae, Xenopus, and human
cells, suggests that pathways to re-enter cell-cycle progression
exist even when unrepaired DNA damage is present. This pro-
cess of “checkpoint adaptation™ has been shown to allow mitotic
entry in response to ionizing radiation in human cells in a
Plk1 dependent manner, and it may promote carcinogenesis and
genomic instability (198, 199). It has been speculated that ac-
tivation of centrosomal cyclin B/CDKI1 plays a central role in
this process, and it may occur through Plk1 mediated degrada-
tion of Weel and/or inhibition of Chkl activity that leads to
stabilization of CDC25 (200). Although its function is not well
understood, checkpoint adaptation has been proposed to move
cells into a phase where they can die, allow progression into
other phases where difficult DNA damage can be repaired, and
even exist to allow natural evolution (201).

Conclusions

The mammalian cell cycle is controlled by numerous factors
involved in regulation of CDKs and checkpoint responses.
Although many proteins involved in the pathways that lead to
activation or inactivation of these have been elucidated over
the years, much remains to be explored. Although most CDKs
control the cell division cycle, regulation of the cell cycle is
clearly more than progression from growth to DNA synthesis to

division and transmission of genetic material. Growing evidence
exists for the role of CDKs in controlling the balance between
senescence, cell growth, checkpoint activation, and apoptotic
signaling. Clearly, the inability to respond properly to DNA
damage and cellular stress through checkpoint activation and
apoptosis has a role in oncogenic potential and therapeutic
considerations. The identification of novel factors and signal
cascades that mediate the regulation of the cell cycle will lead
to new drug targets in the fight against cancer and numerous
other diseases.

References

1. Geyer PK, Meyuhas O, Perry RP, Johnson LF. Regulation of
ribosomal protein mRNA content and translation in growth-
stimulated mouse fibroblasts. Mol. Cell Biol. 1982;2:685-693.

2. Dufner A, Thomas G. Ribosomal S6 kinase signaling and the
control of translation. Exp. Cell. Res. 1999;253:100-109.

3. Long X, Muller F, Avruch J. TOR action in mammalian cells
and in Caenorhabditis elegans. Curr. Top. Microbiol. Immunol.
2004;279:115-138.

4. Um SH, D’Alessio D, Thomas G. Nutrient overload, insulin
resistance, and ribosomal protein S6 kinase 1, S6K1. Cell. Metab.
2006;3:393-402.

5. Costa LJ. Aspects of mTOR biology and the use of mTOR in-
hibitors in non-Hodgkin’s lymphoma. Cancer Treat. Rev.
2007;33:78-84.

6. Brooks CL, Gu W. Ubiquitination, phosphorylation and acetyla-
tion: the molecular basis for pS3 regulation. Curr. Opin. Cell Biol.
2003;15:164-171.

7. Knights CD, Catania J, Di Giovanni S, Muratoglu S, Perez R,
Swartzbeck A, Quong AA, Zhang X, Beerman T, Pestell RG,
Avantaggiati ML. Distinct p53 acetylation cassettes differentially
influence gene-expression patterns and cell fat e. J. Cell Biol.
2006;173:533-544.

8. Torii S, Yamamoto T, Tsuchiya Y, Nishida E. ERK MAP kinase in
G cell cycle progression and cancer. Cancer Sci. 2006;97:697-702.

9. Shaulian E, Karin M. AP-1 in cell proliferation and survival.
Oncogene 2001;20:2390-2400.

10.  Shen Q, Uray IP, Li Y, Krisko TI, Strecker TE, Kim HT, Brown
PH. The AP-1 transcription factor regulates breast cancer cell
growth via cyclins and E2F factors. Oncogene. In Press.

11. Milde-Langosch K, Bamberger AM, Methner C, Rieck G, Loning
T. Expression of cell cycle-regulatory proteins rb, pl6/MTSI,
p27/KIP1, p21/WAF1, cyclin DI and cyclin E in breast cancer:
correlations with expression of activating protein-1 family mem-
bers. In t. J. Cancer 2000;87:468—472.

12. Sherr CJ, Roberts JM. CDK inhibitors: positive and negative reg-
ulators of G1-phase progression. Genes Dev. 1999;13:1501-1512.

13. Coqueret O. Linking cyclins to transcriptional control. Gene
2002;299:35-55.

14.  Ekholm SV, Reed SI. Regulation of G(1) cyclin-dependent ki-
nases in the mammalian cell cycle. Curr. Opin. Cell Biol.
2000;12:676-684.

15. Ohtani N, Yamakoshi K, Takahashi A, Hara E. The pl16INK4a-
RB pathway: molecular link between cellular senescence and
tumor suppression. J. Med. Invest. 2004;51:146-153.

16.  Weinberg RA. The retinoblastoma protein and cell cycle control.
Cell 1995:81:323-330.

17. Harbour JW, Dean DC. The Rb/E2F pathway: expanding roles
and emerging paradigms. Genes Dev. 2000;14:2393-2409.

18.  Sherr CJ. The Pezcoller lecture: cancer cell cycles revisited.
Cancer Res. 2000;60:3689-3695.

8 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.

—p—



—p—

Cell Cycle, Regulation of

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

Harbour JW, Dean DC. Chromatin remodeling and Rb activity.
Curr. Opin. Cell Biol. 2000;12:685-689.

Wang C, Fu M, Mani S, Wadler S, Senderowicz AM, Pestell RG.
Histone acetylation and the cell-cycle in cancer. Front. Biosci.
2001;6:D610-629.

Muller H, Bracken AP, Vernell R, Moroni MC, Christians F, Gras-
silli E, Prosperini E, Vigo E, Oliner JD, Helin K. E2Fs regulate
the expression of genes involved in differentiation, development,
proliferation, and apoptosis. Genes Dev. 2001;15:267-285.
Lundberg AS, Weinberg RA. Functional inactivation of the
retinoblastoma protein requires sequential modification by at
least two distinct cyclin-cdk complexes. Mol. Cell Biol. 1991;8:
753-761.

Dynlacht BD, Flores O, Lees JA, Harlow E. Differential regulation
of E2F transactivation by cyclin/cdk2 complexes. Genes Dev.
1994;8:1772—-1786.

Geng Y, Eaton EN, Picon M, Roberts JM, Lundberg AS, Gifford
A, Sardet C, Weinberg RA. Regulation of cyclin E transcription by
E2Fs and retinoblastoma protein. Oncogene 1996;12:1173-1180.
Nakayama, K.I., S. Hatakeyama, and K. Nakayama. 2001. Regula-
tion of the cell cycle at the G1-S transition by proteolysis of cyclin
E and p27Kipl. Biochem Biophys Res Commun 282:853-860.
Soos TJ, Kiyokawa H, Yan JS, Rubin MS, Giordano A, DeBlasio
A, Bottega S, Wong B, Mendelsohn J, Koff A. Formation of
p27-CDK complexes during the human mitotic cell cycle. Cell
Growth Differ. 1996;7:135-146.

Chu I, Sun J, Arnaout A, Kahn H, Hanna W, Narod S, Sun P, Tan
CK, Hengst L, Slingerland J. p27 phosphorylation by Src regulates
inhibition of cyclin E-Cdk2. Cell 2007;128:281-294.

Grimmler M, Wang Y, Mund T, Cilensek Z, Keidel EM, Wad-
dell MB, Jakel H, Kullmann M, Kriwacki RW, Hengst L.
Cdk-inhibitory activity and stability of p27Kipl are directly reg-

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

Yam CH, Fung TK, Poon RY. Cyclin A in cell cycle control and
cancer. Cell Mol. Life Sci. 2002;59:1317-1326.

Benzeno S, Lu F, Guo M, Barbash O, Zhang F, Herman JG,
Klein PS, Rustgi A, Diehl JA. Identification of mutations that
disrupt phosphorylation-dependent nuclear export of cyclin DI.
Oncogene 2006;25:6291-6303.

Diehl JA, Cheng M, Roussel MF, Sherr CJ. Glycogen synthase
kinase-3beta regulates cyclin D1 proteolysis and subcellular local-
ization. Genes Dev. 1998;12:3499-3511.

Diffley JF. Regulation of early events in chromosome replication.
Curr. Biol. 2004. 14:R778-786.

Stillman B. Cell cycle control of DNA replication. Science
1996;274:1659-1664.

Teer JK, Dutta A. Regulation of S phase. Results Probl. Cell
Differ. 2006;42:31-63.

Ritzi M, Knippers R. Initiation of genome replication: assem-
bly and disassembly of replication-competent chromatin. Gene
2000;245:13-20.

Da-Silva LF, Duncker BP. ORC function in late G1: maintaining
the license for DNA replication. Cell Cycle 2007;6:128-130.
DePamphilis ML. The ‘ORC cycle’: a novel pathway for regulat-
ing eukaryotic DNA replication. Gene 2003;310:1-15.

Hua XH, Newport J. Identification of a preinitiation step in DNA
replication that is independent of origin recognition complex and
cdc6, but dependent on cdk2. J Cell Biol 1998;140:271-281.
Maiorano D, Lutzmann M, Mechali M. MCM proteins and DNA
replication. Curr. Opin. Cell Biol. 2006;18:130—136.

Lei M, Tye BK. Initiating DNA synthesis: from recruiting to
activating the MCM complex. J. Cell. Sci. 2001;114:1447-1454.
Liu, E., X. Li, F. Yan, Q. Zhao, and X. Wu. Cyclin-dependent
kinases phosphorylate human Cdtl and induce its degradation. J.
Biol. Chem. 2004;279:17283-17288.

ulated by oncogenic tyrosine kinases. Cell 2007;128:269-280. 51. Petersen BO, Lukas J, Sorensen CS, Bartek J, Helin K. Phos-
Obaya AJ, Mateyak MK, Sedivy JM. Mysterious liaisons: the rela- phorylation of mammalian CDC6 by cyclin A/CDK2 regulates its
tionship between c¢-Myc and the cell cycle. Oncogene subcellular localization. EMBO J. 1999;18:396-410.
1999;18:2934-2941. 52. Woo, R.A., and R.Y. Poon. 2003. Cyclin-dependent kinases and
Leone G, DeGregori J, Sears R, Jakoi L, Nevins Jr. Myc and Ras S phase control in mammalian cells. Cell Cycle 2:316-324.
collaborate in inducing accumulation of active cyclin E/Cdk2 and 53. Jiang, W., D. McDonald, T.J. Hope, and T. Hunter. 1999. Mam-
E2F. Nature 1997;387:422-426. malian Cdc7-Dbf4 protein kinase complex is essential for initiation
Berns K, Hijmans EM, Bernards R. Repression of c-Myc respon- of DNA replication. Embo J 18:5703-5713.
sive genes in cycling cells causes G1 arrest through reduction of ~ 54. Masai H, Taniyama C, Ogino K, Matsui E, Kakusho N, Matsumoto
cyclin E/CDK2 kinase activity. Oncogene 1997;15:1347—-1356. S, Kim JM, Ishii A, Tanaka T, Kobayashi T, Tamai K, Ohtani
Muller D, Bouchard C, Rudolph B, Steiner P, Stuckmann I, K, Arai K. Phosphorylation of MCM4 by Cdc7 kinase facilitates
Saffrich R, Ansorge W, Huttner W, Eilers M. Cdk2-dependent its interaction with Cdc45 on the chromatin. J. Biol. Chem.
phosphorylation of p27 facilitates its Myc-induced release from 2006;281:39249-39261.
cyclin E/cdk2 complexes. Oncogene 1997;15:2561-2576. 55. Sheu Y], Stillman B. Cdc7-Dbf4 phosphorylates MCM proteins
O’Hagan RC, Ohh M, David G, de Alboran IM, Alt FW, Kaelin Jr via a docking site-mediated mechanism to promote S phase pro-
WG, DePinho RA. 2000. Myc-enhanced expression of Cull pro- gression. Mol. Cell 2006;24:101-113.
motes ubiquitin-dependent proteolysis and cell cycle progression. 56. Chang YP, Wang G, Bermudez V, Hurwitz J, Chen XS. Crys-
Genes Dev 14:2185-2191. tal structure of the GINS complex and functional insights into
Zhao J, Kennedy BK, Lawrence BD, Barbie DA, Matera AG, its role in DNA replication. Proc. Natl. Acad. Sci. U.S.A.
Fletcher JA, Harlow E. NPAT links cyclin E-Cdk2 to the regulation 2007;104:12685-12690.
of replication-dependent histone gene transcription. Genes Dev. 57. Zou L, Stillman B. Formation of a preinitiation complex by
2000;14:2283-2297. S-phase cyclin CDK-dependent loading of Cdc45p onto chro-
Stein GS, van Wijnen AJ, Stein JL, Lian JB, Montecino M, matin. Science 1998;280:593-596.
Zaidi SK, Braastad C. An architectural perspective of cell-cycle 58. Sharova, N.P., and E.B. Abramova. Initiation of DNA replication
control at the G1/S phase cell-cycle transition. J. Cell Physiol. in eukaryotes is an intriguing cascade of protein interactions.
2006;209:706-710. Biochemistry 2002;67:1217-1223.
Zannis-Hadjopoulos M, Sibani S, Price GB. Eucaryotic replication 59. Walter J, Newport J. Initiation of eukaryotic DNA replication:
origin binding proteins. Front. Biosci. 2004;9:2133-2143. origin unwinding and sequential chromatin association of Cdc45,
Desdouets C, Sobczak-Thepot J, Murphy M, Brechot C. Cyclin A: RPA, and DNA polymerase alpha. Mol. Cell 2000;5:617-627.
function and expression during cell proliferation. Prog. Cell Cycle 60. Zou L, Stillman B. Assembly of a complex containing Cdc45p,
Res. 1995;1:115-123. replication protein A, and Mcm2p at replication origins controlled
WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 9

—p—



—p—

Cell Cycle, Regulation of

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

7.

78.

79.

80.

10

by S-phase cyclin-dependent kinases and Cdc7p-Dbf4p kinase.
Mol. Cell Biol. 2000;20:3086-3096.

De Falco M, Ferrari E, De Felice M, Rossi M, Hubscher U,
Pisani FM. The human GINS complex binds to and specifically
stimulates human DNA polymerase alpha-primase. EMBO Rep.
2007;8:99-103.

Stark GR, Taylor WR. Analyzing the G2/M checkpoint. Methods
Mol. Biol. 2004;280:51-82.

Stark GR, Taylor WR. Control of the G2/M transition. Mol.
Biotechnol. 2006;32:227-248.

Pines J. Regulation of the G2 to M transition. Results Probl. Cell.
Differ. 1998;22:57-78.

Jackman MR, Pines JN. Cyclins and the G2/M transition. Cancer
Surv. 1997 29:47-73.

Aprelikova O, Xiong Y, Liu ET. Both p16 and p21 families of
cyclin-dependent kinase (CDK) inhibitors block the phosphoryla-
tion of cyclin-dependent kinases by the CDK-activating kinase. J.
Biol. Chem. 1995;270:18195-18197.

Fattaey A, Booher RN. Mytl: a Weel-type kinase that phos-
phorylates Cdc2 on residue Thrl4. Prog. Cell Cycle Res.
1997;3:233-240.

Taylor WR, Stark GR. Regulation of the G2/M transition by p53.
Oncogene 2001;20:1803-1815.

Dynlacht BD, Moberg K, Lees JA, Harlow E, Zhu L. Specific
regulation of E2F family members by cyclin-dependent kinases.
Mol. Cell. Biol. 1997;17:3867-3875.

Kitagawa M, Higashi H, Suzuki-Takahashi I, Segawa K, Hanks
SK, Taya Y, Nishimura S, Okuyama A. Phosphorylation of E2F-1
by cyclin A-cdk2. Oncogene 1995;10:229-236.

Xu M, Sheppard KA, Peng CY, Yee AS, Piwnica-Worms H. Cy-
clin A/CDK2 binds directly to E2F-1 and inhibits the DNA-binding
activity of E2F-1/DP-1 by phosphorylation. Mol. Cell. Biol.
1994;14:8420-8431.

Porter LA, Donoghue DJ. Cyclin B1 and CDKI1: nuclear local-
ization and upstream regulators. Prog. Cell Cycle Res. 2003;5:
335-347.

Li J, Meyer AN, Donoghue DJ. Nuclear localization of cyclin Bl
mediates its biological activity and is regulated by phosphoryla-
tion. Proc. Natl. Acad. Sci. U.S.A. 1997;94:502-507.
Toyoshima-Morimoto F, Taniguchi E, Shinya N, Iwamatsu A,
Nishida E. Polo-like kinase 1 phosphorylates cyclin B1 and targets
it to the nucleus during prophase. Nature 2001;410:215-220.
Hagting A, Karlsson C, Clute P, Jackman M, Pines J. MPF
localization is controlled by nuclear export. EMBO J. 1998;17:
4127-4138.

Yang J, Bardes ES, Moore JD, Brennan J, Powers MA, Kornbluth
S. Control of cyclin B1 localization through regulated binding of
the nuclear export factor CRM1. Genes Dev. 1998;12:2131-2143.
Jackman M, Lindon C, Nigg EA, Pines J. Active cyclin B1-Cdk1
first appears on centrosomes in prophase. Nat. Cell. Biol.
2003;5:143-148.

Kallstrom H, Lindqvist A, Pospisil V, Lundgren A, Rosenthal
CK. Cdc25A localisation and shuttling: characterisation of se-
quences mediating nuclear export and import. Exp. Cell Res.
2005;303:89-100.

Takizawa CG, Morgan DO. Control of mitosis by changes in the
subcellular location of cyclin-B1-Cdkl and Cdc25C. Curr. Opin.
Cell. Biol. 2000;12:658-665.

Uchida S, Ohtsubo M, Shimura M, Hirata M, Nakagama H,
Matsunaga T, Yoshida M, Ishizaka Y, Yamashita K. Nuclear
export signal in CDC25B. Biochem. Biophys. Res. Commun.
2004;316:226-232.

81.

82.

83.

84.

85.

86.

87.

88.

89.

90.

91.

92.

93.

94.

95.

96.

97.

98.

99.

100.

Perdiguero E, Nebreda AR. Regulation of Cdc25C activity during
the meiotic G2/M transition. Cell Cycle 2004;3:733-737.
Hoffmann I, Clarke PR, Marcote MJ, Karsenti E, Draetta G.
Phosphorylation and activation of human cdc25-C by cdc2--
cyclin B and its involvement in the self-amplification of MPF
at mitosis. EMBO J. 1993;12:53-63.

Pomerening JR, Sontag ED, Ferrell Jr JE. Building a cell cycle
oscillator: hysteresis and bistability in the activation of Cdc2. Nat.
Cell Biol. 2003;5:346-351.

Wang R, He G, Nelman-Gonzalez M, Ashorn CL, Gallick
GE, Stukenberg PT, Kirschner MW, Kuang J. Regulation of
Cdc25C by ERK-MAP kinases during the G2/M transition. Cell
2007;128:1119-1132.

Lowe M, Rabouille C, Nakamura N, Watson R, Jackman M, Jamsa
E, Rahman D, Pappin DJ, Warren G. Cdc2 kinase directly phos-
phorylates the cis-Golgi matrix protein GM130 and is required for
Golgi fragmentation in mitosis. Cell 1998;94:783-793.

Moore JD, Kirk JA, Hunt T. Unmasking the S-phase-promoting
potential of cyclin B1. Science 2003;300:987-990.

Nigg EA. The substrates of the cdc2 kinase. Semin. Cell. Biol.
1991;2:261-270.

Peter M, Nakagawa J, Doree M, Labbe JC, Nigg EA. In vitro
disassembly of the nuclear lamina and M phase-specific phospho-
rylation of lamins by cdc2 kinase. Cell 1990;61:591-602.

Sirri V, Hernandez-Verdun D, Roussel P. Cyclin-dependent ki-
nases govern formation and maintenance of the nucleolus. J. Cell.
Biol. 2002;56:969-981.

Hendrickson M, Madine M, Dalton S, Gautier J. Phosphorylation
of MCM4 by cdc2 protein kinase inhibits the activity of the
minichromosome maintenance complex. Proc. Natl. Acad. Sci.
U.S.A. 1996:93:12223-12228.

Long JJ, Leresche A, Kriwacki RW, Gottesfeld JM. Repression of
TFIIH transcriptional activity and TFIIH-associated cdk7 kinase
activity at mitosis. Mol. Cell. Biol. 1998;18:1467-1476.

Papst PJ, Sugiyama H, Nagasawa M, Lucas JJ, Maller JL, Terada
N. Cdc2-cyclin B phosphorylates p70 S6 kinase on Ser41l at
mitosis. J. Biol. Chem. 1998;273:15077—-15084.

Fu J, Bian M, Jiang Q, Zhang C. Roles of Aurora kinases in
mitosis and tumorigenesis. Mol. Cancer Res. 2007;5:1-10.
Winey M. Cell cycle: driving the centrosome cycle. Curr. Biol.
1999;9:R449-452.

Fisk HA, Mattison CP, Winey M. Human Mps1 protein kinase is
required for centrosome duplication and normal mitotic progres-
sion. Proc. Natl. Acad. Sci. U.S.A. 2003;100:14875-14880.
Tokuyama Y, Horn HF, Kawamura K, Tarapore P, Fukasawa
K. Specific phosphorylation of nucleophosmin on Thr(199) by
cyclin-dependent kinase 2-cyclin E and its role in centrosome
duplication. J. Biol. Chem. 2001;276:21529-21537.

Cazales M, Schmitt E, Montembault E, Dozier C, Prigent C,
Ducommun B. CDC25B phosphorylation by Aurora-A occurs at
the G2/M transition and is inhibited by DNA damage. Cell Cycle
2005:4:1233-1238.

Katayama H, Brinkley WR, Sen S. The Aurora kinases: role in
cell transformation and tumorigenesis. Cancer Metastasis Rev.
2003;22:451-464.

Cheetham GM, Knegtel RM, Coll JT, Renwick SB, Swen-
son L, Weber P, Lippke JA, Austen DA. Crystal structure of
aurora-2, an oncogenic serine/threonine kinase. J. Biol. Chem.
2002;277:42419-42422.

Hirota T, Kunitoku N, Sasayama T, Marumoto T, Zhang D, Nitta
M, Hatakeyama K, Saya H. Aurora-A and an interacting activator,
the LIM protein Ajuba, are required for mitotic commitment in
human cells. Cell 2003;114:585-598.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.

—p—



—p—

Cell Cycle, Regulation of

101.

102.

103.

104.

105.

106.

107.

108.

109.

110.

111.

112.

113.

114.

115.

116.

117.

118.

119.

120.

121.

Tsai MY, Wiese C, Cao K, Martin O, Donovan P, Ruderman 122. Fang G. Checkpoint protein BubR1 acts synergistically with
J, Prigent C, Zheng Y. A Ran signalling pathway mediated by Mad2 to inhibit anaphase-promoting complex. Mol. Biol. Cell.
the mitotic kinase Aurora A in spindle assembly. Nat. Cell. Biol. 2002;13:755-766.
2003;5:242-248. 123.  Sudakin V, Chan GK, Yen TJ. Checkpoint inhibition of the APC/C
Pugacheva EN, Golemis EA. The focal adhesion scaffolding in HeLa cells is mediated by a complex of BUBRI, BUB3,
protein HEF1 regulates activation of the Aurora-A and Nek2 CDC20, and MAD2. J. Cell. Biol. 2001;154:925-936.
kinases at the centrosome. Nat. Cell. Biol. 2005;7:937-946. 124.  Morrow CJ, Tighe A, Johnson VL, Scott MI, Ditchfield C, Taylor
Bolton MA, Lan W, Powers SE, McCleland ML, Kuang J, SS. Bubl and aurora B cooperate to maintain BubR1-mediated
Stukenberg PT. Aurora B kinase exists in a complex with sur- inhibition of APC/CCdc20. J. Cell. Sci. 2005;118:3639-3652.
vivin and INCENP and its kinase activity is stimulated by sur- 125. Yu H, Tang Z. Bubl multitasking in mitosis. Cell Cycle
vivin binding and phosphorylation. Mol. Biol. Cell. 2002;13: 2005;4:262-265.
3064-3077. 126. Chan GK, Jablonski SA, Sudakin V, Hittle JC, Yen TJ. Human
Harper JW, Burton JL, Solomon MJ. The anaphase-promoting BUBRI is a mitotic checkpoint kinase that monitors CENP-E
complex: it’s not just for mitosis any more. Genes Dev. 2002;16: functions at kinetochores and binds the cyclosome/APC. J. Cell.
2179-2206. Biol. 1999;146:941-954.
Yu H. Regulation of APC-Cdc20 by the spindle checkpoint. Curr.  127. Jablonski SA, Chan GK, Cooke CA, Earnshaw WC, Yen TJ.
Opin. Cell. Biol. 2002;14:706-714. The hBUBI and hBUBRI kinases sequentially assemble onto
Waizenegger I, Gimenez-Abian JF, Wernic D, Peters JM. Regula- kinetochores during prophase with hBUBRI concentrating at the
tion of human separase by securin binding and autocleavage. Curr. kinetochore plates in mitosis. Chromosoma 1998;107:386-396.
Biol. 2002;12:1368-1378. 128.  Zhou J, Yao J, Joshi HC. Attachment and tension in the spindle
Baker DJ, Dawlaty MM, Galardy P, van Deursen JM. Mitotic assembly checkpoint. J. Cell. Sci. 2002;115:3547-3555.
regulation of the anaphase-promoting complex. Cell. Mol. Life 129. Rotman G, Shiloh Y. ATM: a mediator of multiple responses to
Sci. 2007;64:589-600. genotoxic stress. Oncogene 1999;18:6135-6144.
Kramer ER, Scheuringer N, Podtelejnikov AV, Mann M, Peters 130. Falck J, Mailand N, Syljuasen RG, Bartek J, Lukas J. The
JM. Mitotic regulation of the APC activator proteins CDC20 and ATM-Chk2-Cdc25A checkpoint pathway guards against radiore-
CDH1. Mol. Biol. Cell. 2000;11:1555-1569. sistant DNA synthesis. Nature 2001;410:842-847.
Bembenek J, Yu H. Regulation of the anaphase-promoting com-  131. Mailand N, Falck J, Lukas C, Syljuasen RG, Welcker M, Bartek
plex by the dual specificity phosphatase human Cdcl4a. J. Biol. J, Lukas J. Rapid destruction of human Cdc25A in response to
Chem. 2001;276:48237-48242. DNA damage. Science 2000;288:1425-1429.
Prinz S, Hwang ES, Visintin R, Amon A. The regulation of Cdc20  132. Niida H, Nakanishi M. DNA damage checkpoints in mammals.
proteolysis reveals a role for APC components Cdc23 and Cdc27 Mutagenesis 2006;21:3-9.
during S phase and early mitosis. Curr. Biol. 1998;8:750-760. 133. Sancar A, Lindsey-Boltz LA, Unsal-Kacmaz K, Linn S. Molecular
Reis A, Levasseur M, Chang HY, Elliott DJ, Jones KT. The CRY mechanisms of mammalian DNA repair and the DNA damage
box: a second APCcdhl-dependent degron in mammalian cdc20. checkpoints. Annu. Rev. Biochem. 2004;73:39-85.
EMBO Rep. 2006;7:1040-1045. 134. Busino L, Chiesa M, Draetta GF, Donzelli M. Cdc25A phos-
Malmanche N, Maia A, Sunkel CE. The spindle assembly check- phatase: combinatorial phosphorylation, ubiquitylation and pro-
point: preventing chromosome mis-segregation during mitosis and teolysis. Oncogene 2004;23:2050-2056.
meiosis. FEBS Lett. 2006;580:2888-2895. 135. Tibbetts RS, Brumbaugh KM, Williams JM, Sarkaria JN, Cliby
May KM, Hardwick KG. The spindle checkpoint. J. Cell. Sci. WA, Shieh SY, Taya Y, Prives C, Abraham RT. A role for ATR
2006;119:4139-4142. in the DNA damage-induced phosphorylation of p53. Genes Dev.
Musacchio A, Salmon ED. The spindle-assembly checkpoint in 1999;13:152-157.
space and time. Nat. Rev. Mol. Cell Biol. 2007;8:379-393. 136. Nayak BK, Das GM. Stabilization of p53 and transactivation of
Bharadwaj R, Yu H. The spindle checkpoint, aneuploidy, and its target genes in response to replication blockade. Oncogene
cancer. Oncogene 2004;23:2016-2027. 2002;21:7226-7229.
Kops GJ, Weaver BA, Cleveland DW. On the road to can- 137. Wu X, Bayle JH, Olson D, Levine AJ. The p53-mdm-2 autoreg-
cer: aneuploidy and the mitotic checkpoint. Nat. Rev. Cancer ulatory feedback loop. Genes Dev. 1993;7:1126—1132.
2005;5:773-785. 138. Bartek J, Lukas C, Lukas J. Checking on DNA damage in S phase.
Chan GK, Liu ST, Yen TJ. Kinetochore structure and function. Nat. Rev. Mol. Cell. Biol. 2004;5:792—-804.
Trends Cell. Biol. 2005;15:589-598. 139. Feehan HF, Mancusi Ungaro A. The use of cocaine as a topical
Pinsky BA, Biggins S. The spindle checkpoint: tension versus anesthetic in nasal surgery. A survey report. Plast. Reconstr. Surg.
attachment. Trends Cell. Biol. 2005;15:486-493. 1976;57:62-65.
Vanoosthuyse V, KG Hardwick. Bubl and the multilayered in- 140. Andreassen PR, Ho GP, D’Andrea AD. DNA damage responses
hibition of Cdc20-APC/C in mitosis. Trends Cell. Biol. 2005;15: and their many interactions with the replication fork. Carcinogen-
231-233. esis 2006;27:883-892.
Yu H. Structural activation of Mad2 in the mitotic spindle check- 141. Byun TS, Pacek M, Yee MC, Walter JC, Cimprich KA. Func-
point: the two-state Mad2 model versus the Mad2 template model. tional uncoupling of MCM helicase and DNA polymerase ac-
J. Cell. Biol. 2006;173:153-157. tivities activates the ATR-dependent checkpoint. Genes Dev.
Fang G, Yu H, Kirschner MW. The checkpoint protein MAD2 2005;19:1040-1052.
and the mitotic regulator CDC20 form a ternary complex with the 142. Cortez D. Unwind and slow down: checkpoint activation by heli-
anaphase-promoting complex to control anaphase initiation. Genes case and polymerase uncoupling. Genes Dev. 2005;19:
Dev. 1998;12:1871-1883. 1007-1012.
143. Costanzo V, Gautier J. Single-strand DNA gaps trigger an ATR-
and Cdc7-dependent checkpoint. Cell Cycle 2003;2:17.
WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 11

—p—



—p—

Cell Cycle, Regulation of

144.

145.

146.

147.

148.

149.

150.

151.

152.

153.

154.

155.

156.

157.

158.

159.

160.

161.

162.

163.

12

Bomgarden RD, Lupardus PJ, Soni DV, Yee MC, Ford JM,
Cimprich KA. Opposing effects of the UV lesion repair protein
XPA and UV bypass polymerase eta on ATR checkpoint signaling.
EMBO J. 2006;25:2605-2614.

Costa RM, Chigancas V, Galhardo Rda S, Carvalho H, Menck CF.
The eukaryotic nucleotide excision repair  pathway.
Biochimie 2003;85:1083-1099.

Garcia-Muse T, Boulton SJ. Distinct modes of ATR activation af-
ter replication stress and DNA double-strand breaks in Caenorhab-
ditis elegans. EMBO J. 2005;24:4345-4355.

Valerie K, Povirk LF. Regulation and mechanisms of mammalian
double-strand break repair. Oncogene 2003;22:5792-5812.

Zou L, Liu D, Elledge SJ. Replication protein A-mediated recruit-
ment and activation of Radl7 complexes. Proc. Natl. Acad. Sci.
U.S.A. 2003;100:13827-13832.

Lao Y, Gomes XV, Ren Y, Taylor JS, Wold MS. Replication pro-
tein A interactions with DNA. III. Molecular basis of recognition
of damaged DNA. Biochemistry 2000;39:850-859.

Ball HL, Myers JS, Cortez D. ATRIP binding to replication
protein A-single-stranded DNA promotes ATR-ATRIP localization
but is dispensable for Chkl phosphorylation. Mol. Biol. Cell.
2005;16:2372-2381.

Namiki Y, Zou L. ATRIP associates with replication protein
A-coated ssDNA through multiple interactions. Proc. Natl. Acad.
Sci. U.S.A. 2006;103:580-585.

Zou L, Elledge SJ. Sensing DNA damage through ATRIP recog-
nition of RPA-ssDNA complexes. Science 2003;300:1542-1548.
Parrilla-Castellar ER, Arlander SJ, Karnitz L. Dial 9-1-1 for
DNA damage: the Rad9-Hus1-Radl (9-1-1) clamp complex. DNA
Repair 2004;3:1009-1014.

Zou L, Cortez D, Elledge SJ. Regulation of ATR substrate se-
lection by Radl7-dependent loading of Rad9 complexes onto
chromatin. Genes Dev. 2002 16:198-208.

Thelen MP, Venclovas C, Fidelis K. A sliding clamp model
for the Radl family of cell cycle checkpoint proteins. Cell
1999;96:769-770.

Gottifredi V, Prives C. The S phase checkpoint: when the crowd
meets at the fork. Semin. Cell. Dev. Biol. 2005;16:355-368.
Wang X, Zou L, Lu T, Bao S, Hurov KE, Hittelman WN, Elledge
SJ, Li L. Rad17 phosphorylation is required for claspin recruitment
and Chkl activation in response to replication stress. Mol. Cell.
2006;23:331-341.

Lin SY, Li K, Stewart GS, Elledge SJ. Human Claspin works with
BRCAL to both positively and negatively regulate cell prolifera-
tion. Proc. Natl. Acad. Sci. U.S.A. 2004;101:6484-6489.

Chini CC, Chen J. Human claspin is required for replication
checkpoint control. J. Biol. Chem. 2003;278:30057-30062.

Lee J, Kumagai A, Dunphy WG. Claspin, a Chkl-regulatory
protein, monitors DNA replication on chromatin independently
of RPA, ATR, and Rad17. Mol. Cell. 2003;11:329-340.

Wang Y, Cortez D, Yazdi P, Neff N, Elledge SJ, Qin J. BASC,
a super complex of BRCAl-associated proteins involved in the
recognition and repair of aberrant DNA structures. Genes Dev.
2000;14:927-939.

Goldberg M, Stucki M, Falck J, D’Amours D, Rahman D, Pappin
D, Bartek J, Jackson SP. MDC1 is required for the intra-S-phase
DNA damage checkpoint. Nature 2003;421:952-956.

Lou Z, Chini CC, Minter-Dykhouse K, Chen J. Mediator of
DNA damage checkpoint protein 1 regulates BRCA1 localization
and phosphorylation in DNA damage checkpoint control. J. Biol.
Chem. 2003;278:13599-13602.

164.

165.

166.

167.

168.

169.

170.

171.

172.

173.

174.

175.

176.

177.

178.

179.

180.

181.

182.

Stewart GS, Wang B, Bignell CR, Taylor AM, Elledge SJ. MDCl1
is a mediator of the mammalian DNA damage checkpoint. Nature
2003;421:961-966.

Kim ST, Xu B, Kastan MB. Involvement of the cohesin protein,
Smcl, in Atm-dependent and independent responses to DNA
damage. Genes Dev. 2002 16:560-570.

Kitagawa R, Bakkenist CJ, McKinnon PJ, Kastan MB. Phos-
phorylation of SMC1 is a critical downstream event in the
ATM-NBS1-BRCA1 pathway. Genes Dev. 2004;18:1423—1438.
Xiao Z, Chen Z, Gunasekera AH, Sowin TJ, Rosenberg SH, Fesik
S, Zhang H. Chkl mediates S and G2 arrests through Cdc25A
degradation in response to DNA-damaging agents. J. Biol. Chem.
2003;278:21767-21773.

Falck J, Petrini JH, Williams BR, Lukas J, Bartek J. The DNA
damage-dependent intra-S phase checkpoint is regulated by paral-
lel pathways. Nat. Genet. 2002;30:290-294.

Merrick CJ, Jackson D, Diffley JF. Visualization of altered repli-
cation dynamics after DNA damage in human cells. J. Biol. Chem.
2004;279:20067-20075.

D’Amours D, Jackson SP. The Mrell complex: at the crossroads
of dna repair and checkpoint signalling. Nat. Rev. Mol. Cell. Biol.
2002;3:317-327.

Lee JH, Paull TT. Direct activation of the ATM protein kinase by
the Mrel1/Rad50/Nbs1 complex. Science 2004;304:93-96.

Uziel T, Lerenthal Y, Moyal L, Andegeko Y, Mittelman L, Shiloh
Y. Requirement of the MRN complex for ATM activation by DNA
damage. EMBO J. 2003;22:5612-5621.

Cuadrado M, Martinez-Pastor B, Murga M, Toledo LI, Gutierrez -
Martinez P, Lopez E, Fernandez-Capetillo O. ATM regulates ATR
chromatin loading in response to DNA double-strand breaks. J.
Exp. Med. 2006;203:297-303.

Jazayeri A, Falck J, Lukas C, Bartek J, Smith GC, Lukas J, Jackson
SP. ATM- and cell cycle-dependent regulation of ATR in response
to DNA double-strand breaks. Nat. Cell. Biol. 2006;8:37-45.
Kaneko YS, Watanabe N, Morisaki H, Akita H, Fujimoto A,
Tominaga K, Terasawa M, Tachibana A, Ikeda K, Nakanishi M.
Cell-cycle-dependent and ATM-independent expression of human
Chk1 kinase. Oncogene 1999;18:3673-3681.

Lukas C, Bartkova J, Latella L, Falck J, Mailand N, Schroeder
T, Sehested M, Lukas J, Bartek J. DNA damage-activated Ki-
nase Chk2 is independent of proliferation or differentiation yet
correlates with tissue biology. Cancer Res. 2001;61:4990-4993.
Ahn JY, Li X, Davis HL, Canman CE. Phosphorylation of threo-
nine 68 promotes oligomerization and autophosphorylation of the
Chk?2 protein kinase via the forkhead-associated domain. J. Biol.
Chem. 2002;277:19389-19395.

Oliver AW, Paul A, Boxall KJ, Barrie SE, Aherne GW, Garrett
MD, Mittnacht S, Pearl LH. Trans-activation of the DNA-damage
signalling protein kinase Chk2 by T-loop exchange. EMBO 1J.
2006;25:3179-3190.

Xu X, Tsvetkov LM, Stern DF. Chk2 activation and phosphory-
lation-dependent oligomerization. Mol. Cell. Biol. 2002;22:
4419-4432.

Li J, Stern DF. DNA damage regulates Chk2 association with
chromatin. J. Biol. Chem. 2005;280:37948-37956.

Lukas C, Falck J, Bartkova J, Bartek J, Lukas J. Distinct spa-
tiotemporal dynamics of mammalian checkpoint regulators in-
duced by DNA damage. Nat. Cell. Biol. 2003;5:255-260.

Guo Z, Kumagai A, Wang SX, Dunphy WG. Requirement for Atr
in phosphorylation of Chkl and cell cycle regulation in response
to DNA replication blocks and UV-damaged DNA in Xenopus
egg extracts. Genes Dev. 2000;14:2745-2756.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.

—p—



—p—

Cell Cycle, Regulation of

183.

184.

185.

186.

187.

188.

189.

190.

191.

192.

193.

194.

Hekmat-Nejad M, You Z, Yee MC, Newport JW, Cimprich KA.
Xenopus ATR is a replication-dependent chromatin-binding pro-
tein required for the DNA replication checkpoint. Curr. Biol.
2000;10:1565-1573.

Nghiem P, Park PK, Kim Y, Vaziri C, Schreiber SL. ATR
inhibition selectively sensitizes G1 checkpoint-deficient cells to
lethal premature chromatin condensation. Proc. Natl. Acad. Sci.
U.S.A. 2001;98:9092-9097.

Niida H, Tsuge S, Katsuno Y, Konishi A, Takeda N, Nakan-
ishi M. Depletion of Chkl leads to premature activation of
Cdc2-cyclin B and mitotic catastrophe. J. Biol. Chem. 2005;280:
39246-39252.

Petermann E, Caldecott KW. Evidence that the ATR/Chk1 path-
way maintains normal replication fork progression during unper-
turbed S phase. Cell Cycle 2006;5:2203-2209.

Casper AM, Nghiem P, Arlt MF, Glover TW. ATR regulates
fragile site stability. Cell 2002;111:779-789.

Durkin SG, Arlt MF, Howlett NG, Glover TW. Depletion of
CHK1, but not CHK?2, induces chromosomal instability and breaks
at common fragile sites. Oncogene 2006;25:4381-4388.

El Achkar E, Gerbault-Seureau M, Muleris M, Dutrillaux B,
Debatisse M. Premature condensation induces breaks at the in-
terface of early and late replicating chromosome bands bearing
common fragile sites. Proc. Natl. Acad. Sci. U.S.A. 2005;102:
18069-18074.

Le Beau MM, Rassool FV, Neilly ME, Espinosa R 3rd, Glover
TW, Smith DI, McKeithan TW. Replication of a common fragile
site, FRA3B, occurs late in S phase and is delayed further upon
induction: implications for the mechanism of fragile site induction.
Hum. Mol. Genet. 1998;7:755-761.

Wang L, Darling J, Zhang JS, Huang H, Liu W, Smith DI
Allele-specific late replication and fragility of the most active
common fragile site, FRA3B. Hum. Mol. Genet. 1999;8:431-437.
Lukas J, Lukas C, Bartek J. Mammalian cell cycle checkpoints:
signalling pathways and their organization in space and time. DNA
Repair 2004;3:997-1007.

Nyberg KA, Michelson RJ, Putnam CW, Weinert TA. Toward
maintaining the genome: DNA damage and replication check-
points. Annu. Rev. Genet. 2002;36:617-656.

Fletcher L, Muschel RJ. The centrosome and the DNA damage
induced checkpoint. Cancer Lett 2006;243:1-8.

195. Smits VA, Klompmaker R, Arnaud L, Rijksen G, Nigg EA,
Medema RH. Polo-like kinase-1 is a target of the DNA damage
checkpoint. Nat. Cell. Biol. 2000;2:672-676.

196. Lange BM. Integration of the centrosome in cell cycle control,
stress response and signal transduction pathways. Curr. Opin. Cell.
Biol. 2002;14:35-43.

197. Toyoshima-Morimoto F, Taniguchi E, Nishida E. Pkl promotes
nuclear translocation of human Cdc25C during prophase. EMBO
Rep. 2002;3:341-348.

198. Bartek J, Lukas J. DNA damage checkpoints: from initiation to
recovery or adaptation. Curr. Opin. Cell. Biol. 2007;19:238-245.

199. Syljuasen RG, Jensen S, Bartek J, Lukas J. Adaptation to the
ionizing radiation-induced G2 checkpoint occurs in human cells
and depends on checkpoint kinase 1 and Polo-like kinase 1
kinases. Cancer Res. 2006;66:10253—-10257.

200. van Vugt MA, Bras A, Medema RH. Polo-like kinase-1 controls
recovery from a G2 DNA damage-induced arrest in mammalian
cells. Mol. Cell. 2004;15:799-811.

201. Syljuasen RG. Checkpoint adaptation in human cells. Oncogene
2007;26:5833-5839.

Further Reading

Humphrey T, Brooks G, eds. Cell Cycle Control: Mechanisms and
Protocols. Humana Press, Inc., Totowa, NJ. pp. 113-153.

Schonthal AH, ed. Checkpoint Controls and Cancer, Volume 1: Reviews
and Model Systems. 2004. Humana Press, Inc., Totowa, NJ. pp. 1-49,
99-161.

See Also

Cell Cycle

Cell Division, Small Molecules to Study
DNA Damage: An Overview

DNA Damage, Sensing of

DNA Replication, an Overview

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 13

—p—



—p—

Cell Death, Biological

Mechanisms and Small
Molecule Inhibitors of

Olga Korkina and Alexei Degterev, Department of Biochemistry, Tufts

University, Boston, Massachusetts

doi: 10.1002/9780470048672.wecb059

Advanced Article

Article Contents

e Introduction

e Caspases

e BCL-2 Family

e The lap, Xiap, and Smac Mimetic Peptides

e HtrA2/Omi (High Temperature Recruitment
A2)

e Poly(Adp-Ribose) Polymerase (Parp)
e Necroptosis

e Mitochondrial PTP

The process of regulated or programmed cell death (PCD) executed e Conclusion
through genetically encoded intrinsic cellular machinery is widely accepted

to represent one of the key cellular responses to extrinsic and intrinsic

stimulation. Extensive analysis of PCD carried out during the last decade

clearly established that proper execution of PCD is important for normal

mammalian development and also for homeostasis of the adult organism.

Deregulation of PCD has been linked to development of many severe

human diseases like cancer, autoimmunity, stroke, and some

neurodegenerative diseases. Although apoptosis, which is the first
discovered form of PCD, has been and remains the mainstay of PCD
research, better understanding of the process of apoptosis led to the
surprising discovery that other forms of PCD also exist and play multiple
important roles in health and disease. Small-molecule inhibitors of
apoptotic and nonapoptotic cell death have been successfully developed
and proved very useful in defining the mechanisms and functional role of
various PCD processes. Furthermore, some molecules have been developed
extensively and represent emerging new therapies for human pathologies.
In this article, we will discuss the major PCD-related protein targets of
chemical inhibitors and describe the major classes of small molecule

inhibitors developed to this point.

Introduction

The paradigm of programmed cell death (PCD) has emerged in
the last decade as the critical mechanism of normal development
and homeostasis of multicellular organisms. Apoptosis, which
was the first discovered form of PCD (1), remains the cen-
tral topic in the field of PCD research. Alterations to apoptotic
signaling either through genetic or small-molecule means can
cause significant developmental abnormalities, including mor-
tality, and they can also lead to the development of serious
pathologies in adult animals, such as cancer and autoimmunity.

Apoptosis is associated with several highly uniform and char-
acteristic morphological changes, such as cell shrinkage, cell
membrane blebbing, condensation of nuclear chromatin, mi-
cronuclei formation, extensive vacuolization of cytoplasm, and
disintegration of the cell into small fragments (apoptotic bod-
ies) (2), which are reflective of the highly conserved nature
of the apoptotic execution machinery. In general, two differ-
ent general pathways of apoptotic cell death initiation exist:

extrinsic and intrinsic (Fig. 1). The extrinsic pathway is acti-
vated by external stimuli, such as engagement of death domain
receptors (DRs) with their cognate ligands. The intrinsic path-
way is stimulated by intracellular stress, such as DNA damage.
The pathway of DR-induced apoptosis has been studied and
characterized extensively. It involves recruitment of the pro-
forms of cysteine proteases, caspase-8 and caspase-10, into
the receptor-induced death inducing signaling complex (DISC),
which results in their autocatalytic cleavage and activation.
Apical caspases can trigger execution of apoptosis directly by
processing and activation of the “effector” caspases (caspase-3,
caspase-6, and caspase-7) (3). Effector caspases execute apop-
tosis by cleaving various cellular substrates, which leads to the
orderly cell demise. In some types of cells, DR signaling re-
lies on a mitochondrial amplification step, which is carried out
through caspase-8 and caspase-10 mediated cleavage of the BH3
domain-only Bcl-2 family member Bid (4-6). Processed Bid
translocates to the mitochondria, where it causes release of cy-
tochrome ¢ from the intermembrane space through induction
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Schematic representation of the receptor-mediated (extrinsic) and the intracellular stress-mediated (intrinsic) pathways of caspase activation.

Death-receptor signaling may involve direct caspase-8-mediated caspase-3 activation (type 1 cells) or a Bid-cleavage-dependent mitochondrial

amplification step (type 2 cells).

of oligomerization of the proapoptotic Bcl-2 family members,
Bax and Bak (7). In the cytosol, cytochrome c interacts with
the Apaf-1 adaptor molecule and induces an apoptosome com-
plex formation (8). The apoptosome is a heptamer composed
of seven Apaf-1 adaptor molecules; each molecule is bound to
one molecule of cytochrome ¢ and a monomer of the initiator
caspase-9 (9). In this scenario, caspase-9, which is activated
through apoptosome-induced dimerization and conformational
change, subsequently processes the executioner caspases (10).
The intrinsic pathway of apoptotic death also proceeds through
release of cytochrome ¢ from mitochondria, and different forms
of stress use different BH3-only factors for signaling (11).
Although apoptosis remains the mainstay of PCD research,
rapidly accumulating evidence indicates that programmed or
intrinsically regulated cell death can occur through additional
pathways independent of caspase activation and other proapop-
totic factors. Multiple alternative processes of regulated cell
death have been described, including autophagic cell death,
mitotic catastrophe, necroptosis, oncosis, and so on. In most
cases, mechanisms of these processes are much less understood

than that of apoptosis. Here, we will discuss some emerg-
ing small-molecule regulators of these pathways, which have
proven helpful in understanding the processes of nonapoptotic
cell death. We have omitted several important protein factors
from our discussion, such as PI3-kinase, Akt, and p53, and the
process of autophagy. Although corresponding cellular path-
ways make important contributions to the regulation of cell
death, they play much broader role in cellular regulation and
deserve separate discussion.

Caspases

The family of cysteine proteases, which are called caspases,
plays a major role in the execution of apoptotic cell death
(12). Many studies suggest that increased apoptosis and caspase
activity contribute to tissue damage in both acute (e.g., myocar-
dial infarction, stroke, sepsis, spinal cord injury) and chronic
(e.g., Alzheimer’s, Parkinson’s, Huntington’s disease) human
diseases (13, 14). Caspase family members are also prominently

2 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.

—p—



Cell Death, Biological Mechanisms.and Small Molecule Inhibitors of

(P,-P4 Peptidomimetic)

J

\ /III
B O |
Py P3 P2 P4 ‘S¢O
Caspase-1 W F H D
Caspase-2 D E H D
Caspase-3 D E \Y D
Caspase-4 W/L E H D Compound1
Caspase-5 W/L E H D
Caspase-6 \ E H D
Caspase-7 D E v D /n-\ J
Caspase-8 L E T D *S
Caspase-9 L E H D *0
Caspase-11 I/L/V/P E H D
F IDN-6536 0} Compound2
9 o , o (MR _F
|
N
N o
VX-740 H OEt H 0 2 H 0
F F
O~ L0

&

HO,C

st S

Figure 2 Small-molecule inhibitors of caspases. (a) Schematic of a typical caspase inhibitor; (b) caspases substrate specificities: preferred amino acids in
P1-P4 positions; (c) chemical structure of PAC-1, procaspase-3 activator (EC50 of 0.22 uM); (d) low-nanomolar inhibitors of caspases-3 and -7 (compound
1) and caspases-3, -7 and -9 (compound 2); (e) caspase-1 peptidomimetic inhibitor VX-740 or pralnacasan from Vertex Pharmaceutical (Cambridge, MA);
(f) peptidomimetic irreversible oxamyl dipeptide pan-caspase inhibitor IDN-6556 from IDUN Pharmaceuticals; and (g) caspase-3 inhibitor.

involved in inflammatory responses and are required for pro-
cessing and secretion of proinflammatory cytokines (15). For
example, deficiency in caspase-1 or caspase-11 leads to sig-
nificant protection from septic shock (16, 17). Thus, inhibition
of caspase activity has emerged as a promising direction for
cytoprotective therapies. All caspases, with the exception of
caspase-9, are expressed in the form of catalytically inactive
single-chain zymogens that contain a large and a small subunit
(18). Activation of the proform occurs by proteolytic cleav-
age that releases N-terminal pro-domain and separates large
and small subunits. An active enzyme is a heterotetramer com-
posed of two large and two small subunits with two identi-
cal active sites, which are formed with the contribution from
both large and small subunits (19). A small molecule acti-
vator of pro-caspase-3, PAC-1 (Fig. 2c¢), has been identified
recently in an in vitro screen of 20,500 compounds (20). This
molecule displayed an ECsop =220nM in an in vitro assay and
ECs0 < 1 wM in cancer cell lines. Furthermore, this molecule

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.

was significantly more toxic to primary colon cancer cells com-
pared with matched normal cells (at least 10-fold difference),
which suggests that activation of procaspase-3 may represent a
new approach for selective killing of cancer cells. Indeed, ad-
ministration of PAC-1 was found to attenuate growth of three
different types of cancer in vivo. However, the precise mecha-
nism of caspase activation by PAC-1 has not yet been described.

Unlike many other proteases, caspases possess a high degree
of substrate specificity, that is, they display an almost absolute
requirement for an aspartic acid residue in the P1 position of a
substrate. This requirement stems from several hydrogen bonds
that Asp forms within the caspase substrate-binding pocket (21).
Furthermore, three preceding amino acid residues (P2—P4) of the
substrate contribute to substrate recognition by specific caspase
family members, although substrate selectivity of caspases is
typically not absolute (22). Based on their substrate preferences,
caspases can be divided into three groups (23). Group 1,
including caspase-1, -4, and -5, prefers a hydrophobic amino
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acid in the P4 position. Group 2 displays strong preferences
for Asp in the P4 position and includes caspase-2, -3, and -7.
Activity of group 3 caspases, which consists of caspase-6, -8,
-9, and -10, is less dependent on the identity of a P4 residue.

Most caspase-inhibitor design strategies target their active
sites and are based on caspase substrate preferences. Tetrapep-
tide inhibitors, which are based on identified sequences of the
four amino acid recognition motifs, were shown to inhibit cas-
pase family members selectively (24) (Fig. 2a). Overall, a
typical peptide-based caspase inhibitor consists of three major
structural components:

1. the “warhead” moiety that interacts with an active
site Cys of the caspase;

2. Asp in P1 position (invariable for all peptide-based
inhibitors); and

3. P2-P4 sequence, which provides some selectivity
toward individual caspase sub-classes (21) (Fig. 2b).
Selectivity of peptide substrates is mainly defined
by P4 and to a lesser extent by P2 and P3 residues
(Fig. 2b) (12, 22).

The warhead is an electrophilic group that reacts with the nu-
cleophilic Cys of the active site to form reversible or irreversible
adducts. Use of aldehyde, semicarbazone, or thiomethylketone
groups leads to reversible caspase inhibitors, whereas fluo-
romethylketones, (2, 3, 5, 6)-tetrafluorophenoxymethylketones,
chloromethylketones and acyloxymethylketones are used to
generate irreversible inhibitors (21). Although peptide inhibitors
can be very useful in defining the functional role of apopto-
sis and caspases in particular cell death paradigm in vitro and
even, in some cases, in vivo (25), peptide inhibitors possess
several general disadvantages, including toxicity of the leaving
group, limited half-life in cells and in vivo, modest selectiv-
ity toward individual caspases, and lack of oral bioavailability.
These disadvantages limit their use mostly to cell-based stud-
ies. Specificity of these molecules toward caspases is somewhat
limited, as for example, an irreversible pan-caspase inhibitor
z-VAD-fmk was found to inhibit other unrelated cysteine pro-
teases, such as cathepsins B and H (26).

Several promising nonpeptide inhibitors of caspases have
also been developed, which may overcome many limitations of
tetrapeptide molecules. Lee et al. (27, 28) used high-throughput
screening to identify S-nitroisatin as a caspase inhibitor, which
was optimized significantly to obtain selective, low-nanomolar
inhibitors of caspases-3 and -7 (Compound 1, Fig. 2d) and
caspases-3, -7 and -9 (Compound 2, Fig. 2d). In contrast to
peptide inhibitors, these compounds displayed high activity de-
spite the lack of interaction with S1 subsite of caspase sub-
strate pocket, and X-ray crystallography suggested that they
primarily interacted with the S2 subsite. These compounds
inhibited apoptosis in several different cell types, which in-
clude camptothecin-treated Jurkat T cells and chondrocytes and
cycloheximide-treated neutrophiles (27, 28).

Okamoto et al. (29) pursued development of peptidomimetic
caspase-1 inhibitors based on the crystal structure of caspase-1/
Ac-Tyr-Val-Ala-Asp-H complex, which resulted in an inhibitor
displaying potent activity in an in vitro caspase assay (ICso=

38 nM) and blocking IL-1p processing in the cells with EC5yp =
230 nM. Furthermore, this molecule blocked IL-1f release in
mice in a dose-dependent fashion. X-ray analysis revealed that
naphthoyl and methyl groups of the methanesulfonamidecar-
bonyl made critical contacts with S4 and S1 subsites of the
caspase-1 active center, which is consistent with their important
role in substrate recognition by caspases.

Vertex Pharmaceuticals (Cambridge, MA) reported develop-
ment of several additional caspase-1 peptidomimetic inhibitors,
such as VX-740 (Pralnacasan, Fig. 2e), for the treatment of
rheumatoid arthritis (30-32). VX-740 is a pro-drug, which is
converted in vivo into an aldehyde active form with K; of
1 nM against caspase-1. VX-740 was found to reduce inflam-
mation and disease symptoms significantly in patients during
Phase 2 clinical trials (33, 34). However, clinical trials also
demonstrated significant liver toxicity associated with long-term
dosing of this molecule, which is likely associated with re-
activity of the warhead group. This finding led to premature
termination of clinical trials. Synthesis of improved and highly
selective caspase-1 inhibitor, VX-765, which is a prodrug result-
ing in 4-hydroxybutyrolactone “warhead” moiety, has also been
reported recently (35, 36). This molecule efficiently blocked
release of inflammatory cytokines in the cells and in vivo; how-
ever, no data from clinical trials has been reported thus far.

IDUN Pharmaceuticals (San Diego, CA) also reported
development of a potent peptidomimetic irreversible oxamyl
dipeptide inhibitor IDN-6556 that uses 2,3,5,6-tetrafluro-
phenoxymethylketone warhead (Fig. 2f) (37, 38). This molecule
preferentially accumulates in the liver, which results in pro-
nounced liver protection in animal models [for example, after
Fas-induced liver injury (39)], and showed significant promise
in clinical trials of acute alcoholic hepatitis, human liver preser-
vation injury, and chronic hepatitis C (38, 40, 41).

To overcome limitations of peptidomimetic inhibitors, such
as limited central bioavailability caused by accumulation in
the liver, a novel strategy for rapid identification of non-
peptidomimetic caspase inhibitors, tethering has been recently
proposed (42, 43). Tethering is based on covalent capture
of sulfohydril-containing small molecules that interact within
the active site of caspase-3. For this assay, caspase is mod-
ified to contain a free thiol-bearing “extender” attached co-
valently to the active site cysteine, which is used for small
molecule capture. Using this approach, a caspase-3/extender
complex was screened against a library of fragments mod-
ified to contain a free-sulthydryl group. Selected fragments
were subsequently combined with a reversibly binding form
of extender, which resulted in rapid selection of potent and
reversible caspase-3-specific inhibitor with K; of 2.8 uM. Ad-
ditional chemical modifications enhanced its potency into low
nM range (Fig. 2g) (42).

BCL-2 Family

Members of the Bcl-2 protein family are key regulators of the
mitochondrial step in apoptotic pathway (44). Upregulation of
antiapoptotic Bcl-2 family members is commonly observed in
many types of cancers and is well established to play a major
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role in apoptosis evasion of cancer cells under chemotherapeutic
treatment conditions (45).The Bcl-2 family can be further subdi-
vided into three classes of proteins. The proapoptotic members
Bax and Bak activate apoptosis through formation of a pore in
the outer mitochondrial membrane, which results in cytochrome
¢ release and activation of the apoptosome (46). The primary
function of antiapoptotic proteins Bcl-2, Bel-xL, Bel-w, Mcl-1,
and Bfl-1 is to inhibit the functions of Bak and Bax by pre-
venting their oligomerization (47). The members of the third
“BH3-only” group have homology with the other family mem-
bers only in the BH3 domain and serve as upstream sensors
of apoptotic signaling. Once activated by an apoptotic signal,
BH3-only proteins are proposed to act through two different
mechanisms. Some BH3-only factors, which are termed “sensi-
tizers” (Bad, Bik), may act primarily by inhibiting antiapoptotic
Bcl-2 family members through BH3-mediated binding to the
hydrophobic cleft formed by BH1, BH2, and BH3 domains of
antiapoptotic factors. Another subgroup of BH3-only factors,
termed “activators,” including Bid and Bim, were proposed to
activate Bax and Bak directly, which induces their oligomeriza-
tion (48).

Initial studies of BH3-dependent heterodimerization found
that an isolated 16 a.a. BH3 peptides derived from several
Bcl-2 family proteins can bind antiapoptotic Bcl-2 family mem-
bers with submicromolar affinity (49) and antagonize Bcl-xL
heterodimerization with proapoptotic proteins Bax and Bad
(50, 51). The ability of synthetic BH3 peptides to trigger apopto-
sis was first demonstrated in a cell-free system based on extracts
of Xenopus eggs (52). In these studies, BH3 peptides derived
from Bak, Bax, and Bid were all found to induce apoptosis
through rapid activation of caspases. Because BH3 peptides can-
not permeate the cells readily, several strategies were used to
generate cell-permeable BH3 peptide-based proapoptotic agents.
Wang et al. (53) demonstrated that attachment of decanoic acid
allows generation of cell-permeable BH3 peptides. One such
peptide, termed CPM-1285 and containing the BH3 domain of
mouse Bad, was shown to compete with a fluorescein-labeled
Bak BH3 peptide for binding to Bcl-2 (ICsg of 130 nM) in vitro
and to trigger apoptosis in human myeloid leukemia HL-60
cells. In another approach, Bak BH3 peptide was fused to An-
tennapedia cell-penetrating peptide, which resulted in activation
of apoptosis in the cells in the presence of 50-uM peptide (54).
Similarly, fusion of Bim BH3 peptide with cell-penetrating TAT
peptide led to a molecule that can induce apoptosis in differ-
ent types of cancer cells (55). Finally, in a highly innovative
approach, Walensky et al. (56) described introducing internal
“crosslinks” into BH3 peptides, which led to stabilization of o
helixes, increased cell permeability, and bioavailability. Such
“stapled” Bid BH3 peptide efficiently induced apoptosis in
leukemia cells in vitro and in vivo, and this activity was in-
creased even more by membrane targeting of the peptide (57).

The first nonpeptidic inhibitor of Bcl-2 family proteins was
identified by Wang et al. (58) in 2000 using a virtual-screening
strategy. This method relies on the high-resolution three-dimen-
sional structure of a targeted receptor protein and computer-
aided techniques to screen a large number of organic compounds
for a potential ligand. Virtual screening of more than 190,000
organic molecules resulted in identification HA14-1 (Fig. 3b)

and subsequent in vitro binding assay demonstrated the interac-
tion of HA14-1 with the surface pocket of Bcl-2 with an ICsg
value of 9 uM. Subsequently, multiple research groups reported
activation of apoptosis by HA14-1 in a variety of cell types
through mechanisms related to regulation of the Bcl-2 family as
well as retardation of glioblastoma tumor growth in vivo when
this molecule was combined with etoposide (59). The group
of Dr. Shaomeng Wang (University of Michigan) also suc-
cessfully used computational strategies to identify a number of
different submicromolar small molecule antagonists of antiapop-
totic Bcl-2 family members [TW-37, Fig. 3¢, K; =290nM (60);
pyrogallol-based inhibitors, Fig. 3d, K; =110nM (Bcl-2) (61);
flavanoid compound BI-33, Fig. 3e, K; =17nM (Bcl-2)(62)].
These molecules were all found to trigger apoptosis in tis-
sue culture, with some molecules displaying very potent ef-
fect (IC59 for BI-33 in MDA-MB-231 breast cancer cells =
110nM). Furthermore, one of these molecules, TW-37, was
found to enhance the antitumor effect of standard chemotherapy
(cyclophosphamide-doxorubicin-vincristine-prednisone, CHOP)
in mouse lymphoma model (63). Overall, these data suggest that
computational approaches can be very powerful in designing
proapoptotic inhibitors of the Bcl-2 family.

Using a competitive binding assay based on fluorescence
polarization (FP), Degterev et al. (64) screened a chemical li-
brary of 16,320 compounds to identify two classes of small
molecule ligands of Bcl-xL, which are termed BH3I-1 and
BH3I-2 (Fig. 3a). These compounds were shown to inhibit
BH3 peptide binding to Bcl-xL and Bcl-2 with K; values in
the low micromolar range (K; of 2.4-15.6 uM) as determined
by NMR titration assays (64, 65). The NMR titration exper-
iments suggested that BH3I molecules directly interact with
the BH3 binding pocket in disrupting Bcl-xL heterodimeriza-
tion. These compounds were found to induce apoptosis in
Jurkat cells through disruption of Bcl-2/Bcl-xL heterodimer-
ization measured in intact cells (64). In addition to affecting
Bcl-2-dependent regulation of outer mitochondrial membrane
permeability, BH3I-2 was also found to induce damage to inner
mitochondrial membrane, likely also through interaction with
Bcl-2 (63). In another report, small scale FP-based screening
of polyphenols identified gossypol (Fig. 3f) as a novel Bcl-2
and Bcl-xL inhibitor (66). This molecule was found to possess
significant activity as a sensitizer when combined with CHOP
in a mouse lymphoma model (67) and ionizing radiation in
prostate cancer xenograft (68). Using a similar FP screen, PKC
inhibitor chelerythrine (Fig. 3g) was identified as a low mi-
cromolar Bcl-xL/BH3 inhibitor (69). Curiously, NMR analysis
and molecular docking suggested that unlike BH3I-1, this and
related sanguinarine molecules do not bind into the hydropho-
bic cleft of Bcl-xL, but rather to the BH groove and BH1
domain, respectively. This analysis suggests a distinct mech-
anism of BH3 domain displacement, which was proposed to
explain increased cytotoxicity of these molecules compared with
BH3I-1 (70).

Researchers at Abbott Laboratories used a different approach
for discovering high-affinity protein ligands, the ‘“structure-
activity relationships by nuclear magnetic resonance” (“SAR by
NMR”) (71). In this method, the relatively large site is divided
into two smaller half-sites that are targeted individually by small
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molecules. The two lead molecules are then chemically linked to
improve affinity. In this approach, although the two molecules
that target each half displayed K; values of only 0.3 and
4.3 mM, the combined molecule displayed a K; of 36 nM against
Bcl-2. Subsequent chemical modifications to improve affinity
and decrease nonspecific binding to human serum albumin
yielded ABT-737 molecule with a Ki < 1nM for Bcl-xL,
Bcl-2, and Bcel-w (Fig. 3i) (72). ABT-737 was found to kill the
cells efficiently through Bcl-2 or Bcl-xL-dependent mechanism.
Furthermore, ABT-737 induced cytochrome c release from
isolated mitochondria, which was dependent on inhibition of
Bax and Bak by Bcl-2 (72). In other words, ABT-737 was found
to antagonize prosurvival activity of Bcl-2 aimed at inhibition of
Bax and Bak. Furthermore, Oltersdorf et al. (72) demonstrated
that ABT-737 can act as a selective cancer therapeutic drug

that displays potent single-agent efficacy against small cell lung
cancer (SCLC) cells and cells from lymphoid malignancies,
which are known to express high levels of Bcl-2, with ECs as
low as 10nM. In mouse xenograft models, ABT-737 treatment
provided significantly improved survival in mice injected with
either lymphoma or SCLC cell lines (73). Curiously, very high
specificity of ABT-737 binding to Bcl-2 may actually limit
efficacy of this molecule as it has been found not to inhibit
activity of the antiapoptotic Bcl-2 family member, Mcl-1, which
results in reduced activity in multiple cancer cell lines (74, 75).

Another small-molecule pan-Bcl-2 inhibitor that mimicks
BH3-only proteins, GX15-070 (developed by GeminX, Mon-
treal, Canada) (Fig. 3k), was shown to be a potent apoptosis
inducer in breast cancer, chronic lymphocytic leukemia, mul-
tiple myeloma, and mantle cell lymphoma cell lines (76-79).
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GeminX is currently conducting several clinical trials of GX15-
070 in multiple cancer types as a single agent and in combina-
tion with other agents.

The laboratory of Dr. David Hockenberry discovered that
increased sensitivity of Bcl-2 and Bel-xL-expressing cells to mi-
tochondrial respiratory chain inhibitor, antimycin A, is caused
by its direct interaction with Bcl-2 family members (80). Fur-
thermore, this affect is retained by 2-methoxy antimycin A
(2MAA) (Fig. 3j), an analog lacking ability to inhibit com-
plex 3 of respiratory chain. Curiously, activity of 2MAA
seems very different from that of all of the abovementioned
Bcl-2/Bcl-xL inhibitors, as 2MAA displays preferential toxicity
toward Bcl-2/Bcl-xL-overexpressing cells. This activity may be
caused by the unique ability of 2MAA to antagonize Bcl-xL
dependent changes in cell metabolism, namely reduction in ox-
idative phosphorylation and activation of glycolysis (80). Such
“gain-of-function” Bcl-2 antagonists may be very beneficial
for preferentially inducing cell death in Bcl-2 overexpressing
cancers.

The lap, Xiap, and Smac Mimetic
Peptides

The inhibitor of apoptosis proteins (IAPs), which are charac-
terized by the presence of one or more baculovirus IAP repeat
(BIR) domains, are a family of endogenous apoptosis inhibitors
that possess multiple antiapoptotic activities, including binding
and inhibition of active caspases 3, 7, and 9. By inhibiting the
downstream caspases 3 and 7, IAPs block the convergence point
of multiple caspase activation pathways and thus inhibit apop-
tosis induced by various stimuli (81). At least eight human IAP
members have been identified, of which XIAP (X-linked IAP)
and survivin have received the most attention as therapeutic
targets (82).

Survivin is a bifunctional protein that acts as a suppressor
of apoptosis and plays a central role in the regulation of
cell division. Survivin is preferentially expressed in malig-
nant cells, and its expression is frequently responsible for
radioresistance of malignancies (83, 84). However, this effect
may not be linked to the direct regulation of apoptosis, but
rather to the regulation of cell division. Cell-cycle-dependent
transcriptional regulation of the survivin gene (85) as well as
posttranslational modifications, including phosphorylation by
the p34¢°? (86), were found to be essential for the cell-cycle
control. Based on the finding that pharmacologic inhibition
of mitotic phosphorylation of survivin accelerated the protein
destruction and counteracted its function (87), CDK inhibitors
such as flavopiridol (Fig. 4a) and purvalanol A (Fig. 4b),
which is a more specific p34°‘“? inhibitor, were tested in
tumor cells arrested at mitosis with taxol, which induces
hyperphosphorylation of survivin (88). Administration of CDK
inhibitors resulted in escape from the mitotic block imposed
by taxol, activation of mitochondria-dependent apoptosis, and
anticancer activity in vivo (87). The stability and function
of survivin depends on physical interaction between its BIR
domain and ATPase domain of the molecular chaperone

heat shock protein 90 (HSP90). Targeted antibody-mediated
disruption of the survivin-Hsp90 complex in cancer cells
resulted in proteosomal degradation of survivin, mitotic arrest,
and mitochondria-dependent apoptosis (89). A structure-based
rational screening for antagonists of the survivin-HSP90
complex identified a cell-permeable peptidomimetic de-
rived from the Lys’®-Leud” sequence of the survivin called
shepherdin (90). Shepherdin inhibited HSP90 chaperone
function by competing with ATP binding and destabilized
several HSP90 client proteins, including Akt, CDK6, and
telomerase, to induce cell death via apoptotic and nonapop-
totic mechanisms in various tumor cell lines. Shepherdin
(79-83), which is a cell-permeable five-residue peptide that
contains the Lys’-Gly®3 sequence of shepherdin essential
for HSP90 binding (91), induced rapid killing of different
types of human acute myeloid leukemia (AML) cell lines,
but not of normal mononuclear cells. Moreover, shepherdin
(79-83) efficiently inhibited the growth of AML xenograft
tumors without systemic or organ toxicity (91). More recently,
a combined structure- and dynamics-based computational
design strategy using shepherdin as a scaffold identified the
nonpeptidic small molecule that targeted the HSP90 func-
tion, 5-aminoimidazole-4-carboxamide-1-f-D-ribofuranoside
(AICAR, also a known activator of AMP kinase (AMPK))
(Fig. 4¢) (92). AICAR was shown to destabilize several HSP90
client proteins in vivo, including survivin, and to exhibit
antiproliferative and proapoptotic activity in multiple tumor
cell lines, but not in normal human fibroblasts. Finally, a small
molecule that selectively inhibits survivin gene transcription
and protein expression has been identified, YM155 (Fig. 4d),
and is currently being evaluated in a Phase 2 study for patients
with stage 3 and stage 4 melanoma. It showed marked antipro-
liferative activity in the nanomolar range in a broad spectrum
of human tumor cell lines and induced tumor regression in
lymphoma, prostate cancer, and non-small cell lung cancer
xenografts (93).

XIAP is the best characterized human IAP and is the only
member of this family shown to inhibit both the initiator
(caspase-9) and executioner (caspases-3 and -7) caspases di-
rectly. Structural and functional studies of XIAP have demon-
strated that a groove in its BIR3 domain is required for binding
and inhibition of caspase-9, whereas two surfaces of the BIR2
domain and the juxtaposed linker region bind and inhibit ac-
tive caspases-3 and -7 (94, 95). The natural inhibitor of XIAP,
cIAP1, and cIAP2, the proapoptotic protein SMAC/DIABLO,
is released into the cytosol from the mitochondrial intermem-
brane space during apoptosis activation (96, 97). SMAC dimers
cooperatively bind and inhibit both BIR3 and BIR2 domains
of IAPs and thus relieve their caspase inhibitory function (98).
Peptides that correspond to the four N-terminal amino acids
of SMAC (AVPI) were shown to be sufficient for binding to
XIAP and preventing XIAP-mediated inhibition of caspase-9
(99, 100). On the other hand, the SMAC peptides cannot re-
lieve the inhibition of caspase-3 by XIAP, because they do
not change the XIAP conformation around the linker region
(101). When delivered into the cells either by conjugation with
the TAT protein-transduction domain (102) or to polyarginine
tail (103), SMAC peptides sensitized the SHEP neuroblastoma
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(102) and non-small cell lung carcinoma H460 (103) cell lines
to apoptotic cell death induced by chemotherapeutic drug treat-
ment. In addition, cell-permeable SMAC peptide delayed tu-
mor growth of lung cancer and glioma xenografts (102, 103).
These studies provided the proof-of-concept that small-molecule
SMAC-mimics can be effective as the anticancer agents (82).
Nonpeptidic small molecule inhibitors of BIR3 domain of
XIAP with micromolar binding affinities were synthesized at
Abbott Laboratories (Abbott Park, IL)using structure-based de-
sign (104). Having conserved the first amino acid residue of
SMAC peptide alanine, the substituted five-membered heterocy-
cles such as thiazoles and imidazoles were identified to serve as
a replacement for peptide fragments of the lead (Fig. 4e). Sev-
eral research groups have also reported the discovery of nonpep-
tide XIAP inhibitors active in the cells. Using a high-throughput
fluorescent polarization assay, pentapeptides competing with the
binding of SMAC-like protein HID to BIR3 domain of XIAP
with affinities in 40-60-nM range were identified (105). Tripep-
tide peptidomimetics (Fig. 4f) based on these leads were shown
to inhibit the interactions between the BIR3 domain of XIAP
and SMAC, caspase-9, and SMAC-derived peptide (105). When

the cytotoxicity of selected peptidomimetics was assessed in
various cancer cell lines (105), compounds revealed a wide
range of potencies from low nanomolar activity in some cell
lines to no activity at 50 wM in most others. The toxicity exhib-
ited by peptidomimetic BIR3 ligands in the sensitive cell lines
(breast cancer cell lines BT-549 and MDA-MB-231, melanoma
cell line SK-MEL-5, and human myeloid leukemia HL-60 cell
line) was observed in the absence of additional apoptotic stim-
ulation (105). Furthermore, the selected peptidomimetics were
found to slow the growth of tumors in a MDA-MB-231 breast
cancer xenograft model (105). Another research group reported
synthesis of a SMAC-mimetic, which was approximately 23
times more potent than SMAC peptide in binding the BIR3
domain of XIAP (Fig. 4g) (106). This compound efficiently in-
hibited the growth of etoposide-treated Jurkat leukemia T cells
stably transfected with XIAP vector, which protects the cells
from etoposide-induced apoptosis.

The broad-spectrum peptidomimetic IAP family inhibitors
were also recently developed (107). Designed based on (7,
5)-bicyclic scaffold, these SMAC-mimetics were found to an-
tagonize the protein interactions that involve XIAP, melanoma
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IAP (ML-IAP), cIAP1, and cIAP2. The most potent SMAC-mimetic vation of TRAIL receptor-2 (DR5/TRAIL-R2) via an anti-DRS5

was more specific for cIAP1-BIR3 and ML-IAP-BIR with
Ki ~50nM (Fig. 4h). The compounds were demonstrated
to activate caspase-3 and -7, to reduce cell viability in as-
says using MDA-MB-231 breast cancer cells and A2058
melanoma cells and to enhance doxorubicin-induced apoptosis
in MDA-MB-231 cells.

Computer-based rational drug design was successfully used
to synthesize a tetrazoyl thioether (Fig. 4j), a dimeric SMAC-
mimic that binds both the BIR3 and BIR2 domains of XIAP
with nanomolar affinity (108). Furthermore, this molecule
also cross-reacted with cIAP1 and cIAP2. The potency of
this dimeric inhibitor is consistent with the recently reported
synergistic BIR2/BIR3 inhibition by dimeric SMAC peptide,
which is explained by close proximity (<45 angstrom) between
BIR2 and BIR3 binding sites (109). The tetrazoyl thioether
sensitized cells to the death induced by death receptor lig-
ands [tumor necrosis factor alpha (TNFa) and TNF-related
apoptosis-inducing ligand (TRAIL)] and promoted the activa-
tion of caspase-8. This result was unexpected because XIAP is
not known to inhibit caspase-8 directly. Rather, recent analyses
suggested that killing by this molecule is primarily mediated by
targeting cIAP1 and cIAP2, which promotes their autoubiquiti-
nation and degradation (110). This, in turn, leads to stabiliza-
tion of NIK kinase, NF-kB activation, and TNFa production,
triggering apoptosis in an autocrine mode. Furthermore, cIAP
degradation promotes TRAF2-dependent RIP1 recruitment to
TNFR1, which promotes formation of RIP1-dependent caspase-
8-activating complex. These unexpected findings suggest that
cIAPs may be more important targets for SMAC mimetic com-
pounds than XIAP, for which this class of molecules was orig-
inally developed.

Virtual screening was also used to identify the BIR3 do-
main inhibitors (111). In this case, a library of Chinese herbal
remedies was docked into the BIR3 domain in silico, which
resulted in selection of natural compound benzoquinone embe-
lin (Fig. 4i). Subsequent studies confirmed that embelin binds
to the XIAP BIR3 domain, which resulted in the inhibition
of its interaction with caspase-9, and induced apoptosis in the
prostate cancer cells expressing high levels of XIAP. In sta-
bly XIAP-transfected Jurkat cells, embelin was shown to over-
come the protective effect of XIAP effectively, which enhanced
etoposide-induced apoptosis. At the same time, this molecule
had a minimal effect in Jurkat cells transfected with vector
control.

The BIR2 domain of XIAP has also been specifically targeted
for inhibition. The linker region immediately to the N-terminus
of the BIR 2 domain binds the catalytic domain of caspase-3
and blocks the active site of the enzyme through steric hin-
drance (94, 112, 113). This interaction is relatively weak and is
stabilized by a stronger interaction between the binding groove
of BIR 2 and a site on a small subunit of caspase 3 (94,
112). Using a high-throughput enzymatic de-repression assay
based on caspase-3 proteolytic activity, Wu et al. (114) identi-
fied a series of aryl sulphonamide inhibitors of XIAP (Fig. 4k).
These molecules bind the BIR2-linker region and were found
to sensitize resistant cells lines to death triggered by the acti-

specific antibody (114). Using a similar enzymatic assay, an-
other research group screened a combinatorial library of ap-
proximately 1 million diverse small molecules and identified
several active compounds including the polyphenylurea series
(Fig. 41) (115). These molecules also derepressed XIAP- and
BIR 2-mediated inhibition of caspases-3 and -7 in vitro but not
the BIR3-dependent inhibition of caspase-9 (115, 116). Consis-
tent with this result, inhibitors specifically interacted with BIR2
but not BIR3 domain of XIAP in cell-free binding studies. The
active compounds, but not inactive controls, were directly toxic
to several hematologic and solid tumor cell lines. In other tumor
cell lines, these agents were mostly nontoxic as single agents
but still sensitized them to death induced by death receptor
ligands (115).

HtrA2/Omi (High Temperature
Recruitment A2)

Similar to SMAC, serine protease HtrA2/Omi is localized to the
mitochondrial intermembrane space and is released into cytosol
in response to apoptotic stimuli. HtrA2 can induce cell death
in a caspase-dependent manner by interacting with IAPs, in a
manner similar to SMAC, and in a caspase-independent man-
ner through its intrinsic serine protease activity (117, 118). A
reversible, cell-permeable small molecule inhibitor of HtrA2
protease, UCF-101, has been identified through high-throughput
screening of a combinatorial library using recombinant Omi
protease (residues 134-458) and fluorescein-labeled casein
as a generic substrate (specific substrates of HtrA2 have
not been known until recently) (119, 120) (Fig. 4m). Al-
though this molecule displays only micromolar activity in vitro
(IC50=9.5 wM), it has a significant selectivity for HtrA2 over
other serine proteases (ICsp > 200 uM). Quite impressively,
UCF-101 was shown to ameliorate heart dysfunction following
ischemia/reperfusion injury in in sifu and in vivo in rat models
(121). Furthermore, in this study UCF-101 was found to block
mitochondria-to-cytosol translocation of HtrA2/Omi and degra-
dation of XIAP (consistent with the previously reported role
of the serine protease activity of HtrA2/Omi in XIAP degra-
dation), which resulted in suppression of caspase-3, -7, and -9
processing. In addition, treatment with UCF-101 also led to the
suppression of FLIP degradation and to the reduced Fas receptor
expression. These data establish a specific role of HtrA2/Omi in
ischemia/reperfusion injury through regulation of XIAP degra-
dation and Fas-induced apoptosis. It should be mentioned, how-
ever, that another research group recently suggested that the
cytoprotective effect of UCF-101 in the cell-culture experiments
could be partially attributed to the activation of stress response
pathways, rather than direct HtrA2/Omi inhibition. This find-
ing suggested the possibility that HtrA2/Omi-independent effect
of UCF-101 might also contribute to the in vivo cytoprotec-
tion (122).
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Poly(Adp-Ribose) Polymerase
(Parp)

The polyADP-ribosylation reactions play important roles in
many cellular processes, which include regulation of DNA
repair, transcriptional control, cellular transformation, and cell
death (123). PARP is an enzyme-sensing single and double
strand DNA nicks, which catalyzes addition of ADP-ribose
units to DNA, histones, and various DNA repair enzymes
(using NAD" as a substrate) to promote DNA repair. Mouse
knockout studies showed that combined deletion of just 2 of the
17 PARP family members (PARP-1 and PARP-2) is sufficient
to block DNA repair (124, 125). Curiously, multiple studies
suggested that combining inhibition of DNA repair with the
use of DNA-damaging agents hypersensitizes cancer cells to
cell death, which prompted development of PARP inhibitors
as the general sensitizing anticancer agents (126). In addition,
tumors deficient in DNA repair-associated factors BRCAI,
BRCAZ2, and ATM, were all shown to be hypersensitive to PARP
inhibitors, which suggests that PARP inhibitors can be useful in
killing these types of cancer cells (127, 128).

At the same time, overactivation of PARP, which is fre-
quently observed in various pathologies, including cardiovas-
cular, neurological, and inflammatory diseases, was shown to
result in the depletion of NAD™, leading to the loss of ATP and
necrotic cell death. Cell-based studies showed that overactivated
PARP-1 mediates both mitochondria-dependent apoptosis and
necrosis (129, 130). Consistent with this notion, genetic dele-
tion of PARP rendered mice resistant to experimental stroke
(131), providing rationale for developing PARP inhibitors as
the cytoprotective agents.

Several PARP-1 inhibitors were designed based on 3-amino-
benzamide (132) (Fig. 5a), but these molecules lacked speci-
ficity and potency (133). Another early inhibitor, benadrostin
is a natural product of actinomyces, and it was isolated from
the culture broth of Streptomyces flavovirens as a competi-
tive PARP inhibitor with K; of 34uM (134, 135) (Fig. 5b).
Compounds PD128763 and Nul025 (Fig. Sc¢) (136), based on
benadrostin, showed high in vitro affinity for PARP-1, but still
required high concentrations (10-100 uM) for chemopotentia-
tion (137, 138). Subsequently, significant effort has been spent
on structure-based drug design utilizing information generated
using known inhibitors, which ultimately led to the identifi-
cation of a number of potent PARP inhibitors. Five of these
molecules are currently in clinical trials for oncologic indi-
cations, that is, AG014699 (139) (Fig. 5d), KU59436 (As-
traZeneca/KuDOS, London, UK), BSI-201 (BiPar, Brisbane,
CA), INO-1001 (140-142), and GPI 21016 (MGI Pharma,
Bloomington, MN). ABT-888 (143, 144) (Fig. Se) is expected
to enter clinical trials shortly (145). All of these molecules are
low-nanomolar PARP inhibitors, which sensitize cancer cells
effectively to chemotherapy or radiotherapy at nanomolar con-
centrations. In animal studies, all of these molecules are well tol-
erated and effectively synergize with multiple DNA-damaging
anticancer agents.

Conversely, PARP inhibitors showed significant promise as
cytoprotective agents in animal models of inflammation, stroke,

Parkinson’s disease, spinal cord injury, and myocardial infarc-
tion (146-148). In addition, PARP inhibitors showed activity
in inhibiting various types of injury associated with type 1 and
2 diabetes, including neuropathy, retinopathy, and renopathy,
as well as beta cell death in a streptozotocin-injection model
of type 1 diabetes (149). Overall, PARP has emerged as a
very promising therapeutic target, especially in treating cancer,
whereas a general lack of success in developing cytoprotective
treatments has made this direction of PARP inhibitor develop-
ment more challenging.

Necroptosis

Necroptosis or programmed necrosis is a novel type of reg-
ulated nonapoptotic cell death that was recently described by
several research groups (150-153). It was found that in some
cell types, stimulation of DR with their cognate ligands (TNFa,
FasL, or TRAIL) under specific conditions where apoptosis is
inhibited leads to the cellular demise with necrotic morpholog-
ical features. Similar observations were also reported for cell
death induced by some oncogenes (Ras, cMyc) (154, 155),
chemotherapeutic agents (etoposide, camptothecin, and stau-
rosporine) (156—158), and viral and bacterial agents (159, 160).
This unique type of cell demise shares the characteristics of both
apoptosis (as a regulated form of cell death) and unregulated
pathologic necrosis (by the cellular morphology) (161). Thus,
discovery of necroptosis may offer an opportunity for thera-
peutic targeting the pathologic necrosis, because, in contrary to
previously accepted views, it may represent a regulated and,
therefore, specifically inhibitable form of cell death. Activation
of necrosis-like death under apoptosis-suppressive conditions
has been observed in various mouse models of acute pathologic
death, including experimental pancreatitis (162) and multiple
organ failure (163).

The signaling pathway of necroptosis is just beginning to
emerge with Holler et al. (150) establishing that Ser/Thr ki-
nase activity of DR-associated adaptor molecule, RIP1, is a
key specific upstream activator of necroptosis. RIP1 kinase is
a client protein of the molecular chaperone heat shock pro-
tein 90 (Hsp90), and inhibition of Hsp90 in the cells by the
small molecule geldanamycin was found to result in efficient
proteasome-mediated degradation of the RIP1 (164). As a result,
geldanamycin (Fig. 5f) has been found to inhibit the activation
of necroptosis in human Jurkat T cells (150). However, this
effect is not specific to necroptosis as geldanamycin also was
shown to block the RIP1-dependent NF-kB activation efficiently
(164), which is independent of the RIP1 kinase activity, unlike
necroptosis (165). In another study, Temkin et al. (166) have
suggested that RIP1 may translocate to the mitochondria and
lead to disruption of the VDAC/ANT/Cyclophilin D complex
through an unidentified indirect mechanism.

Although the mechanisms of necrotic cell death downstream
of RIP1 are mostly unclear, inhibition of certain cell-signaling
pathways has been found to attenuate necroptotic cell death.
Overproduction of reactive oxygen species (ROS) is a hallmark
of necrotic cell death and is a prominent part of necropto-
sis in some systems (161). ROS production in conditions of
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necrotic cell death is mediated by the mitochondrial respira-
tory chain complexes 1 and 2 (167) and/or through forma-
tion of RIP1/Rac1/ nicotinamide adenine dinucleotide phosphate
(NADPH) oxidase complex resulting in an oxidative burst (168).
The antioxidant 3-tert-butyl-4-hydroxyanisol (BHA) (Fig. 5g)
has been found to be effective in blocking necroptosis in mouse
fibrosarcoma 1.929 cells and in mouse embryonic fibroblasts
(169), but not in human Jurkat T cells (161). Based on the
data that closely related antioxidant butylhydroxytoluene (BHT)
(Fig. SH) was not as effective in inhibiting necrotic cell death
as BHA, it was proposed that additional inhibitory activities of
BHA, like inhibition of mitochondrial Complex 1 and/or of lipid
peroxidation, may be critical for its inhibition of necroptosis
(169). Consistent with the role of respiratory chain in ROS gen-
eration during necroptosis, inhibitors of complexes 1 (rotenone,
amytal) (Fig. 5j, 5i) and 2 (thenoyltrifluoroacetone) (Fig. 5k),
but not of complex 4 (cytochrome c¢ oxidase) of the mitochon-
drial respiratory chain, have provided marked attenuation of cell
death (167).

Autophagy is an important large-scale cellular catabolic pro-
cess (see Reference 170 for review), and it is prominently acti-
vated as a part of necroptosis in many systems (161, 171-173).
However, inhibition of autophagy with 3-methyladenine has
been found to inhibit necroptosis in some cell lines, such as
mouse fibrosacroma 1.929 cells, but not in the other cell lines
(human Jurkat T cells or mouse embryonic fibroblasts), which
suggests cell type-specific contribution of autophagy to necrop-
totic cell demise (161).

Activation of acid sphingomyelinase (A-SMase) and ce-
ramide production were also shown to contribute to DR-induced
necrosis (174). Inhibition of A-SMase activation by small-
molecule inhibitors D609 (Fig. 51) and desipramine (Fig. Sm)
has been reported to attenuate necroptosis (174). D609 inhibits
A-SMase induction indirectly by inhibiting the upstream-acting
phosphatidylcholine-specific phospholipase C, whereas desipra-
mine causes rapid and irreversible degradation of A-SMase. Fi-
nally, inhibition of NADPH oxidase/ C-Jun N-terminal kinases
(JNK) axis of the pathway using siRNA tools has been shown to
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attenuate necroptosis (168). Although it has not yet been tested
directly, it is likely that small-molecule inhibitors of NADPH
oxidase, such as diphenyleneiodonium chloride (DPI) (Fig. Sn),
and of JNK kinase, such as SP600125, (Fig. 50), may interfere
with necroptosis activation. It is important to note that none
of the above-mentioned inhibitors is specific for necroptosis,
because their target proteins are involved in a wide range of
cellular regulatory networks. Additional analysis of the mech-
anisms of specific activation of the downstream pathways of
necroptosis by RIP1 kinase will be important for developing
more specific strategies for necroptosis inhibition.

The first specific inhibitor of necroptosis, necrostatin-1
(Nec-1), was identified by Degterev et al. (161) in a cell-based
screen of ~15,000 compounds. Nec-1 (Fig. Sp) efficiently
blocked necrotic death of human monocytic U937 cells stim-
ulated with TNFa in the presence of broad-spectrum caspase
inhibitor zZVAD-fmk and other instances of necroptotic death
(161). Although Nec-1 did not inhibit either activation of apop-
tosis or NF-kB by TNFa, it completely eliminated all the
manifestations of cellular necrosis. Furthermore, optimized
derivatives of this molecule were reported with ECsg in the
cells of 50nM (Fig. 5q) (175). Additional screening resulted
in identification of the other potent inhibitors of necroptosis,
termed Nec-3 and Nec-5 (Fig. 5r, s) (175, 176), which created
a unique panel of nanomolar inhibitors of this process. Based
on implication that necroptosis is responsible, at least partially,
for the pathologic necrosis, the necrostatins were tested for the
cytoprotective effects in in vivo rodent models of acute organ in-
jury, which included cerebral (161) and cardiac (177) ischemia
and brain trauma (178). Necrostatins were found to provide
significant cytoprotective effect and functional improvement in
multiple paradigms of acute injury. In the case of brain is-
chemia, Nec-1 displayed protection when administered up to
6 hours after 2-hour middle cerebral artery occlusion, which
suggested that necroptosis may represent a delayed and, hence,
therapeutically targetable injury component. Furthermore, re-
cent data showed that Nec-1 also inhibits necrotic cell death
provoked in response to other pathologic stimuli in cellular
assays, which includes high doses of glutamate (179), plant
sterols (180), and the chemotherapeutic agent shikonin (180).
These results suggest that importance of necroptosis likely ex-
tends beyond DR signaling, and it may represent a major novel
component of acute pathologic injuries.

Mitochondrial PTP

The mitochondrial permeability transition (MPT) is the loss
of the inner mitochondrial membrane impermeability to so-
lutes caused by opening of the MPT pore (MPTP). In turn,
this action results in a loss of mitochondrial function and pro-
vides a common mechanism implicated in activation of mi-
tophagy/autophagy, apoptosis, and necrosis in different cell
systems. Although the composition of MPTP is not fully
settled, multiple studies suggest involvement of adenine nu-
cleotide translocase (ANT) in the inner mitochondrial mem-
brane, voltage-dependent anion channel (VDAC or porin) in
the outer membrane, and cyclophilin D (CypD) in the matrix.

Involvement of other proteins such as benzodiazepine receptor,
hexokinase, creatine kinase, and Bax has also been proposed
(181-183).

The first identified potent inhibitor of MPT is the cyclosporine
A (CsA) (184) (Fig. 5t), which inhibits the interaction be-
tween CypD and ANT (180). Using isolated mitochondria, CsA
was shown to inhibit MPT at submicromolar concentrations
(185, 186). CsA is also a potent inhibitor of necrotic death in
the cells, for example, induced by oxidative stress and in vivo,
notably in models of ischemia/reperfusion injury of liver (187),
brain and central nervous system (188, 189), and myocardium
(190). This finding suggests that inhibition of MPT may be a
promising general direction for treating ischemia/reperfusion in-
jury. This notion is supported by the resistance of observed in
CypD-deficient mice to this form of injury (191, 192). The ma-
jor drawbacks of therapeutic use of CsA are its transient and
incomplete PTP inhibition as well as immunosuppressive side
effects (193). In addition to CsA, other cytoprotective agents
were also found to act as PTP inhibitors. 