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How nature synthesizes complex secondary metabolites, or natural
products, can be studied only by working within the disciplines of both
chemistry and biology. Alkaloids are a complex group of natural products
with diverse mechanisms of biosynthesis. This article highlights the
biosynthesis of four major classes of plant-derived alkaloids. Only plant
alkaloids for which significant genetic information has been obtained were
chosen for review. Isoquinoline alkaloid, terpenoid indole alkaloid, tropane
alkaloid, and purine alkaloid biosynthesis are described here. The article is
intended to provide an overview of the basic mechanism of biosynthesis for
selected members of each pathway. Manipulation of these pathways by
metabolic engineering is highlighted also.

Alkaloids are a highly diverse group of natural products re-
lated only by the presence of a basic nitrogen atom located
at some position in the molecule. Even among biosynthetically
related classes of alkaloids, the chemical structures are often
highly divergent. Although some classes of natural products
have a recognizable biochemical paradigm that is centrally ap-
plied throughout the pathway, for example, the “assembly line”
logic of polyketide biosynthesis (1), the biosynthetic pathways
of alkaloids are as diverse as the structures. It is difficult to
predict the biochemistry of a given alkaloid based solely on
precedent, which makes alkaloid biosynthesis a challenging, but
rewarding, area of study.

Biologic Background

Hundreds of alkaloid biosynthetic pathways have been studied
by chemical strategies, such as isotopic labeling experiments
(2, 3). However, modern molecular biology and genetic method-
ologies have facilitated the identification of alkaloid biosyn-
thetic enzymes. This article focuses on pathways for which a
significant amount of genetic and enzymatic information has
been obtained. Although alkaloid natural products are produced
by insects, plants, fungi, and bacteria, this article focuses on
four major classes of plant alkaloids: the isoquinoline alkaloids,
the terpenoid indole alkaloids, the tropane alkaloids, and the
purine alkaloids.

In general, plant biosynthetic pathways are understood poorly
when compared with prokaryotic and fungal metabolic path-
ways. A major reason for this poor understanding is that genes
that express complete plant pathways typically are not clus-
tered together on the genome. Therefore, each plant enzyme
often is isolated individually and cloned independently. How-
ever, several enzymes involved in plant alkaloid biosynthesis

have been cloned successfully, and many more enzymes have
been purified from alkaloid-producing plants or cell lines (4–6).
Identification and study of the biosynthetic enzymes has a sig-
nificant impact on the understanding of the biochemistry of the
pathway. Furthermore, genetic information also can be used to
understand the complicated localization patterns and regulation
of plant pathways. This article focuses on the biochemistry re-
sponsible for the construction of plant alkaloids and summarizes
the biosynthetic genes that have been identified to date. Some of
these pathways have been the subject of metabolic engineering
studies; the results of these studies are mentioned here also. An
excellent, more detailed review that covers the biochemistry and
genetics of plant alkaloid biosynthesis up until the late 1990s is
available also (7).

Isoquinoline Alkaloids

The isoquinoline alkaloids include the analgesics morphine
and codeine as well as the antibiotic berberine (Fig. 1a).
Morphine and codeine are two of the most important analgesics
used in medicine, and plants remain the main commercial
source of the alkaloids (8). Development of plant cell cultures
of Eschscholzia californica , Papaver somniferum , and Coptis
japonica has aided in the isolation and cloning of many enzymes
involved in the biosynthesis of isoquinoline alkaloids (9).

Early steps of isoquinoline biosynthesis

Isoquinoline biosynthesis begins with the substrates dopamine
and p-hydroxyphenylacetaldehyde (Fig. 1b). Dopamine is made
from tyrosine by hydroxylation and decarboxylation. Enzymes
that catalyze the hydroxylation and decarboxylation steps in
either order exist in the plant, and the predominant pathway
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(a)

(b)

Figure 1 (a) Representative isoquinoline alkaloids. (b) Early biosynthetic steps of the isoquinoline pathway yield the biosynthetic intermediate
(S)-reticuline, the central biosynthetic intermediate for all isoquinoline alkaloids. (c) Berberine and sanguinarine biosynthesis pathways. (d) Morphine
biosynthesis. NCS, norcoclaurine synthase; 6-OMT, norcoclaurine 6-O-methyltransferase; CNMT, coclaurine N-methyltransferase (Cyp80B); NMTC,
N-methylcoclaurine 3′-hydroxylase; 4′-OMT, 3′-hydroxy-N-methylcoclaurine 4′-O-methyltransferase; BBE, berberine bridge enzyme; SOMT, scoulerine
9-O-methyltransferase; CS, canadine synthase; TBO, tetrahydroprotoberberine oxidase; CHS, cheilanthifoline synthase; SYS, stylopine synthase; NMT,
N-methyltransferase; NMSH, N-methylstylopine hydroxylase; P6H protopine 6-hydroxylase; DHPO, dihydrobenzophenanthridine oxidase; RO, reticuline
oxidase; DHR, dihydroreticulinium ion reductase; STS, salutaridine synthase; SalR, salutaridine reductase; SalAT, salutaridinol acetyltransferase; COR,
codeinone reductase.

for formation of dopamine from tyrosine is not clear. The
second substrate, p-hydroxyphenylacetaldehyde, is generated by
transamination and decarboxylation of tyrosine (10, 11).

Condensation of dopamine and p-hydroxyphenylacetaldehyde
is catalyzed by norcoclaurine synthase to form (S)-norcoclaurine
(Fig. 1b). Two norcoclaurine synthases with completely unre-
lated sequences were cloned (Thalictrum flavum and C. japon-
ica) and heterologously expressed in E. coli (12–14). One is ho-
mologous to iron-dependent diooxygenases, whereas the other

is homologous to a pathogenesis-related protein. Undoubtedly,
future experiments will shed light on the mechanism of these
enzymes and on how two such widely divergent sequences can
catalyze the same reaction.

One of the hydroxyl groups of (S)-norcoclaurine is methy-
lated by a S-adenosyl methionine-(SAM)-dependent O-methyl
transferase to yield (S)-coclaurine. This enzyme has been
cloned, and the heterologously expressed enzyme exhibited
the expected activity (15–17). The resulting intermediate is
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(d)

Figure 1 (continued)
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then N-methylated to yield N-methylcoclaurine, an enzyme
that has been cloned recently (18, 19). N-methylcoclaurine, in
turn, is hydroxylated by a P450-dependent enzyme (CYP80B),
N-methylcoclaurine 3′-hydroxylase, that has been cloned (20,
21). The 4′ hydroxyl group then is methylated by the
enzyme 3′-hydroxy-N-methylcoclaurine 4′-O-methyltransferase
(4′-OMT) to yield (S)-reticuline, the common biosynthetic inter-
mediate for the berberine, benzo(c)phenanthridine, and morphi-
nan alkaloids (Fig. 1b). The gene for this methyl transferase also
has been identified (15, 22). These gene sequences also were
used to identify the corresponding T. flavum genes that encode
the biosynthetic enzymes for reticuline from a cDNA library
(23). At this point, the biosynthetic pathway then branches to
yield the different structural classes of isoquinoline alkaloids.

Berberine biosynthesis

(S)-reticuline is converted to (S)-scoulerine by the action
of a well-characterized flavin-dependent enzyme, berberine
bridge enzyme (Fig. 1c). This enzyme has been cloned from
several plant species, and the mechanism of this enzyme
has been studied extensively (24–28). (S)-scolerine is then
O-methylated by scoulerine 9-O-methyltransferase to yield
(S)-tetrahydrocolumbamine. Heterologous expression of this
gene in E. coli yielded an enzyme that had the expected
substrate specificity (29). A variety of O-methyl transferases
also have been cloned from Thalictrum tuberosum (30). The
substrate-specific cytochrome P450 oxidase canadine synthase
(31) that generates the methylene dioxy bridge of (S)-canadine
has been cloned recently (32). The final step of berberine
biosynthesis is catalyzed by a substrate-specific oxidase, tetrahy-
droprotoberberine oxidase, the sequence of which has not been
identified yet (33).

Overproduction of berberine in C. japonica cell suspension
cultures was achieved by selection of a high-producing cell
line (34) with reported productivity of berberine reaching 7 g/L
(35). This overproduction is one of the first demonstrations of
production of a benzylisoquinoline alkaloid in cell culture at
levels necessary for economic production. This cell line has
facilitated greatly the identification of the biosynthetic enzymes.

Sanginarine biosynthesis

The biosynthesis of the highly oxidized benzo(c)phenanthidine
alkaloid sanguinarine is produced in a variety of plants and
competes with morphine production in opium poppy. The path-
way to sanguinarine has been elucidated at the enzymatic
level (Fig. 1c) (36). Sanguinarine biosynthesis starts from
(S)-scoulerine, as in berberine biosynthesis. Methylenedioxy
bridge formation then is catalyzed by the P450 cheilanthifo-
line synthase to yield cheilanthifoline (37). A second P450
enzyme, stylopine synthase, catalyzes the formation of the sec-
ond methyenedioxy bridge of stylopine (37). Stylopine syn-
thase from E. californica has been cloned recently (38). Sty-
lopine then is N-methylated by (S)-tetrahydroprotoberberine
cis-N-methyltransferase to yield (S)-cis-N-methylstylopine, an
enzyme that has been cloned recently from opium poppy (39).
A third P450 enzyme, (S)-cis-N-methylstylopine hydroxylase,
then forms protopine. Protopine is hydroxylated by a fourth

P450 enzyme, protopine 6-hydroxylase, to yield an intermediate
that rearranges to dihydrosanguinarine (40). This intermediate
also serves as the precursor to the benzo(c)phenanthridine alka-
loid macarpine (Fig. 1a). The copper-dependent oxidase dihy-
drobenzophenanthridine oxidase, which has been purified (41,
42), then catalyzes the formation of sanguinarine from dihy-
drosanguinarine.

Additional enzymes from other benzo(c)phenanthidine alka-
loids have been cloned. For example, an O-methyl transferase
implicated in palmitine biosynthesis has been cloned recently
(43).

Morphine biosynthesis

The later steps of morphine biosynthesis have been inves-
tigated in P. somniferum cells and tissue. Notably, in mor-
phine biosynthesis, (S)-reticuline is converted to (R)-reticuline,
thereby epimerizing the stereocenter generated by norcoclaurine
synthase at the start of the pathway (Fig. 1d). (S)-reticuline is
converted to (R)-reticuline through a 1,2-dehydroreticuline in-
termediate. Dehydroreticuline synthase catalyzes the oxidation
of (S)-reticuline to 1,2-dehydroreticulinium ion (44). This en-
zyme has not been cloned but has been purified partially and
shown to be membrane-associated. This intermediate then is
reduced by dehydroreticuline reductase, an NADPH-dependent
enzyme that stereoselectively transfers a hydride to dehydroreti-
culinium ion to yield (R)-reticuline. This enzyme has not been
cloned yet but has been purified to homogeneity (45).

Next, the key carbon–carbon bond of the morphinan alka-
loids is formed by the cytochrome P450 enzyme salutaridine
synthase. Activity for this enzyme has been detected in microso-
mal preparations, but the sequence has not been identified (46).
The keto moiety of the resulting product, salutaridine, then is
stereoselectively reduced by the NADPH-dependent salutaridine
reductase to form salutardinol. The enzyme has been purified
(47), and a recent transcript analysis profile of P. sominiferum
has resulted in the identification of the clone (48). Salutaridinol
acetyltransferase, also cloned, then transfers an acyl group from
acetyl-CoA to the newly formed hydroxyl group, which results
in the formation of salutaridinol-7-O-acetate (49). This modifi-
cation sets up the molecule to undergo a spontaneous reaction
in which the acetate can act as a leaving group. The resulting
product, thebaine, then is demethylated by an as yet uncharac-
terized enzyme to yield neopinione, which exists in equilibrium
with its tautomer codeinone. The NADPH-dependent codeinone
reductase catalyzes the reduction of codeinone to codeine and
has been cloned (50, 51). Finally, codeine is demethylated by
an uncharacterized enzyme to yield morphine.

The localization of isoquinoline biosynthesis has been in-
vestigated at the cellular level in intact poppy plants by using
in situ RNA hybridization and immunoflouresence microscopy.
The localization of 4′-OMT (reticuline biosynthesis), berberine
bridge enzyme (saguinarine biosynthesis), salutaridinol acetyl-
transferase (morphine biosynthesis), and codeinone reductase
(morphine biosynthesis) has been probed. 4′-OMT and salu-
taridinol acetyltransferase are localized to parenchyma cells,
whereas codeinone reductase is localized to laticifer cells in
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sections of capsule (fruit) and stem from poppy plants. Berber-
ine bridge enzyme is found in parenchyma cells in roots. There-
fore, this study suggests that two cell types are involved in iso-
quinoline biosynthesis in poppy and that intercellular transport
is required for isoquinoline alkaloid biosynthesis (52). Another
study, however, implicates a single cell type (sieve elements and
their companion cells) in isoquinoline alkaloid biosynthesis (53,
54). Therefore, it is not clear whether transport of pathway in-
termediates is required for alkaloid biosynthesis or whether the
entire pathway can be performed in one cell type. Localization
of enzymes in alkaloid biosynthesis is difficult, and, undoubt-
edly, future studies will provide more insight into the trafficking
involved in plant secondary metabolism.

Metabolic engineering of morphine
biosynthesis

In attempts to accumulate thebaine and decrease produc-
tion of morphine (a precursor to the recreational drug hero-
ine), codeinone reductase in opium poppy plant was down-
regulated by using RNAi (8). Silencing of codeinone re-
ductase results in the accumulation of (S)-reticuline but not
the substrate codeinone or other compounds on the pathway
from (S)-reticuline to codeine. However, the overexpression
of codeinone reductase in opium poppy plants did result, in
fact, in an increase in morphine and other morphinan alkaloids,
such as morphine, codeine, and thebaine, compared with control
plants (55). Gene expression levels in low morphine-producing
poppy plants have been analyzed also (56). Silencing of berber-
ine bridge enzyme in opium poppy plants also resulted in a
change in alkaloid profile in the plant latex (57).

The cytochrome P450 responsible for the oxidation of
(S)-N-methylcoclaurine to (S)-3′-hydroxy-N-methylcocluarine
has been overexpressed in opium poppy plants, and morphi-
nan alkaloid production in the latex is increased subsequently
to 4.5 times the level in wild-type plants (58). Additionally,
suppression of this enzyme resulted in a decrease in morphi-
nan alkaloids to 16% of the wild-type level. Notably, analysis
of a variety of biosynthetic gene transcript levels in these ex-
periments supports the hypothesis that this P450 enzyme plays
a regulatory role in the biosynthesis of benzylisoquinoline al-
kaloids. Collectively, these studies highlight that the complex
metabolic networks found in plants are not redirected easily or
predictably in all cases.

Terpenoid Indole Alkaloids

The terpenoid indole alkaloids have a variety of chemical struc-
tures and a wealth of biologic activities (Fig. 2a) (59, 60).
Terpenoid indole alkaloids are used as anticancer, antimalarial,
and antiarrhythmic agents. Although many biosynthetic genes
from this pathway remain unidentified, recent studies have cor-
related terpenoid indole alkaloid production with the transcript
profiles of Catharanthus roseus cell cultures (61).

Early steps of terpenoid indole alkaloid
biosynthesis

All terpenoid indole alkaloids are derived from tryptophan and
the iridoid terpene secologanin (Fig. 2b). Tryptophan decar-
boxylase, a pyridoxal-dependent enzyme, converts tryptophan
to tryptamine (62, 63). The enzyme strictosidine synthase cat-
alyzes a stereoselective Pictet–Spengler condensation between
tryptamine and secologanin to yield strictosidine. Strictosidine
synthase (64) has been cloned from the plants C. roseus (65),
Rauwolfia serpentine (66), and, recently, Ophiorrhiza pumila
(67). A crystal structure of strictosidine synthase from R. ser-
pentina has been reported (68, 69), and the substrate specificity
of the enzyme can be modulated (70).

Strictosidine then is deglycosylated by a dedicated
β-glucosidase, which converts it to a reactive hemiacetal inter-
mediate (71–73). This hemiacetal opens to form a dialdehyde
intermediate, which then forms dehydrogeissoschizine. The enol
form of dehydrogeissoschizine undergoes 1,4 conjugate addition
to produce the heteroyohimbine cathenamine (74–76). A variety
of rearrangements subsequently act on deglycosylated strictosi-
dine to yield a diversity of indole alkaloid products (77).

Ajmaline biosynthesis

The biosynthetic pathway for ajmaline in R. serpentina is one
of the best-characterized terpenoid indole alkaloid pathways.
Much of this progress has been detailed in a recent extensive
review (78). Like all other terpenoid indole alkaloids, ajmaline,
an antiarrhythmic drug with potent sodium channel-blocking
properties (79), is derived from deglycosylated strictosidine
(Fig. 2c).

A membrane–protein fraction of an R. serpentina extract
transforms labeled strictosidine (80, 81) into sarpagan-type alka-
loids. The enzyme activity is dependent on NADPH and molec-
ular oxygen, which suggests that sarpagan bridge enzyme may
be a cytochrome P450 enzyme. Polyneuridine aldehyde esterase
hydrolyzes the polyneuridine aldehyde methyl ester, which gen-
erates an acid that decarboxylates to yield epi-vellosamine.
This enzyme has been cloned from a Rauwolfia cDNA library,
heterologously expressed in E. coli , and subjected to detailed
mechanistic studies (82, 83).

In the next step of the ajmaline pathway, vinorine synthase
transforms the sarpagan alkaloid epi-vellosamine to the ajmalan
alkaloid vinorine (84). Vinorine synthase also has been purified
from Rauwolfia cell culture, subjected to protein sequencing,
and cloned from a cDNA library (85, 86). The enzyme, which
seems to be an acetyl transferase homolog, has been expressed
heterologously in E. coli . Crystallization and site-directed muta-
genesis studies of this protein have led to a proposed mechanism
(87).

Vinorine hydroxylase hydroxylates vinorine to form vom-
ilene (88). Vinorine hydroxylase seems to be a P450 en-
zyme that requires an NADPH-dependent reductase. This
enzyme is labile and has not been cloned yet. Next, the
indolenine bond is reduced by an NADPH-dependent re-
ductase to yield 1,2-dihydrovomilenene. A second enzyme,
1,2-dihydrovomilenene reductase, then reduces this product to
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Figure 2 (a) Representative terpenoid indole alkaloids. (b) Early biosynthetic steps of the terpenoid indole alkaloid pathway yield the strictosidine, the
central biosynthetic intermediate for all terpenoid indole alkaloids. (c) Ajmaline biosynthesis. (d) Ajmalicine and tetrahydroalstonine biosynthesis. (e)
Vindoline biosynthesis from tabersonine. TDC, tryptophan decarboxylase; STR, strictosidine synthase; SGS, strictosidine glucosidase; SB, sarpagan bridge
enzyme; PNAE, polyneuridine aldehyde reductase; VS, vinorine synthase; VH, vinorine hydroxylase; VR, vomilenine reductase; DHVR, dihydrovomilenine
reductase; AAE, 17-O-acetyl-ajmalanesterase; NMT, norajmaline-N-methyltransferase; T16H, tabersonine-16-hydroxylase; HTOM,
16-hydroxytabersonine-16-O-methyltransferase; NMT, N-methyltransferase; D4H, desacetoxyvindoline-4-hydroxylase; DAT, desacetylvindoline
O-acetyltransferase.

acetylnorajmaline. Partial protein sequences have been obtained
for both of the purified reductases. Although several putative
clones that encode these proteins have been isolated, the activity
of these clones has not been verified yet (89, 90).

An acetylesterase then hydrolyzes the acetyl link of acetylno-
rajmaline to yield norajmaline. This esterase has been purified
from R. serpentina cell suspension cultures, and a full-length

clone has been isolated from a cDNA library. Expression of
the gene in tobacco leaves successfully yielded protein with the
expected enzymatic activity (91). In the final step of ajmaline
biosynthesis, an N-methyl transferase introduces a methyl group
at the indole nitrogen of norajmaline. Although this enzymatic
activity has been detected in crude cell extracts, the enzyme has
not been characterized additionally (92).
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(c)

(d)

Figure 2 (continued)

Ajmalicine and tetrahydroalstonine

Ajmalicine (raubasine) affects smooth muscle function and is
used to help prevent strokes (93), and tetrahydroalstonine ex-
hibits antipsychotic properties (Fig. 2d) (94). These compounds
are found in a variety of plants, including C. roseus and R.
serpentina . A partially purified NADPH-dependent reductase
isolated from a tetrahydroalstonine that produces a C. roseus
cell line was shown to catalyze the conversion of cathenamine,
a spontaneous reaction product that results after strictosidine
deglycosylation, to tetrahydroalstonine in vitro (95). A second
C. roseus cell line contains an additional reductase that pro-
duces ajmalicine. Labeling studies performed with crude C.

roseus cell extracts in the presence of D2O or NADPD sup-
port a mechanism in which the reductase acts on the iminium
form of cathenamine (96).

Vindoline

Vindoline, an aspidosperma-type alkaloid produced by C.
roseus , is a key precursor for vinblastine, an anticancer drug
that is the most important pharmaceutical product of C. roseus .
Vindoline, like ajmalicine and ajmaline, is produced from degly-
cosylated strictosidine. Deglycosylated strictosidine is converted
to tabersonine through a series of biochemical steps for which
no enzymatic information exists. More details are known about
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(e)

Figure 2 (continued)

the six steps that catalyze the elaboration of tabersonine to vin-
doline (Fig. 2e) (97).

Tabersonine-16-hydroxylase, a cytochrome P450, hydroxy-
lates tabersonine to 16-hydroxy-tabsersonine in the first step
of this sequence and has been cloned (98, 99). The newly
formed hydroxyl group is methylated by a SAM-dependent
O-methyl transferase to yield 16-methoxy-tabersonine; this en-
zyme (16-hydroxytabersonine-16-O-methyltransferase) has been
purified but not cloned (100). In the next step, hydration
of a double bond by an uncharacterized enzyme produces
16-methoxy-2,3-dihydro-3-hydroxytabersonine. Transfer of a
methyl group to the indole nitrogen by an N-methyl transferase
yields desacetoxyvindoline. This methyl transferase activity has
been detected only in differentiated plants, not in plant cell
cultures (101). The resulting intermediate, deacteylvindoline,
is produced by the oxoglutatarate-dependent dioxygenase en-
zyme desacetylvindoline 4-hydroxylase. This enzyme has been
cloned and also is absent from plant cell cultures (102). In the
last step, desacteylvindoline is acetylated by desacteylvindoline
O-acetyl transferase. This enzyme, also absent from nondiffer-
entiated plant material, has been cloned successfully (103).

As in morphine biosynthesis, the knowledge of the enzyme
sequences allows a more detailed understanding of the local-
ization of the enzymes (104). Strictosidine synthase (Fig. 2b)
seems to be localized to the vacuole (105), and strictosidine glu-
cosidase is believed to be associated with the membrane of the
endoplasmic reticulum (73, 106). Tabersonine-16-hydroxylase
is associated with the endoplasmic reticulum membrane (98);
N-methyl transferase activity is believed to be associated

with the thykaloid, a structure located within the chloroplast
(101, 107); and vindoline-4-hydroxylase and desacetylvindoline
O-acetyltransferase are believed to be localized to the cytosol
(Fig. 2e) (107, 108). Overall, extensive subcellular trafficking of
biosynthetic intermediates is required for vindoline biosynthesis.

Aside from subcellular compartmentalization, specific cell
types are required for the biosynthesis of some terpenoid al-
kaloids. Several enzymes involved in the early stages of se-
cologanin biosynthesis seem to be localized to the phloem
parenchyma, as evidenced by immunocytochemistry and in situ
RNA hybridization studies (109). However, additional studies
have suggested that these genes also are observed in the epider-
mis and laticifers (110). Studies of the localization of vindoline
biosynthetic enzymes by using immunocytochemistry and in
situ RNA hybridization strongly suggest that the mid-part of
the vindoline pathway (tryptophan decarboxylase, strictosidine
synthase, and tabersonine-16-hydroxylase) takes place in epi-
dermal cells of leaves and stems. However, the later steps cat-
alyzed by desacetylvindoline 4-hydroxylase and desacetylvin-
doline O-acetyltransferase take place in specialized cells, the
laticifers, and idioblasts (109–112). As with isoquinoline al-
kaloid biosynthesis, deconvolution of the enzyme localization
patterns remains a challenging endeavor.

Vinblastine
Vinblastine is a highly effective anticancer agent currently used
clinically against leukemia, Hodgkin’s lymphoma, and other
cancers. (113, 114). Vinblastine is derived from dimerization of
vindoline and another terpenoid indole alkaloid, catharanthine.
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The dimerization of catharanthine and vindoline is believed
to proceed via the formation of an iminium intermediate with
catharanthine (Fig. 2e). This iminium intermediate is reduced
to form anhydrovinblastine, a naturally occurring compound in
C. roseus plants (115). In support of this mechanism, anhy-
drovinblastine is incorporated into vinblastine and vincristine
in feeding studies (116–119).

Peroxidase containing fractions of plant extracts were found
to catalyze the formation of the bisindole dehydrovinblastine
from catharanthine and vindoline.(120, 121) A peroxidase from
C. roseus leaves has been demonstrated to convert vindoline
and catharanthine to anhydrovinblastine in vitro (122, 123).
Because the dimerization of these C. roseus alkaloids also
can be catalyzed by peroxidase from horseradish in reasonable
yields (124), it is interesting to speculate that anhydrovinblastine
may be a by-product of isolation; after lysis of the plant material,
nonspecific peroxidases are released from the vacuole and may
act on vindoline and catharanthine.

Metabolic engineering of terpenoid
indole alkaloids

Strictosidine synthase and tryptophan decarboxylase have been
overexpressed in C. roseus cell cultures (125, 126). Gener-
ally, overexpression of tryptophan decarboxylase does not seem
to have a significant impact on alkaloid production, although
overexpression of strictosidine synthase does seem to improve
alkaloid yields. Overexpression of tryptophan and secologanin
biosynthetic enzymes in C. roseus hairy root cultures resulted in
modest increases in terpenoid indole alkaloid production (127,
128). Secologanin biosynthesis seems to be the rate-limiting fac-
tor in alkaloid production (129). Precursor-directed biosynthesis
experiments with a variety of tryptamine analogs suggest that
the biosynthetic pathway can be used to produce alkaloid deriva-
tives (130). Strictosidine synthase and strictosidine glucosidase
enzymes also have been expressed successfully heterologously
in yeast (131); however, efforts to express heterologously ter-
penoid indole alkaloids currently are limited because the ma-
jority of the biosynthetic genes remain uncloned.

Transcription factors that upregulate strictosidine synthase
(132), as well as a transcription factor that coordinately upregu-
lates expression of several terpenoid indole alkaloid biosynthetic
genes, have been found (133). Several zinc finger proteins that
act as transcriptional repressors to tryptophan decarboxylase and
strictosidine synthase also have been identified (134). Manip-
ulation of these transcription factors may allow tight control
of the regulation of terpenoid indole alkaloid production. Inter-
estingly, expression of a transcription factor from Arabidopsis
thaliana in C. roseus cell cultures results in an increase in al-
kaloid production (135).

Tropane Alkaloids

The tropane alkaloids hyoscyamine and scopolamine (Fig. 3a)
function as acetylcholine receptor antagonists and are used
clinically as parasympatholytics. The illegal drug cocaine also

is a tropane alkaloid. The tropane alkaloids are biosynthe-
sized primarily in plants of the family Solonaceae, which in-
cludes Hyoscyamus , Duboisia , Atropa, and Scopolia (136, 137).
Nicotine, although perhaps not apparent immediately from its
structure, is related biosynthetically to the tropane alkaloids
(Fig. 3b).

Tropane alkaloid biosynthesis has been studied at the bio-
chemical level, and several enzymes from the biosynthetic path-
way have been isolated and cloned, although the pathway has
not been elucidated completely at the genetic level (Fig. 3b)
(138). L-arginine is converted to the nonproteogenic amino acid
L-ornithine by the urease enzyme arginase. Ornithine decar-
boxylase then decarboxylates ornithine to yield the diamine
putrescine. In Hyoscyamus , Duboisia , and Atropa, putrescine
serves as the common precursor for the tropane alkaloids.

Putrescine is N-methylated by a SAM-dependent methyl
transferase that has been cloned to yield N-methylputrescine
(139, 140). Putrescine N-methyl transferase now has been
cloned from a variety of plant species (141–143), and
site-directed mutagenesis and homology models have led to in-
sights into the structure function relationships of this enzyme
(143). N-methylputrescine then is oxidized by a diamine oxi-
dase to form 4-methylaminobutanal, which then spontaneously
cyclizes to form the N-methyl-D-pyrrolinium ion (144, 145).
This enzyme, which recently has been cloned, seems to be a
copper-dependent amine oxidase (146, 147). Immunoprecipita-
tion experiments suggest that this enzyme associates with the
enzyme S-adenosylhomocysteine hydrolase (148). The pyrrolin-
ium ion then is converted to the tropanone skeleton by as yet
uncharacterized enzymes (Fig. 3b). Although no enzymatic in-
formation is available, chemical labeling studies have indicated
that an acetate-derived moiety condenses with the pyridollium
ion; one possible mechanism is shown in Fig. 3b (136).

Tropanone then is reduced via an NADPH-dependent reduc-
tase to tropine that has been cloned from Hyoscyamus niger
(149, 150). All tropane-producing plants seem to contain two
tropinone reductases, which create a branch point in the path-
way. Tropinone reductase I yields the tropane skeleton (Fig. 3b),
whereas tropinone reductase II yields the opposite stereocenter,
pseudotropine (151). Tropane is converted to scopolamine or
hyoscyamine, whereas the TRII product pseudotropine leads to
calystegines (152). These two tropinone reductases have been
crystallized, and site-directed mutagenesis studies indicate that
the stereoselectivity of the enzymes can be switched (153, 154).

The biosynthesis of scopolamine is the best characterized
of the tropane alkaloids. After action by tropinone reductase
I, tropine is condensed with phenyllactate through the action
of a P450 enzyme to form littorine (155). The phenyllactate
moiety is believed to derive from an intermediate involved
in phenylalanine metabolism (136). Littorine then undergoes
rearrangement to form hyoscyamine. The enzyme that catalyzes
this rearrangement, which has been purified partially, seems to
proceed via a radical mechanism using S-adenysylmethione as
the source of an adenosyl radical (156). Labeling studies have
been used to examine the mechanism of rearrangement (136,
157–159). Hyoscyamine 6B-hydroxylase (H6H) catalyzes the
hydroxylation of hyoscyamine to 6β-hydroxyhyoscyamine as
well as the epoxidation to scopolamine (Fig. 3b) (160, 161).
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(a)

(b)

Figure 3 (a) Representative tropane and nicotine alkaloids. (b) Tropane biosynthesis. ODC, ornithine decarboxylase; PMT, putrescine
N-methyltransferase; MPO, diamine oxidase; TR1, tropinone reductase 1; H6H, hyocyamine 6b-hydroxylase.

H6H, which has been cloned and expressed heterologously
(162), is a nonheme, iron-dependent, oxoglutarate-dependent
protein. It seems that the epoxidation reaction occurs much more
slowly than the hydroxylation reaction. The tropane alkaloids
seem to be formed in the roots and then transported to the aerial
parts of the plant (163).

Metabolic engineering of tropane
alkaloids
Atropa belladonna plants have been transformed with an H6H
clone from H. niger . A. belladonna normally produces high
levels of hyoscyamine, the precursor for the more pharmaceu-
tically valuable alkaloid scopolamine (Fig. 3b). However, after
transformation with the H6H gene, transgenic A. belladonna
plants were shown to accumulate scopolamine almost exclu-
sively (164). Additionally, the levels of tropane alkaloid pro-
duction in a variety of hairy root cultures were altered by over-
expression of methyltransferase putrescine-N-methyltransferase
and H6H. Overexpression of both of these enzymes in a hairy
root cell culture resulted in significant increases in scopolamine
production (164, 165). Fluorinated phenyllactic acid substrates

could be incorporated into the pathway (166), and several sub-
strates derived from putrescine analogs were turned over by the
enzymes of several Solonaceae species (167).

Purine Alkaloids

Caffeine biosynthesis

Caffeine, a purine alkaloid, is one of the most widely known
natural products. Caffeine is ingested as a natural component
of coffee, tea, and cocoa, and the impact of caffeine on human
health has been studied extensively. The biosynthetic pathway
of caffeine has been elucidated recently on the genetic level.
Caffeine biosynthesis has been studied most widely in the plant
species Coffea (coffee) and Camellia (tea) (168, 169).

Xanthosine, which is derived from purine metabolites, is the
first committed intermediate in caffeine biosynthesis (Fig. 4).
Xanthosine can be formed from de novo purine biosynthesis,
S-adenosylmethione (SAM) cofactor, the adenylate pool, and
the guanylate pool (169). De novo purine biosynthesis and the
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Figure 4 Caffeine biosynthesis. XMT, xanthosine N-methyltransferase (also called 7-methylxanthosine synthase); XN, methylxanthosine nucleotidase;
MXMT, 7-methylxanthine-N-methyltransferase (also called theobromine synthase); DXMT, dimethylxanthine-N-methyltransferase (also called caffeine
synthase).

adenosine from SAM are believed to be the most important
sources of xanthosine (168, 170).

The biosynthesis of caffeine begins with the methylation
of xanthosine to yield N-methylxanthosine by the enzyme
xanthosine N-methyltransferase (XMT) (also called 7-methy-
lxanthosine synthase) (171–173). N-methylxanthosine is con-
verted to N-methylxanthine by methylxanthine nucleosidase, an
enzyme that has not been cloned yet (174). N-methylxanthine
is converted to theobromine by 7-methylxanthine-N-methyl-
transferase (MXMT) (also called theobromine synthase), a sec-
ond N-methyltransferase (171, 175). Theobromine is converted
to caffeine by a final N-methyltransferase, dimethylxanthine-
N-methyltransferase (DXMT) (also called caffeine synthase)
(171).

Coffee and tea plants seem to contain a variety of
N-methyltransferase enzymes that have varying substrate speci-
ficity (168, 169). For example, a caffeine synthase enzyme
isolated from tea leaves catalyzes both the N-methylation of
N-methylxanthine and theobromine (176). The substrate speci-
ficity of the methyltransferases can be changed by site-directed
mutagenesis (177), and the crystal structure of two of the
N-methyltransferases has been reported recently (178).

Metabolic engineering of caffeine
biosynthesis

Caffeine may act as a natural insecticide in plants. When the
three N-methyltransferase genes were overexpressed in tobacco,
the resulting increase in caffeine production improved the toler-
ance of the plants to certain pests (179). Conversely, coffee
beans with low caffeine levels would be valuable commer-
cially, given the demand for decaffeinated coffee. Because of
the discovery of these N-methyltransferase genes, genetically
engineered coffee plants with reduced caffeine content now can
be constructed (180, 181). For example, a 70% reduction in caf-
feine content in Coffea was obtained by downregulating MXMT
(theobromine synthase) using RNAi (182). Additionally, the
promoter of one of the N-methyltransferases has been discov-
ered recently, which may allow transcriptional gene silencing
(183).
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A complete understanding of protein folding, protein recognition, enzyme
catalysis, and allosteric regulation will require intimate knowledge about
the fundamental physico-chemical properties of amino acids. This article
will summarize the chemistry of the 20 naturally occurring amino acids
with special emphasis on the relationship to protein folding and biologic
activity. The major features of the amino acids are classified into three
categories, which are as follows: 1) physico-chemical properties, 2) biologic
properties, and 3) electronic properties. Cross-correlations among more
than 34 different parameters revealed that these measures segregate into
four main properties that are largely independent, as follows: 1) steric
effects (polarizability), 2) hydrophilicity (Hp index), 3) inductive effects, and
4) field effects. Advances in quantum chemistry, nuclear magnetic
resonance (NMR) analysis, and theoretic physics encourage efforts to derive
all-electronic expressions for the fundamental properties of amino acids
that will provide mechanistic insights into protein structure and function.

Proteins are complex polymers composed mainly of the 20
naturally occurring amino acids arranged in a series of peptide
linkages. The precise sequence of amino acids determines the
folding of a polypeptide chain and its ultimate 3-dimensional
(3-D) structure. In addition, the amino acid sequence and the
geometry of amino acid side chains specify protein binding
sites and functional activities. Based on a comparison of heavy
atoms, the 20 amino acids are on average greater than 50%
identical in terms of their composition. Yet, it is the differences
(sometimes very subtle) among individual amino acids that
cause the variety of proteins in nature: from heat-stable DNA
polymerases of thermal vent bacteria to antifreeze proteins
of arctic fish, and from highly conserved structural proteins
of microtubules to highly diverse signaling molecules of the
G-protein-coupled receptor family. These differences are the
focus of this review. The article is divided into three main
sections that highlight the overall biologic relevance, the specific
chemical properties of amino acid side chains, and methods for
additional characterization of these properties.

Biologic Background

What is the biologic significance of diversity in amino acid side
chains? The amino acid sequence is the blueprint for protein
structure. Consequently, the complexity of protein structures
is a function of the variety and the length of the sequences

of polypeptide chains. In fact, multiple amino acid sequence
alignments have improved the accuracy of secondary structure
prediction and homology modeling greatly. Nevertheless, it is
not known exactly how the properties of a single amino acid
or a short stretch of amino acids determine the probability
of that residue or sequence assuming a particular secondary
structure. This issue is complicated additionally by the fact that
identical sequences of five or more amino acids assume different
secondary structures in proteins depending on the context (1, 2).
A deeper appreciation of the chemical properties of amino acid
side chains may improve modeling efforts and the prediction of
secondary structure.

Whereas the 3-D structure of a protein is specified by its
amino acid sequence, the active sites of receptors and enzymes
are determined largely by the topological arrangement of non-
contiguous amino acid side chains. Typically, ligand binding
and enzyme catalysis require a precise geometry of functional
groups of side chains to achieve specificity and catalytic ac-
tivity. Moreover, amino acid side chains with distinct chemical
properties are well suited for specialized tasks. For example, the
presence of a cysteine residue in the active site defines a family
of proteases (the caspases) that cleave at aspartic acid motifs in
substrate proteins involved in apoptosis.

Introduction of mutations into proteins to study the effects
on protein structure and function is now a routine application
of molecular biology. In many cases, the goal is to evaluate the
contribution of a single residue or small segment of a protein
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to overall activity through site-directed mutagenesis. One issue
with this approach concerns the nature of conservative amino
acid substitutions. For instance, serine is often considered a
conservative replacement for threonine (3), yet the propensity
of these two residues for secondary structure is distinct with ser-
ine preferring coil or loop structures and threonine preferring
β-strand conformations. A second goal of mutagenesis studies
is to mimic posttranslational modifications, such as phosphory-
lation of serine, by substitution with aspartic acid to create a
constitutively active form of a signaling molecule. Therefore,
precise information about the physico-chemical properties of
the side chains may be essential to decide which amino acid to
use as a substitute in site-directed mutagenesis.

More detailed analysis of the chemistry of amino acid side
chains is required to understand the protein recognition and the
binding of small molecules including drugs. The 3-D structures
of proteins in the apo form and with ligand bound are used
increasingly as the starting point for structure-based drug dis-
covery (4). Whereas early studies viewed ligand-binding sites of
proteins as rigid structures—a “lock and key” arrangement—it
is now clear that these sites are flexible and examples of in-
duced fit abound. This realization has complicated efforts to
develop automated docking software to analyze the fit and the
orientation of small molecules in a defined protein-binding site.
More advanced docking methods now incorporate side chain
flexibility into the computational program (4). In addition, local
electric fields may play a significant role in the selectivity of
protein binding sites and the stabilization of ligand binding (5).
Additional characterization of salient side chain properties will
enhance docking analysis and the investigation of electric fields
at protein active sites. As a starting point, the physico-chemical
properties of the 20 naturally occurring amino acids are sum-
marized in the next section.

Chemistry

Before discussing the chemistry of amino acid side chains, it
is worthwhile to consider briefly the unique structure of amino
acids and the functional implications. During evolution, amino
acids likely were among the first chemical compounds to emerge
on primitive earth (6, 7). Early experiments on the origins of
life sought to recreate primordial atmospheric conditions with
hydrogen, methane, ammonia, and water, and then to introduce
a source of energy (e.g., electric discharges to mimic lightning
strikes) or ultraviolet light to catalyze chemical reactions. Over
time, these reactions yielded amino acids and other simple or-
ganic molecules that served as building blocks for the eventual
synthesis of proteins, polynucleotides, and complex carbohy-
drates (6). Amino acids seem to have been formed from an
initial reaction between aldehyde and ammonia and from addi-
tional conversion in the Strecker synthesis (7). From a chemical
standpoint, it is interesting that the first two building blocks
of amino acids have opposite properties with respect to elec-
tron affinity. The amide group of ammonia releases electrons,
whereas the aldehyde group tends to withdraw electrons when
acting as a substituent group. This point is important because
the bipolar construction of amino acids confers two of their

most significant features. First, amino acids in aqueous solutions
at physiologic pH are zwitterions (i.e., they carry a positive
charge at the amino group and a negative charge at the car-
boxyl group). A single Cα carbon separates these two oppositely
charged species. Second, amino acids combine readily in con-
densation reactions to form polymers. This feature enabled the
modular assembly of proteins from a diverse collection of in-
terchangeable units that differ only in the side chain attached to
the Cα atom.

Electron delocalization in peptides
The bipolar nature of amino acids has additional ramifications.
Amino acids are about 1000 times stronger than comparable
aliphatic carboxylic acids because of electron withdrawal by
the charged amino group. Thus, significant electronic effects
(inductive and field effects) exist among the main chain atoms
of an amino acid. Several findings support the existence of elec-
tron delocalization along the main chain of proteins. The peptide
bond in proteins is planar with the partial double-bond character
that reflects short-range electron delocalization clearly. Mea-
surement of the pKas of dipeptides, tripeptides, and tetrapep-
tides (8) and nuclear magnetic resonance (NMR) studies of
inductive effects (9) demonstrate that the delocalization is not
restricted to the peptide bond, but it extends over a span of
3–4 residues. In addition, electron tunneling in proteins enables
charge migration over very long distances and proceeds more
efficiently through bonds than through space (10). Charges can
migrate across the peptide bond (11), and, in fact, proteins
behave as semiconductors under appropriate conditions (12).
Finally, the bipolar nature of amino acids generates a distinct
dipole in α-helical segments of proteins that is powerful enough
to stabilize the binding of cofactors and ligands of opposite
charge (13).

The Cα atom is located in a unique position along the main
chain because of electron delocalization between the amino
and carbonyl groups. As discussed elsewhere, amino acid side
chains can be considered as substituents along the peptide
backbone that affect resonance and electron density at main
chain atoms (14, 15). In turn, this reaction will affect bond
lengths and rotational flexibility—the ultimate determinants of
secondary structure. The chemical features of the side chains
modulate the properties of localized segments of a protein
in the same way that different substituent groups affect the
reactivity and orientation of reactions that involve substituted
molecules in classic chemistry. The idea that amino acid side
chains affect the electron density along a polymer composed of
repetitive units is consistent with observations of the effects of
side chain composition on the conductance of semiconducting
materials (16). We will return to this important notion of side
chains as substituent groups along the peptide backbone during
discussion of the electronic properties of amino acids. The next
three sections will summarize the physico-chemical, biologic,
and electronic properties of amino acid side chains.

Physico-chemical properties
For the purpose of this article, the various properties of amino
acid side chains have been classified into three separate cat-
egories. The physico-chemical properties are represented by
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values that can be measured directly for each amino acid or
that can be calculated directly from the behavior of compo-
nent atoms or chemical groups. The biologic properties reflect
indirect measures or context-dependent behavior of the amino
acids [e.g., their preference for coil or helical conformations
in proteins, and their partitioning into different solvents (hy-
drophobicity scales)]. Finally, the electronic properties refer to
a mixture of measured and calculated parameters that attempt
to describe fundamental electronic effects of amino acid side
chains. The electronic properties of an amino acid determine
ultimately its physico-chemical properties; however, these two
categories are discussed separately here to highlight the need for
better characterization of these electronic effects. Summaries of
these various properties are presented in Tables 1–3.

The physico-chemical properties of amino acids are summa-
rized in Table 1. This includes a wide array of measures, from
refractivity and melting point to the pKa at the amino group.
Some of the parameters span a narrow range of values (e.g., the
molecular weights and melting points). Other parameters differ
by a factor of 100-fold or more, which include the pKas at the
amino group and solubility. The AAindex database compiled by
Kawashima et al. (21) is an excellent source of additional infor-
mation that concerns the physico-chemical properties of amino
acids.

Notable cross-correlations exist between physico-chemical
properties and biologic and electronic parameters (Table 4).

Molecular weight, refractivity, and free energy of solution are
correlated highly with various measures of the steric effects of
amino acids (r = 0.66–0.98), which include the bulk scale of
Kidera et al. (22), the gyration scale of Levitt (23), and po-
larizability (15). Previous work has established the relationship
between polarizability and steric effects with polarizability serv-
ing as a measure of molecular deformability (15). It is known
that molar refraction is proportional to polarizability and that
both are additive properties, which explains the correlation with
molecular weight. However, these observations also illustrate
the fact that many of the properties considered here are not
pure, but rather they are interrelated or perhaps different facets
of a common underlying property. It is tempting to consider
polarizability as the fundamental descriptor of steric effects and
other measures as surrogates for this parameter. However, polar-
izability neglects significant contributions of hyperconjugation
to the phenomenon of steric hindrance (24).

The data in Table 4 reveal additional cross-correlations be-
tween heat of formation, free energy of solution, and electronic
(field and VHSE5) effects of amino acids (r = 0.61–0.65). The
meaning of these relationships is uncertain, although field ef-
fects are proportional to the number of nonmethylene groups in
the side chain, which would correspond to an increase in both
the heat of formation and hydrogen-bond formation with water.

Table 1 Physico-chemical properties of amino acids

Heat of
Formation† Solubility† ∆G of pKa pKa

Amino acid M.W. Refractivity∗ tm†◦C kJ/mol g/kg Solution‡ (NH)|| (s.c.)†

ala A 89.09 4.34 297 –604.0 165.0 –350 9.69 —
arg R 174.20 26.6 244 –623.5 182.6 — 9.04 12.10
asn N 132.12 13.28 235 –789.4 25.1 950 8.80 —
asp D 133.10 12.00 270 –973.3 4.9 2550 9.60 3.71
cys C 121.16 35.77 240 –534.1 v.s. — 10.28 8.14
glu E 147.13 17.26 160 –1009.7 8.6 2300 9.67 4.15
gln Q 146.15 17.56 185 –826.4 42.0 — 9.13 —
gly G 75.07 0 290 –528.5 250.9 –650 9.60 —
his H 155.16 21.81 287 –466.7 43.5 — 9.17 6.04
ile I 131.17 19.06 284 –637.8 34.2 700 9.68 —
leu L 131.17 18.78 293 –637.4 22.0 950 9.60 —
lys K 146.19 21.29 224 –678.7 5.8 — 8.95 10.67
met M 149.21 21.64 281 –577.5 56.0 850* 9.21 —
phe F 165.19 29.40 283 –466.9 27.9 1000 9.13 —
pro P 115.13 10.93 221 –515.2 1623.0 –1450 10.60 —
ser S 105.09 6.35 228 –732.7 50.2 450* 9.15 —
thr T 119.12 11.01 256 –807.2 98.1 — 9.10 —
trp W 204.23 42.53 289 –415.3 13.2 1750 9.39 —
tyr Y 181.19 31.53 343 –685.1 0.5 3550 9.11 10.10
val V 117.15 13.92 315 –617.9 88.5 200 9.62 —

*The refractivity data are from Jones (17).
†The melting point (tm), heat of formation, solubility, and pKa of the side chain (s.c.) data were obtained from the CRC Handbook of Chemistry
and Physics (18).
‡Free energy of solution (∆G) values were obtained from Greenstein and Winitz (19).
||The pKas at the amino group were published by Edsall (20).

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 3



C
h

em
icalPro

p
erties

o
f

A
m

in
o

A
cid

s
Table 2 Biologic properties of amino acids

Amino C–F C–F C–F Polariz.§
acid Pα

∗ Pβ
∗ Pcoil

∗ Pα
† Pβ

† Pcoil
† Bulk‡ Gyration|| Å3 K–D¶ RF

∗∗ Hp
§ M–P†† P–P‡‡ IIMED

|| || IILONG
|| ||

ala A 1.44 0.76 0.87 1.45 0.97 0.66 –1.67 0.77 1.1 1.8 9.9 –3.42 12.97 0.05 2.11 3.92
arg R 1.25 0.92 1.01 0.79 0.90 1.20 1.27 2.38 8.5 –4.5 4.6 0.14 11.72 –1.05 1.94 3.78
asn N 1.15 0.75 1.77 0.73 0.65 1.33 –0.07 1.45 3.7 –3.4 5.4 1.35 11.42 –0.74 1.84 3.64
asp D 1.24 0.66 1.87 0.98 0.80 1.09 –0.22 1.43 3.0 –3.5 2.8 –0.42 10.85 –1.04 1.80 2.85
cys C 0.53 1.35 0.62 0.77 1.30 1.07 –0.89 1.22 2.7 2.5 2.8 –1.34 14.63 0.62 1.88 5.55
glu E 1.45 0.61 0.96 1.53 0.26 0.87 0.19 1.77 4.1 –3.5 3.2 –2.65 11.89 –0.99 2.09 2.72
gln Q 1.14 0.88 0.87 1.17 1.23 0.79 0.24 1.75 4.8 –3.5 9.0 –0.97 11.76 –0.73 2.03 3.06
gly G 0.54 0.66 1.68 0.53 0.81 1.42 –1.96 0 0.03 –0.4 5.6 –1.02 12.43 –0.26 1.53 4.31
his H 0.83 0.67 1.08 1.24 0.71 0.92 0.52 1.78 6.3 –3.2 8.2 –1.84 12.16 –0.21 1.98 3.77
ile I 1.30 1.85 0.70 1.00 1.60 0.78 –0.16 1.56 4.3 4.5 17.1 –10.33 15.67 1.14 1.77 5.58
leu L 1.18 1.04 0.55 1.34 1.22 0.66 0 1.54 4.2 3.8 17.6 –10.31 14.90 0.99 2.19 4.59
lys K 1.15 0.81 0.95 1.07 0.74 1.05 0.82 2.08 5.2 –3.9 3.5 –4.70 11.36 –1.15 1.96 2.79
met M 1.13 1.18 0.40 1.20 1.67 0.61 0.18 1.80 5.1 1.9 14.9 –6.90 14.39 0.70 2.27 4.14
phe F 0.92 1.54 0.76 1.12 1.28 0.81 0.98 1.90 8.0 2.8 18.8 –7.60 14.00 1.19 1.98 4.53
pro P 0.45 0.65 1.28 0.59 0.62 1.45 –0.33 1.25 4.3 –1.6 14.8 –6.22 11.37 –0.17 1.32 3.57
ser S 0.78 0.74 1.21 0.79 0.72 1.27 –1.08 1.08 1.6 –0.8 6.9 –0.32 11.23 –0.43 1.57 3.75
thr T 0.76 1.29 0.88 0.82 1.20 1.05 –0.70 1.24 2.7 –0.7 9.5 –2.63 11.69 –0.30 1.57 4.09
trp W 1.05 1.25 0.82 1.14 1.19 0.82 2.10 2.21 12.1 –0.9 17.1 –5.95 13.93 1.13 1.90 4.89
tyr Y 1.09 1.32 0.82 0.61 1.29 1.19 1.48 2.13 8.8 –1.3 15.0 –4.55 13.42 0.44 1.67 4.93
val V 0.88 1.89 0.60 1.14 1.65 0.66 –0.71 1.29 3.2 4.2 14.3 –8.02 15.71 0.78 1.63 5.43

*The preferences for α-helix, β-strand, and coil structures, Pα, Pβ, and Pcoil, respectively, were taken from Dwyer (14).
†Secondary structural preference data were obtained by Chou and Fasman (C-F) (26).
‡The bulk measure was derived by Kidera et al. (22).
||Levitt (23) calculated the gyration index.
§Polarizability and hydrophilicity (Hp) measures were derived from QM calculations by Dwyer (15, 32). Polarizability refers to the α-component calculated with the PM3 QM method.
¶The hydropathy scores from Kyte and Doolittle (K-D index) (30) are presented.
**The RF data were obtained from Zimmerman et al. (31). These values were based on the average mobility of the amino acids in a series of solvents determined by paper chromatography.
††The hydrophobicity index of Manavalan and Ponnuswamy (M-P) (33) was calculated from average surrounding hydrophobicity based on 3-D structures of proteins.
‡‡Palliser and Parry (P-P) calculated a hydrophobicity index based on the average normalized values of 127 scales (35).
|| ||Gromiha and Selveraj (34) determined the average number of medium and long-range inter-residue interactions (IIMED and II LONG, respectively) for each of the 20 amino acids based on
crystallographic data.
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Chemical Properties of Amino Acids

Other significant correlations were observed among the follow-
ing: 1) melting point and dipole moment, average hydropho-
bicity (P-P), and long-range inter-residue interactions (IILONG),
2) solubility and pKa, and 3) pKa at the amino group and the
z3 score of Hellberg et al. (25). The last relationship likely re-
flects the fact that pKa was one of the multiple components
used to derive the z3-score, which is a composite of different
electronic effects. An inverse relationship exists between free
energy of solution and field effects (Table 4). This relationship
may result from the polarity of the amino acid side chains.

Biologic properties
The three major groupings in the biologic properties corre-
spond to preference for secondary structure (Pα, Pβ, and Pcoil),
steric or bulk effects (bulk, gyration, and polarizability), and hy-
drophilicity (K-D, RF, Hp, M-P, P-P, and IILONG) (see Table 3).
Preferences for secondary structure (Px) were derived by Dwyer
(14) and Chou and Fasman (26) from statistical analysis of large
databases of nonredundant protein structures. These data are in
close agreement with similar statistical analyses of structural
propensities of amino acids, for example that of Williams et al.
(27). A second method to evaluate the preference of amino
acids for secondary structure is host–guest analysis of short
synthetic peptides (13). In these studies, amino acids are substi-
tuted into peptides that assume α-helical or β-strand structures
and the effects of the substitution on structural stability are as-
sessed. Several limitations to this approach exist; for instance,
an overemphasis on preference at central positions within a
segment leads to underestimates of the structural propensity of
amino acids that are found commonly at the ends of secondary
structures (e.g., asparagine and aspartic acid), which are excel-
lent N-cap residues in α-helices (28). Nevertheless, the α-helix
preferences summarized in Table 3 show significant correlation
(r ∼ 0.7) with indices derived from host-guest analysis, such
as that of O’Neil and DeGrado (29). Finally, secondary struc-
tural preferences show significant correlations with electronic
properties, including dipole, γLOCAL&NON-LOCAL, and NMR shift
(Table 4).

Some amino acids show a clear preference for a particular
secondary structure. For example, glutamic acid and alanine
show a very high propensity for α-helices and are found at
much lower frequencies in other structures. Similarly, valine,
phenylalanine, cysteine, and threonine mainly prefer β-strands,
whereas glycine, proline, and serine favor coil or turn con-
formations strongly. Other amino acids such as arginine, glu-
tamine, and lysine, do not show an overwhelming preference
for a single structure and seem to be stable in many con-
formations. However, all structural preference scales suffer a
common shortcoming, namely the data are context-dependent.
Thus, few membrane-resident proteins (e.g., ion channels and
G-protein-coupled receptors) are included in the structural
databases used for statistical analysis, and host-guest studies
reflect largely aqueous phase preferences. Nevertheless, many
of the trends of amino acids for particular secondary structures
seem to be valid and reflect fundamental properties of the side
chains.

The fact that amino acids prefer certain secondary structures
does not address the question of why these structural preferences

are observed. This issue will be discussed in greater detail in a
later section. Here, the role of steric effects and hydrophobicity
will be considered. The composite bulk scale of Kidera et al.
(22) and the gyration scale of Levitt (23) represent faithfully
the bulk or the steric effects of amino acids. Therefore, it was
interesting to observe such a striking correlation between these
scales and polarizability, which is based on the calculation of a
single, defined electronic feature of a molecule. Data in Table 4
suggest that the scales for steric effects are reasonably pure, and
show no correlation with secondary structure. That is not to say
that steric effects are unimportant in protein folding. Rather, it
seems safe to conclude that they are not a primary driving force
for the formation of secondary structure.

Two of the hydrophilicity scales in Table 2 were derived
from experimental measures of the behavior of amino acids in
various solvents, namely partitioning coefficients [K-D index of
Kyte and Doolittle (30)] or mobility in paper chromatography
[RF index of Zimmerman et al. (31)]. By contrast, the Hp

index was obtained from quantum mechanics (QM) calculations
of electron densities of side chain atoms in comparison with
water (32). The Hp index is correlated highly with these two
established hydrophobicity scales (Table 4). Therefore, like
the polarizability index, it is possible to represent fundamental
chemical properties of amino acids (hydrophilicity, Hp) with
parameters derived from ab initio calculations of electronic
properties. However, in contrast to polarizability (steric effects),
hydrophilicity shows significant correlation with preference for
secondary structure. Thus, hydrophobic amino acids prefer
β-strands (and β-sheet conformations) and typically are buried
in protein structures, whereas hydrophilic residues are found
commonly in turns (coil structure) at the protein surface.

Several scales have been developed to quantify the degree
to which a residue is buried in the native protein (related to
hydrophobicity) and the number of inter-residue interactions it
forms (33, 34, 36). Three such indices derived by Manavalan
and Ponnuswamy (M-P) (33) and Gromiha and Selvaraj (IIMID

and IILONG) (34) are presented in Table 2. In addition, a
mean hydropathy index from Palliser and Parry (P-P) (35) is
included, which represents the average normalized values from
an analysis of 127 individual hydrophobicity scales. The M-P
and P-P scales show a high degree of correlation with the
Hp index (r ∼ 0.8). The M-P, P-P, and IILONG scales predict
secondary structural preferences of amino acids effectively, in
particular β-strand conformations (Table 4). The IIMED index
correlates with preference for α-helices (r = 0.66–0.77).

An electronic measure, the NMR chemical shift values of the
amide proton in coil conformations (Table 3) also show a high
degree of correlation (r = 0.70–0.89) with hydrophilicity scales
and with strand versus coil conformations (Table 4). NMR
studies reveal that the amide proton is shielded to a greater
extent in coil conformations as compared with extended (β)
structures (37); increased electron density exists at this atom in
the coil conformation. Taken together, the data suggest strong
interactions between hydrophilicity and electronic parameters in
folding and provide support for additional refinement of the Hp

index.
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Table 3 Electronic properties of amino acids

Amino acid Dipole∗ γLOCAL
† γNON−LOCAL

† NMR shift‡ VHSE5
|| z3

§ CαMULL
¶ Inductive¶ Resonance¶ Field¶

ala A 0 0.163 0.236 8.12 0.02 0.09 4.5978 0.05 0 0.05
arg R 5.78 0.220 0.233 8.23 1.55 –3.44 4.5381 –0.26 –0.49 0.27
asn N 4.06 0.124 0.189 8.33 –0.55 0.84 4.5431 –0.14 –0.06 –0.56
asp D 4.33 0.212 0.168 8.38 –2.68 2.36 4.3934 0.51 1.29 –1.77
cys C 1.78 0.316 0.259 8.18 0 4.13 4.6375 –0.01 0.01 0.06
glu E 6.13 0.212 0.306 8.40 –2.16 –0.07 4.4447 0.68 0.57 –1.14
gln Q 3.89 0.274 0.314 8.19 0.09 –1.14 4.6050 –0.10 0.03 –0.35
gly G — 0.080 –0.170 8.36 –0.53 0.30 4.7053 0 0 0
his H 4.04 0.315 0.256 8.36 0.51 1.11 4.5323 –0.01 0.22 –0.58
ile I 0.07 0.474 0.391 7.99 0.30 –1.03 4.4995 0.06 0.02 0.04
leu L 0.09 0.315 0.293 7.99 0.22 –0.98 4.5929 0.02 0.05 –0.03
lys K 9.07 0.255 0.231 8.29 1.64 –3.14 4.5119 –0.16 –0.95 0.51
met M 1.80 0.356 0.367 8.12 0.23 –0.41 4.6201 0.08 –0.12 –0.30
phe F 0.29 0.410 0.328 7.93 0.25 0.45 4.5783 0.04 0.02 –0.45
pro P 1.47 — — — –0.01 2.23 — 0 0.10 0.02
ser S 1.83 0.290 0.202 8.30 –0.32 0.57 4.6620 –0.03 –0.02 –0.38
thr T 1.79 0.412 0.308 8.17 –0.06 –1.40 4.6438 –0.05 0.02 –0.44
trp W 1.79 0.325 0.197 8.03 0.75 0.85 4.5755 0.06 0.09 –0.24
tyr Y 1.44 0.354 0.223 8.10 0.53 0.01 4.5836 0.05 –0.03 –0.42
val V 0.06 0.515 0.436 8.08 0.22 –1.29 4.6039 0.01 0.08 –0.04

*The dipole data were derived by Chipot et al. (38) from QM calculations.
†γLOCAL and γNON-LOCAL represent composite coefficients calculated by Avbelj (40).
‡The NMR shift data refer to the chemical shifts measured by NMR for the amide proton in the coil conformation (37).
||Mei et al. (39) derived the VHSE5 composite index of electronic effects. This scale (Vectors of Hydrophobic, Steric, and Electronic properties)
was derived from principal components analysis of 50 different physico-chemical variables.
§The z3 electronic index was taken from Hellberg et al. (25). This scale was derived from principal components analysis of 29 variables. The z3
index was completely independent from hydrophobic (z1 scale) and steric (z2 scale) effects.
¶CαMULL refers to the Mulliken population at the Cα atom calculated from QM analysis of the amino acids. These values and the inductive,
resonance, and field effects were published previously (15).

Electronic properties

The electronic properties of amino acid side chains are sum-
marized in Table 3, and they represent a wide spectrum of
measures. The NMR data are derived experimentally (37). The
dipole (38), CαMULL, inductive, field, and resonance effects were
derived from QM calculations (15). The VHSE5 (39) and z3 (25)
scales were developed for use in quantitative structure-activity
relationship analysis of the biologic activity of natural and
synthetic peptides. Both were derived from principal compo-
nents analysis of assorted physico-chemical properties, which
included NMR chemical shift data, electron-ion interaction po-
tentials, charges, and isoelectric points. Therefore, these scales
are composites rather than primary measures of electronic ef-
fects. The validity of these measures is indicated by their lack of
overlap with hydrophobicity and steric parameters and by their
ability to predict biologic activity of synthetic peptide analogs
(25, 39). Finally, coefficients of electrostatic screening by amino
acid side chains (γLOCAL and γNON-LOCAL) were derived from
an empirical data set (40), and they represent a composite of
electronic effects.

Additional analysis of these electronic parameters reveals
that they fall into two major categories. The NMR chemical
shift data for the amide proton, the γLOCAL and γNON-LOCAL

coefficients, and to some degree the dipole index are related

closely to the hydrophilicity of the amino acid side chains.
These findings are shown in Table 4, and they include signif-
icant correlations with K-D, Hp, M-P, and P-P indices. Given
the extent of cross-correlation, it is probably best to consider
the first three electronic scales in particular as surrogate indi-
cators of hydrophilicity. The parameters that remain in Table 4
bear some relationship to each other and are considered, for the
purpose of this article, to represent conventional electronic ef-
fects of amino acid side chains. This includes CαMULL, inductive
and field effects, z3, and VHSE5 parameters. The correlation
between VHSE5 and inductive field and resonance effects is
remarkable. Whereas VHSE5 is a composite from principal
components analysis, the inductive and resonance effects are
derived directly from simple QM calculations (15). Thus, the
cross-correlations between empirically derived electronic pa-
rameters (VHSE5) and QM-derived calculations suggest that the
QM measures are valid expressions of the electronic properties
of amino acids.

Closer examination of the electronic properties of individual
amino acids reveals good agreement with expectations. Thus,
arginine and lysine with positively charged ammonium groups
are the strongest electron-withdrawing side chains (inductive ef-
fects), whereas the side chains of aspartic acid and glutamic acid
are the strongest electron donors. Conversely, field effects (with
respect to the amide proton) are opposite in direction for the

6 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.
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Table 4 Correlations among the various properties of amino acids∗

Physico-Chemical Properties

M.W. refractivity ∆G solution bulk gyration polarizability
0.85 0.71 0.98 0.93 0.96

Refractivity ∆G solution bulk gyration polarizability
0.59∗ 0.80 0.75 0.83

tm dipole P-P IILONG

−0.59 0.63 0.65
Heat of formation VHSE5 field P-P

0.65 0.61 0.62
Solubility ∆G solution pKa (NH)

−0.62∗ 0.73
∆G of solution Pα bulk gyration field

0.56∗ 0.66∗ 0.68 −0.65∗

pKa (NH) z3

0.57

Biologic Properties

Pα C-F Pα IIMED 0.66
0.64

Pβ Pcoil C-F Pβ K-D RF Hp M-P P-P IILONG dipole γLOCAL γNON-LOCAL NMR shift
−0.64 0.86 0.73 0.60 −0.63 0.82 0.75 0.82 −0.57∗ 0.87 0.58 −0.79

Pcoil K-D C-F Pβ C-F Pcoil Hp M-P P-P γLOCAL γNON-LOCAL NMR shift
−0.59 −0.67 0.73 0.65 −0.72 −0.63 −0.70 −0.70 0.72

C-F Pα IIMED

0.77
C-F Pβ K-D RF Hp M-P P-P IILONG dipole γLOCAL NMR shift

0.73 0.62 −0.59 0.80 0.75 0.74 −0.62 0.74 −0.80
C-F Pcoil Hp M-P IIMED γNON-LOCAL NMR shift

0.58 −0.63 −0.70 −0.72 0.60
Bulk gyration polarizability

0.94 0.96
Gyration polarizability

0.86
Polarizability
K-D RF Hp M-P P-P IILONG dipole γLOCAL NMR shift

0.64 −0.73 0.88 0.86 0.80 −0.83 0.58 −0.75
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Table 4 (Continued )

RF Hp M-P P-P dipole γLOCAL NMR shift
−0.83 0.65 0.83 −0.73 0.65 −0.89

Hp M-P P-P γLOCAL NMR shift
−0.75 −0.76 −0.69 −0.80

M-P P-P IILONG dipole γLOCAL NMR shift
0.89 0.86 −0.66 0.65 −0.79

P-P IILONG dipole γLOCAL NMR shift
0.85 −0.81 0.64 −0.86

IIMED

IILONG dipole γLOCAL NMR shift
−0.74 0.59 −0.70

Electronic Properties

Dipole γLOCAL NMR shift
−0.55∗ 0.74

γLOCAL γNON-LOCAL NMR shift
0.76 −0.67

γNON−LOCAL

NMR shift
VHSE5 inductive resonance field

−0.83 −0.87 0.84
z3 resonance

0.58
CαMULL

Inductive resonance field
0.79 −0.76

Resonance field
−0.87

Field

∗Linear regression analysis was performed to compare the various scales listed in Tables 1–3. The r values shown here are only for the significant correlations where p < 0.01 or p < 0.05 as
noted by an asterisk. The (–) signs indicate the slope of the regression line.
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Chemical Properties of Amino Acids

acidic versus basic side chains. Serine, threonine, and histidine
show weak inductive (through-bond) effects, but intermediate
to strong field (through-space) effects. The aliphatic side chains
of alanine, leucine, isoleucine, and valine produce minimal field
or inductive effects, which is consistent with the properties of
alkyl groups. In the future, analysis of electronic effects over
short segments of amino acid sequence may reveal patterns
related to preferences for secondary structure or functional sites
in proteins.

Substituent effects of amino acid side
chains

The concept of amino acid side chains as substituent groups
along the peptide backbone has been developed previously (14,
15, 32). According to this idea, the amino acids side chains af-
fect the electron density at main chain atoms as a function of
their physico-chemical properties (e.g., the degree to which they
donate or withdraw electrons from the peptide backbone). The
side chains modulate local electron density, and thus the bond
lengths and rotation along the main chain (15, 32). Summed to-
gether, the various electronic effects (e.g., inductive effects and
Hp) determine the preference of a protein segment for a partic-
ular secondary structure. Of course, this preference is modified
by solvent effects, electrostatic screening, and ultimately by in-
teractions between residues that are only brought into contact
through the folding process. These long-range interactions de-
termine both the folding rate and the stability of the folded
protein (33, 34, 41).

Theoretic and experimental studies of charge migration in
proteins support the notion of gating effects of amino acid
side chains (8–12). Thus, movement of charge between adjacent
residues through the peptide bond depends on the molecular mo-
tion and orientation of the side chains (11). Moreover, ab initio
analysis of the electronic features of amino acids reveals that
electronic effects are conformation sensitive (42). Therefore,
different side chain rotamers will produce distinct electronic ef-
fects at the main chain, although the rotational preference of a
side chain is also a function of its fundamental physico-chemical
(electronic) properties. Quantum effects in molecular electronic
devices reveal that side chain groups affect electron density and
current flow through main chain (nonpeptide) atoms such that
current transmission is blocked at eigenvalues of the side chains
(16). The effects of various side chains are additive in this sys-
tem. Therefore, main chain structure and rotational flexibility
(i.e., folding) is linked inextricably to the electronic properties
of amino acid side chains and to the propagation of electronic
effects along the peptide backbone.

Nearest-neighbor effects

Nearest-neighbor effects refer to the reciprocal influence of ad-
jacent amino acids on protein folding. In some cases, this term
also refers to amino acids that are close in the 3-D structure
of the protein (<8–10 Å away), but distant in the sequence.
Early studies found a nonrandom assorting of amino acids in
secondary structures by pair-wise analysis of protein sequences
(43). More recently, it was reported that the preference of pairs
of amino acids for secondary structure was determined, in part,

by the electronic properties of the neighboring residues (14,
32). Thus, adjacent pairs of amino acids that act as strong elec-
tron donors preferred α-helical conformations, whereas adjacent
residues with ambivalent electron affinity preferred strongly coil
conformations. The existence of nearest-neighbor electronic ef-
fects in proteins is confirmed by NMR studies (9, 37), pKa
measurements (8), and QM analysis of electron densities in
dipeptides (32). Finally, nearest-neighbor interactions in the fi-
nal folded state contribute to the stability of a protein (44).

The electronic properties of neighboring amino acids can
affect protein folding in complex ways. Theoretically, the elec-
tronic effects of adjacent residues may be additive, opposing,
or neutral. Some effects extend over 3–4 residues in a pep-
tide or protein (8, 9), which corresponds roughly to a loop,
short β-strand, or the first turn of an α-helix. The summation of
these various nearest-neighbor effects will then determine the
electron density along the peptide backbone, bond lengths, and
rotational flexibility. Consequently, segments of a protein where
strong electronic effects are exerted on the main chain atoms
will tend to form different secondary structures than segments
where the electronic effects are weak.

Chemical Tools and Refinements

A compelling case can be made for replacing empirically-
derived scales of amino acid properties with parameters either
measured directly (e.g., chemical shift data or infrared spec-
tra) or calculated from basic principles. The goal would be
to develop all-electronic expressions for the physico-chemical
properties of amino acids based on computational methods that
include QM calculations. A start in this direction was pro-
vided by the successful description of steric effects in terms
of polarizability and hydrophilicity as a function of electron
density (32). Application of more sophisticated computational
approaches will speed progress toward this objective.

As discussed here and elsewhere, NMR chemical shift data
reveal details about the secondary structure environment of
amino acids in proteins and thus are measures of protein fold-
ing. The pioneering work of Oldfield and colleagues (45) and
other groups demonstrated that QM calculations on model pep-
tides estimated NMR chemical shifts accurately. Furthermore,
chemical shifts at the amide proton are excellent indicators of
β-strand and coil conformation (Table 4). Therefore, the fact
that QM calculations can be used to derive chemical shifts in
peptides suggests that these calculations also provide insight
into protein folding. For some of the QM analysis of amino
acids, older semiempirical methods have been used (15). These
methods are sufficiently accurate for the relative assessment
of electronic properties (i.e., for comparisons between amino
acids). However, higher-level theory will be needed to obtain
more precise quantitative values for various electronic parame-
ters, for example, through the application of density functional
theory with correction for electron correlation effects (46). Al-
ternatively, perturbation methods such as Møller-Plesset have
also proven useful to derive the electronic properties of amino
acids (46).
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Several scales presented in Table 3 show promise as measures
of fundamental electronic properties of amino acids as does the
Hp index of hydrophilicity. Nevertheless, additional improve-
ments are desirable. The polarizability index of steric effects
should include hyperconjugation as a component. Clearly, the
movement of electrons into antibonding orbitals contributes to
molecular deformation (24). The Hp index is based on PM3 cal-
culations of electron densities for the component atoms of amino
acid side chains. A more integrative approach with higher-order
theory is likely to refine this measure additionally.

Of the other electronic parameters described here, inductive
effects and field effects seem to represent distinct properties
as calculated from QM analysis and equations of localized
substituent effects. However, inductive and resonance effects
need to be better isolated from each other. QM calculation of
these effects in a series of different host molecules may improve
discrimination between these two parameters. Finally, it will be
important to characterize the electronic properties of amino acid
side chains in short dipeptides and tripeptides, which will lead
to a better understanding of nearest-neighbor and context effects
in proteins.

Conclusions

A better understanding of the chemical biology of amino acids is
key to clarifying issues related to protein structure and function.
Interactions that involve amino acid side chains contribute to the
rate of protein folding, the stability of the protein fold, molecular
recognition (e.g., ligand binding), and catalysis. Participation of
amino acids in these processes is a function of the properties
of the side chain groups. For example, the hydrophilicity of a
side chain determines largely whether it is found at the protein
surface or buried in the interior. Similarly, the propensity of an
amino acid for medium to long-range inter-residue interactions
is related to preference for secondary structure. Electronic
properties of side chain groups contribute to folding preferences
and create electric fields involved in recognition and catalysis.
Many empirical measures of the properties of amino acids are
now available. An important goal for the future will be to
replace these empirical measures with fundamental parameters
derived from QM calculations. Finally, the conceptualization of
amino acid side chains as substituent groups that affect electron
density along the main chain through gating effects may provide
insight into how the amino acid sequence specifies the 3-D
structure of a protein.
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Aminoacyl-tRNA synthetases (aaRSs) compose a family of essential enzymes
that attach amino acids covalently to tRNA molecules during protein
synthesis. Some aaRSs possess a hydrolytic amino acid editing function to
ensure the fidelity of protein synthesis. In addition, aminoacylation can
occur by indirect pathways that rely on mischarged tRNA intermediates
and enzymes other than aaRSs. Throughout evolution, structural and
functional divergence of aaRSs has yielded diverse secondary roles.
Likewise, aaRS-like proteins with either sequence or structural similarities to
synthetases exhibit functions that may or may not be related to
aminoacylation. Many of these diverse aaRSs and aaRS-like proteins have
been capitalized on by the microbial world and by medical research as
targets for therapeutic agents such as antibiotics.

Aminoacyl-tRNA synthetases (aaRSs) are critical components
of the translation machinery for protein synthesis in every
living cell (1). Each aaRS enzyme in this family links a
single amino acid covalently to one or more tRNA isoacceptors
to form charged tRNAs. Identity elements within the tRNAs
serve as molecular determinants or antideterminants that aid
in selection by cognate aaRSs (2). Some aaRSs also have
an amino acid editing mechanism to clear their mistakes (3).
The canonical aaRSs and aaRS-like proteins have functionally
diverged to perform many other important roles in the cell
(4, 5). Their versatility and adaptability have provided unique
opportunities to develop biotechnology tools and to advance
medical research.

Ubiquity of aaRS Structure
and Function

The aaRSs are an ancient family of enzymes that have a
lengthy and diverse evolutionary history. For their central role
in protein synthesis, the aaRSs generate aminoacylated tRNAs,
which are transferred to an elongation factor such as EF-Tu
in bacteria for delivery to the ribosome. Some aaRSs have
diverged functionally to perform other secondary roles that
impact critical cellular activities (4). In addition, paralogs that

bear sequence homology to aaRS domains participate in a wide
array of activities in the cell (4, 5).

Aminoacylation of tRNAs

The aaRSs catalyze the covalent attachment of an amino acid
to the universal 3′-adenosine at the terminus of tRNA (1).
Aminoacylation consists of a two-step reaction mechanism.
First, an amino acid is activated via ATP to form an aminoacyl
adenylate intermediate. Second, the amino acid is transferred to
the 3′-end of tRNA, releasing AMP (Fig. 1a). Generally, amino
acid activation can occur in the absence of tRNAs. However,
glutamyl- (GluRS), glutaminyl- (GlnRS), arginyl- (ArgRS) and
lysyl-I (LysRS-I) tRNA synthetases require tRNA as a cofactor
for the activation step.

Representative X-ray crystal structures have been solved for
each of the 20 canonical aaRSs (Table 1). This wealth of molec-
ular information has provided a starting point to begin to unravel
diverse paradigms that govern substrate recognition, the mech-
anism of aminoacylation, and alternative functions. In many
cases, multiple cocrystal complexes with various substrates,
analogs, and inhibitors are available. Fifteen aaRS X-ray crys-
tal structures have been solved in complexes with their cognate
tRNAs. Crystallization of individual aaRS domains has also pro-
vided insight into structure-function relationships of this diverse
family of enzymes.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 1
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(a)

(b)

(c)

Figure 1 Aminoacylation reaction. (a) The overall aminoacylation
reaction is performed in two steps by the aaRSs. Two modes of amino acid
editing can hydrolyze the mischarged tRNA product (posttransfer editing)
or misactivated aminoacyl adenylate intermediate (pretransfer editing). (b)
The first step of the ATP-dependent aminoacylation reaction activates
amino acid to generate an aminoacyl adenylate intermediate. (c) In the
second step, the activated amino acid is transferred to the tRNA molecule
and AMP is released.

The aaRSs can be divided evenly into two classes based on
the architectures of their catalytic domains: the presence of spe-
cific consensus sequences and their chemical properties (6). The
catalytic core of Class I aaRSs is composed of a Rossmann
dinucleotide binding fold that is marked by two signature con-
sensus sequences: KMSKS and HIGH (Fig. 2). Class II aaRSs
are typically dimers or tetramers and possess a more unique
catalytic core that is made up of seven antiparallel β-strands
flanked by α-helices. These enzymes have three consensus mo-
tifs (Fig. 2). Motif 1 [G�XX�xxP��] is at the dimer inter-
face, whereas motif 2 [FRXE-H/RXXXFXXX(D/E)] and motif
3 [G�G�G�(D/E)R�����] are part of the active site (�

represents a hydrophobic amino acid). Each of the two distinct
classes of aaRSs aminoacylates a set of amino acids with di-
verse chemical properties that would be important for protein
function. Interestingly, LysRS is represented in both classes (7).
Recently, two new aaRSs that activate O-phosphoserine and
pyrrolysine have also been added to the Class II group (8, 9).

Both classes of enzymes catalyze the common aminoacy-
lation reaction but via different mechanisms (1). Class I and
Class II aaRSs bind ATP in an extended and bent conforma-
tion, respectively (Fig. 2). In addition, class I enzymes bind
the tRNA acceptor stem from the minor groove side, which
orients the 2′-hydroxyl group of the A76 ribose for attach-
ment of the amino acid (Fig. 3). In contrast, Class II aaRSs
aminoacylate the 3′-hydroxyl of the terminal adenosine, be-
cause the enzyme binds to tRNA via its major groove. Class II
phenylalanyl-tRNA synthetase (PheRS), which charges amino
acids onto the 2′-hydroxyl group of A76 of tRNAPhe, is the
only known exception to this rule.

The aaRSs possess diverse polypeptide domains and inser-
tions, in addition to their catalytic core. Likely, these do-
mains evolved to enhance specificity and fidelity and, in some
cases, confer other functions (4, 5). One such domain is the
C-terminal anticodon-binding domain that is widely varied (1).
For example, GluRS and GlnRS have highly conserved ac-
tive sites within their canonical aminoacylation cores but have
appended N-terminal anticodon-binding domains that are com-
posed primarily of either α-helices or β-strands, respectively.
In addition, common RNA-binding protein domains such as the
OB-fold have been incorporated into aaRSs such as LysRS-II.
In at least half of the aaRSs, an internal or appended domain
confers amino acid editing activity (3).

Alternative chemical activities

By virtue of their long evolutionary history, as well as of their
capacity to bind RNA, ATP, and other small molecules such as
amino acids, the aaRSs have been recruited to carry out many
diverse alternative functions in cells (4) (Fig. 4a). One such
function includes capitalizing on its aminoacylation function
to proofread tRNA processing and maturation in the nucleus
that occurs before tRNA export to the cytoplasm for protein
synthesis. In addition, aminoacylation of tRNA-like structures,
such as the 3′-end of viral genomes in plants and tmRNA
in Escherichia coli, is important for viral replication and for
ribosome recycling, respectively.

The RNA binding properties of aaRSs, such as leucyl-
(LeuRS) and tyrosyl- (TyrRS) tRNA synthetases, have also been
exploited to enable excision of self-splicing group I introns in
some mitochondria. Others, including threonyl- (ThrRS) and
alanyl- (AlaRS) tRNA synthetases from E. coli , are involved
in transcriptional and translational regulation through interac-
tions with their mRNA and DNA, respectively. PheRS also
binds specifically to DNA, but the function of this property
remains unclear. Some of the most diverse roles for aaRSs
include cytokine and anti-angiogenic activities for TyrRS and
tryptophanyl-tRNA synthetase (TrpRS), respectively.
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Table 1 Classification of aaRSs (6, 8) and their crystal structures

With amino acid/ Individual
CLASS I Enzyme only With tRNA substrate analog domains

Ia
LeuRS∗ 1WKB 2BTE, 2BYT, 1WZ2 1OBC, 1OBH, 1H3N 2AJG, 2AJH, 2AJI
IleRS∗ 1WK8, 1ILE 1QU2, 1QU3, 1FFY 1JZS, 1JZQ 1WNY, 1WNZ,

1UDZ, 1UE0
ValRS∗ 1IYW 1IVS, 1GAX 1WKA, 1WK9
MetRS∗ 1QQT, 1A8H, 1WOY,

1RQG
2CT8, 2CSX 1PFU, 1PFV, 1PFY,

1PFW, 1PG0,
1PG2, 1F4L, 1P7P

1MEA, 1MED,
1MKH, 1PYB

CysRS 1LI5 1U0B 1LI7
ArgRS 1BS2, 1IQ0 1F7U, 1F7V
Ib
GlnRS 1NYL 1GSG, 1GTR, 1GTS,

1QRS, 1QRT,
1QRU, 1QTQ,
1EXD, 1EUQ,
1EUY, 1ZJW

1O0B, 1O0C

GluRS 1GLN 1G59, 1N77, 1N78,
2CV0, 2CV1,
2CV2

1N75, 1J09, 2CFO,
2CUZ

LysRS-I 1IRX
Ic
TyrRS 1TYA, 1TYB, 1TYC,

2CYA, 1U7D,
1U7X

1H3E, 1J1U 1TYD, 2TS1, 3TS1,
4TSI, 1WQ3,
1WQ4, 1X8X,
1H3F, 1Q11, 1JII,
1JIJ, 1JIK, 1JIL,
1VBM, 1VBN,
2CYB, 2CYC

1JH3, 1N3L, 1Y42,
1NTG

TrpRS 2G36, 1R6T, 1D2R 2AKE, 2DR2, 2AZX 1MAU, 1I6K, 1I6L,
1I6M, 1M83,
1YIA, 1YID,
1MAW, 1MB2,
1YI8,

1O5T, 1R6U, 1ULH

Class II
SepRS 2ODR
PylRS
IIa
SerRS 1SRY, 2CIM 1SER 1SES, 1SET, 1WLE,

2CJB, 2CJ9, 2CJA
ThrRS∗ 1QF6 1NYQ, 1NYR, 1KOG 1EVK, 1EVL 1FYF,

2HL0, 2HL1,
2HL2, 2HKZ,
1Y2Q, 1WWT,
1TJE, 1TKE,
1TKG, 1TKY

AlaRS∗ 1YFR, 1YFS, 1YFT,
1YGB, 1RIQ

1V4P, 1V7O

GlyRS 1ATI 1B76, 1GGM 1J5W
ProRS∗ 1NJ2, 1HC7, 1NJ8,

2I4L
1H4S, 1H4Q 1NJ1, 1NJ5, 1NJ6,

1H4T, 2J3L, 2J3M,
2I4M, 2I4N, 2I4O

HisRS 1H4V, 1HTT, 1QEO,
1WU7

1KMM, 1KMN,
1ADY, 1ADJ

1X59
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Table 1 (Continued )

With amino acid/ Individual
CLASS II Enzyme only With tRNA substrate analog domains

IIb
AspRS 1EOV, 1WYD, 1ASZ,

1N9W, 1G51
1L0W, 1B8A,
1EQR

1EFW, 1ASY,
1ASZ,1C0A, 1IL2

AsnRS 1X56 1X54, 1X55
LysRS-II∗ 1BBW 1BBU, 1E1O, 1E1T,

1E22, 1E24, 1LYL
1KRS, 1KRT

IIc
PheRS∗ 1PYS 1EIY 1B70, 1B7Y, 1JJC,

2ALY, 2AMC,
2IY5, 2AKW

2CXI

*These aaRSs have a hydrolytic editing pathway to clear misactivated and mischarged amino acids.

aaRS-like proteins

Proteins with sequence homology to aaRSs perform diverse
cellular functions (5) (Fig. 4b). Some of these proteins resulted
from aaRS gene duplications and are called paralogs. Other
paralogs are composed of just one domain of an aaRS that has
multiple domains.

Paralog examples include E. coli YadB, which resembles
GluRS. YadB attaches glutamate to a queuosine base yielding
an essential tRNAAsp anticodon modification. In addition, two
methionyl-tRNA synthetase (MetRS)-like proteins called Arc1p
and Trbp111 bind to tRNA. Although the role of Trbp111 is not
understood, Arc1p aids in delivery of tRNAs to their cognate
aaRSs subsequent to nuclear export.

Several aaRSs possess amino acid editing domains, which
hydrolytically clear mistakes in cis (3) (Table 1). Interestingly
however, some archaeal and bacterial synthetases rely on par-
alogs of editing domains that hydrolyze mischarged products
in trans (10, 11). These products include the YbaK and ProX
(or PrdX), which edit Ala-tRNAPro, and AlaX that hydrolyzes
mischarged Ser-tRNAAla and Gly-tRNAAla.

Several aaRS-like proteins are involved in metabolic path-
ways (1). For example, E. coli asparagine synthase, an aspartyl-
tRNA synthetase (AspRS)-like enzyme, catalyzes the synthesis
of asparagine from aspartate and ATP. A paralog of LysRS-II,
called PoxA/GenX, is important for pyruvate oxidase activity
in E. coli and Salmonella typhimurium and for virulence in
S. typhimurium. The E. coli biotin synthetase/repressor pro-
tein (BirA), which has a domain that resembles structurally
the seryl-tRNA synthetase (SerRS) catalytic domain, activates
biotin to modify posttranslationally various metabolic proteins
involved in carboxylation and decarboxylation. BirA can also
bind DNA and regulate its own transcription using biotin as
a corepressor. A histidyl-tRNA synthetase (HisRS)-like protein
from Lactococcus lactis , HisZ is involved in the allosteric ac-
tivation of the phosphoribosyl-transferase reaction.

Binding of uncharged tRNA to a HisRS-like domain of the
GCN2 kinase protein in Saccharomyces cerevisiae under starva-
tion and stress conditions elicits a cascade of molecular events
to upregulate genes for amino acid and nucleotide biosynthesis.
The accessory subunit Polγ β of mtDNA polymerase γ, which
shares structural homology to both the catalytic and the an-
ticodon binding domains of glycyl-tRNA synthetase (GlyRS),
increases the processivity of the catalytic subunit of DNA-Polγ
and was proposed to serve as a primer recognition factor.

Chemistry of Aminoacylation

Recognition of tRNAs by aaRSs

One of the most significant features of the aminoacylation
reaction is the specific recognition of a set of tRNA isoacceptors
by their corresponding aaRS (2). Accurate tRNA:aaRS pairing
relies on molecular “identity elements” that are composed of
individual nucleotides, modifications, base pairs, or structural
motifs. Positive identity elements (or determinants) enhance the
selection of a tRNA by its cognate aaRS, whereas negative
identity elements (or antideterminants) prevent the formation
of incorrect tRNA:aaRS pairs. These identity elements can be
classified as either major or minor elements based on the level
of their impact on recognition.

Most identity elements are present at the two distal ends of the
molecule: the acceptor stem and the triplet anticodon (Fig. 5).
In the acceptor stem, the unpaired discriminator base N73 is a
crucial recognition factor for most aaRSs. Also, the first few
acceptor stem base pairs often serve as determinants for many
tRNAs. The structural domains of aaRSs play specific roles in
the recognition of tRNAs (12). In general, the more conserved
catalytic domain binds the acceptor stem during aminoacylation.
As indicated, diverged domains in most aaRSs interact directly
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Figure 2 Mode of ATP binding to aaRSs. (a) Active site of GluRS enzyme
bound to ATP (PDB 1 N75). The consensus sequences KISKR (KMSKS) and
HVGT (HIGH) are highlighted on the protein. (b) Active site of GlyRS
enzyme bound to ATP (PDB 1B76). The consensus motifs 1, 2, and 3 are
highlighted on the protein. Class I and Class II aaRSs bind ATP in an
extended and bent conformation, respectively. ATP is shown as dark
spheres.

with the tRNA anticodons to enable discrimination. The only
exceptions are LeuRS, SerRS, and AlaRS, which do not require
anticodon interactions for aminoacylation. SerRS and LeuRS
interact, respectively, with up to four and six tRNA isoacceptors
that have highly varied anticodons. In some aaRSs, accessory
domains enhance recognition.

Unique architectural features of tRNAs also can serve as
identity elements (2). For example, the long variable loop
of tRNASer interacts specifically with SerRS. In addition, the
tertiary G15:G48 Levitt base pair in E. coli tRNACys, and
the triplet interaction in tRNAAsp, is formed between G45,
and the G10:U25 pair confers identity. Occasionally, modified
nucleotides can act as determinants, as in the case of E. coli
tRNAIle, tRNAGlu, tRNALys, and yeast tRNAIle. All of these
tRNAs contain modifications in the anticodon loop.

Antideterminants are defined as nucleotides that block mis-
aminoacylation of the tRNA by a noncognate aaRS (2). A few

Figure 3 Mode of tRNA binding to aaRSs. (a) Active site of GluRS enzyme
bound to ATP and tRNAGlu(PDB 1 N77). (b) Active site of AspRS enzyme
bound to Asp-AMP and tRNAAsp (PDB 1 C0A). Class I and Class II enzymes
bind the tRNA acceptor stem from the minor and major groove sides,
respectively. This orients either the 2′-OH or 3′-OH of A76 for specific
attachment of the amino acid. ATP is represented by dark spheres, and
tRNA is shown as a tube.

examples of unmodified nucleotides or base pairs that act as
antideterminants include A73 in human tRNALeu that hinders
aminoacylation by SerRS, U34 in yeast tRNAIle that inter-
feres with MetRS binding, and a G3:U70 base pair in yeast
tRNAAla that blocks ThrRS. In addition, lysidine 34 and m1G37
are located in the anticodon structures of E. coli tRNAIle and
yeast tRNAAsp and serve as antideterminants against MetRS
and ArgRS enzymes, respectively. Interestingly, tRNAs that are
charged by Class I aaRSs possess antideterminants against Class
II aaRSs and vice versa (2).

Reaction mechanism

The overall two-step aminoacylation reaction relies on mecha-
nistically distinct features of the Class I and Class II enzymes
(1). In the Rossmann fold of Class I aaRSs, ATP binding
is stabilized by interactions with the conserved KMSKS and
HIGH consensus sequences. The β- and γ-phosphates inter-
act with Mg2+. The α-NH3

+ group of the bound amino acid
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Figure 4 Cellular roles of aaRSs and aaRS-like proteins. (a) Alternative functions of aaRSs. The canonical aaRSs perform diverse functions in the cell that
are distinct from their primary role of aminoacylation in protein synthesis 4. (b) AaRS-like proteins. Proteins that either resemble aaRSs or are paralogs of
aaRSs are widespread in nature and carry out a variety of activities 5.

is stabilized via hydrogen bonds with a conserved aspartate.
Amino acid activation occurs by in-line nucleophilic displace-
ment, where the α-carboxylate oxygen of the amino acid attacks
the α-phosphorus atom of ATP (Fig. 1b). The flexible KMSKS
peptide loop forms hydrogen bonds between the conserved ly-
sine and serine and the pyrophosphate moiety of ATP during
the transition state. Cleavage of the phosphoanhydride linkage
between the α- and β-phosphates of ATP releases PPi. In the
second step, the 2′ ribose hydroxyl of the tRNA’s A76 attacks
nucleophilically the carboxyl carbon of the aminoacyl adenylate
intermediate to cleave the mixed anhydride. When amino acid
is transferred to the tRNA molecule, AMP is released.

In Class II aaRSs, the bound ATP molecule interacts with mo-
tifs 2 and 3 (Fig. 2). The β- and γ-phosphates bend toward the
adenine ring and are stabilized by three Mg2+ ions. The ribose
of the ATP molecule adopts a 3′-endo conformation, as opposed
to the 2′-endo conformation in Class I aaRSs. The amino acid
side chain tends to bind by a lock-and-key mechanism, whereas
its backbone interacts via an induced fit. Similar to Class I

aaRSs, activation proceeds by an in-line nucleophilic displace-
ment mechanism. The transition state is stabilized by interac-
tions between the α- and γ-phosphates and arginine residues in
motifs 2 and 3, respectively. The 3′-hydroxyl of the A76 ribose
nucleophilically attacks the carboxyl carbon of the aminoa-
cyl adenylate intermediate, forming aminoacyl-tRNA and AMP.
The tRNA that is charged by either of the two classes is then
transferred to an elongation factor such as EF-Tu in bacteria for
delivery to the ribosome.

Amino acid editing

Nine aaRSs that include representatives of both classes possess
a hydrolytic editing mechanism to clear misactivated amino
acids (3) (Table 1). Hydrolysis of misactivated amino acids
can occur either before or after transfer to tRNA (Fig. 1a).
Pretransfer editing hydrolyzes adenylate intermediates but can
be tRNA-dependent. Posttransfer editing cleaves mischarged
tRNA. In general, aaRSs that edit seem to employ both path-
ways, although one may predominate.
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Figure 5 Protein–RNA interactions of aaRSs. The cloverleaf secondary structure of tRNALeu folds into an L-shaped tertiary molecule. The tRNA can bind in
an aminoacylation complex, where the 3′ end is located in the canonical Class I or Class II core as shown in the upper right for the P. horikoshii
LeuRS-tRNALeu aminoacylation complex. In aaRSs that edit, a second complex can be formed, where the 3′ end interacts with a separate domain such as
the connective polypeptide insertion (CP1) that contains a hydrolytic active site as shown in the lower right for the T. thermophilus LeuRS-tRNALeu editing
complex. (Table (1); PDB files 1WZ2 and 2BYT).

Most aaRSs that possess an amino acid editing activity rely
on a hydrolytic active site that has been integrated into their
polypeptide chain. However, a few aaRSs are dependent on a
mechanism where hydrolysis is carried out in trans by an in-
dependent domain (i.e., YbaK, ProX, and AlaX). MetRS and
LysRS-II use the aminoacylation active site for editing and for
clear mistakes by cyclizing the misactivated noncognate amino
acid. Pretransfer editing has occurred both in an enzyme-based
active site and in an aqueous environment via hydrolysis. The

latter, which is commonly referred to as kinetic proofreading,
relies on selective release of noncognate adenylates from the en-
zyme. These intermediates inherently are unstable and undergo
hydrolysis in solution.

Most aaRSs that edit use a double-sieve mechanism. The
aminoacylation active site serves as a coarse sieve and binds
cognate amino acid as well as structurally related noncognate
amino acids. A second hydrolytic active site acts as a fine
sieve and hydrolyzes misactivated amino acids. The Class I
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aaRSs, LeuRS, isoleucyl- (IleRS), and valyl- (ValRS) tRNA
synthetases rely on a homologous polypeptide insertion (con-
nective polypeptide 1 or CP1 domain) for amino acid editing
(Fig. 5). Class II aaRS editing domains are highly diverse.
AlaRS, ThrRS, and prolyl-tRNA synthetase (ProRS) editing do-
mains are homologous. However, the archaeal ThrRS domain is
unrelated to its bacterial/eukaryotic counterpart or to the Class
II homologs. Interestingly, PheRS has an editing domain that
does not resemble that of any other aaRS.

Indirect pathways of aminoacylation

A complete set of 20 aaRSs to activate each of the 20 stan-
dard amino acids is not always present in every organism.
These organisms rely on indirect mechanisms of aminoacy-
lation that involve more than one enzyme and a mischarged
tRNA intermediate (9, 12) (Table 2). For example, many bac-
teria, most archaea, and some eukaryotic organelles lack GlnRS
and/or asparaginyl-tRNA synthetase (AsnRS) enzymes. Rather,
misacylated tRNAs such as Glu-tRNAGln are produced by a
nondiscriminating GluRS that interacts with both tRNAGlu and
tRNAGln. A similar mechanism occurs for the formation of
Asp-tRNAAsn. The mischarged tRNAs are then converted to the
correct product by tRNA-dependent amidotransferases (AdTs).
These AdTs include GatCAB, a heterotrimeric AdT found in
bacteria, archaea, and eukaryotic organelles, which uses glu-
tamine as an amide donor and amidates both Asp-tRNAAsn and
Glu-tRNAGln. GatDE, a heterodimeric AdT found in archaea,
amidates only Glu-tRNAGln.

An indirect route of aminoacylation is also required for the
incorporation of the so-called 21st amino acid selenocysteine
(Sec) (9). In bacteria, Sec is inserted cotranslationally at an
in-frame UGA codon that is upstream of an RNA stem-loop.
In E. coli , SerRS produces the mischarged Ser-tRNASec, which
is then converted to Sec-tRNASec by Sec synthase (SelA). A
GTP-dependent elongation factor SelB binds to Sec-tRNASec

and forms a complex that recognizes specific mRNA sequences
called selenocysteine insertion elements (SECIS), that are lo-
cated 3′ to a UGA codon on a stalled ribosome-bound mRNA.
It is also responsible for delivering Sec-tRNASec to the A site
of the ribosome (9).

In archaea and eukaryotes, incorporation of Sec into polypep-
tides requires three steps involving three different enzymes. In
the first step, SerRS mischarges tRNASec with serine to form
Ser-tRNASec. Subsequently, a kinase, called O-phosphoseryl-
tRNASec kinase (PSTK), phosphorylates serine to generate
O-phosphoseryl-tRNASec (Sep-tRNASec). Finally, a pyridoxal
phosphate-dependent enzyme called Sep-tRNA:Sec-tRNA syn-
thase (SepSecS) (9) or Sec synthase (SecS) (13), converts
Sep-tRNASec to Sec-tRNASec.

Many methanogenic archaeabacteria lack cysteinyl-tRNA
synthetase (CysRS). Interestingly, a Class II enzyme called
O-phosphoseryl-tRNA synthetase (SepRS) acylates tRNACys

with O-phosphoserine (Sep) to form Sep-tRNACys, which is then
converted to Cys-tRNACys by the enzyme Sep-tRNA:Cys-tRNA
synthase (SepCysS). It has been proposed that this indirect path-
way may be the sole route for cysteine biosynthesis in these
organisms (9). The crystal structure of SepRS was recently

solved (8). It is an α4synthetase whose quaternary structure
resembles PheRS.

Pyrrolysine, the 22nd genetically encoded amino acid, is in-
corporated into a Methanosarcina barkeri protein in response to
an in-frame UAG codon in the mRNA (9). Two different mech-
anisms have been proposed for the attachment of pyrrolysine
to tRNAPyl. Pyrrolysyl-tRNA synthetase (PylRS) can aminoa-
cylate tRNAPyl directly with pyrrolysine in a single step. In an
indirect pathway, LysRS-I and LysRS-II, which belong to Class
I and Class II aaRSs, respectively (Table 1), form a ternary
complex with tRNAPyl and charge lysine onto it. The mis-
charged Lys-tRNAPyl would then be expected to be modified
to Pyl-tRNAPyl by a mechanism that remains undefined (1).

Formylation of methionylated tRNAMet allows differentiation
of the AUG start codon from internal AUG codons (14). MetRS
aminoacylates tRNAfMet with methionine. A formyl group is
linked covalently to the charged methionine via its amino moi-
ety by the methionyl-tRNA formyltransferase enzyme, which
uses N10-formyl tetrahydrofolate as the formyl donor. This
fMet-tRNAfMet molecule binds directly to the P site of the ribo-
some to initiate protein synthesis, as compared with the A-site
to which elongator tRNAs bind.

aaRSs: Expansion of the Genetic
Code
The aaRS have enormous potential as tools to incorporate
novel amino acids into proteins (15). Modified proteins that
contain one or more nonstandard amino acids could confer
unique chemical, physical, and/or biologic properties. These
custom-designed proteins could be adapted as medicinal thera-
peutics and as biotechnology tools.

Incorporation of novel amino acids
in proteins
Nonstandard amino acids can be either incorporated globally at
multiple sites within a protein or inserted at specific locations
(1, 15). Global misincorporation of nonstandard amino acids
can produce protein polymers with altered physical properties
that confer, for example, varied tensile strengths and elasticities
(16). These unique biomaterials can be used in many medical
applications, such as altering properties associated with cell ad-
hesion. In other applications, routine replacement of methionine
by selenomethionine aids in X-ray crystal structure determina-
tion.

Global incorporation of amino acid analogs into proteins has
been achieved in vivo using E. coli strains that are auxotrophic
for certain amino acids. Initially, cells are grown in the presence
of the canonical amino acid until they reach sufficient biomass.
The standard amino acid is then replaced by an analog in the
media, followed by induction of a target protein for expression.
The appropriate aaRS can also be overexpressed to boost
charged tRNA production of analogs that are poorly activated.

Editing-defective aaRSs can also be capitalized on for global
misincorporation of amino acids. For example, LeuRS has been
used to incorporate oxonorvaline, a ketone-containing amino
acid. These ketone groups, which are not found naturally in

8 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Chemistry of Aminoacyl-tRNA Synthetases

Table 2 Indirect pathways of aminoacylation (9, 12)

Mischarged Chemical
Product intermediate(s) Organism Enzyme steps reaction

Gln-tRNAGln Glu-tRNAGln Bacteria
Archaea
Eukaryotic
organelles

1. ND-GluRS‡

2. Asp/GluAdT
(GatCAB) or
GluAdT (GatDE)

CH2

CH2

C
O O−

CH2

CH2

C
O NH2

Asn-tRNAAsn Asp-tRNAAsn Archaea Bac-
teria

1. ND-AspRS‡

2. Asp/GluAdT
(GatCAB)

CH2

C
O O−

CH2

C
O NH2

Sec-tRNASec Ser-tRNASec Bacteria 1. SerRS
2. SelA CH2

OH

CH2

Se

H

Sec-tRNASec Ser-tRNASec

Sep-tRNASec
Archaea
Eukaryotes

1. SerRS
2. PSTK
3. SepSecS

CH2

OPO3
2−

CH2

Se

H

CH2

OH

Cys-tRNACys Sep-tRNACys Archaea 1. SepRS
2. SepCysS CH2

OPO3
2−

CH2

SH

fMet-tRNAfMet Met-tRNAfMet Bacteria 1. MetRS
2. Met-tRNA transfor-
mylase

H

C

CH2

CH2

C NH2
+

S

CH3

O

O− H

C

CH2

CH2

C NH

S

CH3

O

O−

C
O

H

∗Pyl-tRNAPyl Lys-tRNAPyl Archaea 1. LysRS-I:LysRS-II
complex
2. unknown

CH2

CH2

CH2

CH2

NH3
+

CH2

CH2

CH2

CH2

NH

N

CH3

C O

‡ND = nondiscriminating.
*An alternative direct pathway wherein pyrrolysine is charged to tRNAPyl by pyrrolysyl-tRNA synthetase (PylRS) has also been described (9).
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proteins, can be cross-linked readily to introduce diverse chem-
ical properties to the protein. Other novel amino acids that have
been incorporated successfully into proteins via editing defec-
tive aaRSs include α-aminobutyric acid by ValRS, norleucine
and norvaline by IleRS and LeuRS, and unsaturated amino acids
such as allylglycine, homoallylglycine, homopropargylgylcine,
and 2-butynylalanine by LeuRS.

Site-specific incorporation of novel
amino acids in proteins (orthogonal
aaRSs)

Site-specific insertion of novel amino acids in proteins originally
was accomplished in vitro by generating mischarged suppressor
tRNAs, which have anticodons that pair with amber “stop”
codons. The tRNAs were aminoacylated chemically with natural
and novel amino acids and were then incorporated at specific
stop codons using in vitro translation systems.

Orthogonal aaRS:tRNA pairs were developed to incorporate
nonstandard amino acids at specific protein sites in vivo (15).
Within an organism, the orthogonal aaRS cannot recognize any
endogenous tRNA molecules. Likewise, the orthogonal tRNA
cannot be aminoacylated by any genome-encoded aaRSs.

Two general strategies have been employed to engineer suc-
cessfully orthogonal pairs. First, aaRS and tRNA pairs from
distant organisms; for example, S. cerevisiae were used in an
E. coli system. Second, these aaRSs and tRNA molecules were
altered via rational and/or random mutagenesis, typically us-
ingin vivo selection systems, until they evolved to orthogonality.

Orthogonal pairs have been selected that can incorporate
genetically more than 30 unnatural amino acids in E. coli ,
yeast, or mammalian cells. These amino acids include pho-
tocaged amino acids, glycosylated amino acids, and amino acids
with chemically reactive groups that are used to modify selec-
tively native proteins. This group also includes amino acids
with novel properties that could be used as probes in pro-
tein structure–function analysis in several techniques, such as
FRET, X-ray crystallography, NMR, and IR spectroscopies.
Perhaps the best characterized is a Methanococcus janaschii
TyrRS/tRNATyr

CUA orthogonal pair that is expressed in E. coli
and incorporates the synthetic amino acid O-methyl-L-tyrosine.
Other examples include the yeast AspRS/tRNAAsp

CUA and
yeast TyrRS/E. coli tRNAfMet

CUA that function in E. coli ,
the LeuRS/tRNALeu5

CUA pair that functions in yeast, E. coli
TyrRS/tRNATyr

CUA and GlnRS/tRNAfMet
CUA pairs, the Bacillus

subtilis TrpRS/tRNATrp
CUA, and the E. coli TyrRS/

Bacillus stearothermophilus tRNATyr
CUA pairs, all of which

function in eukaryotic cells.

AARSs and Medicinal Therapeutics

Each member of the aaRS family is central to the viability
of every living cell. Not only are they essential to protein
synthesis, but also they are critical to many other important
and diverse cellular activities (4). Species-specific inhibition of
a single aaRS has been a proven drug target for antimicrobial
development. Human aaRSs have long been associated with

autoimmunity. More recent reports have linked aaRS defects
to neurologic problems. Finally, the discovery of an impressive
and growing list of aaRS alternative activities, which include
roles in apoptosis, antiangiogenesis, and immunity provide new
pathways to novel medicinal therapeutics.

aaRSs as antibiotic targets

Enzymes in the aaRS family are a promising target for the
development of novel antibiotics (17). Selective inhibition of
just one essential aaRS would be lethal to the pathogen. The
best example is mupirocin, a commercially marketed IleRS
inhibitor. Mupirocin, also known as pseudomonic acid, origi-
nally was isolated from Pseudomonas fluorescens and is used
as a topical antibiotic against gram-positive bacteria, particu-
larly Staphylococcus aureus . It binds directly to the first lysine
of the conserved KMSKS sequence in the aminoacylation active
site (18).

aaRS-linked autoimmune diseases

Antisynthetase syndrome is a condition that involves the pro-
duction of antibodies that bind to and inhibit aaRSs (1). Several
human aaRS antibodies have been identified as markers for this
autoimmune disease. These antibodies are generally found in
one third of all patients with polymyositis and dermatomyositis,
which encompass chronic inflammatory muscle and skin dis-
orders. These patients exhibit muscle inflammation, interstitial
lung disease and arthritis, and mortality related to cardiopul-
monary complications. To date, six human cytoplasmic aaRSs,
including HisRS, ThrRS, AlaRS, IleRS, GlyRS, and AsnRS,
have been identified as autoantigens and have been paired,
respectively, with Jo-1, PL-7, PL-12, OJ, EJ, and KS autoan-
tibodies. In any given condition, the patient’s serum has only
one of the above autoantibodies. Although the origin of anti-
synthetase antibodies is not known, it is clear that elucidating
their functions in autoimmune diseases may provide avenues to
new therapeutics (1).

aaRS genetically linked neurologic
diseases

Mutations in aaRS genes have been linked to progressive
neurodegeneration and neuropathies. In one example, a single
amino acid substitution (A734E) in the amino acid editing
domain of mouse AlaRS enzyme results in the accumulation of
misfolded proteins in purkinje cells within the adult cerebellum
(19). This modest editing defect triggers the unfolded protein
response and cell death in terminally differentiated neurons.

Charot-Marie-Tooth neuropathies can be caused by single
mutations in genes encoding either TyrRS (20) or GlyRS (21,
22). The TyrRS-based mutation primarily affects aminoacyla-
tion and has been proposed to impair protein synthesis. In
contrast, the molecular basis of pathogenesis remains unclear
for GlyRS mutants, because they seem to retain aminoacylation
activity (22).
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aaRS-linked immunity and apoptosis

Under apoptotic conditions in human cells, TyrRS is secreted
and then cleaved by the extracellular enzyme leukocyte elas-
tase into two fragments. The two fragments have distinct cy-
tokine activities (23). The C-terminal fragment is homologous
to the endothelial monocyte-activating polypeptide-II cytokine.
It stimulates the production of myeloperoxidase, TNF-α, tissue
factor, and migration of polymorphonuclear and human umbil-
ical vein endothelial cells. It also has leukocyte and monocyte
chemotaxis activities, which are dependent on a heptapeptide
located in the first β-strand of the β-barrel structure.

The N-terminal fragment (mini-TyrRS) is a proangiogenic
factor. An ELR tripeptide found in CXC-chemokines with
proangiogenic activity is located in the Rossmann fold of
mini-TyrRS and is responsible for its angiogenic function.
Mini-TyrRS also has interleukin-8-like activity, which includes
stimulation of polymorphonuclear cell migration and binding to
the IL-8 receptor.

aaRS anti-angiogenesis activity

Human TrpRS is involved in the inhibition of angiogenesis; the
formation of capillaries from blood vessels (23). It is activated
either by alternative splicing or by proteolysis. Alternative splic-
ing results in six different mRNAs, one of which codes for a
protein called mini-TrpRS. Mini-TrpRS is regulated by INF-γ
and blocks endothelial growth factor (EGF)-induced angiogen-
esis by initiating apoptosis of endothelial cells. The proangio-
genic activity of mini-TyrRS and the antiangiogenic activity
mini-TrpRS suggest that the two aaRSs might play cooperative,
but opposing, roles in the regulation of angiogenesis.

Proteolysis by leukocyte elastase generates two N-terminally
truncated fragments called T1-TrpRS and T2-TrpRS. The larger
T1-TrpRS is similar in size to mini-TrpRS and has comparable
angiostatic activity. T2-TrpRS, the smaller fragment, is an
inhibitor of retinal and vascular EGF-induced angiogenesis and
thus has tremendous potential as a novel anticancer agent.
It targets specifically vascular-endothelial cadherin, a receptor
expressed in endothelial cells and essential for normal vascular
development. Deletion of a tRNA anticodon binding domain
insertion, a helix-turn-helix motif of eight residues, abolished
apoptotic activity (24).
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12. Ibba M, Söll D. Aminoacyl-tRNA synthesis. Annu. Rev. Biochem.
2000;69:617–650.

13. Xu XM, Carlson BA, Mix H, Zhang Y, Saira K, Glass RS, Berry
MJ, Gladyshev VN, Hatfield DL. Biosynthesis of selenocysteine
on its tRNA in eukaryotes. PLoS Biol. 2006;5:e4.

14. Raj Bhandary UL. Initiator transfer RNAs. J. Bacteriol. 1994;176:
547–552.

15. Wang L, Xie J, Schultz PG. Expanding the genetic code. Annu.
Rev. Biophys. Biomol. Struct. 2006;35:225–249.

16. Carrico IS, Maskarinec SA, Heilshorn SC, Mock ML, Liu JC,
Nowatzki PJ, Franck C, Ravichandran G, Tirrell DA. Lithographic
patterning of photoreactive cell-adhesive proteins. J. Am. Chem.
Soc. 2007. In press.

17. Hurdle JG, O’Neill AJ, Chopra I. Prospects for aminoacyl-tRNA
synthetase inhibitors as new antimicrobial agents. Antimicrob.
Agents Chemother. 2005;49:4821–4833.

18. Silvian LF, Wang J, Steitz TA. Insights into editing from an
ile-tRNA synthetase structure with tRNAile and mupirocin. Sci-
ence 1999;285:1074–1077.

19. Lee JW, Beebe K, Nangle LA, Jang J, Longo-Guess CM, Cook
SA, Davisson MT, Sundberg JP, Schimmel P, Ackerman SL.
Editing-defective tRNA synthetase causes protein misfolding and
neurodegeneration. Nature 2006;443:50–55.

20. Jordanova A, Irobi J, Thomas FP. Van Dijck P, Meerschaert K,
Dewil M, Dierick I, Jacobs A, De Vriendt E, Guergueltcheva
V, Rao CV, Tournev I, Gondim FA, D’Hooghe M, Van Ger-
wen V, Callaerts P, Van Den Bosch L, Timmermans JP, Rob-
berecht W, Gettemans J, Thevelein JM, De Jonghe P, Kremen-
sky I, Timmerman V. Disrupted function and axonal distribu-
tion of mutant tyrosyl-tRNA synthetase in dominant intermediate
Charcot-Marie-Tooth neuropathy. Nat. Genet. 2006;38:197–202.

21. Antonellis A, Ellsworth RE, Sambuughin N, Puls I, Abel A,
Lee-Lin SQ, Jordanova A, Kremensky I, Christodoulou K, Middle-
ton LT, Sivakumar K, Ionasescu V, Funalot B, Vance JM, Goldfarb
LG, Fischbeck KH, Green ED. Glycyl tRNA synthetase mutations
in Charcot-Marie-Tooth disease type 2D and distal spinal muscular
atrophy type V. Am. J. Hum. Genet. 2003;72:1293–1299.

22. Seburn KL, Nangle LA, Cox GA, Schimmel P, Burgess RW.
An active dominant mutation of glycyl-tRNA synthetase causes
neuropathy in a Charcot-Marie-Tooth 2D mouse model. Neuron
2006;51:715–726.

23. Yang XL, Schimmel P, Ewalt KL. Relationship of two human
tRNA synthetases used in cell signaling. Trends Biochem. Sci.
2004;29:250–256.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 11



Chemistry of Aminoacyl-tRNA Synthetases

24. Kise Y, Lee SW, Park SG, Fukai S, Sengoku T, Ishii R, Yokoyama
S, Kim S, Nureki O. A short peptide insertion crucial for an-
giostatic activity of human tryptophanyl-tRNA synthetase. Nat.
Struct. Mol. Biol. 2004;11:149–156.

Further Reading
Allmang C, Krol A. Selenoprotein synthesis: UGA does not end the

story. Biochimie 2006;88:1561–1571.
Champagne KS, Sissler M, Larrabee Y, Doublie S, Francklyn CS.

Activation of the hetero-octameric ATP phosphoribosyl transferase
through subunit interface rearrangement by a tRNA synthetase para-
log. J. Biol. Chem. 2005;280:34096–34104.

Cusack S, Berthet-Colominas C, Hartlein M, Nassar N, Leberman
R. A second class of synthetase structure revealed by X-ray anal-
ysis of Escherichia coli seryl-tRNA synthetase at 2.5 Å. Nature
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Glycan arrays are powerful tools for high throughput analysis of
carbohydrate–macromolecule interactions. A glycan array is composed of
many different carbohydrate structures immobilized on a solid support in
an orderly arrangement. This review describes the challenges and
considerations in the development of a glycan array. Various array formats,
immobilization techniques, and assay systems are discussed. In addition,
several interesting applications of glycan array technology are described,
such as assessing the specificities of carbohydrate-binding lectins and
antibodies, profiling antiglycan antibodies in serum as biomarkers of
disease, and evaluating carbohydrate-dependent cell binding.

DNA and protein microarray technology has revolutionized the
way scientists study complex biological processes. These arrays
consist of thousands of nucleic acids or proteins immobilized on
a solid support. The array format allows one to rapidly evaluate
interactions with a large number of molecules simultaneously.
For example, one can examine the expression profiles of thou-
sands of genes in a single experiment.

Glycan arrays are an equally powerful technology for the
evaluation of carbohydrate–macromolecule interactions. Analo-
gous to DNA and protein arrays, glycan arrays contain many dif-
ferent carbohydrates affixed to a solid support. This review will
focus on development strategies, challenges, and applications of
glycan arrays. Several other reviews have been published over
the last few years (1–4) .

Biological Background

Carbohydrates, biopolymers composed of monosaccharide units,
play a central role in a wide range of biological processes such
as protein folding, inflammation, and development. In addi-
tion, glycans undergo dramatic changes in expression during
the onset and progression of many diseases such as rheumatoid
arthritis and cancer. Unfortunately, progress toward defining the
specific roles of most carbohydrates and understanding the rela-
tionships between structure and function has been frustratingly
slow. Furthermore, efforts to exploit altered expression for ther-
apeutic benefit have only been successful in a limited number
of cases.

Molecular recognition is a fundamental element for both ba-
sic and applied carbohydrate research (see cross references:

Glycan–glycan interactions, Glycan–protein interactions, and
Sugar–lectin interactions in cell adhesion). Many important
biological processes involve specific interactions between a
carbohydrate-binding protein (lectin) and a glycan. For example,
one early stage of inflammation involves interactions of se-
lectins with carbohydrate ligands. Carbohydrate–protein interac-
tions are also directly involved in diseases. For example, many
pathogens such as the influenza virus, E. histolytica , and H. py-
lori bind carbohydrates on the surface of host cells as a key
step of infection (5). For many other carbohydrate-binding pro-
teins, however, the biological functions are still unknown. For
example, most lectins used routinely as research reagents are
isolated from plants. Although used in the laboratory for many
years, the biological roles of many of these proteins are not
well understood. As a result, there has been significant interest
in identifying natural and unnatural ligands that can be used to
modulate the activity of carbohydrate-binding proteins. Lectins
and glycan-binding antibodies are also used extensively as re-
search tools, diagnostics, and therapeutic agents. Information
on the specificities of these proteins is critical for interpreting
results and selecting the best clinical candidates.

Although analysis of carbohydrate–macromolecule interac-
tions is crucial for glycobiology, it remains a challenging area
of science. First, carbohydrates can be exceedingly difficult to
obtain, especially in homogeneous form. With limited access
to the ligands, one cannot easily assess recognition. Second,
traditional methods used to evaluate carbohydrate–protein inter-
actions such as monosaccharide and oligosaccharide inhibition
studies, isothermal calorimetry (ITC), surface plasmon reso-
nance (SPR), and enzyme-linked lectin assays (ELLAs) can be
labor intensive or require large quantities of each carbohydrate.
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As a result, these methods are not well suited for high through-
put evaluations. Finally, one must consider the issue of valency.
In most cases, interactions between a single carbohydrate ligand
and a single binding domain of a protein (referred to as monova-
lent binding) are very weak. The affinity of monovalent binding
events is typically too low to withstand the washing involved in
common biological assays such as enzyme-linked immunosor-
bent assays (ELISAs), Western blots, and immunohistochemical
staining. However, most carbohydrate-binding proteins possess
two or more binding sites or assemble into functional units with
multiple binding sites. As a result, they can simultaneously bind
two or more carbohydrate ligands (referred to as polyvalent
binding) leading to a high overall affinity or “avidity.” Assays
that probe interactions between carbohydrates and proteins must
account for the unique aspects of polyvalent recognition. For
example, the ligands should be presented in a polyvalent con-
text. In addition, the spacing and orientation of ligands will
affect the ability to form a polyvalent complex.

As a result of the difficulties mentioned above, researchers
have been developing alternative methods to study carbo-
hydrate–protein interactions. Array technology is specifically
designed for high throughput evaluations of molecular recogni-
tion events. Miniaturization facilitates the process by allowing
minimal use of reagents and other hard-to-obtain components.
In the following sections, the development and application of
glycan array technology are described.

Fabrication of Glycan Arrays

Fabrication of a glycan array involves several interrelated fac-
tors: choosing a solid support format, choosing a method to
attach glycans to that solid support, and obtaining appropriately
functionalized carbohydrates for immobilization.

Array formats

Antecedents of modern glycan arrays can be traced back to
the method of separating a complex glycolipid mixture using
thin-layer chromatography, then probing the “array” with a
carbohydrate-binding protein (6). Recently, most glycan arrays
are created on either microtiter plates or glass microscope slides
(see Fig. 1).

The microtiter plate array format involves immobilizing car-
bohydrates in wells of 96-, 384-, or 1536-well microtiter plates
(see Fig. 1a). Each carbohydrate component is spatially sep-
arated from other components within the plate. Two of the
primary advantages of a microtiter plate format are cost and
simplicity. Carbohydrates can be distributed into wells using
multichannel pipettors, and assay results can be measured us-
ing standard plate readers. Thus, the equipment and supplies
needed for the array are relatively inexpensive and common.
However, microtiter plates generally require larger amounts of
each carbohydrate and can accommodate a smaller total number
of components per support unit.

An alternative to the microtiter plate format is a glass mi-
croscope slide. Slides can come in various layouts. The array
developed by Glycominds, Ltd. contains 200 microwells with

a single carbohydrate in each well (7). The miniaturized wells
use a smaller amount of material than a microtiter plate but re-
tain spatial separation of components (see Fig. 1b). A second
format involves spotting components directly onto the slides.
One of the key differences is that all the carbohydrates are in
the same “well” (see Fig. 1c). Consequently, recognition of
each component is compared under identical assay conditions
and well-to-well variation is minimized. In addition, microar-
ray printers used for producing DNA microarrays can be used
to print very small features (50–200-µm spots) with high pre-
cision allowing for tens of thousands of spots on each slide.
As a result, much smaller quantities of material are required
and the total capacity is considerably higher than a microtiter
plate. However, a microarray printer and high resolution scan-
ner are required. A glass slide can also be modified to create
2–16 macrowells on a glass slide (see Fig. 1d). In this format,
an entire array is printed in each well.

Several three-dimensional (3-D) approaches to glycan arrays
have also been published, including fiber optic bead-based
glycan arrays (see Fig. 1e) (8) and hydrogel arrays (9).

Methods for immobilizing carbohydrates
The methods of attachment to the solid support can be divided
into two broad categories: covalent and noncovalent. Several
factors should be considered. First, the ligands should be stable
to immobilization, storage, and assay conditions. Second, the
immobilized ligands should be accessible to the receptors, which
are usually in solution. Third, the method should be efficient.

One of the most straightforward methods for immobilizing
ligands is noncovalent attachment (4, 9–18). This method in-
volves adsorption onto surfaces using noncovalent forces such
as hydrophobic interactions, charge–charge interactions, and
charge–dipole interactions (see Fig. 2a). A key concern is
that the immobilized ligands must withstand routine screen-
ing and assay conditions. In general, lower molecular weight
hydrophilic molecules, such as monosaccharides and oligosac-
charides, show poor retention on solid supports when directly
attached by noncovalent methods. In contrast, polysaccharides,
glycoproteins, and glycolipids are well retained and can be di-
rectly arrayed on modified solid supports.

In one of the first reports of a carbohydrate microarray, under-
ivatized polysaccharides and glycoproteins were immobilized
directly on nitrocellulose-coated glass slides (10). In a further
demonstration of the feasibility of noncovalent immobilization
of underivatized glycans, Willats et al. reported microarrays of
glycoproteins, proteoglycans, and polysaccharides on oxidized
black polystyrene slides (11). Modified neutral and anionic dex-
tran polysaccharides have also been synthesized and printed on
semicarbazide-coated glass slides (12).

One strategy for noncovalent attachment of smaller monosac-
charides and oligosaccharides involves coupling them to a lipid
tail or other hydrophobic moiety, which provides suitable re-
tention on a solid support. This strategy was exemplified by ar-
rays of synthetic and natural oligosaccharides as neoglycolipids
or glycosylceramide derivatives affixed to nitrocellulose-coated
slides (13) and microtiter plates (14). Alternative approaches
include capture of azide-containing monosaccharides and dis-
accharides on immobilized activated lipid alkynes using a
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Figure 1 Examples of formats that have been used for glycan arrays.

Cu(I)-catalyzed 1,3-dipolar cycloaddition (15); reductive am-
ination reactions between underivatized oligosaccharides and
immobilized aminolipids on microtiter plates (16); and urea
formation between amino-derivatized sugars and tetradecyl iso-
cyanate adsorbed on microtiter plates (17). Formation of hy-
drogel microarrays of amino-saccharides and polyacrylamide
glycoconjugates has been reported. Here, glycans were printed
on hydrophobic glass surfaces with polymerizable monomers,
and then polymerization was induced by photoactivation to form
3-D gel elements comprising the glycans (4, 9).

An elegant alternative approach for noncovalent interac-
tion relies on fluorous–fluorous interactions. A glycan array of
monosaccharides and disaccharides bearing anomeric fluorous
tags was noncovalently immobilized on fluorous-derivatized
glass slides (19, 20). The attachment method is compatible with
a wide range of functional groups and has been successfully
used to probe carbohydrate–protein interactions.

Glycan arrays have also been developed to take advantage of
the noncovalent, but extraordinarily strong, biotin–streptavidin
interaction. The Consortium for Functional Glycomics devel-
oped a glycan array consisting of biotinylated oligosaccharides
and amino acid glycoconjugates immobilized on streptavidin-
coated 384-well microtiter plates (21, 22). Another biotin-
streptavidin “sandwich” glycan microarray was produced by
self-assembly of biotinylated alkylthiols on a gold substrate, fol-
lowed by coating with streptavidin and printing of biotinylated
polyacrylamide glycoconjugates (23).

An alternative to noncovalent approaches is covalent attach-
ment of ligands to the surface. Methods for covalent attachment
can be broadly categorized as follows: 1) condensation with the
aldehyde of a reducing sugar, 2) nucleophilic addition to or

displacement of a group on an activated surface or sugar, 3)
cycloaddition, and 4) insertion reactions (see Fig. 2b). Some
derivatization methods, for example, condensation and reduc-
tive amination, lead to ring opening of the reducing end sugar,
whereas other methods result in indeterminate anomeric con-
figurations, depending on the reaction conditions and point of
attachment. The linker used to connect the sugar to the surface
is an important consideration because it can affect recognition
and accessibility of the ligands. In choosing an ideal linker, the
issues to consider include the chemical nature and composition
(hydrophobic vs. hydrophilic), stability, length, and flexibility
of the linker.

Unmodified sugars have been attached to various hydrazide-
and amino-derivatized slides by condensation or by reductive
amination, which proceeds by reduction of the intermediate
Schiff base (see Fig. 2b.1). This strategy was used for immo-
bilization of free oligosaccharides onto hydrazide-derivatized
plates (24) and various unmodified carbohydrates (monosac-
charides, oligosaccharides, and polysaccharides) on hydrazide-
coated glass slides (25). Later, immobilization of free oligosac-
charides on hydrazide-derivatized self-assembled monolayer
(SAM) of gold-coated glass slides was also reported (26).
The formation of oximes between reducing end aldehydes
of sugars and amino-oxy groups has been exploited in the
fabrication of glycans arrays. This method was explored for
the immobilization of monosaccharides, disaccharides, and
oligosaccharides on amino-oxy glass slides and successfully
used for making a functional glycan array of oligosaccharides
on aminooxyacetyl-functionalized glass slides (27). However,
stronger signals were observed for hydrazide-coated slides in
comparison with aminooxy-coated slides (25). Several glycans
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(a) (b)

Figure 2 Immobilization strategies. (a) A schematic representation of noncovalent adsorption. The lipid tail of a neo-glycolipid adheres to a hydrophobic
surface via noncovalent interactions. (b) Strategies used for covalent immobilization of glycans.

arrays have also been reported where the simple condensation of
aldehydes and amines was used to covalently attach the saccha-
rides. Deaminated heparin oligosaccharides bearing aldehyde
groups were attached to amine-coated glass slides as Schiff
bases without further reduction (28), while aldehyde and amino
functionalized monosaccharides and disaccharides were immo-
bilized on amine- and aldehyde-coated slides, respectively (29,
30). It should be noted that reductive amination results in open-
ing of the reducing end sugar whereas condensation can lead
to changes in anomeric configuration or mixtures of anomers at
the reducing end.

An alternative strategy used in the covalent attachment of
glycans to solid supports is nucleophilic addition or displace-
ment. In this method, the decision about where to install
the nucleophile and the electrophile—on the sugar or on the
solid support—rests with the researcher, but could be influ-
enced by the ease of installation and availability of deriva-
tized reaction partners. Glycan arrays involving the Michael
addition of maleimide-linked carbohydrates and thiol-coated
glass slides (see Fig. 2b.2) have been created and used to
probe lectin–carbohydrate interactions (31, 32). The transpo-
sition of the reacting functional groups has also been reported
where glycans arrays were fabricated using thiol-linked sug-
ars on maleimide-functionalized glass slides (33, 34) and on
self-assembled monolayers presenting maleimide groups (35).

Epoxide-opening reactions have also been used to cova-
lently attach carbohydrates, glycoproteins, and neoglycoconju-
gates to glass slides (see Fig. 2b.3). One report demonstrated
the feasibility of immobilizing hydrazide-functionalized small
molecules, including monosaccharides, on epoxide-coated slides
and further showed that hydrazide-containing ligands react more

rapidly with the epoxide-coated surface than thiols and amines
(36). The use of epoxide-coated slides is relatively common for
the fabrication of protein microarrays. One advantage of using
epoxide-coated surfaces is the potential indiscriminate reactivity
of epoxides to nucleophiles such as amines, thiols, and alcohols.
However, it is important to note that the reactivity of these
nucleophiles often depend on the pH conditions during print-
ing. The development of glycan arrays of neoglycoconjugates
and glycoproteins on epoxide-coated slides has been described
(37, 38). In this report, neoglycoconjugates were synthesized by
conjugating to lysine residues on serum albumin through acti-
vated carboxyl-bearing linkers, and then printed directly onto
epoxide-functionalized glass slides.

The facile reaction of amines with N-hydroxysuccinimide
(NHS)-activated carboxyl groups, and the concomitant forma-
tion of a stable amide bond, has been exploited in the fabrication
of glycan arrays (see Fig. 2b.4). This method has been used
for covalent attachment of amine-presenting glycans ranging in
size from monosaccharides to glycoproteins on NHS-activated
slides (39, 40). In one report, oligosaccharides were derivatized
with photocleavable amine-bearing linkers used to attach the
ligands to a porous silicon surface presenting NHS groups (41).
Oligosaccharides labeled with fluorescent 2,6-diaminopyridine
have also been printed on NHS-activated glass slides (42).

An array of monosaccharides and oligosaccharides was cre-
ated by the reaction of p-aminophenyl-glycosides with cyano-
chloride-activated linkers on wells of microtiter plates (7).

In the fabrication of bead-based glycan arrays, glycopeptides
and bovine serum albumin neoglycoproteins were conjugated
to the carboxyl-presenting beads using water-soluble carbodi-
imides. The beads were spatially arrayed into microwells for
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screening with lectins (8) or assayed for lectin binding as a
suspension (43).

Covalent immobilization of glycans by cycloaddition (see
Fig. 2b.5) and insertion reactions (see Fig. 2b.6 and 2b.7)
has been used in the creation of arrays (44–47). Cyclopenta-
diene-carbohydrates were arrayed on self-assembled mono-
layers alkanethiols presenting benzoquinione through penta-
(ethylene)glycol linkers (44). An efficient Diels–Alder reaction
between the modified glycan and the support and the reduc-
tion of nonspecific interactions by the use of the glycol linker
are highlights of this report. One attachment method that por-
tends the development of functional group-independent reac-
tions where any underivatized molecule can be immobilized is
the use of insertion reactions. In one report, various glycopro-
teins were printed on polymeric surfaces presenting aryltrifluo-
romethyl diazirines. The surfaces were photoactivated resulting
in formation of a covalent bond between the solid support and
the printed ligand by carbene C–H insertion (46). In an alter-
native formal insertion strategy, glycans arrays were created
by printing underivatized carbohydrates on SAMs presenting
phthalimide groups, which, on photoactivation, undergo hydro-
gen atom abstraction and recombination of radicals to form a
covalent bond (47).

Obtaining glycans for an array
Preferably, one would like access to a representative set of natu-
rally occurring monosaccharides and oligosaccharides, polysac-
charides, glycoproteins, and glycolipids and their synthetic
analogs. However, obtaining a diverse set of carbohydrates in
a format compatible with the immobilization strategy remains
a major challenge for glycan array development. Current arrays
contain around 10–300 different components (see Table 1). This
level of diversity can provide useful information but represents
only a small fraction of the total diversity of carbohydrate struc-
tures found in nature. Including glycans from animals, plants,
and bacteria, there are over 10,000 different structures that have
been identified and characterized to date. Therefore, one of the
principal challenges for the future advancement of glycan array
technology is developing strategies to obtain much larger sets
of carbohydrate ligands.

One method that has been used to acquire carbohydrates is
isolation and purification from natural sources such as human
or animal tissue, milk, urine, plants, and bacteria (see cross
reference: Isolation of glycans). Access to homogeneous car-
bohydrate structures can be challenging due to the difficulties
in separation of complex mixtures, identification of carbohy-
drate(s) contained within each fraction, and preparation of suffi-
cient quantities from the limited amounts present in a particular
sample. Alternatively, mixtures of unknown composition can
be used to survey a broad repertoire of the glycome. On iden-
tification of a mixture containing one or more members with
interesting receptor-binding properties, the mixture can then be
deconvoluted by further fractionation and separation by routine
analytical techniques (13).

A second method that has been invaluable for accessing
glycans is chemical synthesis (see cross references: Glycan
synthesis, key reaction of; Glycan synthesis, key strategies for;
Glycan synthesis, protection and deprotection steps of; and

Glycopeptides and glycoproteins, synthesis of). This approach
can provide both natural and unnatural structures that can be
very useful for probing relationships between structure and
function. Although there have been tremendous advances in
our ability to synthesize carbohydrates both in solution and on
solid phase, carbohydrate chemistry remains a challenging area
of organic chemistry. Progress on the synthesis of carbohydrate
libraries (48–50), automated carbohydrate synthesis (51), and
one-pot multicomponent synthetic strategies (41, 52, 53) will
substantially aid glycan array development.

Enzymes can be powerful tools for obtaining carbohydrates
as well (54). Chemoenzymatic synthesis of oligosaccharides in-
volves the use of glycosyltransferases or glycosidases for the
regio- and steroselective formation (typically between unpro-
tected reaction partners) or hydrolysis of glycosidic bonds, re-
spectively. In some cases, one reaction partner is obtained by
traditional solution or solid-phase chemical synthesis, followed
by enzymatic glycosylation. In other cases, synthesis begins
with enzymatic cleavage and continues with more traditional
chemical synthesis methods.

Evaluation of Binding
Once a glycan array is constructed, one needs to develop a
method to evaluate binding of proteins, cells, viruses, or other
macromolecules to the array. The general process involves car-
rying out the assay, detecting signals on the array, and analyz-
ing/processing the results. Although the overall process appears
straightforward, assay development can be very challenging.
Importantly, every step in the process from fabrication to as-
say conditions to detection must be successful to produce a
signal. As a result, it can be difficult to determine which step
or steps need to be optimized, especially when no signal is
observed. Therefore, assay development typically requires sys-
tematic variation of many parameters. Additional considerations
include sensitivity, signal-to-noise ratios, reproducibility, flexi-
bility, and dynamic range.

The vast majority of array assays have used fluorescence
as the detection method due to the high sensitivity and the
availability of detectors such as fluorescent plate readers for mi-
crotiter plates and high resolution DNA microarray scanners for
glass microarray slides. Therefore, the following discussion will
focus on assay development coupled with fluorescent detection.

Nonspecific adsorption
One important general consideration is nonspecific binding. Pro-
teins and other macromolecules can adsorb to surfaces leading
to high background signals and low signal-to-noise ratios. One
common approach to prevent nonspecific adsorption is to cover
or block any “sticky” surface areas with a noninterfering pro-
tein or polymer that is unrelated to the receptor or secondary
reagent such as bovine serum albumin (BSA), which simply
involves incubating the array with a solution of BSA in an ap-
propriate buffer (e.g., 3% BSA in phosphate buffered saline).
An alternative approach involves using modified surfaces that
resist nonspecific adsorption of proteins such as fluorous-coated
slides (19, 20, 55).

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 5



Array-Based Techniques for Glycans

Table 1 Summary of glycan arrays

Group or Number of
Company Composition Format(s) Componentsa References

Consortium for
Functional
Glycomics

Oligosaccharides;
neoglycoconjugates

Plates; glass
slides

264 [21, 22, 40, 64, 65,
68, 70–72, 74–76,
78–81, 97, 98]

Feizi, T. Neoglycolipids Glass slides 190 [13, 67, 69, 73, 77]
Gildersleeve, J. Neoglycoproteins;

glycoproteins
16-well glass

slides
73 [37, 38]

Glycominds Oligosaccharides 200 microwells
1 sugar/well

37 [7, 66, 85, 90–93, 95]

Hsieh-Wilson, L. Oligosaccharides Glass slides 4 [29]
Koberstein, J. Oligosaccharides;

polysaccharides
Glass slides 10 [47]

Ligler, F. Monosaccharides Glass slides 2 [82]
Malayer, J. Lipopolysaccharides Glass slides 9 [88]
Melnyk, O. Polysaccharides Glass slides 51 [12]
Mrksich, M. Monosaccharides Glass slides 10 [35, 44]
Pohl, N. Mono-, disaccharides Glass slides 8 [19, 20]
Rubina, A. Oligosaccharides Glass slides 6 [9]
Ruhl, S. Neoglycoconjugates;

glycoproteins
Nitrocellulose

membrane
28 [96]

Schmidt, R. Mono-, disaccharides Glass slides 7 [30]
Seeberger, P. Oligosaccharides Glass slides;

Fiber optic
14
6

[8, 28, 34, 39, 57–59,
83, 94]

Shin, I. Oligosaccharides Glass slides 22 [25, 31, 32, 36]
Sprenger, N. Oligosaccharides;

neoglycoconjugates;
glycoproteins

Glass slides 7 [46]

Sugahara, K. Neoglycolipids Nitrocellulose
membrane

14 [87]

Uzawa, H. Anionic glycopolymers Gold surface 3 [18]
Wang, D. Polysaccharides;

glycoproteins;
glycosaminoglycans;
neoglycoconjugates

Glass slides 51 [10, 47, 89]

Wang, P. Neoglycolipids Plates 4 [16]
Willats, W. Polysaccharides;

proteoglycans;
neoglycoconjugates

Black
polystyrene
slides

23 [11]

Wong, C.H. Oligosaccharides;
Neoglycolipids

Glass slides;
Plates

6
21

[14, 15, 17, 41, 45,
84, 86, 99, 100]

Yamamoto, K. Glycopeptides Fiber optic 12 [43]
Zhi, Z. Oligosaccharides Glass slides 3 [26]
Zhou, J. Oligosaccharides Glass slides 10 [27]

Largest published array.

Directly labeled receptors

The most straightforward method for generating a fluorescent
signal is directly labeling the protein or macromolecule of
interest with a fluorophore (see Fig. 3a). Prior to incubating
on the array, the receptor is conjugated to a fluorophore such as
fluorescein, Cy3, or Cy5. One typically obtains 1–5 molecules

of fluorophore per molecule of receptor. With a limited number
of fluorophore molecules, this approach generally has the lowest
sensitivity. In addition, covalent labeling of a protein can
sometimes interfere with the functional properties of a protein.
Nevertheless, this approach has been used successfully in many
reports (19, 20, 32–34, 42, 46, 56–59).
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(a) Direct Labeling

(b) Indirect Labeling

Figure 3 Common assay strategies for evaluating binding to a glycan array.

Labeled secondary reagents

An alternative to direct labeling of a receptor involves the use
of a secondary reagent that specifically binds the primary recep-
tor of interest (see Fig. 3b). For example, a mouse monoclonal
antibody can be detected with polyclonal anti-mouse antibody
secondary reagents. In general, the array is incubated in the
presence of the primary receptor such as a lectin or antibody.
After washing away unbound receptor, the array is incubated
with the secondary reagent. To generate a signal, the secondary
reagent may be labeled with a fluorophore. One advantage of
this method is that it is possible to get multiple secondary
reagents binding to each molecule of primary receptor lead-
ing to increased sensitivity. Alternatively, the secondary reagent
may be conjugated to an enzyme such as horseradish peroxi-
dase or alkaline phosphatase. To generate a signal, the array is
incubated with a substrate that can be converted into a fluo-
rescent product thus generating a large increase in fluorescent
signal. Alternatively, a solution-phase fluorescent substrate is
converted into a reactive intermediate that can covalently at-
tach to the surface. In this case, soluble substrate is washed
away and immobilized fluorophores are detected. The primary
advantage of the enzyme-linked approach is sensitivity. As each

molecule of enzyme can generate many molecules of fluores-
cent product, the signal is amplified. Moreover, the signal can
be enhanced by increasing the length of time the substrate is
incubated with the enzyme. In addition to enhanced sensitiv-
ity, use of a secondary reagent allows detection of receptors in
the presence of complex mixtures of other proteins due to the
specific binding between the primary and secondary proteins.
For example, human serum contains a wide variety of differ-
ent proteins and other components. With the aid of a secondary
reagent, glycan-binding antibodies present in human serum can
be profiled as biomarkers of disease (see below). Naturally, this
approach is limited to situations where a secondary reagent is
available.

Other methods of detection

Although labeled receptors and secondary reagents can be very
useful, they are not suitable for all applications. Attachment of a
label can disrupt binding, and secondary reagents are not avail-
able in all cases. Label-free assay systems have been used in
protein microarrays to overcome these problems and are poten-
tially useful in glycan array technology. Surface plasmon reso-
nance imaging (60), mass spectrometry (61), oblique-incidence
reflectivity difference (OI-RD) scanning microscope (62), and
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Kelvin nanoprobe (63) are some of the tools that have been
adopted for label-free assay systems.

Processing of assay signals

Processing of signals and analysis of large datasets can present
a major challenge for array technology. Several software pro-
grams have been used in combination with glycan arrays such
as GenePix, Imagene, QuantArray, ArrayWorX, and ScanArray.
As glycan arrays increase in size, the need for bioinformatics
tools will increase significantly.

Applications of Glycan Arrays

Glycan arrays are designed for high throughput analysis of
carbohydrate–macromolecule interactions. They are powerful
tools for determining if a protein is a carbohydrate-binding pro-
tein, identifying ligands for carbohydrate-binding proteins, and
evaluating the specificity of antibodies and lectins used as re-
search tools, diagnostics, and therapeutic agents. In addition,
they provide useful information for increasing our basic un-
derstanding of molecular recognition of carbohydrates. Glycan
arrays are also emerging as useful tools for biomarker discovery.

Identification and characterization of
carbohydrate-binding proteins

Glycan arrays have been used to evaluate the specificity of
numerous plant, animal, and microbial lectins.

Plant lectins are used routinely as research tools, diagnostic
agents, and therapeutic agents. Plant lectins are frequently
used as an initial screen of a glycan array to verify that the
glycans are accessible for binding and that the assay works.
Numerous papers also describe the use of glycan arrays for
more comprehensive analysis of plant lectin specificity (38,
40, 43, 64, 65). Although these proteins have been studied for
years, array screening has uncovered novel binding properties
illustrating the utility of high throughput, unbiased screening.
In addition to published results, the Consortium for Functional
Glycomics lists results for many lectins and other proteins on
its website.

Animal lectins play an important role in many biological
processes, and information on ligand binding is essential for
development of agonists/antagonists. One interesting example
is DC-SIGN, a calcium-dependent (C-type) lectin expressed on
dendritic cells. DC-SIGN is known to bind HIV and facili-
tate infection of T cells. DC-SIGN has been profiled on glycan
arrays and found to bind blood group antigens, galactose termi-
nal sugars, and mannose oligosaccharides (22, 66). The related
proteins SIGN-R1 through SIGN-R8 have also been evaluated
(67, 68). Dectin-1, another C-type lectin-like receptor on leuko-
cytes that mediates phagocytosis and inflammatory mediator
production in innate immunity to fungal pathogens, was profiled
using a glycolipid microarray (69). It was shown to bind clus-
ters of 11–13 gluco-oligomers. The scavenger receptor C-type
lectin (SRCL) was profiled on a glycan array and was found to
bind LeX and related trisaccharides (70). A glycan array was

also used to evaluate binding properties of the rat asialoglyco-
protein receptor, Kupffer cell receptor, macrophage galactose
lectin, and human scavenger receptor C-type lectin (71, 72).
Based on their galactose-binding preferences, the lectins were
classified into two categories: one group selective for Lewis
antigens and the other showed broad selectivity for various
Gal/GalNAc-containing residues. A glycan array consisting of
LeX, SLeX, and their sulphated analogs was used to profile
siglecs (73). This analysis revealed that the sulfate groups on
the carbohydrate epitopes act as modulators of siglec binding.
Through the use of a glycan array, mouse Siglec-F and human
Siglec-8 (21) expressed on eosinophils were also shown to rec-
ognize 6′-sulfo-sialyl LeX (74). A polysaccharide microarray
was used to study interactions between dextran polysaccha-
rides and platelet-derived growth factor BB isoform (12). A
chondroitin sulfate microarray was used as a screening tool
to identify an antagonist for a therapeutically important proin-
flammatory cytokine, tumor necrosis factor-α (29). Other ani-
mal lectins profiled with glycan arrays include galectin-1 (75),
galectin-4 (76), mannose 6-phosphate receptor (77), dectin-2
(78), Manila clam lectin (79), and Langerin (67).

Bacterial, viral, and microbial lectins are a third class of
important proteins that have been screened on glycan arrays.
One of the most interesting applications of glycan arrays in-
volved profiling hemagglutinins from pathogenic strains of the
influenza A virus including the pandemic 1918 strain (80, 81).
Avian viruses were found to preferentially bind sialic acid with
alpha 2-3 linkages while human viruses bound alpha 2-6 link-
ages. The difference in specificity provides a potential explana-
tion for the variations in infectivity and pathogenicity. A group
of bacterial toxins and cells, Salmonella typhimuriam, Listeria
Monocytogenes , Escherichia coli , staphylococcal enterotoxin B,
cholera toxin, and tetanus toxin, has also been profiled on a gly-
can array (82). Several lectins with potent antiHIV activity such
as cyanovirin, scytovirin, and microvirin have been evaluated
on glycan arrays (58, 83).

Another important application of glycan arrays is assessing
the specificity of glycan-binding antibodies (37, 58, 84–87).
Carbohydrate-binding antibodies are important research tools,
diagnostics, and therapeutic agents. Information on speci-
ficity is critical for the proper interpretation of results or se-
lection of clinical candidates. For example, antibody 2G12
is known to neutralize a broad range HIV-1 isolates in a
carbohydrate-dependent manner. Profiling using a glycan array
illustrated that the peptide backbone is not required for binding
and that the antibody has a preference for Manα1-2Man linkages
(58, 84). A glycan array comprising the tumor antigen Globo
H and its fragments was used to profile two monoclonal anti-
bodies against Globo H and serum from breast cancer patients
(86). This array showed that the fucose residue was essential
for recognition by the monoclonal antibodies but not for the
serum antibodies. In another glycan array study, various anti-
bodies and lectins that have been used for decades to monitor
the expression of the tumor-associated Tn antigen were found
to cross-react with other human glycans (37). The results sug-
gest that information on the expression of the Tn antigen used
for the development of diagnostics and vaccines may be inaccu-
rate. The antimalaria antibody MG96 was evaluated in an effort
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to identify suitable carbohydrate antigens for a malaria vaccine
(85).

Profiling serum antibodies as biomarkers
for disease

Glycan arrays have also been used to measure levels of anticar-
bohydrate antibodies in patient serum as diagnostic or prognos-
tic markers (10, 88–93). A glycan array was used to measure
the anticarbohydrate antibody levels in eight Hodgkin’s lym-
phoma patients (92). From the study, elevated antibody levels
against four carbohydrate epitopes were detected in the lym-
phoma patients. Blood samples from multiple sclerosis and
Crohn’s disease patients were screened on a glycan array for
elevated antibody expression (91). In another report, a glycan
array was used to profile 107 multiple sclerosis patient sera
(93). From this study, antibodies to Glcα1-4Glc were identified
as novel biomarkers for relapsing/remitting multiple sclerosis.
A set of 72 Crohn’s disease patient sera was also profiled us-
ing a microarray (90). It was reported that antichitobioside and
antilaminaribioside antibodies are novel serologic markers as-
sociated with Crohn’s disease.

Characterization of cell and virus binding

Cell–cell recognition can be a complex process involving multi-
ple interactions between different proteins and glycans. In some
cases, the specific proteins involved are not known or are not
functional on their own. In addition, cell binding can trigger
signaling cascades or other responses. As a result, evaluation
of binding of whole cells to glycans can be very useful and
several reports have demonstrated successful screening of cells
on glycan arrays. Examples include screening of E. coli strains
(25, 94), chicken hepatocytes and CD4+ human T-cells (95),
and Helicobacter pylori (96). Viruses and viral capsids have
also been screened on glycan arrays (97, 98).

Identification of enzyme substrates and
inhibitors

Glycan arrays have also been used to identify inhibitors of
enzymes. Inhibitors for the enzyme fucosyltransferase were dis-
covered from a library of triazole-containing compounds using
a glycan array (99). Due to the importance of aminoglyco-
sides as therapeutic agents and the attractiveness of RNA as
a drug target, a number of aminoglycoside glycan arrays have
been developed. One aminoglycoside array was used for the
high throughput analysis of glycan–RNA interactions (100).
The molecular recognition between oligonucleotide mimics of
aminoglycoside-binding sites in the bacterial 30 S ribosome and
various aminoglycoside antibiotics has been studied by the use
of a glycan array (57). Another aminoglycoside mimetic mi-
croarray was developed to assess the potency of these glycans as
improved antibiotics (59). The interactions between aminogly-
cosides and two aminoglycoside acetyltransferases implicated in
antibiotic resistance were analyzed. The array analysis showed
that some of the aminoglycoside mimetics inhibit the aminogly-
coside acetyltransferases, and thus have potential as improved
antibiotics.

Conclusions

Glycan arrays have emerged as powerful tools for analysis
of carbohydrate–macromolecule interactions. As research tools,
they are being used to identify ligands for glycan-binding pro-
teins and evaluate specificity of carbohydrate-binding proteins.
In a clinical setting, glycan arrays hold enormous potential
for the development of diagnostic and therapeutic agents. For
example, several studies have demonstrated the utility of glycan
arrays for profiling antiglycan antibodies in serum as diagnos-
tic markers of disease. As the technology matures, the range of
applications and capabilities will continue to expand and gly-
can array analysis is anticipated to become routine in chemistry,
biology, and clinical laboratories.
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Bacteria use a variety of strategies to regulate transcription elongation in
response to changes in their environment. Several of these regulatory
events are classified as transcription attenuation mechanisms, which involve
regulated transcription termination to control expression of downstream
genes. In most cases, two alternative RNA secondary structures, an
antiterminator and an intrinsic terminator, share nucleotides in common
such that their formation is mutually exclusive. Thus, the level of expression
of the downstream genes depends on the frequency that the
antiterminator forms in the nascent transcript. Transcription attenuation
mechanisms in general are separated into two categories. The first category
involves situations in which the action of a regulatory molecule promotes
transcription termination, with the default situation being transcription
readthrough. The second category involves situations in which the action
of the regulatory molecule promotes transcription readthrough
(antitermination), with the default situation being transcription
termination. Transcription attenuation controls the expression of several
amino acid biosynthetic and catabolic operons. These mechanisms are
often controlled by the efficiency of leader peptide synthesis in
Gram-negative bacteria, whereas Gram-positive organisms often use RNA
binding proteins or tRNA molecules to determine whether the RNA will fold
into the antiterminator or terminator structures. Several examples of
transcription attenuation also exist in which an antisense RNA is responsible
for controlling plasmid copy number. In addition, small metabolites
participate in transcription attenuation mechanisms of a wide variety of
bacterial genes by binding directly to the nascent transcript.

The ability of organisms to regulate gene expression in response
to environmental signals is vital for their survival. Virtually ev-
ery step involved in the synthesis, function, and degradation of
macromolecules is a potential target for one or more regula-
tory events (reviewed in References 1–3). Several regulatory
events that occur after transcription initiates are categorized
as transcription attenuation mechanisms in which the extent of
transcription termination is modulated to control the expression
of downstream genes. Transcription attenuation allows the or-
ganism to modulate the extent of transcription readthrough past
the terminator in response to changing environmental signals,
thereby regulating expression of the downstream genes. Tran-
scription attenuation mechanisms in general are divided into
two categories. In one case, the default situation is transcription

readthrough; the action of a regulatory (effector) molecule pro-
motes termination. The default situation for the second category
is transcription termination. In this case, the action of an effector
molecule promotes transcription readthrough (antitermination)
(1, 2). In each case, the genetic information required for tran-
scription attenuation is encoded within a leader region located
between the transcription start site and the first structural gene
of the operon or between two genes within an operon (reviewed
in Reference 4). This article is organized around the class of ef-
fector molecule that is used to sense environmental changes.
These regulatory factors can be translating ribosomes, proteins,
RNA molecules, or metabolites (Fig. 1). Examples are known
in which each class of effector molecule promotes transcription
termination or antitermination. One example of each of these
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Figure 1 Generalized model for sensing regulatory effectors by nascent
mRNA leader transcripts. Transcription attenuation mechanisms have been
identified in which the nascent transcript interacts with a translating 70 S
ribosome, a protein, an RNA molecule or a small metabolite. (a) Binding of
the effector molecule promotes transcription termination. (b) Binding of
the effector molecule promotes transcription readthrough
(antitermination). See text for details.

general regulatory mechanisms is described in detail, whereas
additional examples are included to illustrate particularly im-
portant points. A common theme that will emerge throughout
this article is that synchronization of factor binding and/or RNA
folding with RNA polymerase (RNAP) position is critical in all
transcription attenuation mechanisms.

Transcription Attenuation
Mediated by Ribosomes

The discovery of transcription attenuation was the first demon-
stration that organisms can exploit an RNA structure to modu-
late gene expression. The first examples of transcription atten-
uation were discovered for the Escherichia coli trp (tryptophan
biosynthetic) and Salmonella typhimurium his (histidine biosyn-
thetic) operons, although many other amino acid biosynthetic
operons in Gram-negative bacteria are regulated in a similar
fashion. Together, these discoveries established an important
paradigm for regulation of gene expression after transcription
initiates. It is now apparent that translating ribosomes can serve
as the effector molecule for both mechanistic categories of tran-
scription attenuation.

Transcription Termination
Mediated by a Translating
Ribosome

TrpR, which is a DNA binding repressor protein, regulates tran-
scription initiation of the E. coli trpEDCBA operon. Under
tryptophan limiting conditions, TrpR represses transcription ini-
tiation, whereas repression is relieved in the presence of excess
tryptophan. Once transcription initiates the elongating transcrip-
tion complex is subject to control by transcription attenuation
(reviewed in References 5 and 6). The leader transcript can form
three RNA secondary structures that are referred to as the pause
hairpin, the antiterminator structure, and an intrinsic terminator
hairpin. Because the antiterminator shares nucleotides in com-
mon with the terminator, their formation is mutually exclusive.
The pause hairpin has two additional roles in this transcription
attenuation mechanism; it serves as an anti-antiterminator struc-
ture that prevents antiterminator formation, and it codes for a
leader peptide. A model of the E. coli trp operon transcription
attenuation mechanism is presented in Fig. 2a.

Soon after transcription of the trp operon is initiated, the
pause hairpin forms in the nascent transcript, which signals
RNAP to pause. The paused RNAP complex allows sufficient
time for a ribosome to initiate translation of a short open read-
ing frame that encodes a 14-amino-acid leader peptide. The
translating ribosome disrupts the paused RNAP complex such
that transcription resumes, which thereby couples transcription
and translation. At this point two different outcomes can oc-
cur depending on the level of tryptophan in the cell. Under
tryptophan-limiting conditions, the aminoacylation of tRNATrp

is inefficient such that the level of tryptophanyl-tRNATrp (also
called charged-tRNATrp) is low. As a consequence, the translat-
ing ribosome stalls at either of two tandem Trp codons within
the leader peptide coding sequence. Ribosome stalling at either
Trp codon uncouples transcription from translation. As tran-
scription proceeds, the antiterminator structure forms, which
prevents formation of the overlapping terminator hairpin, re-
sulting in transcription readthrough into the trp operon struc-
tural genes (Fig. 2a). Under tryptophan excess conditions, the
concentration of tryptophanyl-tRNATrp is sufficient to allow ef-
ficient translation of the Trp codons within the leader peptide
coding sequence. As a consequence, the ribosome continues
translation to the end of the leader peptide unabated and disso-
ciates from the mRNA. In this situation, the anti-antiterminator
forms and prevents formation of the overlapping antitermina-
tor. Because formation of the antiterminator is prevented, the
overlapping terminator hairpin can form, which results in ter-
mination of transcription before RNAP reaches the trp operon
structural genes. Thus, expression of the trp operon is decreased
when the cell has an adequate supply of tryptophan.
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Figure 2 (a) Transcription attenuation model of the E. coli trpEDCBA operon. RNAP pauses after formation of the pause hairpin (stem-loop 1:2). RNAP
pausing provides time for a ribosome to initiate translation of the leader peptide. In tryptophan-limiting conditions, the ribosome stalls at one of the
tandem Trp codons, which thereby allows formation of the antiterminator structure (stem-loop 2:3), which results in transcription readthrough. In
conditions of tryptophan excess, the ribosome reaches the leader peptide stop codon and dissociates. In this instance, formation of the anti-antiterminator
blocks formation of the antiterminator, which thereby allows formation of the terminator hairpin (stem-loop 3:4), which causes transcription to terminate
upstream from the trp operon structural genes. See text for details. [Adapted from the Encyclopedia of Molecular Biology (1999) with permission (1).] (b)
Antitermination model of E. coli tnaCAB operon. RNAP pauses after formation of the pause hairpin. RNAP pausing provides time for a ribosome to initiate
translation of the leader peptide. Under noninducing conditions (free tryptophan is not in excess), dissociation of the 70 S ribosome at the tnaC stop
codon exposes a rut site allowing Rho binding. Rho translocates to paused RNAP leading to transcription termination. Under inducing conditions (excess
tryptophan), the combination of tryptophan binding and nascent peptide interaction with the ribosome exit channel causes the ribosome to stall at the
tnaC stop codon because the nascent peptide cannot be cleaved from the peptidyl-tRNA. The stalled ribosome prevents Rho from binding to the nascent
transcript that leads to transcription readthrough. Tryptophan is represented by a star. See text for details. [Adapted from the Encyclopedia of Molecular
Biology (1999) with permission (2).]
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Transcription Antitermination
Mediated by a Translating
Ribosome

E. coli and several other microorganisms have the capacity to
degrade tryptophan to serve as a carbon and nitrogen source.
The degradative tryptophanase operon (tnaCAB ) of E. coli is
regulated by catabolite repression and by an antitermination
mechanism (reviewed in Reference 4). This antitermination
mechanism involves translation of a 24-amino-acid leader pep-
tide (tnaC ) containing a crucial Trp codon (7, 8), RNAP pause
site(s) between tnaC and tnaA (9), and Rho termination factor
(10). A model that illustrates the tna antitermination mechanism
is shown in Fig. 2b.

Under non-catabolite-repressing conditions, RNAP initiates
transcription and continues until it reaches a pause site down-
stream of tnaC . Paused RNAP provides time for a ribosome
to initiate translation of the leader peptide. Under tryptophan-
limiting conditions, the translating ribosome reaches the UGA
stop codon and is released, thereby exposing a rut (Rho utiliza-
tion) site that immediately follows the stop codon. Rho binds
to the rut site in the nascent tna transcript and translocates
along the RNA in a 5′ to 3′ direction until it encounters paused
RNAP, which ultimately leads to transcription termination up-
stream of tnaA. When cells are growing with inducing levels
of tryptophan, the nascent TnaC peptide and a free molecule of
tryptophan interact with the translating ribosome, which inhibits
ribosomal peptidyl transferase activity such that peptidyl-tRNA
remains bound to the ribosome (11–13). The stalled ribosome
masks the rut site, which thereby prevents Rho interaction with
the transcript. Eventually RNAP resumes transcription such that
the structural genes encoding tryptophanase (tnaA) and a tryp-
tophan permease (tnaB) are expressed (Fig. 2b).

The mechanism of ribosome stalling during translation of
tnaC has been investigated in considerable detail. The nascent
leader peptide (TnaC) interacts with ribosomal protein L22
and 23 S rRNA in the narrow region of the ribosome exit
channel (14). Ribosome recognition of the TnaC peptide results
in specific binding of free tryptophan in the ribosome, which
inhibits cleavage and the subsequent release of the nascent
leader peptide (15, 16).

Transcription Attenuation
Mediated by Proteins

Although the transcription attenuation mechanism of the E. coli
trp operon served as a paradigm for several years, it is now
apparent that several classes of effector molecules can be re-
sponsible for sensing and responding to environmental signals.
Numerous examples exist in which RNA binding proteins per-
form this important task. In some instances, the presence of a
specific metabolite leads to activation of the RNA binding pro-
tein such that it can bind to its RNA targets. In other examples,
the metabolite leads to inactivation of the RNA binding pro-
tein. Despite this fundamental difference, several features of the

corresponding mechanisms are remarkably similar to those de-
scribed above. One clear distinction that is worthy of particular
mention is that the mechanisms that rely on RNA binding pro-
teins do not require coupling of transcription and translation. As
a consequence, this general regulatory strategy has been identi-
fied in several eukaryotic organisms in which transcription and
translation occur in separate cellular compartments (reviewed
in Reference 3).

Transcription Termination
Mediated by an RNA Binding
Protein

The transcription attenuation mechanism for the trpEDCFBA
operon in the Gram-positive organism Bacillus subtilis differs
dramatically from that described for E. coli . Most notably,
translation of a leader peptide is not involved in the B. subtilis
mechanism. Instead, an RNA binding protein called TRAP (t rp
RNA-binding attenuation protein) is responsible for sensing the
level of tryptophan in the cell and for the decision of whether to
terminate transcription in the 5′ leader region, or to readthrough
into the trp operon structural genes (reviewed in References 17
and 18). Transcription initiation of the trp operon seems to
be constitutive, which suggests that the >1000-fold regulation
in response to tryptophan occurs after transcription initiates. A
transcription attenuation model for the B. subtilis trp operon is
depicted in Fig. 3a.

The B. subtilis trp leader transcript contains inverted repeats
that can form mutually exclusive antiterminator and intrinsic
terminator structures. Soon after transcription initiates, RNAP
can pause at the nucleotide just preceding the critical over-
lap between theses two alternative structures, presumably to
provide additional time for TRAP binding (19, 20). Under tryp-
tophan excess conditions, tryptophan-activated TRAP binds to
11 closely spaced (G/U)AG repeats in the nascent transcript. As
transcription proceeds, the RNA wraps around the protein ring
with each triplet repeat interacting with several amino acids
on adjacent subunits in the protein (21). Bound TRAP pre-
vents formation of the antiterminator, which allows formation
of the overlapping terminator structure. Thus, transcription halts
in the leader region before RNAP reaches the trp operon struc-
tural genes. An RNA hairpin called the 5′ stem-loop (5′SL) also
interacts with TRAP; however, the mechanism of TRAP bind-
ing to this structure is distinct from TRAP interaction with the
(G/U)AG repeats (22–24). It seems that TRAP-5′SL RNA in-
teraction increases the rate in which TRAP binds to the nascent
trp leader transcript, which thereby increases the efficiency of
termination (24). Under tryptophan-limiting conditions, TRAP
is not activated and does not bind to the nascent trp operon
transcript. As a consequence, formation of the antiterminator
prevents formation of the terminator, which results in transcrip-
tion readthrough into the trp operon structural genes (Fig. 3a).

The crystal structure of B. subtilis TRAP in complex with
tryptophan shows that this protein consists of 11 identical sub-
units arranged in a ring (25). The TRAP oligomer is composed
of 11 seven-stranded antiparallel β-sheets, with each β-sheet
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Figure 3 (a) Transcription attenuation model for the B. subtilis trpEDCFBA operon. RNAP pauses after formation of the pause hairpin. RNAP pausing may
provide additional time for tryptophan-activated TRAP to bind to the nascent transcript. In tryptophan-limiting conditions, TRAP does not bind to the 5′SL
or the (G/U)AG repeats (small black rectangles). Thus, formation of the antiterminator (stem-loop 1:2) results in transcription readthrough. In conditions of
tryptophan excess, tryptophan-activated TRAP binds to the 5′SL and the triplet repeats. Bound TRAP blocks or disrupts formation of the antiterminator
structure, which thereby allows formation of the terminator hairpin (stem-loop 2:3), which causes transcription to terminate upstream from the trp operon
structural genes. See text for details. (b) Antitermination model for the E. coli bglGFB operon. Under noninducing conditions (limiting β-glucosides), the
phosphorylated BglG monomers cannot bind to the nascent transcript. Thus, formation of a terminator hairpin (stem-loop 2:3) causes transcription to
terminate. In the presence of β-glucosides, the BglG monomers are dephosphorylated, which allows them to dimerize. BglG dimers bind and stabilize the
antiterminator structure (stem-loop 1:2), which prevents formation of the overlapping terminator, and transcription continues into the structural genes.
Note that overlapping antiterminator and terminator hairpins are found in the leader region and between the bglG and the bglF coding sequences. See
text for details.

containing 4 β-strands from one subunit and 3 β-strands from the
adjacent subunit. L-tryptophan binds between each adjacent sub-
unit with the indole ring buried in a hydrophobic pocket. Nine
hydrogen bonds are formed among the amino group, the car-
boxyl group, and the indole nitrogen of each bound tryptophan,
with amino acids residing in two loops on adjacent subunits.
The hydrogen bonds formed among Thr30, Gln47, and Thr49
and tryptophan are essential for TRAP function. Conversely,
the hydrogen bond between Ser53 and the carboxyl group of
tryptophan is dispensable for TRAP activity (26).

The mechanism of TRAP activation by tryptophan is not
known because the structure of nonliganded TRAP (apo-TRAP)
has not been determined, although it is known that tryptophan
binding is not required for oligomerization of the protein (27).
NMR studies of TRAP in both the nonliganded and the activated
states demonstrate that apo-TRAP is more flexible than the
tryptophan-activated protein (28), which imply that reduced
flexibility plays an important role in altering the RNA binding
activity of TRAP.

Four amino acid residues within each TRAP subunit (E36,
K37, K56, and K58) are critical for RNA binding (29). Three
of these residues form KKR motifs that are aligned on the
perimeter of the B. subtilis and the homologous B. stearother-
mophilus TRAP ring. Several crystal structures of B. stearother-
mophilus TRAP–RNA complexes show that the RNA wraps
around the TRAP protein ring with the bases pointing toward
the protein, such that the majority of the hydrogen bond in-
teractions are with the RNA bases and there are no contacts
to phosphates (21, 30). The only direct hydrogen bond to the
RNA backbone is to the 2′ OH of the ribose of the third G in
each repeat. K37 forms a hydrogen bond with the A of each
GAG repeat, whereas K56, R58, and E36 hydrogen bond with
the G in the third position of each repeat. The side chain of
K37 also forms hydrophobic interactions with the base in the
first residue of each repeat. The spacer bases do not make spe-
cific contacts with TRAP, which is consistent with the lack of
sequence conservation in spacers of natural TRAP binding sites
and with findings that indicate that their composition in general
is not critical for TRAP binding.
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A model of TRAP-trp leader RNA interaction that encom-
passes several recent findings is as follows. Once a sufficient
number of triplet repeats emerge from RNAP (e.g., three or four
repeats), TRAP binds to the nascent trp leader transcript by con-
tacting the 5′SL and the emerging triplet repeats. The nature of
these contacts orients the protein so the RNA easily can wrap
around TRAP’s periphery as transcription continues. TRAP se-
questers the remaining repeats in a 5′ to 3′ directionality as they
emerge from RNAP (31, 32). As the tenth and eleventh repeats
bind, the 5′SL is displaced as a consequence of the geometry
of the TRAP–RNA complex in which TRAP completely is en-
circled by RNA (24). In conjunction with RNAP pausing, this
RNA binding mechanism ensures that TRAP binds in time to
block formation of the antiterminator structure.

Transcription Antitermination
Mediated by an RNA Binding
Protein

RNA binding proteins are responsible for mediating antitermi-
nation of several catabolic operons in bacteria. BglG, SacT,
SacY, and LicT belong to a family of more than 50 proteins that
regulate gene expression by a common antitermination mecha-
nism. In this mechanism, the bound protein prevents formation
of an intrinsic transcription terminator just upstream from the
regulated gene(s) (reviewed in Reference 33). A general model
for the bgl antitermination mechanism in E. coli is shown in
Fig. 3b.

The E. coli bglGFB operon encodes all functions necessary
for the regulated uptake and utilization of aromatic β-glucosides.
Because transcription from the bgl promoter is constitutive, it
seems that BglG, which is a dimeric RNA binding protein, is
solely responsible for controlling expression of this operon in
response to β-glucosides (33). In the absence of β-glucosides,
BglG does not bind RNA and most transcripts terminate at one
of two intrinsic terminators present in the leader region up-
stream of bglG and in the intercistronic region between bglG
and bglF . At inducing levels of β-glucosides, BglG binds to
one of two antiterminators in the nascent bgl transcript that
partially overlap their respective terminators. Binding of BglG
prevents formation of the terminators by stabilizing the antiter-
minators. Thus, expression of bglG only requires transcription
readthrough past the first terminator, whereas expression of bglF
and bglB requires readthrough past both terminators.

The RNA binding activity of BglG is regulated by BglF,
which is a membrane protein that is responsible for both
transport of β-glucosides and reversible phosphorylation of
BglG. In the absence of β-glucosides, BglF phosphorylates
a histidine residue in BglG (H208), which prevents BglG
from dimerizing and binding to the nascent bgl transcript.
In the presence of β-glucosides, BglF dephosphorylates BglG,
which allows dimerization and RNA binding. Phosphorylation
of both β-glucosides and BglG is accomplished by transfer of
the phosphate group from Cys24 in BglF (34). Thus, under
conditions in which β-glucoside levels are high, the phosphate
group can be transferred from BglG back to Cys24 in BglF, and

subsequently to β-glucosides. It seems that BglF recruits BglG
to the cell membrane in the absence of β-glucosides such that
the system can respond rapidly to the presence of the stimulating
sugar (35).

Expression of two sucrose utilization operons in B. subtilis ,
sacPA and sacB , is induced by sucrose by similar transcription
antitermination mechanisms; antitermination is mediated by
the RNA binding proteins SacT and SacY, respectively (33).
The structure of the RNA binding domain of SacY has been
solved by both NMR (36) and X-ray crystallography (37).
The domain exists as a dimer with each monomer consisting
of a four-stranded antiparallel β-sheet. The structure of the
RNA-binding domain from the LicT antiterminator protein in
complex with a 29 base RNA shows that LicT binds mostly
through hydrophobic and stacking interactions with the RNA
and that binding “clamps” the RNA so as to stabilize the
antiterminator structure (38).

Transcription Attenuation
Mediated by RNA

RNA is a third class of effector molecule that can direct the
decision to terminate transcription or to allow transcription to
continue into the coding sequence of genes. In some systems,
binding of antisense RNA molecules to the nascent leader
transcript promotes transcription termination. These antisense
RNAs typically act in cis as they are transcribed from an
overlapping gene in the opposite direction. In addition, tRNA
molecules are known to interact specifically with nascent leader
transcripts of a large number of genes, which thereby promote
transcription readthrough. As is the situation with RNA binding
proteins, coupling of transcription and translation is not a
component of these regulatory mechanisms.

Transcription Termination
Mediated by an RNA Molecule

Antisense RNA-mediated transcription attenuation controls the
copy number of several Gram-positive plasmids (reviewed in
References 39 and 40). In the case of the Streptococcus agalac-
tiae plasmid, pIP501, the antisense RNA (RNA III) inhibits
expression of repR, which is the gene encoding the essential
RepR initiator protein, by binding to the nascent repR leader
transcript (RNA II) (Fig. 4a). This interaction promotes for-
mation of an intrinsic terminator upstream of the repR coding
sequence. In the absence of RNA III–RNA II interaction, an
alternative structure forms in the nascent RNA II transcript that
blocks formation of the terminator. Although this alternative
structure is more complex, it is functionally analogous to the
antiterminator structures described above.

Interaction of RNA III with RNA II is initiated by the for-
mation of a so-called kissing complex between single-stranded
loops of both molecules, followed by propagation of the in-
termolecular RNA helix (41). The kissing interaction involves
base pairing between loops III and IV from RNA III with loops
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Figure 4 (a) Transcription attenuation model of S. agalactiae plasmid pIP501-encoded repR. When the concentration of RNA III is low, the absence of
RNA III interaction allows formation of the antiterminator structure (stem-loop 1:2), which blocks formation of the terminator that leads to transcription
readthrough. When RNA III is abundant, the kissing loop interaction between loops L III and L IV of RNA III with loops L I and L II within the nascent RNA II
(repR) transcript blocks formation of the antiterminator, which promotes formation of the terminator hairpin (stem-loop 2:3) and transcription termination
in the repR leader region. The positions of the residues that correspond to L II of RNA II (stem-loop A:B) are included in each structure for clarity. See text
for details. [Adapted from the Encyclopedia of Molecular Biology (1999) with permission (1).] (b) General T-box model of tRNA-mediated antitermination.
Under excess amino acid conditions, the amino acid on charged tRNA does not allow interaction of the tRNA with the discriminator sequence in the
nascent transcript. As a consequence, formation of the terminator (stem-loop 2:3) halts transcription in the leader region. Under limiting amino acid
conditions, uncharged tRNA binds to the nascent transcript via anticodon-specifier sequence base pairing as well as by base pairing between the 3’ end of
tRNA and the discriminator region. This second interaction stabilizes the antiterminator structure (stem-loop 1:2), which results in transcription
readthrough. The tRNA is shown as a cloverleaf structure, and a boxed A.A. attached to the tRNA indicates it is aminoacylated. See text for details.
(Adapted from Reference 45 with permission.)

II and I of RNA II, respectively (42). Moreover, loop L1 of
RNA II contains a YUNR (Y = C or U; N = A, C, G or U;
R = A or G) “U-turn” motif that is important for the kiss-
ing interaction; mutations that disrupt the U-turn motif result
in higher plasmid copy number (43). Although RNA III and
RNA II share extensive sequence complementarity, complete
pairing is not necessary to promote transcription termination of
RNA II. The finding that inhibition of transcription readthrough
is considerably faster than stable complex formation suggests
that inhibition precedes stable pairing (41). Furthermore, com-
plete pairing only occurs at a low frequency because pairing of

complementary folded RNAs often arrests at the stage of stable
binding intermediates (41).

Transcription Antitermination
Mediated by an RNA Molecule
In several bacterial species, uncharged tRNA serves as the ef-
fector molecule in controlling expression of several aminoacyl–
tRNA synthetase genes and a few amino acid biosynthetic oper-
ons by a common mechanism termed T-box antitermination.
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Most of these genes are from Gram-positive bacteria, although
a few examples have been identified in Gram-negative organ-
isms as well (reviewed in References 44 and 45). Expression of
these genes is induced specifically by starvation for the cognate
amino acid. A generalized model of the T-box antitermination
mechanism is shown in Fig. 4b.

The untranslated leader region of each operon contains sev-
eral conserved structural elements preceding an intrinsic tran-
scription terminator. When the amino acid pool in the cell is
sufficiently high, transcription terminates prematurely in the
leader region upstream from the coding sequences. In addition
to the conserved secondary structures, a critical 14-nt sequence
called the T box is present in each leader region. Another struc-
ture of the leader region, which forms when the T-box base
pairs with the 5′ side of the terminator stem, functions as an
antiterminator, which allows transcription to read through into
the structural genes (46).

Another critical feature of the leader region of T-box-
controlled genes is a trinucleotide sequence that corresponds to
a codon for the appropriate amino acid involved in regulating
each operon. For example, in tyrS , which encodes tyrosyl-tRNA
synthetase, the leader contains a UAC tyrosine codon (46). This
codon-like sequence is always present within an internal loop
of a conserved RNA structure. This triplet is designated the
“specifier sequence” because it specifically interacts with the an-
ticodon of the cognate tRNA. A second base pairing interaction
between the acceptor end of uncharged tRNA and the com-
plementary sequence in the T box leads to stabilization of the
antiterminator structure. The antiterminator side bulges contain
a UGGN sequence, where N corresponds to a variable T-box
position that covaries with the residue preceding the CCA ac-
ceptor end of the cognate tRNA (47, 48). The presence of the
amino acid on charged tRNA prevents this second interaction
from taking place (49). Although tRNA interaction with the
specifier and UGGN sequences are firmly established, substan-
tial genetic data suggest that additional tRNA–mRNA contacts
take place (44).

Reconstitution of the B. subtilis glyQS T-box mechanism in
vitro with purified components suggests that additional protein
factors are not required for tRNA-mediated antitermination (50).
Furthermore, the finding that charged tRNA can compete with
uncharged tRNA for mRNA binding indicates that the ratio of
uncharged:charged tRNA is monitored by the nascent transcript,
rather than simply the concentration of uncharged tRNA (49).
Although codon–anticodon interaction takes place at least 100
nt upstream from the terminator, nascent transcripts that extend
just upstream of the terminator are still competent for tRNA
binding and antitermination (49). Thus, it is possible that RNAP
pausing participates in this regulatory mechanism by providing
additional time for tRNA binding, although a regulatory pausing
event has not been firmly established (51).

Under starvation conditions for the corresponding amino
acid, the ratio of uncharged-to-charged tRNA is relatively high.
In this case, efficient interaction of uncharged tRNA with
both the specifier and the discriminator sequence elements
of the nascent leader transcript promotes formation of the
antiterminator structure, which allows transcription to proceed
into the coding region. The resulting increase in the level of

tRNA synthetase presumably allows more efficient charging of
the scarce amino acid. As the concentration of the amino acid
increases, an increasing proportion of nascent transcripts will
interact with charged tRNA. In these instances, formation of the
terminator hairpin will cause RNAP to terminate transcription
in the leader region.

Transcription Attenuation
Mediated by Metabolites

The most recently identified class of transcription attenuation
mechanism involves direct sensing of the effector molecule
by the nascent transcript (52–54). These RNA sensors control
metabolically diverse pathways. As for the other attenuation
and antitermination mechanisms discussed thus far, recognition
of the particular effector molecule occurs with the appropriate
affinity and high specificity required for precise control of gene
expression.

Transcription Termination
Mediated by a Small Metabolite

In B. subtilis , 26 genes grouped into 11 operons consti-
tute the S-box regulon. These genes are involved in sulfur
metabolism as well as in the biosynthesis of methionine, cys-
teine, and S-adenosylmethionine (SAM) (55–57). SAM, the
effector of the S-box regulon, binds to the nascent transcript
with exquisite specificity; the closely related SAM analog
S-adenosylhomocysteine binds with much lower affinity to the
RNA targets and does not promote transcription termination
in vitro (54, 58, 59). A simplified model of SAM-mediated
attenuation is presented in Fig. 5a. Under limiting SAM concen-
trations, the nascent S-box transcript adopts an antiterminator
structure that allows transcription to proceed into the structural
gene(s). However, under conditions of SAM excess, SAM binds
to the nascent transcript and stabilizes an anti-antiterminator
structure, which blocks formation of the antiterminator. As a
consequence, the terminator hairpin forms and transcription
halts in the leader region.

High-resolution structural information has been obtained for
several RNA sensors (56, 60–63). A common feature of the
leader RNAs is that they form tertiary structures in which
single-stranded loops base pair with one another (pseudoknot).
For example, the tertiary structure of the SAM-sensing RNA
contains a pseudoknot that occurs between the loop of an
RNA hairpin and the single-stranded junction between two
other helices (64). This pseudoknot seems to stabilize the
global architecture of the structure and probably facilitates
SAM recognition (56). Another common characteristic of these
structures is engulfment of the ligand by the binding pocket of
the folded RNA (63).
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Figure 5 (a) Simplified SAM-mediated transcription attenuation model. Under limiting SAM conditions, the antiterminator forms (stem-loop 2:3) and
transcription continues into the structural gene(s). Under conditions where SAM is in excess (depicted as a star), SAM binds to the nascent transcript and
stabilizes an anti-antiterminator structure (stem-loop 1:2), which blocks formation of the antiterminator. As a consequence, the terminator hairpin forms
(stem-loop 3:4) and transcription halts in the leader region. See text for details. (b) Antitermination model of the B. subtilis pbuE gene. Under limiting
adenine conditions, the terminator forms (stem-loop 2:3) and transcription halts in the leader region. Under conditions where adenine is in excess
(depicted as a star), adenine binds to the nascent transcript and stabilizes the antiterminator structure, which includes stem-loop 1:2. Formation of the
antiterminator prevents formation of the terminator and transcription proceeds into the coding sequence. See text for details.

Transcription Antitermination
Mediated by a Small Metabolite

Adenine sensing by the nascent B. subtilis pbuE (ydhL) tran-
script constitutes the most recently described antitermination
mechanism (63–65). Although this is the only reported example
of this type of antitermination mechanism, it is likely that ad-
ditional examples will be identified. A model that depicts this
antitermination mechanism is shown in Fig. 5b. Under limit-
ing adenine conditions, an intrinsic terminator hairpin forms
in the nascent pbuE transcript, which causes RNAP to ter-
minate transcription in the leader region. In the presence of
excess adenine, adenine binds to the nascent transcript and
stabilizes formation of an alternative antiterminator structure,
which thereby allows transcription to continue into the pbuE
structural gene (65). Adenine-mediated activation of pbuE ex-
pression makes biologic sense as it encodes an apparent purine
efflux pump (66). Deletions of the adenine-binding domain of
the leader RNA caused constitutive expression of pbuE and
conferred resistance to 2-fluoroadenine, which suggests that
PbuE can pump this adenine analog out of the cell (65, 66).
Analog binding studies demonstrated that the binding affinity
of adenine and 2-aminopurine are similar, whereas the affin-
ity of 2,6-diaminopurine is considerably higher. However, the
association rate was faster for adenine compared with the two

purine analogs. This finding supports a model in which regula-
tion depends on the kinetics of ligand binding and the rate of
transcription, rather than simple binding affinity (67).

The structure of the pbuE leader RNA is similar to the
guanine-dependent RNA sensor in the xpt leader transcript (65).
It was shown that a single C to U substitution in the loop of a
triple helical junction swapped the xpt aptamer specificity from
guanine to adenine. Importantly, the pbuE leader contains a
U in the identical position. These results led to the hypothesis
that this U residue in the pbuE leader base-paired with ade-
nine, whereas the C residue in the xpt transcript paired with
guanine This hypothesis was verified by NMR structural studies.
Moreover, it was determined that adenine binding to pbuE
leader RNA involved a base triple with two U residues, which
includes the previously proposed uridine (68).

Concluding Remarks

The discovery of transcription attenuation over 30 years ago led
to the realization that mRNAs serve a purpose beyond simply
functioning as a conduit of information from DNA to protein.
Indeed, the discovery of transcription attenuation established for
the first time that RNA structure can modulate gene expression.
It is now abundantly clear that expression of many genes is
controlled by several different mechanisms after transcription
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initiates. Furthermore, it is apparent that transcription attenua-
tion occurs by a variety of mechanisms that differ in the nature
of the effector molecule (translating ribosome, RNA binding
protein, RNA molecule, small metabolite), whether the effector
promotes transcription termination (attenuation) or transcription
readthrough (antitermination), as well as the structure of the
RNA target in the nascent transcript. Although each mecha-
nism described in this review contains key differences, it is
also apparent that all but one of these mechanisms share an
important feature: the presence of mutually exclusive antiter-
minator and terminator structures. One point of view is that
these RNA-based regulatory mechanisms are relics of an RNA
world in which both the storage of genetic information and the
metabolic function were carried out by RNA molecules. Con-
versely, it is conceivable that these regulatory mechanisms have
evolved more recently. In either case, it is apparent that what
was once viewed as a biologic quirk is widespread and has been
adapted to suit the physiologic needs of perhaps every organism.
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The vitamin B12 cofactor called coenzyme B12 (adenosylcobalamin) assists
enzymes called mutases and eliminases in the catalysis of molecular
rearrangements. The mutases comprise reactions in which a substrate
equilibrates with a product by migration of an amino group (as with
β-lysine 5,6-aminomutase) or a carbon-based group (e.g., COSCoA in
methylmalonyl-CoA mutase, which interconverts methylmalonyl-CoA with
succinyl-CoA). The eliminases (e.g., propane-1,2-diol dehydratase) have
either hydroxyl or amino as the migrating group, but they differ from the
mutases by affording an intermediate that eliminates water or ammonia to
give the observed product (e.g., propanal from propane-1,2-diol via
propane-1,1-diol). Methylcobalamin is essentially an intermediary for
synthetic reactions catalyzed by methyltransferases. These reactions depend
on the ‘‘supernucleophilicity’’ of reduced vitamin B12 (cob(I)alamin) and in
humans provide for the synthesis of the amino acid methionine.

The pursuit of the “antipernicious anemia factor” seemingly
ended with the publication in Science in 1948 by Karl Folk-
ers (1906–1997) of a paper entitled “Crystalline vitamin B12.”
Just a few weeks later, Lester Smith (1904–1992), who had
been guided by testing column fractions on pernicious anemia
patients, independently obtained crystals of the vitamin [for a
review of the early history of B12 isolation and characteriza-
tion, and references to the work described in this section see
Lester Smith’s monograph (1)]. He identified cobalt in B12

and gave the crystals to Dorothy Hodgkin (1910–1994) that
led to the structure of the isolated vitamin as cyanocobalamin
(CN-Cbl: see Fig. 1 for cobalamin structures and other aspects
of nomenclature of so-called corrinoids). In 1958, Horace Albert
Barker (1907–2000) discovered coenzyme B12 (adenosylcobal-
amin, AdoCbl); the structure determination of which, again by
Dorothy Hodgkin, revealed the presence of a Co-C σ-bond.
Finally, methylcobalamin (MeCbl) was recognized as another
member of this very exclusive club of natural organometallic
compounds. In this article, we review the fundamental chem-
istry of the B12 cofactors in selected enzymatic reactions for
which they are obligatory participants.

Biological Context

Human cobalamins and dietary
requirements

Quantitative assays have shown that the plasma of nonsmoking,
healthy adults contains MeCbl (250 pg cm−3), AdoCbl, and
hydroxocobalamin (OH-Cbl) [AdoCbl + OH-Cbl (125 pg cm−3

with AdoCbl > OH-Cbl)]. The blood of smokers contains
CN-Cbl (≈ 2% of total cobalamin), which is derived from
hydrogen cyanide in tobacco smoke. CN-Cbl can also develop
from the consumption of foods (e.g., cassava) that release
cyanide ions. In erythrocytes, the chief cobalamin is AdoCbl
(> 50% of total cobalamin) followed by OH-Cbl (25%), MeCbl
(10–15%), and small amounts of CN-Cbl. Cobalamin-dependent
enzymatic reactions in animals and microorganisms (see below)
involve AdoCbl and MeCbl and the reduced form of OH-Cbl,
cob(I)alamin, whereas CN-Cbl has no established role.

The total human body store of the corrinoids described is
∼5 mg, and the recommended daily requirement of corrinoids
is ∼2 µg; this nutrient is provided by a typical “Western” diet
but may not be included in a vegan diet. Whether 2 µg per
day is sufficient to maintain health and protect against disease,
especially of a degenerative kind, is a subject of current debate
in which some believe it wise to consume larger amounts of
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Figure 1 In the above structure, R = CN denotes cyanocobalamin
(CN-Cbl), whilst R = OH is hydroxocobalamin (OH-Cbl); R =
5′-deoxyadenosyl is coenzyme B12 (adenosylcobalamin, AdoCbl) and R =
Me is methylcobalamin (MeCbl). By definition all cobalamins contain
5,6-dimethylbenzimidazole, which is the so-called 6th ligand to cobalt in
the above structure. Substances containing the corrin ligand, i.e. the
planar 14 electron p-system embracing cobalt in the above structure, are
also called corrinoids.

B12 (2). Corrinoids are sequestered from food sources by a gly-
coprotein of mass ∼45 kDa called “intrinsic factor,” which is
secreted in the stomach and binds B12 derivatives very tightly
(for CN-Cbl, K = 1.5 × 1010 mol−1 dm3). Several other pro-
teins bind and transport B12 into cells (3). The disease pernicious
anemia has been recognized since the early nineteenth century
and linked to a deficiency of what William Castle called “extrin-
sic factor” (i.e., vitamin B12) in 1928 (1). This disease develops
because of the failure of the patient to secrete sufficient intrinsic
factor.

Overview of cobalamin-dependent
reactions
With the identification of vitamin B12

′s cofactors, their mecha-
nisms of action could begin to be understood; today one may
ask, “What do we know some 50 years after their discov-
ery?” We know that coenzyme B12 assists a group of enzymes
(Table 1, entries 1–9) in the catalysis of molecular rearrange-
ments, which can all be described by Scheme 1. In Table 1,
these enzymes are subdivided into mutases and eliminases. The
mutases catalyze equilibrations and comprise reactions in which
a carbon skeleton rearranges (entries 1–4, sometimes called
Class I reactions; substituted carbon atom as migrating group)
as well as the amino mutases (entries 5 and 6, Class III reac-
tions; amino as migrating group) (4). The eliminases [entries

7–9, Class II reactions (4)] have either hydroxyl or amino
as the migrating group, but they differ from the mutases in
that the rearrangement affords an intermediate that eliminates
water or ammonia to give the observed product. Coenzyme
B12-dependent ribonucleotide reductase (entry 10) is included
in Table 1 because its catalytic reaction exhibits some features
of the diol and glycerol dehydratase reactions (i.e., elimination
of OH from a 1,2-diol moiety), although the overall reaction is
a redox process and not a rearrangement. How the reactions of
Table 1 occur remains in part a puzzle, but this review intends
to enlighten the reader. The coenzyme B12-dependent mutases
and eliminases are a distinctive class of so-called “radical en-
zymes” (Fig. 2) (5), which are unique among enzymes because
their catalytic pathways function via species with an unpaired
electron (i.e., radicals). These species are normally highly reac-
tive, but containment within a protein “straightjacket” enables
their reactivity to be tamed and harnessed without destructive
side reactions. The term “negative catalysis” was coined by
János Rétey in 1990 to describe this phenomenon.

An important structural difference between eliminases and
mutases concerns the axial base coordinated to the cobalt,
perpendicular to the plane of the corrin ring. Whereas in all
the eliminases, the axial base is the dimethylbenzimidazole
of the coenzyme itself (Fig. 1), the mutases use a conserved
histidine residue of the enzyme for this purpose. On binding of
the coenzyme to the apo-enzyme, the axial base is replaced by
the histidine and moves into a distinct pocket of the protein.
Methyltransferases (see below) also use a protein histidine
as axial base, whose reactivity is fine tuned by protonation.
Possibly the mutases and methyltransferases have a common
evolutionary origin, whereas the eliminases evolved separately.

Methylcobalamin is completely different from adenosylcobal-
amin because it is essentially a conduit for synthetic reactions
catalyzed by methyltransferases, illustrated in Scheme 2 for the
case of methionine. These reactions depend on the “supernucle-
ophilicity” of cob(I)alamin. In one case, this species removes
a methyl group from N 5-methyltetrahydrofolate with the for-
mation of methylcobalamin, and then transfers this group to
the acceptor homocysteine, which results in the synthesis of
methionine (see Scheme 2).

Examples of mutases, eliminases, and methyltransferases are
discussed in detail below.

Coenzyme B12: Nature’s Most
Complex Cofactor

Coenzyme B12 (adenosylcobalamin, Fig. 1) has the most com-
plex structure of all of the cofactors used by nature to aid
enzymatic catalysis. Although many unusual features are ob-
served in the structure, it is the cobalt–carbon sigma (σ) bond
that is vital, above all, for the mode of action of the coenzyme.
The bond dissociation energy (BDE) of ∼130 kJ mol−1 (6) is
typical for a metal–carbon bond; although this value is much
lower than for σ-bonds from carbon to hydrogen, nitrogen or
oxygen, or another carbon (BDE ∼ 350 kJ mol−1), the coen-
zyme is rather stable in water provided light is excluded. The
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Table 1 Classification of Coenzyme B12-dependent Radical Enzymesa

Carbon skeleton mutases
(“base-off, his-on”)b

X
R1

R1R1

R1

X

H

intermediate 
methylene radical

X X

H

Reversible reactions that rearrange molecular skeletons (X is a carbon-based group in the
carbon skeleton mutases and NH2 in the amino mutases; X is shown in red below)

Carbon skeleton mutases

1. Glutamate mutase

S
H

O2C
O2C O2C

H

H
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H
H

CO2
H

NH3

H
H

H
H

S S

2. Isobutyryl-CoA mutase
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O
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3. 2-Methylene-glutarate mutase
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HRO2C
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H
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4. Methyl-malonyl-CoA mutase

R
CH3

O
ACoS

O2C

O
SCoA

H

O2C
H

Amino mutases

5. β-Lysine 5,6-aminomutase

H2N CO2
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NH3NH2

S SS

6. Ornithine 4,5-aminomutase
CO2H2N

CO2

NH3

H3C

NH3NH2

R S R

Eliminases (“base-on”)b

R1

X

R2

O
H

R1

X

R2
OHH

R1
R2

O

HX

substrate-derived radical

+

Irreversible reactions that eliminate water (or ammonia) [X is shown in red below]
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Table 1 (Continued )

7. Ethanolamine ammonia lyase

H
OH
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H
H
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HH
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OH

8. Glycerol dehydratase
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9. Propane-1,2-diol dehydratase
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H − H2OR
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10. Ribonucleotide reductase
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PPPO
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Example,

OH OH
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CH3
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O
PPPO

OH

N

N

O

H

CH3

O
H

+ 2H

+ H2O2′3′

(PPT = triphosphate; the reduction requires NADPH +H+ and generates NADP+ + H2O in
addition to the deoxynucleotide)

aExamples of either the natural or a typical substrate + product are given.
b“Base-off, his-on” means that the 5,6-dimethylbenzimidazole ligand (cf. Fig. 1) is detached and replaced by a histidine residue from the
protein partner; “base-on” means that the 5,6-dimethylbenzimidazole ligand is still ligated to cobalt.

rate constant for decomposition of coenzyme B12 at 30◦C in

water was determined to be 1.16 × 10−8 s−1, which corre-

sponds to a half-life of 1.9 years (4). The power of the primary

organic radical 5′-deoxyadenosyl that develops from homoly-

sis of the coenzyme’s Co–C bond is only unleashed when the

coenzyme is bound to a partner enzyme in the presence of a

substrate molecule. The 5′-deoxyadenosyl radical initiates the

group of reactions summarized by Scheme 1 (4). In these reac-

tions, a protein-bound radical is initially formed from a substrate

molecule. The basic pathway requires at least two participating

radicals, with one of these (S•) being structurally related to

the substrate (SH) and the other (P•) structurally related to the

product (PH). In addition, there may be an intermediate radical

(I•) in some, if not all, cases. Homolysis of coenzyme B12 also

releases cob(II)alamin, a paramagnetic (d7) species, which is

easily detected by electron spin resonance (EPR) spectroscopy

of reaction mixtures created by incubating enzyme, coenzyme,

and substrate molecules for a few seconds and then freezing in

liquid nitrogen.

Coenzyme B12-Dependent Mutases

A common feature of the six known mutases is that a hydrogen
atom has to be reversibly abstracted by the 5′-deoxyadenosyl
radical from a nonactivated methyl group to yield a methylene
radical, which is S• or P• depending on the identity of the
substrate and product and is not stabilized by any adjacent
group. However, the partner radical is always stabilized by a
neighboring group, which is a carboxylate or CoA-ester for
entries 1-5 and methyl for entry 6.

Glutamate mutase: the first coenzyme
B12-dependent mutase

Glutamate mutase was discovered by Barker, who showed that
the enzyme catalyzes the equilibration of (S )-glutamate with
(2S ,3S )-3-methylaspartate (Entry 1, Table 1; ∆G◦’ = + 6.3 kJ
mol−1, K = 0.095) (for a review of glutamate mutase see Ref-
erence 7). This reaction is one of three distinct methods that
nature uses to ferment glutamate to butyrate (5). Surprisingly,
they all proceed through intermediate radicals. The coenzyme
B12-dependent fermentation is the only one of the three that

C C C

H

a b

Y H Y H

X

Ca b

HX

C Ca b

H

HOX = OH or NH2
Y = OH

+  HX

Scheme 1 Coenzyme B12-dependent enzyme-catalyzed rearrangements (for examples of a, b, X, and Y see Table (1)).
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Figure 2 Possible side reactions for a radical (R·) with protein components
and dioxygen; energy profile illustrating the concept of negative catalysis.

includes a molecular rearrangement, the point of which is to en-
able the elimination of ammonia, which might be entertained for
glutamate but is only realistic for 3-methylaspartate (Scheme 3).
The reason is because the C-3 protons of glutamate have an
estimated pKa > 40 and cannot therefore be removed by an
enzyme base, whereas the C-3 proton in 3-methylaspartate has
an estimated pKa < 20 and so it can participate in an E2-type
elimination.

The substrate and product, (S )-glutamate and (2S ,3S )-3-
methylaspartate, and their derived radicals, are held at the ac-
tive site, approximately 6 Å apart from the cobalt atom of
cob(II)alamin by three arginine residues (8). This special ar-
chitecture was termed the “arginine claw” by our collaborator
Antonio Pierik. The 5′-deoxyadenosyl radical abstracts the 4-Si
hydrogen atom of glutamate to give 5′-deoxyadenosine and the
4-glutamyl radical (S•), which has been postulated to fragment
to a glycyl radical (I•) and acrylate (Scheme 4) (7). Now, a re-
alignment of these species could enable their recombination to

the 3-methylene-aspartate radical (P•), which reclaims a hydro-
gen atom from the methyl group of 5′-deoxyadenosine to afford
3-methylaspartate (cf. pathways for 2-methyleneglutarate mu-
tase, Scheme 5). The most convincing experimental evidence
for this “fragmentation-recombination” mechanism was the iso-
lation of similar amounts of acrylate and glycine (∼0.06 mol
of each per mol of enzyme) when the working enzyme was
interrupted by addition of trifluoroacetic acid (9).

To achieve its catalytic reaction, glutamate mutase faces
the problem of how to surmount the two relatively high
transition-state energy barriers that lead from the 4-glutamyl
radical to acrylate and the glycyl radical and then the re-
combination of these radicals to the 3-methylene-aspartate
radical (Scheme 4). These barriers were computed as ∆H
= + 59.9 and + 66.5 kJ mol−1 (10), respectively, and the
3-methylene-aspartate radical was found to be significantly less
stable than the resonance-stabilized 4-glutamyl radical (∆H
= + 20.3 kJ mol−1). Likewise, with methylmalonyl-CoA mu-
tase and 2-methyleneglutarate mutase the substrate and product
radicals are interconnected via transition states of relatively
high energy. In each case, the intermediate methylene radi-
cal (P• for glutamate and 2-methyleneglutarate mutase, S• for
methylmalonyl-CoA mutase) is much less stable than the part-
ner methine radical, which is stabilized by a carboxylate or
CoA-ester group. It was recently suggested that stabilization of
the methylene radicals by cob(II)alamin in the role of “conduc-
tor” might be required to lower the activation energy for the
process of radical exchange (11). However, this proposal lacks
experimental support.

2-Methyleneglutarate mutase: glutamate
mutase in disguise?

The equilibration catalyzed by 2-methyleneglutarate mutase is
similar to the glutamate mutase reaction but with a methyli-
dene group (= CH2) in 2-methyleneglutarate/3-methylitaconate
in place of the amino center of glutamate/3-methylaspartate.
However, this feature enables a different mechanism (addition-
elimination, Scheme 5, path a) to be followed, although an anal-
ogous mechanism (fragmentation-recombination, Scheme 5,
path b) to that of glutamate mutase is also possible in principle.

N

N

N

N

N

N

O

CO2H

CO2H
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H
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H
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MeCblSH

NH3
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+
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H SMeH
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+ +Cbl(I) H+

methioninehomocysteine

Scheme 2 Two-step synthesis of methionine from homocysteine catalyzed by methionine synthase and using methylcobalamin (MeCbl) derived from
N5-methyltetrahydrofolate and cob(I)alamin (Cbl(I)).

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 5



B12-Dependent Enzyme Reactions, Chemistry of

X H

H

H

NH3
+

NH3
+

H
H

CO2
−

CO2
−

H
H

H

H
H

Me

H
glutamate

mutase
NH3/H+

H

H

−O2C −O2C −O2C
−O2C

−O2C
−O2CH

H

NH3/H+

Scheme 3 Interconversion of (S)-glutamate with (2S,3S)-3-methylasparate catalysed by glutamate mutase that shows two options for ammonia
elimination, one possible and the other not.

H

H

H

NH3
+

NH3
+

H
H

H
H

H

H
HH

H
NH2

CO2
− CO2

− CO2
− CO2

−

H

H

HH

H2N H2N

H

−O2C

−O2C
−O2C −O2C

−O2C
−O2C

Scheme 4 Intermediate radicals in the glutamate mutase reaction.

The mechanism of path a and possibly that of path b are consis-
tent with the results of a study in which 2-methyleneglutarate
was shown to catalyze the equilibration of (Z )-3-methyl(2′-2H1)
itaconate with an equal quantity of its (E )-isomer, as well as
with a 1:1 mixture of (E )- and (Z )-2-methylene(2′-2H1)glutarate
(12). Newcomb and Miranda (13) performed model studies in
which radicals that correspond to S•, P•, and I• (Scheme 5)
were generated, and their rates of interconversion were mea-
sured. It was concluded that these rates were too slow by a
factor of ∼105 relative to the known enzymatic k cat (30 s−1) for
either of the mechanisms of Scheme 5 to be kinetically plausi-
ble. To explain this discrepancy, there could be a role for cob(II)
alamin in the rearrangement as mentioned above and discussed
below.

Methylmalonyl-CoA mutase

This enzyme’s role in humans is to assist the detoxification
of propionate derived from the degradation of the amino acids
methionine, threonine, valine, and isoleucine. Propionyl-CoA is
carboxylated to (S )-methylmalonyl-CoA, which is epimerized
to the (R)-isomer. Coenzyme B12-dependent methylmalonyl-
CoA mutase isomerizes the latter to succinyl-CoA (Fig. 2),
which enters the Krebs cycle. Methylmalonyl-CoA mutase was
the first coenzyme B12-dependent enzyme to be characterized
crystallographically (by Philip Evans and Peter Leadlay). A
mechanism for the catalytic reaction based on ab initio molec-
ular orbital calculations invoked a “partial protonation” of the
oxygen atom of the substrate thioester carbonyl group that fa-
cilitated formation of an oxycyclopropyl intermediate, which
connects the substrate-derived and product-related radicals (14).
The partial protonation was supposed to be provided by the hy-
drogen bonding of this carbonyl to His 244, which was inferred
from the crystal structure of the protein. The ability of the sub-
strate and product radicals to interconvert even in the absence
of the enzyme was demonstrated by model studies (15).

The role of Cob(II)alamin in mutases

In mutases, the separation between cob(II)alamin and the in-
termediate radicals is ∼ 6 Å (cf. ∼ 11 Å in eliminases—see
below), which was taken to suggest the participation of cob(II)
alamin during turnover. In all known mutases, but not in the

eliminases, a methylene radical may need to be stabilized, pos-
sibly by interaction of the dz2-orbital of cob(II)alamin with
the disappearing p-orbital of the 5′-deoxyadenosyl radical and
the emerging p-orbital of the substrate radical during the re-
versible transposition of the hydrogen atom. No coenzyme
B12-independent alternative to the mutases is known at this time,
and such enzymes were predicted (11) not to exist at all.

Unusual isotope effects and hydrogen
tunneling

Unusually high isotope effects have been observed for several
coenzyme B12-dependent reactions. For methylmalonyl-CoA
mutase acting on (CD3)methylmalonyl-CoA, a primary deu-
terium isotope effect of 35.6 at 20◦C was recorded (16).
This effect was ascribed to quantum tunneling in the transi-
tion state for hydrogen (or deuterium) atom abstraction by the
5′-deoxyadenosyl radical. To probe the nature of the hydro-
gen abstraction steps with glutamate, mutase experiments were
performed using labeled coenzyme, substrate, or product (17).
The results were interpreted as providing evidence for hydrogen
tunneling and a coupled motion of the hydrogen atoms at the
adenosyl C-5′ with the hydrogen atom being transferred from
substrate/product.

Coenzyme B12-Dependent
Eliminases

Diol and glycerol dehydratase

Soon after the discovery of glutamate mutase, Robert Abeles
(1926–2000) recognized that the apparently simple conver-
sion of glycerol to 3-hydroxypropionaldehyde catalyzed by
diol dehydratase, was a coenzyme B12-dependent process (18).
It had been long been known that acrolein could develop
from the fermentation of glycerol. During the production of
whiskey, infection of the broth may lead to the production of
3-hydroxypropionaldehyde and hence to acrolein on distillation.
Isotopic labeling studies with glycerol dehydratase showed a re-
markable control of the movement of the oxygen atoms in the
rearrangement of 1,2-ethanediol to acetaldehyde and glycerol
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radical I• (2-acrylate radical accompanied by a 2-acrylate molecule) {AdoCH2 = 5
′
-deoxyadenosyl; AdoCH3 = 5

′
-deoxyadenosine}.

to 3-hydroxypropionaldehyde, which necessitates the postulate
of intermediate geminal diols (Table 1, reactions 7 and 8).
Substrate-derived radicals, which were diagnosed by EPR spec-
troscopy, were implicated as intermediates.

Homolysis of adenosylcobalamin affords cob(II)alamin and
the 5′-deoxyadenosyl radical, which abstracts a H-atom from
C-1 of the diol giving 5′-deoxyadenosine and a substrate-derived
radical in which the pK of the C-1 hydroxyl group has de-
creased from 16 to about 11. Deprotonation of this hydroxyl
group affords a ketyl radical that could eliminate the adjacent
hydroxyl, which yields a resonance-stabilized enoxy radical.
Then, water (or hydroxide) is re-added to obtain a more reac-
tive product-related radical that can reabstract an H-atom from
the transiently formed 5′-deoxyadenosine. Finally, elimination
of water from the intermediate 1,1-diol affords the aldehyde
product. Alternatively, the substrate-derived radical rearranges
to the product-related radical via an oxirane-like transition state
in which there is “partial protonation” of the migrating hydroxyl
group and “partial deprotonation” of the nonmigrating hydroxyl.
The latter proposal was supported by evidence from protein
crystallography of diol dehydratase and ab initio molecular or-
bital calculations of possible reaction pathways (19). In the
eliminases, cob(II)alamin seems to act as a mere spectator that
is not involved in the rearrangement. This view was supported
by the EPR spectroscopy of diol dehydratase, which indicated a
relatively large distance of ∼ 11 Å between cob(II)alamin and
the substrate-derived radical intermediate(s).

Recently, a glycerol dehydratase was discovered in the
anaerobic bacterium Clostridium butyricum, whose active site
contains a glycyl radical formed by the action of the 5′-deoxy-
adenosyl radical on a specific glycine residue of the protein
(20). The 5′-deoxyadenosyl radical is generated not from coen-
zyme B12, but by one-electron reduction of the structurally much
simpler molecule S -adenosylmethionine (SAM), named “poor
man’s B12” by Barker. Hence, this glycerol dehydratase per-
forms the same reaction, probably with a similar pathway, to
the coenzyme B12-dependent glycerol dehydratase.

Ribonucleotide reductase
The building blocks for the synthesis of DNA are 2′-deoxyribo-
nucleotides, which are obtained from ribonucleotides by reduc-
tive elimination of their 2′-hydroxyl group. Three distinctive
ribonucleotide reductases catalyze these reactions: the reduc-
tase of aerobic organisms (e.g., humans, Escherichia coli ) uses
dioxygen with a di-iron or an iron-manganese center for radi-
cal formation; organisms that thrive under anaerobic conditions
(e.g., E. coli and most strict anaerobes) contain a SAM-derived
glycyl radical in their ribonucleotide reductase; and finally,
anaerobic organisms that can live in the presence of dioxygen
(e.g., Lactobacillus and some algae) deploy coenzyme B12 in
their reductase. With SAM and coenzyme B12, it is the adenosyl
radical derived from these cofactors that is responsible for hy-
drogen abstraction from a conserved cysteine (Cys408) to give
a thiyl radical. This species abstracts a hydrogen atom from
C-3′ of the ribose unit that regenerates the cysteine. Deproto-
nation of the 3′-hydroxyl group of the resulting C-3′ radical
affords a ketyl radical, which eliminates the 2′-hydroxyl group
with formation of an enoxy radical, cf. the mechanism of diol
dehydratase. Consecutive reductions that involve a pair of cys-
teine residues yield a deoxyribose unit with a C-3′ radical center
to which a hydrogen atom is donated by Cys408. This process
regenerates the thiyl radical and affords the product (21).

The participation of a cysteine thiol in the abstraction of hy-
drogen from ribose C-3′ coenzyme B12, which is not a feature
of any other of the reactions of Table 1, leads to exchange of
H between this thiol group, the 5′-methylene group of coen-
zyme B12 and water (22). It was also shown that ribonucleotide
reductase catalyzes the conversion of adenosylcobalamin la-
beled with one deuterium atom at C-5′ (initial R/S ratio =
3:1) to monodeuterated coenzyme with R/S ratio = 1. This re-
sult shows that the cobalt–carbon σ-bond is reversibly cleaved
to a 5′-deoxyadenosyl radical, which permits rotation about the
C-4′/C-5′ σ-bond.

Methyltransferases
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Methionine synthase

The crucial steps in the pathway catalyzed by human cytosolic
enzyme methionine synthase (MetH) are the transfer of a
methyl group, first from N 5-methyltetrahydrofolate to the cobalt
of cob(I)alamin to give methylcobalamin (MeCbl), and then
from cobalt to the sulfur of homocysteine to give methionine
(Scheme 2). Our knowledge of MetH is largely from the
incisive experiments of Liptak et al. (23), with crystallographic
characterization of the enzyme by Martha Ludwig and Catherine
Drennan underpinning all else. One large polypeptide (1227
amino acids, 136 kDa) comprises all functions of MetH, which
has four modules. The substrates N 5-methyltetrahydrofolate and
homocysteine bind to a module each. The cobalamin cofactor
binds to a third module with its dimethylbenzimidazole replaced
by His759. The function of the fourth module is to reactivate
oxidized cobalamin to MeCbl using SAM as source of the
methyl group and flavodoxin as reductant (see below). Profound
conformational changes bring the reacting components together
in turn.

The key intermediate in the catalytic pathway is the
“supernucleophile” cob(I)alamin, which attacks N 5-methyl-
tetrahydrofolate, generating tetrahydrofolate and MeCbl. Then
homocysteine (probably as its thiolate) attacks MeCbl, which
yields methionine and regenerates cob(I)alamin (Scheme 2).
The demethylation of N 5-methyltetrahydrofolate is not triv-
ial, even for the “supernucleophilic” cob(I)alamin, and con-
siderable efforts have been invested into understanding this
reaction, dubbed “improbable” by Duilio Arigoni. The ob-
vious mode of activation is by proton transfer to N-5 of
N 5-methyltetrahydrofolate, but as this is weakly basic (pK a 5.1)
the nature of the proton source and mode of transfer has been
difficult to pin down. Recent research from the Matthews group
has shown how the reactivities of cob(I)alamin and methyl-
cobalamin are modulated by the ligand trans to the lone pair of
cob(I)alamin and methyl group of methylcobalamin (21).

It is interesting that E. coli contains two genes that code
for methionine synthase: metH for the cobalamin-dependent
enzyme and metE for a cobalamin-independent enzyme that
depends on an active site Zn2+ to stabilize deprotonated homo-
cysteine (24). This thiolate species demethylates N 5-methyl-
tetrahydrofolate, which is activated by proton transfer to N-5.
MetE is less active (∼ 100 × ) than MetH, and so in the absence
of B12 E. coli it produces much more MetE to compensate for
the lack of MetH.

Cobalamin-dependent methionine synthase contains a built-in
repair mechanism. If accidental oxidation of cob(I)alamin leads
to inactive cob(II)alamin, then the enzyme employs SAM and
reduced flavodoxin to regenerate cob(I)alamin. Although the
redox equilibrium below lies mainly on the left side, any
cob(I)alamin formed is trapped by SAM-dependent methylation
to yield methylcobalamin.

Cob(II)alamin + flavodoxin hydroquinone = Cob(I)alamin
+ flavodoxin semiquinone

The anesthetic nitrous oxide (N2O) inhibits MetH by re-
acting with cob(I)alamin, which probably yields reactive hy-
droxyl radicals that damage the MetH protein (25). Model
studies have shown that N2O reacts with cob(I)alamin, but not

cob(II)alamin or cob(III)alamin complexes, which affords dini-
trogen (N2) and hydroxocobalamin. Repeated anesthesia with
N2O over a few days can be life threatening because the
production of methionine is suppressed, and more seriously,
turnover of folate cofactors stops because folates are trapped
as N 5-methyltetrahydrofolate (“methyl trap hypothesis”). This
mechanism leads to inhibition of DNA and protein synthesis,
and hence cell death.

Other methyltransferases
Corrinoids participate in the global C1 carbon cycle through the
synthesis of methane and acetyl-CoA. Methane formation by
methanogenic archaea exhibits a cobalamin-dependent step in
which an overall methyl transfer occurs from N 5-methyltetrahy-
dromethanopterin to coenzyme M (26). This methionine
synthase-like process is exergonic (∆G◦’ = –30 kJ mol−1)
and is catalyzed by a multienzyme complex that comprises
eight different subunits. The subunit MtrA binds a cob(I)amide
cofactor, which reacts with N 5-methyltetrahydromethanopterin
during the catalytic cycle to give a methylcobamide. This re-
action undergoes a Na+-dependent demethylation by coenzyme
M. The methylcobamide has a formal Co(III) center with the
corrinoid in a base-off/His-on state, whereas the cob(I)amide
is in the four-coordinate His-off state. The conformational
change between these two states may drive the Na+-pump of a
Na+-translocating, membrane-associated process.

The synthesis of acetyl-CoA by the Ljungdahl-Wood path-
way of autotrophic carbon fixation in diverse bacteria and
archaea is catalyzed by a Co- and Fe-containing corrinoid
iron–sulfur protein (CoFeSP). This protein participates in the
transfer of a methyl group from N 5-methyltetrahydrofolate to
the cob(I)amide of CoFeSP to give a methylcob(III)amide,
from which the methyl group is transferred to the reduced
Ni-Ni-(4Fe-4 S) active site cluster A of acetyl-CoA syn-
thase (27).

The astonishing reactivity of cob(I)alamin is exploited in sev-
eral other demethylation reactions, for example, the transfer of
the methyl group of methanol to 2-mercaptoethanesulfonic acid
(coenzyme M) catalyzed by methanol:2-mercaptoethanesulfonic
acid methyltransferase. In this case, protein crystallography has
shown that the methanol molecule is activated for nucleophilic
attack by cob(I)alamin by coordination of its hydroxyl group
to a Zn2+ ion (28). Even more remarkable is the ability of
cob(I)alamin to affect the dechlorination of vinyl halides, for
example, tetrachloroethene to (Z )-1,2-dichloroethene catalyzed
by a dehalogenase from Sulfurospirillum multivorans (29).
Given the wide range of reactions dependent on cob(I)alamin,
it would seem better to designate this species as a coenzyme,
rather than methylcobalamin, which is an intermediate in some
cob(I)alamin reactions.
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All DNA polymerases share a common two-metal ion catalyzed chemistry
of nucleotide incorporation. Structure analysis, however, suggests that
DNA polymerases share one of two different ancestors, which converged to
employ the same mechanism. Escherichia coli, the prototypical bacterium,
encodes five different DNA polymerases. The chromosomal replicase
functions closely with clamps, clamp-loaders, and other proteins. Oxidative
damage to DNA during normal cell growth requires interplay among the
several distinct DNA polymerases, which enable the replicase to circumvent
these obstacles and complete chromosomal replication. Additional
processes involving DNA polymerases are brought into action during
heightened levels of DNA damage. We review here DNA polymerase
structure, catalytic mechanism, and several pathways in which various
bacterial DNA polymerases act.

Introduction

E. coli DNA polymerase (Pol) I is so named because it was the
first DNA polymerase to be isolated and characterized (1). Pol I
remains the most intensively studied DNA polymerase, and its
general structure and properties generalize to other DNA poly-
merases. Sequence comparisons of DNA polymerases derived
from many organisms indicate the presence of at least five dif-
ferent classes of DNA polymerase (Table 1) (2). For simplicity,
we will focus in this review on the DNA polymerases of Es-
cherichia coli . E. coli contains five different DNA polymerases
that assort into four polymerase families (Table 1). Pol I is a
member of the A-family; it is ubiquitous among bacteria and
plays a major role in DNA repair. Pol II is a B-family DNA
polymerase that seems to be involved in repair. Interestingly,
eukaryotic and archael chromosomal replicases are all members
of the B-family. The C-family of DNA polymerase is specific
to bacteria and functions as the chromosomal replicase. E. coli
contains one C-family polymerase, which is referred to as Pol
III. Some bacteria contain two C-family DNA polymerases,
which are referred to as Pol C (the replicase) and DnaE poly-
merase (after the gene encoding it) (3). E. coli contains two
Y-family DNA polymerases, Pol IV and Pol V. Y-family DNA
polymerases have relatively low fidelity and thus differ from
typical DNA polymerases, which usually have very high fidelity
in DNA synthesis (2, 4). For example, DNA polymerases I, II,
and III make mistakes only once every 104–106 nucleotide addi-
tions, and fidelity is assisted in these enzymes by the presence of
a 3′–5′ exonuclease, which is referred to as a proofreader that

removes most of the mistakes made by the polymerase (i.e.,
misincorporated nucleotides) (2, 4). In contrast, Y-family poly-
merases have intrinsically high error rates (10−1–10−3) and are
the only E. coli DNA polymerases that lack 3′–5′ exonuclease
activity (5, 6). These unique properties allow Pol IV and Pol V
to pass over DNA lesions and thus enable chromosome duplica-
tion in the face of DNA damage, but they do so at the expense
of creating mutations (5, 7). Pols II, IV, and V are induced by
DNA damage and are proposed to function collectively and to
enable replication over DNA lesions (4, 8–10)

In this review we summarize the general architecture of DNA
polymerases and the chemistry of the DNA polymerase and
3′–5′ exonuclease activities (see also DNA replication). The
ultimate function of DNA polymerases is the duplication of
genetic material, and therefore, we also describe how Pol III
functions at a replication fork. Lastly, we present a brief
overview of the different repair reactions in which the remaining
DNA polymerases act.

Chemistry of DNA synthesis and 3′ –5′
exonucleolytic proofreading

The substrates for DNA synthesis are a 3′ primed site and
deoxyribonucleoside triphosphate (dNTP) (see Fig. 1). DNA
polymerase catalyzes a phosphoryl transfer reaction that adds
a dNMP moiety to a 3′ terminus of an existing DNA strand,
releasing pyrophosphate (Fig. 1a). The reaction is catalyzed
exclusively by two metal ions (e.g., Mg++) (11, 12). Metal
ion A extracts a proton from the DNA primer 3′ terminal hy-
droxyl group to produce a oxyanion nucleophile, which attacks
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Table 1 DNA polymerase families

Family Examples

A family Bacterial Pol I, phage T5, T7
B Family Bacterial Pol II, Eukaryotic Pol α, Pol δ, Pol ε

C Family Bacterial Replicases, Pol III, Pol C, DnaE
Y Family E. coli Pol IV, Pol V
X Family Eukaryotic Pol β, Nucleotidyl Transferases

the α-phosphate of the incoming dNTP that is base-paired to the
template. Metals A and B stabilize the resulting penta-coordinate
transition state, and metal B also stabilizes the pyrophosphate
leaving group.

The two metal ions are held in place by three conserved
aspartic acid residues. The fact that catalysis is mediated exclu-
sively by metal ions with no direct participation of amino acid
side chains suggests that nucleotide polymerization may have
originated before the evolution of proteins. Specifically, the two
metals may have been chelated by RNA in the primordial “RNA
World” that is thought to have operated before the evolution of
proteins.

The 3′–5′ proofreading exonuclease is called into action when
an incorrect dNMP is added to the 3′ terminus. The 3′–5′ ex-
onuclease is located in a separate domain with a distinct active
site. The chemical reaction of the exonuclease proceeds by
hydrolysis (see Fig. 1b), but it is remarkably similar to the
polymerase reaction. Specifically, two metal ions catalyze the
reaction; metal ion A activates water to form a hydroxyanion
nucleophile that attacks the phosphodiester bond of the 3′ ter-
minal mismatched nucleotide. Metal B stabilizes the developing
charge on the dNMP leaving group.

Structure of DNA polymerases

The crystal structures of multiple representatives of each class
of DNA polymerase have been solved and compared (12). In all
cases, the overall shape is that of a right hand, and it contains
a minimum of three subdomains, which are referred to as the
palm, fingers, and thumb. These subdomains are indicated for
the structure of Pol I shown in Fig. 2a. Although the chain
folding patterns of the fingers and thumb are different among
the different polymerase families, the core architecture of the
palm domain contains the catalytic site for DNA polymerization
and is structurally conserved among the A, B, and Y families.
The chain topology of the palm, and the relative location
of the three Asp residues that hold the catalytic metal ions
in polymerases of the A, B, and Y families, are shown in
Fig. 2b. This conservation of structure in the palm suggests
that the members of the A, B, and Y family share a common
evolutionary ancestor.

Interestingly, C-family DNA polymerases (bacterial repli-
cases) have a different chain topology in the palm, and the
location of the Asp residues are also unique (13, 14). The palm
architecture is shared by the X-family of DNA polymerases that
include eukaryotic Pol β and certain nucleotidal transferases
(Table 1). Presumably X-family polymerases share a common
ancestor with DNA polymerases of the C-family.
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Figure 1 Chemical mechanism of DNA polymerase and 3′ –5′
exonuclease. (a) DNA polymerase reaction. The enzyme chelates two
metal ions using three aspartic acid residues (only two are shown). Metal
ion A abstracts the 3′ hydroxyl proton of the primer terminus to generate a
nucleophile that attacks the α-phosphate of an incoming dNTP substrate.
The phosphoryl transfer results in production of a pyrophosphate leaving
group, which is stabilized by metal ion B. (b) The 3′ –5′ exonuclease
proofreading activity is located in a site that is distinct from the polymerase
site; yet it uses two-metal-ion chemistry similar to DNA synthesis. The
reaction type is hydrolysis in which metal ion A activates water to form the
hydroxy anion nucleophile. Nucleophile attack on the phosphate of the
mismatched nucleotide releases it as dNMP (dGMP in the case shown).

In all DNA polymerases, the DNA lies on the palm of the
polymerase and also interacts with the thumb (see Fig. 2c).
The finger domain binds the incoming dNTP for incorporation
into the DNA chain. The A–T and G–C base pairs have very
similar geometry, and during binding of a dNTP, the fingers
domain closes over the palm to match the dNTP to the template
strand forming a tight enclosure into which only the geometry
of a correct base pair can fit (15). Incorrect base pairs do not
have the correct geometry to fit into this tight enclosure and are
usually released instead of incorporated. In the rare instance of
incorrect nucleotide incorporation, the primed site usually enters
the 3′–5′ exonuclease site for excision of the incorrect terminal
nucleotide (see Fig. 2c).

The 3′–5′ exonuclease intrinsic to DNA polymerase I, and
most DNA polymerases, contributes to high fidelity by the
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(a)

(b)

(c)

Figure 2 Structure of DNA polymerases. (a) The structure of Pol I
represents the general right-hand shape of all DNA polymerases (PDB ID
1QSY). Subdomains and the 3′ –5′ exonuclease domain are indicated. (b)
The chain topology in the palm domain of DNA polymerases indicates
their evolutionary heritage. Left: The A, B, and Y family have four
antiparallel sheets supported by two α helices. The three aspartic residues
that chelate the metal ions are indicated by dots. Right: The C-family and
X-family DNA polymerases contain a set of parallel strands on which the
acidic residues that chelate metal are oriented differently from the A-, B-,
and Y-family DNA polymerases. (c) During misincorporation of an incorrect
nucleotide, the DNA must leave the polymerase active site (left) and enter
the 3′ –5′ exonuclease active site (right). This action requires the melting of
three to four base pairs.

kinetic scheme shown in Fig. 3. Most often, the DNA poly-
merase selects and incorporates the correct dNTP (pathway 1
in Fig. 3). Correct incorporation events are rapid. Incorporation
of an incorrect dNTP (pathway 2 in Fig. 3) is slow, several or-
ders of magnitude slower than incorporation of a correct dNTP
(16, 17). Misincorporation is slow because the incorrect dNTP
does not form a normal base pair with the template strand, and
thus, the geometry of the incorrect base pair does not induce
the correct fit in the enzyme active site needed to bring the
two active site metal atoms into the proper juxtaposition for the
chemical step. Furthermore, if the DNA polymerase incorpo-
rates the wrong nucleotide, the resulting mismatched 3′ terminus
presents yet another slow kinetic barrier to the DNA poly-
merase. The polymerase is very slow to extend the mismatched
product by another nucleotide, because the correct geometry of

the active site metals depends on the DNA substrate being cor-
rectly base paired. Therefore, the slow kinetics of two steps,
misincorporation and extension of a mispaired 3′ terminus, re-
sult in very few mistakes relative to the rapid incorporation of
correct dNTP substrates. The kinetic pauses associated with in-
corporation of an incorrect dNTP give time for a mismatched
primed template to melt and reposition into the separate active
site of the 3′–5′ exonuclease (Fig. 2c and Fig. 3). Once in the
3′–5′ exonuclease active site, the proofreading 3′–5′ exonuclease
rapidly excises the incorrect 3′ terminal nucleotide and thereby
restores the substrate to one that is fully base paired (dashed ar-
row in the scheme of Fig. 3). Thus, the slow steps involved in
misincorporation, combined with the rapid proofreading exonu-
clease removal of mismatched nucleotides, provide the DNA
polymerase with a second try at chain extension. Most retrials
have a positive outcome, which results in the incorporation of
a correct nucleotide base.

DNA polymerase III holoenzyme

High-fidelity chromosomal replication in E. coli is executed
by a multicomponent complex referred to as DNA polymerase
III holoenzyme (see Fig. 4a) (18–21). Pol III holoenzyme
consists of three main subcomponents: Pol III core, β-clamp,
and γ-complex clamp-loader. Pol III core is the replicative DNA
polymerase that consists of three subunits (α, ε, θ): α exhibits
DNA polymerase activity, ε performs 3′–5′ exonuclease activity
necessary for proofreading, and the function of θ is currently
unclear.

Pol III core requires direct association with the β-clamp to
perform processive DNA synthesis. β tethers the polymerase to
its respective template by binding the α subunit of Pol III core
while encircling DNA immediately behind the polymerase (see
Fig. 4a). Coupling of Pol III core to β results in an increase in
both the catalytic rate (∼1 kb s−1) and processivity (>50 kb).

The structure of the β-clamp resembles a symmetrical ring
with sufficient space to accommodate double-stranded DNA
(see Fig. 5a) (22). β is composed of a homodimer with each
protomer consisting of three globular subdomains. The struc-
ture of the eukaryotic clamp, proliferating cell nuclear antigen
(PCNA), is similar to β (23, 24). However, PCNA is composed
of a homotrimer with each protomer consisting of two subdo-
mains. The head-to-tail protomer organization of β results in two
structurally distinct “faces”; the C-terminal face is involved in
intermolecular interactions (i.e., binding Pol III core α subunit)
(see Fig. 5a and 5b). β also binds Pol I, II, IV, and V and is
therefore thought to play a role in polymerase trafficking during
translesion synthesis (which is discussed in more detail below).
Lastly, recent studies indicate that β interacts with DNA repair
proteins MutS, MutL, and DNA ligase (25). The function of β

in DNA repair is currently unclear.
The γ-complex clamp-loader is a heteropentameric ATPase

responsible for assembling β onto DNA at primed sites (26–28).
The clamp loading process is illustrated in Fig. 5b. The
γ-complex binds and opens the ring-shaped β-clamp in the pres-
ence of ATP. The ATP-bound γ-complex selectively binds to a
primed site that stimulates ATP hydrolysis and results in release
of the clamp-loader and closure of β around DNA (20).
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Figure 3 Kinetic steps during DNA synthesis favor incorporation of correct dNTPs. Most often the DNA polymerase selects the correct dNTP that forms a
correct Watson–Crick base pair with the template strand (pathway 1, left). The chemistry of correct dNTP incorporation is rapid, and it allows the
polymerase to proceed rapidly to incorporate subsequent dNTPs. The chemistry of incorporating an incorrect dNTP is slow (pathway 2, right), and
subsequent elongation of the mispaired 3′ terminus is also slow. These two kinetic barriers provide time for the primed template to switch into the
proofreading 3′ –5′ exonuclease active site, where removal of the mispaired 3′ terminus is rapid. The excised and fully base paired primed site then
switches back to the DNA polymerase active site (dashed arrow).

γ-complex is a member of the AAA+ (ATPases Associated
with various cellular Activities) family of proteins that are
involved in molecular remodeling activities (29). The “minimal”
γ-complex includes only the subunits required for β-clamp
assembly (γ3, δ, δ′). Importantly, the subunit composition of
γ-complex exists in various states within the cell (reviewed
in References 18 and 20) (which is discussed in more detail
below). γ is the only subunit to exhibit ATPase activity and is
therefore referred to as the “motor.” δ is responsible for opening
the β-clamp and is referred to as the “wrench.” δ′ is proposed to
act as a “stator” (a part against which other parts of a machine
move) because it is thought to be rigid relative to the other
subunits.

The five clamp loading subunits (γ3, δ, δ′) of the γ-complex
are arranged in a spiral (see Fig. 5c) (26). A similar spiral-like
subunit organization is found within the pentameric eukary-
otic clamp-loader, RFC (30). The three ATP binding sites
of γ-complex lie at the subunit interfaces and contain SRC
(serine–arginine–cysteine) motifs common among all clamp-
loaders, although mechanistic differences are proposed to exist
in how ATP is coupled to the clamp loading process in bacterial
and eukaryotic clamp loaders (31).

Pol III function at the replication fork

The proteins currently thought to act at the replication fork
include two Pol III core molecules, two β-clamps, γ-complex,
DnaB helicase, primase, and single-stranded DNA binding pro-
tein (SSB) (see Fig. 4a) (20, 32). Each Pol III core is dedicated
to either the leading or the lagging strand and is tethered to its
respective template via binding to the β-clamp. The unwound
portion of the lagging strand is thought to form a “trombone”
loop that enables codirectional movement of the lagging strand
polymerase and the replisome (33).

The clamp loader acting at the replication fork is thought to
be composed of subunits γ, τ2, δ, δ′, χ, ψ (32, 34, 35). In this
configuration, two γ subunits are substituted by two τ subunits.

γ (47 kDa) and τ (71 kDa) share identical N-terminal clamp
loading sequences as they are encoded by the same gene, dnaX .
However, γ is truncated because of an efficient translational
frameshift that produces approximately equal amounts of γ and
τ. The χ subunit connects to SSB and is held in the structure
by ψ (36). The χ-to-SSB connection enhances processivity and
enables efficient transfer of RNA primers from primase to the
clamp loader (37). Each τ subunit binds to a single Pol III
core thereby linking the leading and lagging strand polymerases
together (see Fig. 4a) (14, 21, 38, 39).

DnaB is the replicative helicase that unwinds the parental
duplex DNA ahead of the replication fork (see Fig. 4a) (40).
DnaB encircles the lagging strand as a homohexamer and uses
the energy of ATP hydrolysis to unwind DNA with 5′–3′ polarity
(see also DNA Helicases, Chemistry and Mechanisms of).
DnaB is connected to Pol III holoenzyme via its interaction with
the τ subunit of the clamp loader (41). This interaction greatly
stimulates DnaB activity at the replication fork (42). DnaB also
binds to and stimulates primase, which is a specialized RNA
polymerase that synthesizes RNA primers approximately 12
nucleotides in length to initiate DNA synthesis (1, 43).

The mechanism of Pol III action at the replication fork
is illustrated in Fig. 4. The lagging strand is synthesized as
discontinuous sections of 1–3 kb called Okazaki fragments. An
Okazaki fragment is initiated by primase action (see Fig. 4a).
The clamp loader uses the energy of ATP hydrolysis to assemble
β onto the newly synthesized RNA primer (see Fig. 4b). The Pol
III core binds β and processively synthesizes the DNA portion of
the Okazaki fragment, which creates a DNA loop (see Fig. 4c).
The Okazaki fragment is completed when Pol III encounters the
5′ end of the previous Okazaki fragment and dissociates from
the DNA, which disassembles the loop. Pol I is required for
Okazaki fragment maturation and is discussed below.

The leading strand polymerase performs DNA synthesis in
a continuous fashion and therefore requires one initial priming
event. However, DNA damage or other impediments along the
leading strand may block progression of the replication fork and
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Figure 4 Pol III function at the replication fork. Leading and lagging strand synthesis are performed in a continuous and discontinuous fashion,
respectively. The lagging strand is synthesized in contiguous sections called Okazaki fragments. (a) An Okazaki fragment is initiated as primase synthesizes
a short RNA primer along the lagging strand. (b) The γ-complex clamp loader uses the energy of ATP hydrolysis to assemble β at the newly primed site.
(c) The lagging strand polymerase cycles to a newly synthesized primed site after completing the previous Okazaki fragment. (d) The lagging strand
polymerase synthesizes the DNA portion of the next Okazaki fragment. (Adapted with permission from Reference 20.)

lead to additional priming events enabled by replication restart
mechanisms (reviewed in Reference 44). Lagging strand blocks,
such as damaged bases, are inconsequential to the progression
of the replisome because the lagging strand polymerase readily
cycles among numerous primed sites (45–47).

The repair of arrested replication forks involves two ma-
jor pathways: recombinational repair and translesion synthesis.
Recombinational repair uses RecA and a host of other recombi-
nation factors that facilitate strand exchange and non-mutagenic

replication across damaged DNA (reviewed in References
48–50). Translesion synthesis employs low-fidelity DNA poly-
merases that often perform mutagenic replication opposite a
damaged template (reviewed in References 5–7).

Translesion synthesis by low-fidelity
DNA polymerases
Chromosomal DNA is often damaged by exposure to exogenous
(i.e., UV irradiation, chemical agents, etc.) and endogenous (i.e.,
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Figure 5 Structure and function of β-clamp and γ-complex. (a) The structure of β resembles a ring with sufficient space to accommodate duplex DNA. β

is a homodimer in which each protomer contains three globular subdomains. The protomers are arranged in a head-to-tail fashion resulting in two
structurally distinct ‘‘faces.’’ The C-terminal face is involved in intermolecular interactions. Protomers are indicated in light and dark shades (PDB ID 2POL).
(b) γ-complex uses the energy of ATP hydrolysis to assemble β onto DNA at primed sites. γ-complex binds to and opens β in the presence of ATP. The
clamp loader selectively binds to primer–template junctions, which stimulates ATP hydrolysis and results in dissociation of γ-complex and closure of β

around the DNA. DNA polymerase binds the C-terminal face of β and initiates DNA synthesis at the primed site. (c) Subunit organization of γ-complex
clamp loader. The γ-complex is composed of five subunits (γ3, δ′, δ) that are arranged in a spiral-like fashion. γ-complex contains three ATP sites that lie at
the subunit interfaces and include an ‘‘arginine finger’’ within a conserved SRC motif. The ATP site organization of the γ-complex is proposed to confer
cooperativity between subunits. (Adapted with permission from Reference 20.)

oxidative damage) insults (see also DNA Damage, Chemical
Biology of Diseases Related to (51). Spontaneous mutagenesis
of nucleotide bases by cytosine deamination to yield uracil also
occurs with high frequency in the cell. DNA repair mechanisms
have evolved to excise and repair various types of DNA damage
(discussed below) (see also DNA Damage Repair, Chemistry
of). However, the replication fork sometimes encounters DNA
damage that has evaded the repair machinery. Pol III and other
high-fidelity DNA polymerases cannot replicate damaged DNA.
Thus, the replication fork becomes arrested at the site of DNA
damage. Low-fidelity lesion bypass DNA polymerases can ex-
tend DNA across various types of damaged DNA, but this often
results in a mutation. Thus, switching between high-fidelity and

low-fidelity DNA polymerases is thought to facilitate replication

through sites of DNA damage (4, 8–10, 52).

Pol I and Pol III exhibit high-fidelity DNA synthesis and

make mistakes on average of only 1 in 105–107 nucleotides

(5, 16, 17). Y-family Pol IV and Pol V misincorporate nu-

cleotides 10 to 1000 times more frequently and are error-prone

lesion bypass polymerases that are associated with the muta-

genic response of cells to DNA damage (5, 6, 16, 52). Structures

of Y-family polymerases suggest that replication of past aber-

rant nucleotides is likely caused by a highly solvent exposed

DNA binding cleft (53, 54). Thus, bulky lesions and nucleotide

mismatches are more permissible among this class of enzyme.
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Replication fork arrest by DNA damage leads to RecA me-
diated induction of the SOS response pathway. The SOS re-
sponse involves upregulation of over 40 genes that facilitate
increased viability during stress (i.e., chemical agents, UV light,
and nutrient deficiency) (reviewed in References 5 and 6). The
DNA polymerases that are upregulated during the SOS re-
sponse include Pol II, Pol IV, and Pol V. Pol II is the first
DNA polymerase to be induced (∼1 minute). Interestingly,
Pol II has been shown to perform high-fidelity DNA synthe-
sis (error rate ∼10−5 to 10−6 per base pair) on undamaged
templates, but despite this, Pol II seems to be involved in
error-prone DNA synthesis in vivo (4, 55). Pol II is some-
what of an enigmatic enzyme because it has been implicated
in translesion synthesis, adaptive mutation, and recombinational
repair (which is discussed below) (4–6, 56). Additional study
is required to understand the relevant functions of Pol II in
the cell.

Pol V is upregulated from <15 to ∼200 copies per cell
approximately 45 minutes after SOS induction. Pol V is a
heterotrimer with a subunit composition of UmuD′

2C (see
Fig. 6a). UmuC contains the catalytic domain of Pol V. UmuD′

is the product of RecA-mediated proteolytic cleavage of UmuD.
Importantly, Pol V function requires RecA, and the mechanism
by which RecA stimulates Pol V activity has been under
investigation for several years (57). Recent data indicate that
RecA nucleoprotein filaments act in trans to stimulate Pol V
(see Fig. 6a) (57, 58). Interestingly, RecA filaments in cis
(immediately 5′ to Pol V on the DNA template) do not stimulate
Pol V (59). Pol V and SSB may cooperate to displace RecA
from DNA (57, 60). Alternatively, recent data indicate that
RecA may be removed by UvrD helicase, as UvrD is also
induced during the SOS response, but whether UvrD plays a
direct role in translesion synthesis is currently an open question
(61, 62).

Pol IV and Pol V use the β-clamp (63–66) and are capable of
synthesizing DNA opposite various types of lesions (i.e., abasic
site, thymine dimer, and benzo(a)pyrene) (see Table 2) (4, 8,
9, 67). Pol IV is expressed constitutively at ∼250 copies per
cell, suggesting a role during normal growth, and consistent
with the finding that Pol IV is required for adaptive mutation
under nonlethal conditions (6). Pol IV is increased 10-fold after
SOS induction where it is presumably used to bypass lesions. In
contrast, Pol V is undetectable during normal growth conditions
and probably only plays a role during DNA damage.

All five E. coli DNA polymerases function with β, and
therefore, it is perhaps not surprising that recent biochemical
studies demonstrate that β plays a central role in different
polymerases switching on DNA primed sites during translesion
synthesis (7, 58, 68). A model for Pol IV/Pol III switching
during translesion synthesis based on structural and biochemical
studies is illustrated in Fig. 6b. The dimeric β-clamp can bind
both Pol IV and Pol III simultaneously, and it is proposed to
hold Pol IV away from the DNA template while Pol III actively
synthesizes DNA (68, 69). However, during a Pol III encounter
with a lesion, Pol IV is allowed to gain access to the template
in place of Pol III. After the lesion is bypassed by Pol IV, the
high-fidelity Pol III regains control of the primed site. These

events limit the action of the low-fidelity Pol IV to the region
in which it is required to bypass a lesion.

DNA polymerase activity during repair
Oxidative damage that leads to replication fork arrest is com-
mon during bacterial growth and probably occurs at least once
during each cell division even under the most favorable con-
ditions (48, 51). Most lesions are not dealt with by mutagenic
polymerases, but instead they are repaired by recombination,
which is an error-free process. Recombinational repair can take
many different paths and employs several different proteins, but
ultimately, it involves high-fidelity DNA polymerases such as
Pol I, Pol II, and/or Pol III (6, 49, 56). For additional infor-
mation, we refer the reader to more thorough reviews of the
various recombination repair pathways (44, 48–50 , 70).

Even high-fidelity DNA polymerases sometimes incorporate
an incorrect nucleotide. All cells contain a specialized mismatch
repair system that catches these errors and corrects them. Mis-
match repair involves excision of DNA past the mismatch, and
eventually, it allows Pol III to try again (reviewed in References
71 and 72). The process of mismatch repair requires proteins
MutS and MutL, among others. Mutations in the human homo-
logues of these proteins lead to a predisposition to development
of tumors (73).

Nucleotide excision repair (NER) is responsible for removing
a wide array of DNA lesions that predominately occur as a result
of exposure to oxygen or UV light (reviewed in Reference
74) (see also DNA Damage, Chemical Biology of Diseases
Related to)). Unlike mismatch repair, NER employs Pol I to
replace damaged DNA. NER also requires the action of Uvr
(ultraviolet radiation) proteins that were originally discovered
because of their ability to sustain cell growth after exposure
to UV irradiation. Like MutS and MutL, mutations in the
human homologues of the Uvr proteins predisposes individuals
to cancer.

Base excision repair (BER), in which a single damaged base
is excised and replaced, also uses Pol I to replace the modi-
fied nucleotide. BER is involved predominately in the repair of
apurinic and apyrimidinic nucleotides [abasic (AP) sites) that
frequently develop from spontaneous hydrolysis (reviewed in
Reference 75). Importantly, BER is also responsible for remov-
ing uracil from DNA, which is the product of cytidine deam-
ination. Bases modified by oxidation and alkylation are also
repaired; however, these modifications occur less frequently.

A recent study suggests that Pol IV and Pol V may also
be involved in BER because of their intrinsic lyase activity
(76). Shen et al. demonstrate relatively weak 5′-phosphodiester
bond cleavage of an abasic site (AP/5′-dRP activity) by Pol IV
and Pol V. Interestingly, several DNA polymerases from the
X, A, and Y families exhibit lyase activity. Human Pol β, for
example, exhibits strong AP/5′-dRP activity and is thought to
be involved in the excision and incorporation of nucleotides
during BER (77, 78). Furthermore, eukaryotic pol ι, which is a
Y-family homolog of Pol IV and Pol V, has also been shown to
exhibit AP/5′-dRP activity (79). Additional studies are required
to determine whether Pol IV and Pol V are involved in BER.

Lastly, Pol I is responsible for repairing DNA during Okazaki
fragment maturation. Pol I replaces the RNA portion of Okazaki
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(a)

(b)

Figure 6 Mechanisms of translesion synthesis. (a) Activation mechanism of Pol V during translesion synthesis. Pol V is a heterotrimer composed of
subunits UmuC, D′

2: UmuC is the catalytic domain, and UmuD′ is the product of RecA mediated proteolysis. Translesion synthesis by Pol V is activated by
the presence of a RecA filament in trans. (b) Model of DNA polymerase switching during translesion synthesis. Pol III* and Pol IV each bind to a β protomer
at a conserved hydrophobic protein binding pocket (QL[S/D]LF). 1. Pol III* is arrested at the site of DNA damage, whereas Pol IV is held in an inactive state
away from the DNA. 2. Pol IV gains hold of the primer terminus from Pol III* at the stall site; Pol III* is now held away from the DNA. 3. Pol IV extends the
DNA past the lesion. 4. Pol III* regains hold of the primer terminus from Pol IV.

Table 2 Properties of translesion DNA polymerases

Lesion DNA polymerase Mutation

Abasic site (2, 80) Pol IV –1 frameshift
Pol V Preferential incorporation of dATP and dGTP

Benzo(a)pyrene (4, 81) Pol IV, Pol V –1 frameshift
N-2-acetylaminofluorene (4) Pol IV, Pol II –2 frameshift

Pol V –1, –2 frameshift
8-oxo-guanine (9) Pol IV, Pol V –2 frameshift
6-4 Thymine-thymine photoproduct (2) Pol V T → C

Adapted with permission from Reference 5.

fragments using its 5′–3′ exonuclease activity and synthesizes
DNA in its place. The remaining nick between adjacent Okazaki
fragments is repaired by DNA ligase.

Future perspectives

The work of many laboratories has provided significant insight
into the detailed workings of Pol III function at the replication
fork. The way in which the replisome interacts with other DNA
processes (i.e., DNA compaction, transcription, and recombi-
nation, repair), however, is poorly understood. For example,
how does Pol III holoenzyme replicate through high-affinity
protein–nucleic acid complexes such as RNA polymerase or re-
pressor proteins? What is the fate of the replication components
after an encounter with a blocking lesion? Does the replisome

directly recruit or interact with recombination factors that re-
pair broken forks? β has been shown to bind mismatch repair
proteins MutS and MutL. What is the significance of these in-
teractions?

The presence of five DNA polymerases in E. coli suggests
that access to primed sites might be regulated. Indeed, recent
biochemical data indicate that β plays a major role in switching
between high-fidelity and low-fidelity DNA polymerases during
translesion synthesis. High-fidelity DNA polymerases Pol I and
Pol II also bind to β and are expressed at relatively high levels
relative to Pol III. Do high-fidelity DNA polymerases compete
for primed sites during normal growth? Furthermore, we still
do not understand the major role of Pol II in the cell.

Lastly, translesion synthesis by Pol V is stimulated by RecA
filaments in trans . The presence of RecA filaments in cis (on
the DNA template), however, inhibits the activity of Pol V.

8 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.
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Additional work is required to elucidate the exact mechanism
and organization of RecA filaments in the cell responsible for
Pol V activation. Future studies will likely reveal the answers
to many of the questions addressed above.
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Microbes have evolved a myriad of mechanisms to overcome the toxic
effects of antibiotics, which include the production of enzymes that modify
or degrade antibiotics, complex membrane-associated efflux systems that
can pump antibiotics out of the cell, modification of antibiotic targets, and
the production of immunity proteins. The biochemical logic of resistance is
often intimately linked with the mode of action of the antibiotics. As a
result, chemical biology approaches for understanding resistance not only
have application in our understanding of this phenomenon, but also they
can guide the generation and deployment of new antibiotics. In this
review, a survey of the chemical strategies employed by bacteria to resist
antibiotics is presented with an emphasis on the molecular mechanisms of
resistance enzymes and proteins.

Modern anti-infective chemotherapy is founded on the deploy-
ment of an arsenal of potent and safe small-molecule inhibitors
of microbial growth. As a result, it is not an understatement to
say that antibiotics and antibacterial agents have revolutionized
health care during the last century. These compounds are, re-
spectively, natural product and synthetic small molecules that
inhibit bacterial growth. For simplicity, in this review, the term
“antibiotic” will be used to refer to both natural products and
synthetic molecules.

Since the first articulation of the concept of the “magic
bullet” by Paul Ehrlich to describe the discovery and use
of small-molecule inhibitors of microbial growth (1), there
has been a concerted effort to identify new antibiotics in
chemical libraries and from natural sources. Following Ehrlich’s
efforts, the synthetic sulfa drugs that inhibit p-aminobenzoic
acid biosynthesis dominated anti-infective therapy in the 1930s
and early 1940s. The discovery of the highly potent fungal
natural product penicillin, followed by peptide antibiotics such
gramicidin from soil bacteria (2), ushered in a period of roughly
15 years of intense natural product drug discovery that revealed
almost all the chemical classes of antibiotics in current clinical
use.

As has been well documented elsewhere (3, 4), there was
roughly a 25-year gap between the introduction of the quinolone
antibiotics and the next new chemical class of antibiotics, the
oxazolidinones. During this interval, innovation in antibiotic
drug design and discovery was focused on the semisynthetic
tailoring of natural product antibiotic scaffolds to improve
pharmacologic properties and, most importantly, to overcome
resistance to existing antibiotics.

Since the first use of antibiotics, bacterial insensitivity to
these cytotoxic agents, both intrinsic and acquired, has been
observed. Antibiotic resistance can be the result of an inability
of the compound to enter the cell, active efflux from the cytosol,
mutation or alteration of the primary molecular target, seques-
tration of the antibiotic, and enzymatic destruction or chemical
modification of the compound (Table 1). Each of these mecha-
nisms requires unique chemical strategies to achieve the same
biological outcome: continued cell growth in the face of toxic
compounds. This review will discuss the principal mechanisms
of antibiotic resistance emphasizing the biochemical logic of the
strategy to overcome the cytotoxic effects of antibiotics.

Biological Context of Antibiotic
Resistance

Antibiotic resistance is a major clinical problem with great
impact on the successful treatment of infectious disease (5). Re-
sistance increases mortality and morbidity, and it lengthens hos-
pital stays. Health-care costs associated with antibiotic-resistant
infections range between $6000 and $30,000 USD per patient
(6). Furthermore, the rate of resistance continues to rise in all
important human pathogens year after year (7). Limits on the
use of certain antibiotics and drug cycling can help in some
cases to mitigate resistance; however, even when restricted-use
protocols are in place, resistance continues to be a problem
(8, 9). Therefore, once resistance emerges, it is a continuing
clinical difficulty that must be managed.
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Table 1 Molecular mechanisms of antibiotic resistance

Mechanism Example antibiotics

Enzymatic
Inactivation (e.g., Hydrolysis) β-Lactams, Fosfomycin
Covalent Modification Aminoglycosides, Chloramphenicol
Oxidation/Reduction Tetracycline

Altered transport
Efflux Tetracycline, Fluoroquinolones
Reduced Uptake Aminoglycosides, Chloramphenicol

Others
Sequestration β-Lactams, Enediynes
Immunity Proteins Bleomycin, Tetracycline
Target Modification Fluoroquinolones, Macrolides
Altered Metabolic Pathway Vancomycin
Target Overexpression Trimethoprim

Paradoxically, it is the remarkable potency of these drugs that
is their Achilles heel. Resistant bacteria are selected by expo-
sure to antibiotics, which nondiscriminately kill off susceptible
organisms. The resultant and powerful “adapt or die” evolution-
ary pressure selects for microbes with the ability to evade the
toxic effects of these agents. This antibiotic insensitivity can
be intrinsic, i.e., a consequence of the genetic or physiologic
makeup of microorganisms, or it can be acquired from other
sources, generally through the aegis of mobile genetic elements.

Intrinsic antibiotic resistance

Microbial metabolism is largely contained within the cell en-
velope and the cell interior. The intracellular physiology and
biochemistry (ribosomes and protein translation, nucleic acid
replication and transcription machinery, metabolic pathways,
etc.) are, for the most part, conserved throughout the bacte-
rial kingdom. On the other hand, the bacterial cell envelope is
more structurally diverse. In particular, the presence of a rela-
tively impermeable outer membrane in Gram-negative bacteria
is a barrier to many classes of antibiotics. The bacterial outer
membrane comprises an asymmetric bilayer with a phospholipid
interior and a lipopolysaccharide (LPS) exterior. This anionic
LPS layer is bridged through cationic metals providing an addi-
tional physical diffusion barrier for small and large molecules.
Access to the interior of the cell is provided by a series of
membrane proteins (e.g., porins) that recognize and allow the
transport of nutrients and other metabolites. Antibiotics such as
the glycopeptides, macrolides, and others have difficulty pene-
trating the outer membrane. As a result, Gram-negative bacteria
are consequently intrinsically resistant to these drugs; microbial
physiology is therefore the resistance determinant.

The absence of a sensitive microbial target is also a form of
genetic intrinsic resistance. The oxirane antibiotic fosfomycin
covalently modifies the target protein MurA on a sensitive
and catalytically relevant Cys residue (Fig. 1) (10). MurA cat-
alyzes the formation of N -acetylmuramic acid via enoylpyru-
vyl transfer of phosphoenol pyruvate onto the acceptor sugar

N -acetylglucosamine, providing the necessary carboxylate an-
chor for attachment of the pentapeptide required for bacterial
peptidoglycan (cell wall) formation. Bacteria that encode a
MurA orthologue where the susceptible Cys is replaced by an
Asp (e.g., Mycobacteria) are intrinsically genetically resistant
to fosfomycin (Fig. 1) (11, 12).

Another confounding physiologic barrier to antibiotic action
is the bacterial growth state. Most bacteria can grow in plank-
tonic form where cells are free living and are uniformly exposed
to antibiotics. Most antibiotic susceptibility tests are in fact per-
formed on this cell state to determine the minimal inhibitory
concentration (MIC) of antibiotic required to arrest cell growth.
However, many important pathogens such as Staphylococcus
aureus and Pseudomonas aeruginosa can form biofilms on sur-
faces (e.g., on catheters or mucosal layers of the lung) where
most cells are metabolically quiescent and often highly resistant
to antibiotics. Furthermore, other organisms can enter eukary-
otic cells and thus evade host defense systems. For pathogens
such as Mycobacterium tuberculosis and Chlamydia, it is es-
sential for pathogenesis, whereas for others such as the enteric
pathogens Salmonella and Escherichia, it exacerbates infection.
Once inside the cell, these organisms often shift metabolic ac-
tivities and can enter a relatively inactive state, sometimes for
long periods of time. Successful antibiotic therapy, therefore,
requires not only penetration of the eukaryotic cell without as-
sociated toxicity, but also sufficient antimicrobial activity to kill
the often slow-growing bacterial cells in this environment.

These passive obstacles to antibiotic action complicate treat-
ment of infectious disease in the absence of highly accurate
diagnostic tools to identify the infectious pathogen. Intrinsic re-
sistance is problematic but is predictable and easily identified
in the preclinical drug discovery stages. As a result, the spec-
trum of susceptible microbial species is well known before the
compound enters the clinic.

Acquired antibiotic resistance

In contrast to intrinsic resistance, which is genetically and phys-
iologically “hard wired,” acquired antibiotic resistance occurs
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Figure 1 The action of the antibiotic fosfomycin requires an active-site Cys residue in the target MurA. Substitution of Asp for Cys in some bacterial
species results in intrinsic fosfomycin resistance.

as a consequence of antibiotic use. Acquired resistance often
requires the presence of the antibiotic for selection of resis-
tant species within a susceptible genetic background. Resistance
can emerge as a result of mutation of target genes on the
chromosome (e.g., point mutations in DNA gyrase that con-
fer fluoroquinone antibiotic resistance) (13) or by the presence
of resistance genes that are captured on mobile and associated
genetic elements such as plasmids, transposons, and integrons
(14). The sequencing of entire bacterial genomes has revealed
that these resistance-associated genetic elements can sometimes
be components of the normal genetic makeup of a given bac-
terial species (especially transposons and integrons), but more
often they are acquired as a result of selection in the face of an-
tibiotic exposure. Conventional wisdom suggests that acquired
resistance results in a genetic and physiologic burden that makes
these organisms less fit in the absence of antibiotic selective
pressure, although second site mutations can compensate (15).

One of the confounding issues with acquired resistance by
way of mobile genetic elements is linkage of multiple resis-
tance genes on a single element. R-Plasmids, integrons, and
transposons often carry not only one resistance gene, but sev-
eral (Fig. 2). As a result, selection of resistance to one antibiotic
can inadvertently select for resistance to others, which can be
especially problematic in clinical settings, can contribute to fail-
ure of antibiotic cycling countermeasure strategies within these
institutions, and can add to the difficulty in eliminating antibiotic
resistance once it has emerged.

Chemical Biology of Antibiotic
Resistance

Antibiotic resistance can be the result of several molecular
mechanisms (Table 1). Some of the most important of these
mechanisms include enzyme-catalyzed antibiotic inactivation or
modification, altered transport such as efflux, and others such
as metabolic bypass and sequestration. Each of these mecha-
nisms requires the synthesis of associated proteins to mediate
resistance. These are often highly specialized and efficient, and
frequently the corresponding genes can be acquired on mobile

genetic elements. In this fashion, the antibiotic resistome (16),

which is the collection of all resistance genes within the bac-

terial kingdom, has the potential to be shared and can cross

species and genus boundaries.

In a simplistic but useful view, antibiotic molecules com-

prised a target-specific “warhead” and a bioactive delivery ve-

hicle or scaffold (Fig. 3). The warhead interacts specifically

with the target (protein, RNA, DNA, membrane) and forms key

molecular interactions with it. These interactions can be cova-

lent in the case of electrophilic chemical fragments such as with

β-lactams, β-lactones, and oxiranes, or noncovalent through hy-

drogen bonds, electrostatics, and so on. Consequently, alteration

of the antibiotic at the warhead region or of the reciprocally vi-

tal antibiotic binding site on the target results in resistance. On

the other hand, the delivery vehicle/scaffold portion of the an-

tibiotic generally provides few essential interactions with the

molecular target but instead contributes physical properties that

enhance bioavailability (e.g., membrane permeability) or im-

parts structurally important features such as rigidity that ensure

appropriate display and structure of the warhead. As a result,

the scaffold portion of the antibiotic molecule tends to be more

tolerant of chemical alteration. In fact, chemical modification of

the molecular scaffold while preserving the antibiotic warhead

has been the principal occupation of medicinal chemists since

the first antibiotics were isolated from natural sources. The goal

of these modifications is to improve pharmacology, evade re-

sistance, and circumvent proprietary structure limitations. As a

result, this region of the antibiotic molecule is generally not a

principal target for resistance mechanisms; nonetheless, modifi-

cation of key scaffold regions such as cyclizing bonds can result

in resistance.

Next, various biochemical strategies employed by microor-

ganisms to evade antibiotics are discussed with an emphasis on

describing the chemical logic of the approach.
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Use of antibiotic A co-selects for resistance to antibiotics B-E
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Figure 2 Integrons, transposons, and R-plasmids often collect multiple antibiotic resistance genes. As a result, selection of one resistance mechanism
coselects for resistance to additional resistance genes. The scheme shows a typical arrangement for an integron with associated integrase-encoding gene
(int), a promoter to drive gene transcription (P), and antibiotic resistance elements (A-E).
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Figure 3 Antibiotics consist of an active warhead and associated chemical scaffold.

Antibiotic Resistance by Enzymatic
Mechanisms

One of the most effective and potent strategies in which mi-
crobes have evolved to evade antibiotics is the chemical modifi-
cation of these cytotoxic compounds. This approach is generally
very selective to the specific antibiotic or class, thereby avoiding
undesirable side reactions and minimally perturbing normal bac-
terial metabolism. The general strategy is to destroy or otherwise
mask the warhead, which results in resistance. The biochemical
logic of several examples is discussed below.

Antibiotic destruction

One of the most potent and physiologically irreversible mech-
anisms of antibiotic resistance is via chemical destruction of
the antibiotic warhead or scaffold. This destruction can occur
through several mechanisms, but hydrolytic approaches pre-
dominate (Fig. 4). Resistance to the highly important β-lactam
antibiotics by β-lactamases is the archetype of this class. The
β-lactams include the natural product penicillin and cephalos

porin scaffolds as well as the synthetic mono-bactams such
as azetronam. The highly strained β-lactam ring is the antibi-
otic warhead, covalently modifying target transpeptidase and
carboxypeptidase enzymes required for the synthesis and mat-
uration of peptidoglycan (Fig. 5). This molecular strategy is
analogous to the modification of MurA by fosfomycin as dis-
cussed above (Fig. 1), but in this case, covalent enzyme in-
activation affects late-stage peptidoglycan biosynthesis on the
outside of the cell rather than early-stage intracellular steps.
The β-lactamases hydrolyze the thermodynamically activated
β-lactam ring irreversibly incapacitating the antibiotics.

Numerous β-lactamases have been cloned and characterized
(recently reviewed in Reference 17). These enzymes are often
secreted into the periplasmic region (the immediate extracellular
space of the plasma membrane, bounded by the outer membrane
in the case of Gram-negative bacteria) setting up a perimeter
defense to intercept the antibiotics before they reach their
molecular targets. The associated genes very frequently are
on mobile genetic elements, but many bacteria also harbor
orthologues within their genome (18).
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Figure 4 Hydrolytically sensitive antibiotics include the macrolides, oxirane, and β-lactams. The hydrolytically sensitive region is circled in each structural
class.

(a)

(b)

Figure 5 Action of β-lactam antibiotics. Cell wall biosynthetic transpeptidases activate peptidoglycan peptides for cross-linking by formation of a covalent
enzyme intermediate (A). The reactivity of the active-site Ser nucleophile is exploited by β-lactam antibiotics such as penicillin G (shown) to form a
hydrolytically stable acylenzyme (B).

The β-lactamases have mirrored the chemical strategy of
proteases to cleave the β-lactam bond. The main β-lactamase
families emulate Ser or metallo-protease mechanisms to perform
ring-opening hydrolysis of the β-lactam ring, destroying the
antibiotic warhead in the process (Fig. 6). The Ser enzymes
mimic the first step in peptidoglycan transpeptidase reaction by
formation of an acyl-enzyme intermediate. However, unlike the
transpeptidase, this intermediate is short lived and subsequent
hydrolysis releases the inactive antibiotic (Fig. 6).

Similarly, metallo-β-lactamases share with metallo-proteases
activation of a hydrolytic water molecule by interaction with
an active-site Zn2+ ion. These lactamases have gained clinical
prominence in the past few years as a result of their associ-
ation with carbapenem resistance. The carbapenems, such as
meropenem and imipenem, are β-lactam antibiotics that have
been introduced to circumvent Ser-β-lactamase activity. The
trans stereochemistry across the 6-5 bond rather than the cis
geometry found in most other β-lactams (Fig. 7) contributes to
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Figure 6 β-Lactamases hydrolytically cleave the susceptible β-lactam ring using Ser and metallo-protease mode chemistry.

Figure 7 Comparison of the structures of amoxicillin and imipenem. The change in configuration across the 5-6 bond in imipenem maintains the ability
to bind to penicillin binding proteins but provides insensitivity to many Ser-β-lactamases.

the relative stability of these antibiotics to Ser-β-lactamases and,
as a result, are drugs of choice for treatment of infections caused
by β-lactam-resistant bacteria. However, carbapenems are sus-
ceptible to metallo-β-lactamases such as IMP and VIM that are
becoming widely distributed among Gram-negative bacteria and
are a growing clinical concern (19).

Hydrolytic enzymes are also known to inactivate the oxi-
rane antibiotic fosfomycin and macrolides antibiotics such as
erythromycin by ring-opening epoxidase and esterase activ-
ity, respectively (Fig. 4). The former mechanism is exempli-
fied by the Mn2+-dependent enzyme FosX from the soil bac-
terium Mesorhizobium loti (20). The bulk of clinically important
macrolide antibiotic resistance occurs through ribosomal RNA
methylation or efflux mechanisms. As a result, macrolide es-
terases are presently not a major clinical problem. However,
the genes encoding this mode of resistance have been found
on mobile genetic elements (21–23) and, because they confer
high level resistance to this important class of antibiotic, there
is cause for concern that this mechanism could increase in fre-
quency.

Conceptually similar, although mechanistically distinct, is
Vgb, a class B streptogramin inactivating enzyme. Strep-
togramins consist of two distinct structural classes of antibiotics:
polyketide-peptide hybrids (type A streptogramins) and cyclic

hexa or hepta depsipeptides (type B streptogramins). The type B
streptogramins are cyclized through an ester linkage between the
C -terminal carboxyl group and the secondary hydroxyl group
of an invariant Thr residue at position 2. Both classes of strep-
togramin bind to the large subunit of the bacterial ribosome
blocking the peptidyl transfer center (type A) and the peptide
exit tunnel (type B). The warhead of the type B streptogramins
consists primarily of the 3-hydroxypicolinc acid residue and the
peptide backbone that blocks the entrance to the tunnel. Resis-
tance to the type B streptogramins can occur through target
modification or efflux, but also by the enzyme Vgb and or-
thologues (24). This enzyme linearizes the peptide backbone at
the antibiotic’s thermodynamic weakest point, the ester linkage;
however, unlike macrolide esterases, Vgb is not a hydrolase but
a C-O lyase (25). The catalytic strategy likely involves acidifi-
cation of the Thr α--proton by generation of the aci form of the
amino acid followed by elimination of the carboxylate resulting
in C-O bond cleavage and formation of the 2-amino-but-2-enoic
acid amide product (Fig. 8).

Antibiotic modification
Chemical modification of key groups on the antibiotic can also
result in resistance. Modification generally occurs on the war-
head region of the molecule, blocking effective interaction with

6 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Bacterial Resistance to Antibiotics

Figure 8 Inactivation of type B streptogramin antibiotics by Vgb lyase. The type B streptogramins such as pristinamycin Ia (shown) are cyclic
depsipeptides. Vgb lyase catalyzes the cleavage of the C–O depsipeptide bond.

the target. Typical modifications include acylation, phosphory-
lation, and adenylylation. These add steric bulk to the antibiotic,
obscure key target binding elements, and can alter charge of the
compound. As the reactions require cosubstrates such as ATP
and acetylCoA, antibiotic modifying enzymes are generally lo-
cated within the cell interior where access to these high energy
substrates is secure. This strategy impacts several classes of an-
tibiotics and, in some cases, there is significant conservation
of general protein fold among enzymes that modify chemically
diverse antibiotics.

Acetylation of antibiotics is a common mechanism of mod-
ification. The acyltransferases generally use the metabolically
abundant acetyl-CoA as the preferred acyl-donor. The amino-
glycoside antibiotic acetyltransferases (AACs), for example,
modify important amines that make contact with the target 16 S
rRNA (Fig. 9), which results in a loss of positive charge and in-
creased steric bulk that contribute to lowering the affinity of the
antibiotics for the rRNA target by 600-fold (26). The AACs are
members of the GCN5 superfamily of acyltransferases that in-
clude such members as the eukaryotic histone acetyltransferases
and serotonin acetyltransferase (27).

Strategically similar, but structurally distinct, are the chlo-
ramphenicol acetyltransferases (CATs). Chloramphenicol binds
to the large ribosomal subunit at the nexus of the peptidyltrans-
fer center and the peptide exit tunnel (28, 29). CATs are trimeric
enzymes with active sites at the interface of the monomers

(30) that catalyze acetylation of the hydroxyl group on posi-
tion 3 (31), which is essential for interaction with the ribo-
some (Fig. 10). The well-characterized type I–III CATs are
robust and efficient modifiers of the antibiotic, with kcat/Km

values that approach diffusion-controlled reactions (32). These
CATs are structurally distinct from a group of chloramphenicol
acetyltransferases that have been classified as xenobiotic acetyl-
transferases (XAT) in view of their broader substrate specificity
and relatively inferior affinity for chloramphenicol (31). The
XATs belong to the large hexapeptide repeat family of proteins
that incorporate a left-handed β-helix domain (33). Although
they show no primary sequence or tertiary structure homology,
both CATs and XATs are trimers with active-site residues at
the interface of the monomer subunits and both use a catalyt-
ically important His residue to assist in deprotonation of the
antibiotic hydroxyl group undergoing acetylation. The strep-
togramin acetyltransferases (VATs) are also members of the
XAT family (34) and are responsible for resistance to the type
B streptogramins, notably the clinically used drug dalfopristin
(Fig. 11) (35).

Phosphorylation is a common mechanism resulting in resis-
tance to the aminoglycoside antibiotics. This chemical strategy
also has been associated with resistance to the macrolides such
as erythromycin, the tuberactinomycins such as viomycin, and
chloramphenicol. The aminoglycoside kinases share 3D struc-
tural similarity with the Ser/Thr/Tyr protein kinase family (36),
and the conservation of kinase signature sequences in macrolide
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(a)

(b)

(c)

(a)

(b)

(c)

APH

AAC

ATP

ADP

acetyl-CoA
CoASH

Figure 9 Aminoglycoside antibiotic modifying enzymes. The aminoglycoside antibiotics such as kanamycin B (shown) bind to the 16 S rRNA of the
bacterial ribosome impairing cognate codon–anticodon discrimination (A). Resistance occurs via acetylation (AAC), phosphorylation (APH), or
adenylylation (ANT) of the antibiotic (B). A wide variety of enzymes are known with different regiospecificities of chemical modification, and the sites of
some clinically important enzymes are shown in panel C.

and tuberactinomycins kinases suggests that they will also share
the family protein kinase 3D structure (37). Mirroring the effect
of acetyl transfer, covalent modification of aminoglycosides al-
ters charge and size, resulting in up to a 1300-fold decrease in
affinity of the modified antibiotic for 16 S rRNA (Fig. 9) (26).

Like the aminoglycosides, the binding site of the macrolide
antibiotics with the large ribosomal subunit has also been de-
termined to atomic resolution by X-ray crystallography (29, 38,
39). Key interactions between the antibiotic and the 23 S rRNA
occur and are mediated through the essential desosamine sugar:
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CAT

Chloramphenicol
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ATP
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acetyl-CoA CoASH

(a)

(b)

Figure 10 Chloramphenicol modifying enzymes. Chloramphenicol binds to the 23 S rRNA of the large ribosomal subunit (A). Chemical modification of
the essential hydroxyl groups by acetyltransferase or kinase enzymes confers resistance (B).

(a)

(b)

Figure 11 Chemical modification of Type B streptogramins. These antibiotics bind to the large ribosome adjacent to the chloramphenicol binding site
(A). A key interaction with the 23 S rRNA is blocked by the action of VAT-dependent acetylation (B).

the antibiotic warhead (Fig. 12). Macrolide kinases (MPHs)

phosphorylate position 2′ of the desosamine sugar, impairing

binding with the target. Genes encoding these enzymes have

been identified in mobile genetic elements in various bacte-

rial pathogens (40–43). Using an analogous evasive strategy,

macrolide producing and other soil bacteria encode macrolide

glycosyltransferases that catalyze glucosylation of the same es-

sential 2′-position on the desosamine by UDP-glucose (44–46)

(Fig. 12). The net result is the same with either approach: steric

blockade of the appropriate target-antibiotic interaction resulting

in resistance.
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(a)

(b)

ATP

UDP-Glucose UDP

ADP

Figure 12 Macrolide modifying enzymes. Macrolide antibiotics such as erythromycin (shown) bind to the large ribosomal subunit through interactions
with the 23 S rRNA (A). Chemical modification of the essential desosamine sugar blocks ribosome binding (B).

Chloramphenicol phosphotransferase from the producing bac-
terium Streptomyces venezuelae (47) is unrelated to the pro-
tein kinase family but rather shows more similarity to small-
molecule kinases such as shikimate kinase (48). Analogous to
the CAT strategy, phosphorylation occurs at the hydroxyl posi-
tion 3, blocking this essential group from interacting with the
ribosome (Fig. 10).

Aminoglycosides and lincosamides such as clarithromycin
can be modified by O-adenylylation in an ATP-dependent fash-
ion resulting in resistance. Position 2′′ of the aminoglycosides is
the target for the clinically important ANT(2′) enzymes that con-
fer resistance to antibiotics such as tobramycin and gentamicin.
In analogy to other aminoglycoside modifications that result in
resistance discussed above, the addition of the bulky and nega-
tively charged adenosine diphosphate to the antibiotic attenuates
ribosome binding (Fig. 9). The lincosamide antibiotics are fre-
quently modified by AMP at position 3 in a reaction catalyzed
by the Lin proteins (49, 50). This modification blocks a key
interaction of the antibiotic with the 23 S rRNA of the bacterial
large subunit (Fig. 13) (29).

Antibiotic Modification by
Oxidation/Reduction Mechanisms
Antibiotic resistance via redox reactions is not as common
as chemical modification; however, there are some examples

of this strategy in nonpathogenic bacteria. The streptogramin

antibiotic producer Streptomyces virginiae can reduce a vital ke-

tone group of group A streptogramins in an NADH-dependent

manner resulting in formation of the vicinal diol, which lacks

antibiotic activity (51). Redox-dependent inactivation of ri-

fampin has also been described by a gene product from

Rhodococcus equi (52).

Tetracycline resistance occurs primarily by efflux and target

protection mechanisms (53); however, inactivation by the redox

enzyme TetX has been reported (54). TetX is a monooxyge-

nase that selectively hydroxylates tetracycline antibiotics (55),

including the latest generation of antibiotics of the class the

glycylcyclines (56). Tetracycline binds to the A-site of bacterial

ribosomes interfering with translation. Binding of the invari-

ant β-diketone functional group characteristic of the class to

the ribosome occurs through the mediation of a divalent cation

(likely Mg2+) (Fig. 14). TetX catalyzes the mono-hydroxylation

of the antibiotics at position 11a, effectively disrupting the

Mg2+ binding site, resulting in resistance (Fig. 14). Further-

more, some tetracyclines undergo nonenzymatic degradation

after mono-hydroxylation, resulting in irreversible destruction

of the antibiotic.
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(a)

(b)

Figure 13 Adenylylation of lincosamides antibiotics. Lincosamides such as clindamycin (shown) interact with the large ribosomal subunit through a
complex series of interactions (A). Modification of the antibiotic by adenylylation prevents binding to the ribosome (B).

Antibiotic Resistance Through
Altered Transport

To be effective, antibiotics must accumulate to critical levels
governed by their affinity for their molecular targets. Further-
more, these targets are frequently intracellular. As a result,
antibiotics must efficiently permeate the bacterial cell enve-
lope and achieve sufficiently effective local concentrations. In
Gram-positive bacteria, the cell envelope consists of the cell
wall and the phospholipid containing cell membrane. In con-
trast, Gram-negative bacteria deploy an additional outer mem-
brane consisting of an asymmetric LPS/phospholipid bilayer to
complement the peptidoglycan and phospholipid cell membrane
components of the cell envelope. These architectures provide a
substantial barrier to antibiotic access to the cell interior.

Transport-linked resistance to antibiotics can emerge as a re-
sult of poor penetration of the bacterial cell envelope or from
the energy-dependent purging of antibiotic molecules that have
managed to penetrate the envelope through the aegis of efflux
proteins. Often, these two mechanisms, entry and efflux, com-
bine to achieve high level resistance to many antibiotics. Like
enzyme-based resistance, several of these transport-based resis-
tance genes are encoded on mobile genetic elements; however,
all bacteria encode an elaborate collection of transport proteins
in their chromosomes, some of which have the potential to be
recruited for antibiotic resistance. In particular, Gram-negative
bacteria, such as those from the genera Pseudomonas and
Burkholderia , are particularly adapted for transport-mediated

resistance, and this mechanism contributes significantly to the
high level of broad spectrum antibiotic resistance in these or-
ganisms.

Antibiotic efflux
Bacterial cells can express a variety of membrane proteins
that mediate the energy-dependent efflux of toxic compounds
(Table 2). Five structurally distinct classes of efflux proteins are
recognized: ABC transporters, resistance-nodulation-division
(RND) proteins, multidrug and toxin extrusion (MATE) pro-
teins, small multidrug resistance (SMR) proteins, and major
facilitator superfamily proteins (MFS). The latter four of these
proteins promote exchange of a cation (H + or Na + ) for the
antibiotic, whereas the ABC transporters use ATP hydrolysis to
drive ejection of the compound from the cell. All of the protein
classes have been associated with antibiotic resistance in various
bacterial strains; nonetheless, some general rules have emerged
from the past two decades of efflux research. First, with a few
exceptions, plasmid- or integron-mediated resistance usually is
associated with MFS and SMR proteins that have broad sub-
strate specificity. Second, ABC transporters are analogous to
the P-glycoprotein class of drug efflux systems in eukaryotes.
They are not as prevalently associated with antibiotic resistance
in pathogenic bacteria as the MFS class, but are very common
in antibiotic biosynthesis gene clusters in producing bacteria.
Third, the MFS proteins are common in Gram-positive and
Gram-negative bacteria, whereas the RND class is generally
found in Gram-negatives where they are chromosomally en-
coded. Fourth, sequencing of bacterial genomes has revealed
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(a)

(b)

Figure 14 Enzymatic modification of tetracycline. Tetracyclines bind to the ribosome in several areas, but the primary region is in the A site of the small
subunit (shown) (A). The antibiotic binds divalent cations such as Mg2+, which is essential for ribosome binding. The enzyme TetX catalyzes the
mono-hydroxylation of tetracycline at position 11a disrupting the Mg2+ binding site resulting in resistance.

that all microbial genomes have multiple predicted antibiotic
efflux proteins (e.g., 25 in Staphylococcus aureus COL, 102 in
Bacillus anthracis Ames).

Several excellent and comprehensive recent reviews cover
this field in depth (57–61); therefore, the following description
will briefly emphasize the proposed mechanisms rather than the
comprehensive details of efflux systems and their individual
components.

The MFS proteins are a large superfamily of transporters
that are essential to the shuttling of numerous metabolites
(sugars, amino acids, and anions) as well as cytotoxic agents
such as antibiotics in exchange for cations. They consist of
12–14 membrane-spanning helices and can be found encoded
on mobile genetic elements (e.g., QacA, which is clustered
in many integrons) or on bacterial chromosomes (e.g., NorA,
which is linked to fluoroquinolone resistance in S. aureus).
Three-dimensional structures of members of the MFS superfam-
ily have been reported, including the sugar transporters LacY
(62) and GlpT (63) and, more recently, the multidrug transporter
EmrD from E. coli (64). These structures reveal a collection
of helices that form a pore-like structure to enable transport
across the membrane. In EmrD, the interior of the pore is
mostly hydrophobic, consistent with the substrate specificity of
the protein that includes detergents such as sodium dodecyl-
sulfate. This structure suggests a “rocker-switch” mechanism
where the substrate enters the open pore from the cytoplasm or
the inner leaflet of the cell membrane, the open pore then un-
dergoes a conformational change to close around the substrate
coupled with H+ transport, and finally the pore is reopened fac-
ing the exterior of the cell where the substrate can diffuse away
(Fig. 15).

The RND proteins have emerged as important mediators of
multidrug resistance in Gram-negative bacteria, especially in
the opportunistic pathogens P. aeruginosa , Stenotrophomonas
maltophilia , Acinetobacter baumannii , and Burkholderia cepa-
cia . These resistance modules combine with reduced uptake
and a cadre of chromosomally encoded resistance enzymes to
make these bacteria virtually impermeable to antibiotics. The
groups of Nikaido and Poole have studied the RND efflux sys-
tems in detail from E. coli and P. aeruginosa , respectively,
providing great insight into the components of individual RND
transporters, their mechanisms of action, and substrate speci-
ficity. Consequently, the AcrAB/TolC system in E. coli and
the MexAB/OprM triad in P. aeruginosa are the paradigms of
the class. They are tripartite efflux systems consisting of an
inner cell membrane transporter (AcrB, MexB), a periplasmic
membrane fusion protein (AcrA, MexA), and an outer mem-
brane pore (TolC, OprM) to seamlessly connect the inside of the
cell across two membrane barriers to the external environment
(Fig. 16). This structure provides an unimpeded conduit for
toxic molecules from the cell interior to the exterior. Addition-
ally, antibiotics such as β-lactams and other molecules are able
to access the efflux system within the periplasmic space without
entering the cell, thereby expanding the spectrum of the efflux
system. The crystal structures of AcrB (65, 66), MexA (67), a
fragment of AcrA (68), and TolC (69) have been determined.
These structures confirm the predicted membrane spanning ar-
rangement of the efflux system and serve to rationalize the broad
substrate specificity of the complex as well as illustrate the chal-
lenge of overcoming efflux-mediated resistance.
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Table 2 Selected antibiotic resistance efflux systems

Protein Class Found in. . . Organism Substratesa

Mobile genetic
elementb Chromosome

QuacA MFS � many Quaternary ammonium
compounds, dyes

NorA MFS � Staphylococcus aureus Dyes, fluoroquinolones
Bmr MFS � Bacillus subtilis Dyes, chloramphenicol,

fluoroquinolones
Smr (QuacC/D) SMR � many Monovalent cations
EmrE SMR � Escherichia coli Monovalent cations,

tetracycline
MefE MSF � Streptococcus pneumoniae Macrolides
TetA MFS � many Tetracycline
Lsa ABC � Enterococcus faecalis Type A streptogramins,

lincosamides
AcrA/AcrB/TolC RND � Escherichia coli Dyes, bile salts,

chloramphenicol,
β-lactams

MexA/MexB/OprM RND � Pseudomonas aeruginosa Dyes, chloramphenicol,
β-lactams,
aminoglycosides,
novobiocin

MexC/MexD/OprJ RND � Pseudomonas aeruginosa Chloramphenicol,
fluoroquinolones,
tetracycline,
trimethroprim, triclosan

AdeA/AdeB/AdeC RND � Acinetobacter baumannii Aminoglycosides,
chloramphenicol,
fluoroquinolones,
tetracycline,
trimethroprim

0Partial list.
0Includes plasmids, transposons, integrons.

H+

H+

Out

In

H+

Figure 15 Proposed rocker-switch mechanism for MFS-mediated drug efflux. Antibiotic (circle) enters the open pore from the cytosolic face or inner
membrane leaflet and is antiported to the cell exterior with an H+ ion coupled with conformational change within the protein.

Reduced uptake of antibiotics

Although efflux is a daunting obstacle for many antibiotics,
it is the balance between influx and efflux that determines
whether cells will be sensitive or resistant in the face of an
antibiotic challenge. As a result, reduced uptake of antibiotics
coupled with activation of efflux pumps is a potent combination
that can overcome sensitivity to drugs in many pathogens.

Many metabolites and compounds such as antibiotics penetrate

cells via transport proteins and, as a result, mutation in these

proteins or decrease in their expression can decrease antibiotic

uptake. In Gram-negative bacteria, the outer membrane porins

are required for entry of many antibiotics such as β-lactams and

aminoglycosides, and antibiotic resistance can occur through

modulation of these proteins. For example, imipenem resistance
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Out

In

Outer pore (e.g. TolC, OprM)

Outermembrane

Cell membrane

Periplasmic fusion protein (e.g. AcrA, MexA)

Inner pore (e.g. AcrB, MexB)

Figure 16 General structure of tripartite RND class of efflux proteins. Substrates (circle) can enter the pore from the cytosolic side or the periplasmic
space for transport out of the cell.

in P. aeruginosa is frequently associated with mutation in the
OprD porin (70).

Other Mechanisms of Antibiotic
Resistance

In addition to enzymatic modification or destruction and trans-
port, bacteria can evade antibiotics through a variety of ways,
including metabolic bypass, target overexpression or modifica-
tion, and the production of various protective proteins.

Metabolic bypass: vancomycin resistance

The classic example of metabolic bypass resulting antibiotic re-
sistance can be found in the glycopeptide antibiotics. Glycopep-
tides such as vancomycin and teicoplanin are natural product
antibiotics that bind to the ubiquitous acyl-D-Ala-D-Ala dipep-
tide termini of peptidoglycan (71), which results in sequestration
of the substrate for cell wall biosynthetic enzymes including
the transpeptidases and glycosyltransferases, resulting in im-
pairment of cell wall synthesis and bacterial growth. Therefore,
vancomycin binds to an essential small-molecule metabolite,
which is the enzyme substrate, rather than to the protein it-
self. As a result, simple mutation of a single gene to overcome
resistance is not possible.

Vancomycin and other glycopeptides bind to acyl-D-Ala-D-
Ala through a series of five hydrogen bonds that includes a key
interaction with the amide hydrogen of the D-Ala-D-Ala peptide
bond (Fig. 17). The acyl-D-Ala-D-Ala glycopeptide-binding
unit is synthesized in stepwise fashion through a series of
metabolic steps involving first synthesis of D-Ala, ATP-
dependent ligation of two D-Ala molecules to generate the
D-Ala-D-Ala dipeptide, and a second ligation where the dipep-
tide is grafted onto the N-acetyl-muramic acid tripeptide ac-
ceptor for incorporation into the growing cell wall (Fig. 18).
Vancomycin-resistant bacteria overcome the antibiotic by by-
passing the normal cell wall biosynthesis. Instead of producing
a cell wall terminating in the D-Ala-D-Ala dipeptide, a pep-
tidoglycan is produced that terminates with the depsipeptide
(ester) D-Ala-D-lactate (Fig. 17). This change of NH for O

Figure 17 Structure of the glycopeptide antibiotic vancomycin bound to
the cell wall terminus D-Ala-D-Ala. Substitution of D-Ala-D-Ala for
D-Ala-D-lactate eliminates an essential H bond resulting in resistance.

results in loss of a critical H-bond and electronic repulsion be-
tween the ester O and the carbonyl of vancomycin. The net
effect is a 1000-fold decrease in KD resulting in vancomycin
resistance (72). Incorporation of the D-Ala-D-lactate ester re-
quires three enzymes: VanH, VanA, and VanX. VanH is a
D-lactate dehydrogenase generating D-lactate from pyruvate.
VanA is an ATP-dependent depsipeptide ligase that generates
D-Ala-D-lactate. Finally, VanX is a highly specific D-Ala-D-Ala
dipeptidase that clears the cell of D-Ala-D-Ala that continues to
be synthesized by the chromosomally encoded D-Ala-D-Ala lig-
ases. These three proteins work in concert to bypass the normal
cellular cell wall biosynthetic metabolism and are each essential
for resistance. Not surprisingly, they are colocated on resistance
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Figure 18 Synthesis of the D-Ala-D-Ala peptidoglycan terminus. D-Ala-D-Ala ligases (Ddl) synthesize the dipeptide, which is incorporated into the
UDP-MurNAc-tripeptide by the D-Ala-D-Ala adding enzyme (MurF in E. coli).

plasmids and transposons that have emerged in strains of ente-
rococci and more recently in S. aureus .

In a variant of this strategy, vancomycin resistance can
also emerge by incorporation of peptidoglycan terminating in
D-Ala-D-Ser. Substitution of D-Ala for D-Ser has steric impli-
cations for tight vancomycin-peptidoglycan binding, which also
can result in resistance.

Target modification

One of the most straightforward mechanisms of antibiotic resis-
tance is mutation of the target to a form that has less affinity for
the antibiotic. Spontaneous mutations that provide some ben-
efit to the organism occur roughly 2 × 10−9 per replication
(reviewed in Reference 73). Exposure to certain classes of an-
tibiotics such as the rifamycins and fluoroquinolones can induce
mutation, increasing the opportunity of developing resistance
(74). Point mutations are associated with resistance to virtually
all antibiotics, but this form of resistance is particularly impor-
tant in the clinic for the fluoroquinolones, rifamycins such as
rifampin, trimethroprim, and the sulfonamides.

Enzyme-mediated target modification can also be an impor-
tant mechanism of antibiotic resistance. The Erm proteins are

23 S rRNA S-adenosylmethionine-dependent methyltransferases
that immunize the bacterial ribosome against the macrolide an-
tibiotics such as erythromycin, the lincosamides, and type B
streptogramins (75). The Erm proteins, specifically methylate
A2058, provide a steric block for all three classes of antibi-
otics: a remarkable example of potent and strategic resistance
parsimony. The erm genes are widespread in clinical isolates
and can be constitutively expressed or strategically deployed
through a complex induction mechanism (76).

By means of similar logic, methylation of the 16 S rRNA at
position G1405 by Arm and related proteins results in high level
aminoglycoside resistance (77).

Protective proteins

Expression of various proteins, which can collectively be called
protective, can result in antibiotic resistance. These immunity
proteins often work in stoichiometric fashion to sequester the
compounds, or otherwise protect the cell against the toxic
activity of the antibiotics.

Resistance to the peptide antibiotic/anticancer agent bleo-
mycin can occur through the expression of the Blm family
of proteins that sequester the antibiotic. Bleomycin includes
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a metal-binding region that complexes Fe2+ resulting in a
potent generator of oxygen radicals (warhead) and a DNA
intercalating portion (scaffold) that targets the complex to DNA.
Bleomycin, therefore, is a remarkable molecule with the ability
to produce toxic radicals in an unregulated fashion proximal to
DNA. The Blm proteins, such as BlmA from the bleomycin
producer Streptomyces verticillus and BlmT found on various
resistance transposons such as Tn5 , are small dimeric proteins
(∼14,000 Da/monomer), and high resolution crystal structures
are available for each protein (78, 79). The structure of the
BlmA protein in complex with a Cu(II)-bleomycin complex
reveals that each monomer binds one antibiotic molecule and
that binding of the second molecule of bleomycin is cooperative
(80). The precise mechanism of resistance is likely through
sequestration of both the warhead and scaffold portions of the
antibiotic, thereby preventing optimal activation of the Fe(II)
complex.

Similarly, resistance to the anticancer antibiotic mitomycin
in the producing organism, Streptomyces lavendulae, occurs via
sequestration of the antibiotic by the binding protein MRD
(81, 82). This protein interacts with the mitomycin export
system, thus additionally facilitating export of the antibiotic
from the cell. The structure of MRD reveals similarity to the
bleomycin resistance proteins and, in fact, the protein can also
bind bleomycin and confer resistance to this antibiotic (83).

By similar means, resistance to the highly toxic enediyne
antibiotics, which are active at ng/mL concentrations, occurs
through binding proteins in the producing bacteria. These an-
tibiotics include a conserved core warhead consisting of two
acetylenic groups bridged by a carbon–carbon double bond.
This warhead generates a diradical after thiol activation re-
sulting in DNA cleavage (84). The class is divided into two
structural groups, the 9-membered and 10-membered enediynes,
referring to the size of the warhead-containing ring. The
9-membered enediynes are stabilized by coexpression and titra-
tion by self-protective binding proteins. The 3D NMR structure
of one of these complexes, C-1027 with the binding protein
CagA, has been reported (85). Resistance to the more chemi-
cally stable 10-membered enediynes (e.g., calicheamicin), how-
ever, involves the remarkable expression of the protective pro-
tein CalC that undergoes calicheamicin-dependent proteolytic
self-sacrifice simultaneously inactivating the antibiotic (86).

Another example of protective protein expression is the tetra-
cycline resistance TetO and TetM proteins and their analogues
(87). These proteins structurally resemble the prokaryotic GT-
Pase elongation factors such as EF-G and EF-Tu that bind to
the ribosome and are essential for translation. TetO/M protec-
tion proteins do not replace elongation factors, but they do
bind to the ribosome and displace bound tetracyclines in a
GTP-dependent manner (88, 89).

Conclusions

The history of antibiotic use over the past 70 years is invariant:
initial deployment to the clinic with little/no background resis-
tance followed by emergence and global spread of resistance.

Resistance to antibiotics is manifested through a number of dif-
ferent chemical and biophysical mechanisms, each with its own
associated biochemical logic. A fundamental component of this
logic is the sensitivity of the antibiotic warhead to chemical al-
teration. Although resistance is inevitable, understanding how
resistance can occur, what the sensitive regions of the molecule
are, and biochemical strategies that could overcome it such as
the identification of specific inhibitors of resistance are essen-
tial to delay the emergence of resistance. Recently, it has been
shown that penetration of antibiotic resistance in the microbial
community at large is much deeper than previously appreciated
(16). Understanding the origins and evolution of resistance will
also provide drug discoverers with valuable information to cir-
cumvent established mechanisms. The concept of overcoming
the inevitability of antibiotic resistance with small-molecule in-
hibitors of resistance mechanisms has been proven to be highly
effective in the β-lactam class of antibiotics (90), and this ap-
proach should be broadly applicable (91). In fact, this area is
one of intense interest, especially as applied to efflux mecha-
nisms (92, 93). The routes forward in this important area of
medicine require Chemical Biology approaches to understand
antibiotic-target interactions and antibiotic resistance mecha-
nisms. Chemical Biology and other multidisciplinary disciplines
are therefore essential to prolong the utility of these essential
therapeutic agents.
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Thirty years of research with bacteriorhodopsin has provided answers to
many questions about how protons are transported by transmembrane
pumps. In this small seven-transmembrane protein, absorption of light by
the retinal chromophore initiates a reaction cycle in which the initial state
recovers through multiple conformational changes of the retinal and the
protein, and a proton is translocated stepwise from one side of the
membrane to the other. Spectroscopy, extensive use of site-specific
mutations, and crystallography have defined the photocycle reactions in
atomic detail and provide a step-by-step description of the proton transfers,
the transient local and global perturbations in the protein and how they
arise, and the energy flow through the system, which add up to the
mechanism of the pump.

Membrane proteins perform some of the most topologically

complex and important functions in biology, such as translo-

cating small and large molecules into and out of cells and

organelles, coupling energetic functions through the genera-

tion and the discharge of transmembrane ion gradients, ini-

tiating signaling cascades in cells, and inserting and folding

of polypeptides into the lipid bilayer. Bacteriorhodopsin be-

longs to the heptahelical membrane-protein family that also

includes a wide variety of receptors for biological signals. As

a light-driven pump for protons in halophilic archaea (1, 2), it

generates the inwardly oriented transmembrane electrochemi-

cal proton gradient used for synthesis of adenosine triphosphate

(ATP) and the uptake of nutrients by the cells. Illumination

causes isomerization of the purple retinal chromophore from

all-trans to 13-cis ,15-anti , and the ensuing sequence of thermal

reactions regenerates the initial state in ca. 10 ms, through pro-

tein conformational changes and internal proton transfers that

translocate a proton across the membrane. Interest in bacte-

riorhodopsin has been renewed in the last few years because

many bacteriorhodopsin-like photoreactive proteins are now

found also in eubacteria and eukaryotes, and thus, it is becom-

ing clear that the use of retinal for light-sensing and energetics

is more widespread in biology than ever imagined. In addi-

tion to the already well-known chloride pump of the archaea,

halorhodopsin, these newly discovered proteins include the pro-

ton pumps proteorhodopsin and xanthorhodopsin, and various

sensory rhodopsins.

Background

As an active transporter, bacteriorhodopsin functions as a bi-
ological energy transducer. Proteins of this kind move ions
against their electrochemical potential across the membrane bar-
rier, using energy generated by a chemical reaction or from light.
Such ion pumps are necessary for muscle contraction (Ca2+

transport), nerve conduction (Na+ and K+ transport), as well
as ATP synthesis in mitochondria and photosynthetic systems
(H+ transport). Because of their large size and in most cases
complex multi-subunit structure, progress in understanding the
mechanism of the transport and how it is coupled to the driving
reaction in the pumps has been slow.

The conceptual and methodological advantages of bacteri-
orhodopsin have made it possible to gain insights into its struc-
ture, reaction cycle, and function as an ion pump in far more
detail than for other membrane proteins. The outstanding ques-
tions concern the interhelical interactions that fold the protein
and confer stability to the seven-helical bundle immersed in the
lipid bilayer, the identity and location of functional groups in
the protein interior, the nature of the perturbation of the reti-
nal in its binding site when photoisomerized, the propagation
of conformational changes from retinal to near and far regions
of the protein, the kinetics and energetics of the reaction cycle
in which a proton is transferred from group to group inside the
protein, the proton release and uptake at the membrane surfaces,
and the nature of the protonation switch that confers direction-
ality on the pump. Answers to such questions are sought for
many ion pumps, but in bacteriorhodopsin, the large amount of
information now available gives a vivid picture of the molecular
events that accomplish the transport.
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Structure and Mechanism

The protein (26 kDa) is a bundle of seven helices, A through
G, with three helices normal to the membrane plane and the
rest inclined at small angles to the normal. The retinal is
covalently bound through a protonated Schiff base to Lys-216 at
the middle of helix G, and it lies nearly parallel to the membrane
in the space surrounded by the seven helices. The protein
forms in vivo a homotrimer, and the trimers are assembled
into an extended hexagonal lattice (P3 symmetry), the “purple
membrane.” Protein–protein contact in these patches is through
a continuous boundary layer of lipids no more than one lipid
wide, at the monomer periphery. The interhelical loops as well
as the N- and C-termini are short, with the exception of the
connection of helices B and C through a structured β-turn on
the extracellular side, and the E–F interhelical loop with a twist,
on the cytoplasmic side.

At the active site, the positively charged protonated reti-
nal Schiff base donates a hydrogen bond to a water molecule
(wat402) that donates in turn hydrogen bonds to two anionic
aspartate residues, Asp-85 and Asp-212 (3). This stable arrange-
ment of a potential proton donor (Schiff base) and a potential
acceptor (Asp85) is the active center, which divides the protein
into extracellular and cytoplasmic regions. The extracellular re-
gion contains a pathway to the surface through charged and
polar side chains and seven bound water molecules (Fig. 1). The
most important parts of this network are the positively charged
Arg-82 and the hydrogen-bonded aqueous network from which
the transported proton is released to the surface, coordinated
by Glu-194 and Glu-204 (3–5). In contrast, the cytoplasmic re-
gion mostly lacks polar groups and water and represents the
hydrophobic barrier to prevent leakage of protons and other
ions across the protein and thereby across the membrane (3, 6).
This region contains the proton donor to the Schiff base after it
is deprotonated in the cycle, Asp-96, which is hydrogen-bonded
to Thr-46 (Fig. 2).

Absorption of a photon by the purple all-trans retinal chro-
mophore (with a single broad absorption band with a maximum
at 568 nm) initiates the reaction sequence BR–hv → K ↔ L ↔
M1 ↔ M2 ↔ N ↔ N′ → O → BR (7, 8), where each state and
substate is well defined by spectroscopic and crystallographic
means. Although a kinetic scheme that rigorously fits all data
into a linear sequence has not yet been produced, the proton
transport mechanism can be understood by the molecular prop-
erties of the intermediate states and by their interconversions.

The first stable state, the K-intermediate, contains a highly
twisted 13-cis ,15-anti retinal, with prominent hydrogen-out-of-
plane (HOOP) bands, particularly at C15. Anomalous Schiff
base C=N stretch frequency, lesser 15N chemical shift, and
the X-ray diffraction structures of K indicate that rotation of
the C13=C14 bond disconnects the Schiff base N–H bond from
wat402. At this stage, the overall contour of the all-trans
retinal is maintained despite the isomerization. In the states that
follow K, the retinal gradually relaxes, and deprotonation of the
Schiff base as well as an increasingly accommodating binding
site allow it to assume the bent configuration expected for a
13-cis ,15-anti retinal.

Figure 1 Functional residues and bound water in the extracellular region
of bacteriorhodopsin. The all-trans retinal is shown in purple and the
hydrogen bonds in gold. The direction of overall proton translocation is
indicated with an arrow. The Schiff base (NZ) and the C13 atom of the
retinal are labeled. Coordinates from Reference 3.

In the L-state, the retinal is still somewhat twisted but the
Schiff base regains a hydrogen bond. There is disagreement
over the partner in this hydrogen bond. In the highest resolu-
tion X-ray structure (9), it is wat402 (still to the extracellular
direction), but in others, it is wat402 moved to the cytoplasmic
side (10). In the latter case, rotation of the C15=NZ–CE segment
will have reoriented the Schiff base in the L-state already. Other
evidence suggests that this occurs only in the M-state(s), per-
mitted by loss of the Schiff base—counterion interaction upon
transfer of the Schiff base proton to Asp-85. The two alter-
natives conduct the Schiff base proton to Asp-85 by different
pathways. In the first case, the protonation switch in the pump is
primarily in the changing proton affinities of donor and accep-
tor because the critical proton transfer is directly over a water
molecule. In the second, the donor and acceptor are separated
from one another, and their geometry also plays an important
role.

The Arg-82 side chain moves away from the now proto-
nated Asp-85 (11), toward the Glu-194/Glu-204 pair, and a
proton delocalized in the aqueous network is released to the
surface. The rise of the M-state occurs with multi-exponential
kinetics that originates partly from the additional step of pro-
ton re-equilibration within the Schiff base–Asp-85 pair as the
proton is released to the bulk. At this stage, the pKa of Asp-85
will have risen considerably as the result of its long-range cou-
pling (5) to the proton release site through Arg-82, by about five
units, and if the Schiff base is to be reprotonated, it must be by
a proton donor other than Asp-85. In the next steps, a suitable
proton donor will be generated on the cytoplasmic side.

As the retinal relaxes, C13 and the 13-methyl group moves
in the cytoplasmic direction toward Trp-182. The resulting
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Figure 2 Functional residues and bound water in the cytoplasmic region
of bacteriorhodopsin. The all-trans retinal is shown in purple and the
hydrogen bonds in gold. The direction of overall proton translocation is
indicated with an arrow. Coordinates from Reference 3.

displacements of side chains between helices F and G, and
the breaking of the connection between helices F and G
through the hydrogen bonds of wat501 to Trp-182 and Ala-215
(Fig. 2), separate helices F and G. The link of Lys216 to wat502
and thereby to the peptide segment of Thr-46 propagates per-
turbation from the retinal to the Asp-96/Thr-46 pair. Entry of
water and growth of water clusters creates a hydrogen-bonded
chain of four water molecules between Asp-96 and deprotonated
Schiff base (6). The increase of hydration at Asp-96 lowers its
initially high pKa, and the aqueous chain conducts the proton
to the Schiff base. The M-to-N reaction corresponds to this
proton transfer, followed by reprotonation of Asp-96 from the
cytoplasmic surface that produces N’ from N. Crystallographic
evidence and much non-crystallographic data indicate that these
photocycle steps are accompanied by the outward and inward
tilts of the cytoplasmic ends of helices F and G, respectively.
The tilt of helix G arises from rearrangement of hydrogen bonds
that eliminate, partly, the π-bulge in this helix at Lys-216. The
tilt of helix F is a consequence of the separation of helices F
and G and the repacking of side chains between them. There is
reason to believe that it is the tilts that loosen the structure and
allow the entry of water.

Reprotonation of Asp-96 allows the thermal re-isomerization
of the retinal to all-trans , through another long-range coupling
mechanism (12), which probably involves the hydrogen-bonded
chain of water that bridges them. This produces the red-shifted
O-state, where the retinal is, once again, twisted. Transition to
the initial relaxed all-trans isomeric state occurs as the pro-
tonated Asp-85 loses its proton to the vacant proton release

site at Glu-194/Glu-204, thereby recovering the initial electro-
static environment of the extracellular region and completing
the cycle.

Key Experimental Methodology

The current understanding of how bacteriorhodopsin transports
protons is the result of the use of an unprecedented variety
of biophysical methods in many laboratories. Indeed, in many
cases, the methods were developed with bacteriorhodopsin as
the test subject. There is room to discuss only the most important
of these methods.

Transient and low temperature spectroscopy in the ultra-
violet/visible and infrared [Fourier transform infrared (FTIR)
and resonance Raman] have yielded spectra of the intermediate
states and provided many insights, even if not a fully satisfac-
tory solution, to the kinetics of their interconversions. Transient
spectroscopy in the visible (7) makes use of following absorp-
tion changes at selected single wavelengths, over as many as six
orders of magnitude of time after flash photoexcitation, as well
as an optical multichannel analyzer to obtain complete spectra
at selected times after the flash. Alternatively, the intermedi-
ates can be trapped at cryogenic temperatures, after producing
photostationary states (13). Both methods produce characteristic
difference spectra and are well suited for identifying which of
the various states is produced, as their single absorption maxima
for the most part are well defined. Quantitation of these states
and calculation of a kinetic model from the observed succession
of time-resolved spectra is more difficult, because the spectra are
broad and several overlap one another. Furthermore, the reaction
scheme is more complex than what is expected from a linear
sequence in which each state arises by unidirectional transition
from the preceding one. Multiple rise and decay components
have been interpreted as evidence for back-reactions that lead
to transient equilibration of states, and as multiple parallel pho-
tocycles. If present, the latter could arise from conformational
heterogeneity, interactions within the bacteriorhodopsin trimer,
and heterogenous protonation states near the pKa for the proton
release group. Infrared and Raman spectroscopy is performed
along the same lines, but the vibrational spectra (14–16) provide
essential molecular level information about changes in the iso-
meric state of the retinal, the protonation states of dissociable
residues, the strength of hydrogen bonds, and backbone con-
formation. Additional information on these spectra comes from
the use of D2O, H

18

2
O , as well as 13C-, 18O-, and 15N-labeled

amino acids, and polarized infrared beam for measuring linear
dichroism, as well as single-site mutations to change the photo-
cycle and to assign the positive and negative difference bands
to specific amino acid residues.

Solid-state nuclear magnetic resonance (NMR) spectroscopy
of bacteriorhodopsin is with the membranes either uniformly
oriented relative to the magnetic field (17) or nonoriented but
with “magic angle” spinning (18). In either case, the samples
are enriched with 15N or 13C isotopes in the examined parts
of the molecule. The chemical shifts identify the protonation
states of acidic groups, their hydrogen-bonding status, and the
electrostatic environment. Dipolar interactions provide accurate
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interatomic distance and dihedral angle. Importantly, like FTIR,
this method does not average structural information in the case
of conformational heterogeneity. Difficulties include a require-
ment for large amounts of specifically labeled bacteriorhodopsin
and problems of thoroughly illuminating a nearly opaque sample
to trap the photocycle intermediates.

The purple membrane is isolated as an extended
two-dimensional array of bacteriorhodopsin and lipids and, af-
ter some manipulation to increase the size of the patches, is
an ideal material for cryo-electron microscopy. The maps pro-
duced to 3.5–7-Å resolution (19) identified the positions of the
seven-transmembrane helices, the retinal, and some bulky side
chains. The latter helped to establish the rotational position of
most helices in the seven-helical bundle, and thus, it yielded the
first useful structural model. In the last decade, it has been pos-
sible to grow well-diffracting three-dimensional crystals. Bac-
teriorhodopsin crystals are usually thin (10–15 µm) hexagonal
plates, 100–150 µm in diameter. X-ray diffraction of crystals
produced reflections complete to 1.4–1.5-Å resolution, and the
resulting model (3) defines the locations of water molecules
bound in the protein interior and the hydrogen bonds relevant
to the function and the stability of the structure. The highest
crystallographic order is in crystals grown with the cubic phase
method (20). The protein forms trimers in the same extended
P3 sheet as in the native purple membrane, but the stacking of
these sheets to produce the P63 symmetry is not with uniform
orientation and the crystals usually show merohedral twinning.
This problem is absent in crystals grown by other methods (10),
but they are less ordered and the resolution is poorer. Many mu-
tations of functional interest apparently disrupt the structure in
subtle ways and make the protein unstable in detergent or do
not allow the growth of crystals.

The cubic phase for the crystallization (20) is formed by a
roughly 1:1 mixture of mono-olein and bacteriorhodopsin sol-
ubilized in octylglucoside. In a process not well understood,
salts such as KCl or Na phosphate cause the conversion of
the cubic phase with the incorporated bacteriorhodopsin into
a lamellar phase and condensation of the protein into crys-
tals. Another method, based on bicelles, adds phospholipids
to the mixture. Conventional vapor phase crystallization in the
presence of detergent yields bacteriorhodopsin crystals with a
somewhat different packing arrangement. The crystals in gen-
eral are suitable for the trapping of most (K-, L-, various M-
states, and N’), but not all (N and O), intermediate states (9).
The M-state(s) can be accumulated with greatest ease because
its absorption band is far removed from the initial state and its
decay can be slowed by suitable mutations. Depending on their
spectral overlap with the non-illuminated state, the quantum
yields for the forward and back photoreactions, the wavelength
of illumination, temperature, and mutations (if any), the other in-
termediates accumulate up to 60% in the photostationary states.
Diffraction is measured at 100 K, where the intermediates are
thermally stable and damage from the X rays is minimized.

Some movements at specific locations in the protein, for
example, at the cytoplasmic surface in the M- and N-states,
can be determined with site-specific spin-labels. This method
is of particular value for intermediate states that do not ac-
cumulate in illuminated crystals. The paramagnetic probes are

covalently linked to engineered cysteines, and the erythrocyte
sedimentation rate (ESR) spectra of single or pairs of labels,
determined statically in photostationary states or dynamically
during the photocycle initiated by flash photoexcitation, reveal
conformational shifts as changes in environmental restrictions
on motion or changes in inter-spin distance with two labeled
sites (21, 22). As in other proteins, a complementary method is
to follow the reactivity of cysteine residues, placed one by one,
along appropriate segments of the protein, such as interhelical
loops.

Energetics of the Pump
The quantum yield of the photoisomerization from all-trans to
13-cis ,15-anti is 0.60. From calorimetric measurements, the
enthalpy gain in the first ground-state intermediate, K, is ca.
45 kJ/mol (23). Part of this will be used for proton transport, the
rest is dissipated in the photocycle. One proton is translocated
in each cycle across the membrane dielectric, against a proton
gradient as high as 200 mV. The pump efficiency (the free
energy of the transported proton vs. the energy gain in the
K-state) is ca. 50%, and the overall efficiency of use of the
energy input (the free energy of the transported proton vs. the
energy of the absorbed photon) is ca. 10%.

In the K-state, the energy gain is conserved in bond torsions
of the retinal from steric constraints, and electrostatic potential
from loss of the Schiff base—counterion interaction and the
resulting rearrangement of charges in the extracellular network.
As the retinal Schiff base protonates Asp-85 in the L-to-M
reaction so as to lose their electrostatic interaction, the binding
site relaxes, stepwise, to accommodate the changed shape of
the retinal, and free energy is passed from the chromophore
to the protein. Most photocycle steps occur without a net free
energy change, i.e., near equilibrium (8). The physiological pH
(7.5) is well above the pKa of the extracellular proton release
complex (ca. 5.0), and the proton release constitutes one of the
two steps where energy is dissipated, here as dilution entropy.
In contrast, the pH where proton is taken up at the cytoplasmic
surface is about the same as the pKa of Asp-96 (ca. 7). The last
step in the cycle is where the greatest part of the free energy
gain is lost, resulting in a strongly unidirectional reaction that
fully recovers the initial state from O. Loss of free energy in
this step occurs most likely from proton transfer from Asp-85
to the proton release complex after these regain their low and
high proton affinities, respectively (where the pKas are 2.5 and
ca. 9.5).
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1999;291:899–911.

4. Garczarek F, Brown LS, Lanyi JK, Gerwert K. Proton binding
within a membrane protein by a protonated water cluster. Proc.
Natl. Acad. Sci. U.S.A. 2005;102:3633–3638.

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Chemistry of Bacteriorhodopsin

5. Balashov SP, Imasheva ES, Govindjee R, Ebrey TG. Titration of
aspartate-85 in bacteriorhodopsin: what it says about chromophore
isomerization and proton release. Biophys. J. 1996;70:473–481.

6. Schobert B, Brown LS, Lanyi JK. Crystallographic structures of
the M and N intermediates of bacteriorhodopsin: assembly of a
hydrogen-bonded chain of water molecules between Asp96 and
the retinal Schiff base. J. Mol. Biol. 2003;330:553–570.

7. Ludmann K, Gergely C, Varo G. Kinetic and thermodynamic
study of the bacteriorhodopsin photocycle over a wide pH range.
Biophys. J. 1998;75:3110–3119.

8. Varo G, Lanyi JK. Thermodynamics and energy coupling in the
bacteriorhodopsin photocycle. Biochemistry 1991;30:5016–5022.

9. Lanyi JK, Schobert B. Local-global conformational coupling in a
heptahelical membrane protein: transport mechanism from crystal
structures of the nine states in the bacteriorhodopsin photocycle.
Biochemistry 2004;43:3–8.

10. Kouyama T, Nishikawa T, Tokuhisa T, Okumura H. Crystal
structure of the L intermediate of bacteriorhodopsin: evidence
for vertical translocation of a water molecule during the proton
pumping cycle. J. Mol. Biol. 2004;335:531–546.

11. Luecke H, Schobert B, Richter HT, Cartailler JP, Lanyi JK.
Structural changes in bacteriorhodopsin during ion transport at
2 Angstrom resolution. Science 1999;286:255–261.

12. Dioumaev AK, Brown LS, Needleman R, Lanyi JK. Partitioning
of free energy gain between the photoisomerized retinal and the
protein in bacteriorhodopsin. Biochemistry 1998;37:9889–9893.

13. Balashov SP, Ebrey TG. Trapping and spectroscopic identification
of the photointermediates of bacteriorhodopsin at low tempera-
tures. Photochem. Photobiol. 2001;73:453–462.

14. Maeda A, Kandori H, Yamazaki Y, Nishimura S, Hatanaka M,
Chon YS, Sasaki J, Needleman R, Lanyi JK. Intramembrane
signaling mediated by hydrogen-bonding of water and carboxyl
groups in bacteriorhodopsin and rhodopsin. J. Biochem. (Tokyo)
1997;121:399–406.

15. Gerwert K. Molecular reaction mechanisms of proteins monitored
by time-resolved FTIR-spectroscopy. Biol. Chem. 1999;380:931–
935.

16. Mathies RA, Lin SW, Ames JB, Pollard WT. From femtoseconds
to biology: mechanism of bacteriorhodopsin’s light-driven proton
pump. Annu. Rev. Biophys. Biophys. Chem. 1991;20:491–518.

17. Moltke S, Wallat I, Sakai N, Nakanishi K, Brown MF, Heyn
MP. The angles between the C1, C5, and C9 methyl bonds of
the retinylidene chromophore and the membrane normal increase
in the M intermediate of bacteriorhodopsin: direct determination
with solid- state 2H NMR. Biochemistry 1999;38:11762–11772.

18. Herzfeld J, Lansing JC. Magnetic resonance studies of the bac-
teriorhodopsin pump cycle. Annu. Rev. Biophys. Biomol. Struct.
2002;31:73–95.

19. Grigorieff N, Ceska TA, Downing KH, Baldwin JM, Henderson
R. Electron-crystallographic refinement of the structure of bacte-
riorhodopsin. J. Mol. Biol. 1996;259:393–421.

20. Rummel G, Hardmeyer A, Widmer C, Chiu ML, Nollert P,
Locher KP, Pedruzzi I, Landau EM, Rosenbusch JP. Lipidic cubic
phases: new matrices for the three-dimensional crystallization of
membrane proteins. J. Struct. Biol. 1998;121:82–91.

21. Rink T, Pfeiffer M, Oesterhelt D, Gerwert K, Steinhoff HJ. Unrav-
eling photoexcited conformational changes of bacteriorhodopsin
by time resolved electron paramagnetic resonance spectroscopy.
Biophys. J. 2000;78:1519–1530.

22. Thorgeirsson TE, Xiao W, Brown LS, Needleman R, Lanyi JK,
Shin YK. Transient channel-opening in bacteriorhodopsin: an EPR
study. J. Mol. Biol. 1997;273:951–957.

23. Birge RR, Cooper TM, Lawrence AF, Masthay MB, Zhang CF,
Zidovetzki R. Revised assignment of energy storage in the primary
photochemical event in bacteriorhodopsin. J. Am. Chem. Soc.
1991;113:4327–4328.

Further Reading
Bondar AN, Fischer S, Smith JC, Elstner M, Suhai S. Key role of

electrostatic interactions in bacteriorhodopsin proton transfer. J. Am.
Chem. Soc. 2004;126:14668–14677.

Haupts U, Tittor J, Oesterhelt D. Closing in on bacteriorhodopsin:
progress in understanding the molecule. Annu. Rev. Biophys. Biomol.
Struct. 1999;28:367–399.

Lanyi JK. A structural view of proton transport in bacteriorhodopsin.
In: Biophysical and Structural Aspects of Bioenergetics. Wikstrom
M, ed. 2005. Royal Society of Chemistry, Cambridge, UK.

Spudich JL, Yang CS, Jung KH, Spudich EN. Retinylidene proteins:
structures and functions from archaea to humans. Annu. Rev. Cell
Dev. Biol. 2000;16:365–392.

See Also
Membrane Proteins, Chemistry of
Photoreceptors, Chemistry of
Proton Translocation, Bioenergetics of
Crystallization of Proteins: Overview of
Spectroscopic Techniques: Overview of

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 5



Advanced Article

Article Contents

• Introduction—What Are Medical Devices?

• Biocompatibility-What Is Does it Mean?

• Biological Systems-Which Ones Are Important
for Normal Homeostasis and Survival?

• Types of Tests—What Types of Tests Are Used?

• Animal Models—A Variety of Animal Models
Are Used

• Summary

Biocompatibility of
Materials Used in Medical
Devices, Methods For
Evaluating
Frederick Silver, Robert Wood Johnson Medical School, Piscataway, New Jersey

doi: 10.1002/9780470048672.wecb042

Medical devices are used for a variety of functions in humans. This review
elaborates on the types of tests used to evaluate biocompatibility of the
interactions between man-made medical devices and host tissues and
organs. The outcome of the response depends on the site of implantation,
the species of the host, the genetic makeup of the host, the sterility of the
implant, and the effect the device has on biological processes. Biological
processes involved in host tissue responses to implantable medical devices
reflect activation of a series of cascades that require blood proteins or other
components found in the blood.

Two types of regulatory approvals for medical devices exist in
the United States, 510(k) notification and premarket approval
(PMA). The specific tests required prior to regulatory approval
vary with the type of device and application; however, some
general testing is usually recommended. Normally, animal test-
ing is conducted to demonstrate that a medical device is safe,
and when implanted in humans the device will reduce, alle-
viate, or eliminate the possibility of adverse medical reactions
or conditions. The American Society for Testing and Materials
(ASTM) as well as the International Organization for Standard-
ization (ISO) publishes standards for testing medical devices.
The recommended tests include culture cytotoxicity, skin irrita-
tion, short-term intramuscular implantation, short-term subcuta-
neous implantation, blood coagulation, long-term implantation,
mucous membrane irritation, systemic injection, sensitization
assays, and mutagenicity testing.

Introduction—What Are Medical
Devices?

Medical devices are used for a variety of functions from
promoting the healing of small wounds using adhesive bandages
to maintaining the flow of blood through arteries narrowed by
atherosclerosis using metallic vascular stents. The purpose of
this article is not to give an overview of the many devices
used in medicine to promote wellness and homeostasis but to
elaborate on the types of tests used to evaluate the interactions
between man-made devices and host tissues and organs. These
man-made devices are called medical devices in the United

States and are regulated for interstate distribution by the Federal

Food and Drug Administration (FDA). In many cases, medical

devices consist of assemblies of polymers, metals, ceramics,

and composites that are used in diagnostic procedures and

as implants in animals and in humans. In the United States,

extensive biocompatibility testing occurs before the devices

are marketed to the general public. Prior to 1976, no federal

regulations existed to oversee the sale and uses of medical

devices in the United States. In 1976, the U.S. Congress enacted

the Medical Device Amendments to the Federal, Food, Drug,

and Cosmetic Act of 1938, which called for the establishment

of three classes of medical devices (Table 1a). Class 1 devices

are those that present little or no risk to the user, whereas Class

2 and 3 devices present some risk and a high degree of risk to

the user, respectively. These devices are regulated by requiring

limited animal testing (Class 2) and extensive animal and human

testing (Class 3). The European Union has a system of device

classification similar to the United States as recognized by the

Medical Device Directive (Table 1b).

The term biocompatible is used widely to infer that an implant

is safe for use in the general population. Although this term is

used broadly, it may be a misnomer because only materials that

are found in living tissues are truly biocompatible. Below, we

examine what methods are used to evaluate the biocompatibility

of materials used in medical devices.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 1



Biocompatibility of Materials Used in Medical Devices, Methods For Evaluating

Table 1a Classifications of medical devices marketed in the united states

Class Type of device FDA filing required

I Crutches, bedpans, depressors, adhesive PMN/510K
bandages, hospital beds

II Hearing aids, blood pumps, catheters 510(k)
contact lens, electrodes

III Cardiac pacemakers, intrauterine devices, PMA
intraocular lens, heart valves, orthopedic
devices

PMN , premarket notification.

Table 1b Classifications of medical devices of the european union

Class Type of device Regulatory requirements

I Stethoscopes, hospital beds, wheelchairs Technical file, other
assurances

IIa Hearing aids, electrographs, ultrasound Technical file, conformity
assessment equipment

IIb Surgical lasers, infusion pumps, ventilators Technical file, type
Intensive care monitoring equipment examination

III Balloon catheters, heart valves Audit of quality assurance,
examination of design

Biocompatibility—What Is Does
it Mean?

The word biocompatibility is a relative term that means that
the materials used in a medical device do not elicit a reaction
that either 1) makes the device not perform its intended use
or 2) causes reactions that affect the functioning and health of
the host. All materials used in devices will elicit a response
from the host; it could be an immediate response, one that is
prolonged, or even a delayed reaction that occurs sometime after
contact with the device. The outcome of the response depends
on the site of implantation, the species of the host, the genetic
makeup of the host, and the sterility of the implant. All implants
have a significantly greater rate of infection when compared
with the background rate associated with the surgical procedure
performed in the absence of the device. At the very least, an
implant should not interfere with biological processes that are
required for normal homeostasis of the host.

Biological Systems—Which
Ones Are Important for Normal
Homeostasis and Survival?

Devices in contact with the external tissues such as skin typ-
ically are considered separately from a biocompatibility per-
spective from devices implanted internally. Implantable devices
affect biological processes that involve blood; therefore, the test-
ing of these devices is somewhat more complicated. Many skin

contact devices are used short term, and therefore biocompatibil-
ity testing is limited. However, for permanent internal implants,
the required testing can be as long as several years and re-
quire analysis of the effects of the device on cells and tissues
as well as on healing responses that occur at the interface be-
tween the tissue and the device. For this reason, it is important
to understand which biological systems may be affected when
permanent implants are to be used.

Biological processes involved in host-tissue responses to
implantable medical devices reflect the activation of a se-
ries of cascades that require blood proteins or other compo-
nents found in blood. Biological systems activated by implants
include blood clotting, platelet aggregation, complement ac-
tivation, kinin formation, fibrinolysis, phagocytosis, immune
responses, and wound healing (1) (Table 2). Wound healing
involves several biological processes, including blood clotting,
inflammation, dilation of neighboring blood vessels, accumula-
tion of blood cells and fluid at the point of contact, and finally
deposition of fibrous tissue around an implant. Vasodilation of
blood vessels and accumulation of interstitial fluid around an
implant can occur through activation of the kinin and com-
plement pathways (1). Phagocytosis of dead tissue occurs by
attraction and migration of inflammatory cells to the site of in-
jury near an implant. The inflammatory cells attracted include
neutrophils and monocytes that are present to digest dead tissue
and implant materials. Once phagocytosis occurs, it may lead
to digestion of implant remnants and formation of fibrous scar
tissue around the implant. If a large blood clot surrounds an
implant, then fibrinolysis must proceed to remove the clotted
blood before the healing process can be completed (1).
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Table 2 Biological systems affected by medical devices (1)

System Function Device effect

Blood clotting Maintains blood fluidity Clot formation-
occlusion

Complement Prevents bacterial invasion Depletes complement
Fibrinolysis Degrades blood clots Degrades tissue

grafts
Immune responses Limits infection Prolongs

inflammation
Kinin formation Causes vasodilation Prolongs

inflammation
Platelet aggregation Limits bleeding Shortens platelet life
Phagocytosis Limits infection Prolongs

Inflammation
Wound healing Repairs tissue defects Promotes fibrous scar

Tissue

Blood proteins are involved in the lysis of foreign cells via the
complement pathway (1). This mechanism involves activation
of complement proteins in the presence of an antibody–antigen
complex attached to the surface of a foreign cell. Components
of the complement pathway are sometimes compromised by
activation and/or adsorption onto the surface of a medical de-
vice. This action leads to complement component depletion that
causes the patient to be at risk for bacterial infection and makes
evaluation of complement depletion an important aspect of the
design of cardiovascular devices. Activated complement com-
ponents also prolong inflammation by generating C3a and C5a,
which are agents that cause vasodilation. Complement activation
is associated with and contributes to whole-body inflammation,
which is observed as a complication to cardiopulmonary bypass.
Complement activation is responsible for hyperacute rejection
of animal tissue grafts (2) and is important in reactions to im-
plants (3–5).

Most foreign surfaces cause blood to clot as a result of di-
rect contact with a foreign surface. This clotting occurs via the
intrinsic clotting cascade or from injury to tissue that develops
during implantation as result of activation of Hageman factor
and factor IX, which are two proteins found in blood (Table 2).
Platelets, which are enucleated cells, are also found in blood;
they release factors that contribute to formation of blood clots.
Devices used in the cardiovascular system normally are de-
signed to limit their propensity to clot blood. In the case of
cardiovascular devices, excessive blood clotting will cause the
device to occlude; in these applications, blood clotting is min-
imized. Because foreign materials typically cause blood clots,
they are only used to replace large and medium-sized vessels.
Host vessels are used to replace the function of small-diameter
vessels. Several tests are used to measure blood clotting and
platelet aggregation caused by contact with a medical device
(6–8).

In addition to activating blood clotting (9), activated Hage-
man factor activates prekallikrein of the kinin system, which
leads to bradykinin that causes vascular vasodilation. Activa-
tion of Hageman factor and blood clotting also leads to the

conversion of plasminogen to plasmin which initiates the degra-
dation of fibrin formed during clotting by a process termed
fibrinolysis (1).

Phagocytic cells including neutrophils and macrophages, coat
medical devices either from direct blood contact or via inflam-
mation and extravascular movement of these cells into the tissue
fluids that surround a device. In either situation, first neutrophils
and then monocytes arrive in the area around the device and at-
tempt to degrade the implant. If the implant is biodegradable,
then these cells remain until the device is totally removed. If
the device is nondegradable, then the number of cells surround-
ing an implant will depend on the how reactive the implant is.
For example, although Dacron vascular grafts are permanent de-
vices, monocytes can be observed surrounding the implant for
months and years. In some patients, continued reactivity can
cause peri-implant fluid accumulation, which if left uncorrected
can require implant removal. In other cases where contact of tis-
sue with the implant causes a prolonged inflammatory response,
other white blood cells including eosinophils, B cells, and T
cells can be observed in the vicinity of the device. These cells
are an indication of either an allergic reaction or the formation
of antibodies that stimulate prolonged inflammation. Measure-
ment of inflammatory cells surrounding an implant is usually
accomplished by direct histological evaluation (10–12).

As phagocytic cells accumulate near the implant, they elab-
orate hydrolytic enzymes that degrade both the implant and the
surrounding tissues; fibroblasts and endothelial cells are also mi-
grating into the area around the device and begin to lay down
new extracellular matrix with capillaries and collagen fibrils
(1). Thus, the wound healing process involves inflammation,
removal of the implant and tissue components, as well as the
deposition of new extracellular matrix. If the implant is non-
degradable and nonporous, then a fibrous capsule forms around
it. The thickness of the fibrous capsule depends on the degree
of inflammation caused by the device. If the implant is porous,
the device may biodegrade and lead to the formation of a small
amount of fibrous scar tissue in the defect when the implant is
removed. In some cases, however, after the implant biodegrades,
an abundance of scar tissue can be deposited where the implant
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was previously observed. The thickness of the fibrous capsule
formed around an implant is usually measured histologically.

Wear particles generated by a moving device can lead to
prolonged inflammation and even implant failure in the case of
hip and knee implants. Small polymeric or metallic particles,
which are about 1 µm in diameter, are ingested by neutrophils
and monocytes and may lead to necrosis of these cells and the
release of inflammatory mediators into the wound area. Large
particles are surrounded by monocytes, which form multinucle-
ated giant cells that can in many cases be tolerated by tissues
without leading to implant failure. However, once wear particles
are released from the implant, they can migrate to other tissues
or even to local lymph nodes causing swelling and systemic
problems. Implant wear particles are quantitatively determined
from histological and electron-microscopic studies (13–15).

Types of Tests—What Types of
Tests Are Used?
Two types of regulatory approvals exist for medical devices in
the United States, 510(k) notification and premarket approval
(PMA). The types of tests required for approval depend on the
classification of the medical device. 510(k) notification involves
marketing a device that is substantially equivalent to a device
on the market prior to 1976. All devices introduced after 1976
that are not substantially equivalent to devices on the market
before 1976 are automatically classified as Class 3 devices and
require PMA (16). For a device to be considered substantially
equivalent to a device on the market before 1976, it must have
the same intended use, no new technological characteristics,
and have the same performance as one or more devices on the
market prior to 1976. In addition, all medical devices must be
sterilized either by end-sterilization or by some other accept-
able means that can be validated, which means that any test
done in cell culture or in an animal model must be conducted
on a device that has been validated to be sterile. Sterility vali-
dation is conducted on all medical devices as described in the
literature (17).

The testing conducted on biomaterials intended for use in
medical devices must address safety and effectiveness criteria
that depend on the intended use as described above as discussed
in depth the literature (18, 19). The specific tests required vary
with the type of device and application; however, some general
testing is usually recommended. Normally, animal testing is
conducted to demonstrate that a medical device is safe, and
when implanted in humans that the device will reduce, alleviate,
or eliminate the possibility of adverse medical reactions or
conditions (17).

According to the American Society of Testing Materials
(ASTM) Medical Devices Standards (Annual Book of ASTM
Standards, Section 13, Medical Devices, ASTM 1916 Race
Street, Philadelphia, PA 19103; available at: www.astm.org), the
type of generic biological test methods for materials and devices
depends on the end-use application. The ASTM as well as the
International Organization for Standardization (ISO) publishes
standards for testing medical devices as listed in Tables 3 and 4.
Biological reactions that are detrimental to the successful use
of a material in one device application may not be applicable
to the success of a material in a different end use. A list of
potentially applicable biocompatibility tests that are related to
the end use of a material and/or a device is given in Table 3 as
a starting point. These tests are as follows:

Cell culture cytotoxicity

This test is used to evaluate the toxicity of a material in
vitro or an extract of a material used in a device. Several
different tests have been used and have produced a spectrum
of biocompatibility assessments on the same material (20–22).
The tests used measure the viability of cells in contact with a
material or an extract of a material. A variety of cell lines can
be used; however, a modified fibroblast line is usually the gold
standard. Some tests used include 1) direct cell culture, 2) agar
diffusion testing, 3) filter diffusion testing, and 4) barrier testing
(22).

As pointed out by Learmonth (23), although the intact implant
may not be cytotoxic to cells, any material and mechanical

Table 3 Biological tests used to evaluate biocompatibility
based on ASTM medical device standards, section 13

Test ASTM standard

Cell culture cytotoxicity F748
Skin irritation F719
Intramuscular and subcutaneous implant F748
Blood compatibility F748
Hemolysis F756
Carcinogenesis F748
Long-term implantation F748
Mucous membrane irritation F748
Systemic injection acute toxicity F750
Intracutaneous injection F749
Sensitization F720
Mutagenicity F748
Pyrogenicity F748
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Table 4 Biological evaluation of medical devices based on ISO standards

Test ISO standard

Part 1: Evaluation and testing 10993-1:2003
Part 2: Animal welfare requirements 10993-2:2006
Part 3: Tests for genotoxicity, carcinogenicity and

reproductive toxicity
10993-3:2003

Part 4: Selection of tests for interactions with blood 10993-4:2002
Part 5: Tests for in vitro cytotoxicity 10993-5:1999
Part 6: Tests for local effects after implantation 10993-6:2007
Part 10:Tests for irritation and delayed-type hypersensitivity 10993-10:2002
Part 11:Tests for systemic toxicity 10993-11:2006

flexural mismatch may lead to release of wear particles that can
excite a cytochemical reaction that culminates in inflammation
and cell cytotoxicity. The generation of wear particles and their
size is of particular importance to the failure of joint implants
through a process termed osteolysis (23).

Skin irritation assay

This test involves applying a patch of the material (or an extract
of the material) to an area of an animal that has been shaved;
in some cases the skin is abraded before the test material is
applied. After 24 hours of contact, the patch is removed, and
the skin is graded for redness and swelling. The grading scale
can vary from 0 to 4: 0 means no redness and/or swelling and 4
means extensive redness and/or swelling. Standard test materials
are used to evaluate skin irritation (24).

Short-term intramuscular implantation

This test is designed to evaluate the reaction of tissue to a
device for periods of 7 to 30 days. This test can be conducted
in the muscle below the skin in rabbits or rodents including
mice, rats, and guinea pigs. At the conclusion of the test period,
the samples are graded both visually and based on analysis
of histological sections. A test described in the United States
Pharmacopia (USP) is widely used. The purpose of this test is to
evaluate the inflammatory potential (e.g., redness and swelling)
grossly. In some cases, histological evaluation of the tissue is
performed at the light and electron microscopic levels to look
for phagocytic and immune cells. Some investigators use an
intramuscular implantation site because the blood supply and
hence the inflammatory potential may be easily evaluated. In
addition, the results of short-term implantation tests may not
reflect material-mediated inflammatory responses that may also
occur (25).

Short-term subcutaneous implantation

This test is an alternative for studying the reaction of tissue to a
device for a period of days to weeks. In this test, a tissue pocket
is made in the skin above the muscle layer, the device is inserted
into the pocket, and the pocket is sutured or stapled closed.
Normally the device is placed deep into the pocket away from
the site of insertion of the device so that reactions at the suture
or clip site do not affect the evaluation of biocompatibility.

Although short-term implantation studies do give an analysis of
the biocompatibility of a material at a local site; systemic effects
can also be observed from corrosion products that develop from
vascular implants that migrate to other sites (26).

Blood coagulation

Blood coagulation is normally assessed by determination of
clotting times and extent of platelet aggregation initiated by
the device surface in either static or dynamic systems. In a
dynamic test, blood flows through the device or over a test
surface made of the materials used in the device. This test
is normally conducted on blood-contacting devices to ensure
that the blood-coagulation and platelet-aggregation pathways
are not modified. The tests are conducted in vitro using human
or animal blood, ex-vivo in a flow chamber using animal blood,
or in vivo in an animal model. It has been noted that variability
in the results using standard materials is noted in ex-vivo tests
of blood compatibility; this finding is attributed to the type of
animal model used, the flow velocity, the time of exposure, and
the method used to measure blood cell adhesion (27). Studies
of stents used in the cardiovascular system illustrate that clot
or thrombus formation is dependent on the type and design of
the device (28, 29) and may be influenced by the corrosion of
metallic implants (30).

Hemolysis

Hemolysis is determined by placing powder, rods, or extracts of
a material in contact with human or animal plasma for about 90
minutes at 37◦C (31). The amount of hemoglobin released into
solution after lysis of the red cells in contact with the device is
measured. When red cells undergo lysis, hemoglobin is released
from the cells, and the absorbance from released hemoglobin
is proportional to the amount of cell lysis. Extensive red-cell
lysis is not desirable for devices that are to be implanted in the
cardiovascular system. The measurement of hemolysis and its
relevance is a question that should be addressed it each device
application.

Carcinogenicity

Carcinogenicity testing involves long-term implantation (up to
2 years) in an animal model usually under the skin to look
for tumor formation (32). This test is required for devices
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that employ materials that have not been extensively tested.
Typically these tests are conducted in rodents, although rodents
do form tumors to most solid implants (1).

Long-term implantation tests

These tests are covered by ASTM specifications F361 and
F469 for muscle and bone, respectively. Implant materials are
placed in the muscle as a soft-tissue model and in bone as a
hard-tissue model. The implantation site is evaluated grossly and
histologically for inflammation, giant cell formation, signs of
implant movement, and for tissue necrosis. Although long-term
implantation gives some indication of biocompatibility, it does
not consider issues such as biofilm formation, infection, and
encrustation associated with use of devices such as urologic
implants (33). It is recommended that long-term implantation
tests be conducted on a model relevant to the intended end
use. In addition, the effect of wear particles is an important
consideration with long-term implantation (23).

Mucous membrane irritation

Mucous membrane irritation is evaluated by placing a mate-
rial in close proximity to a mucous membrane such as the oral
mucosa. The test evaluates the amount of irritation and inflam-
mation from gross and histological measurements. The hamster
cheek pouch or oral mucosa is a model frequently used for this
test (34).

Systemic injection

Systemic injection (acute toxicity) is designed to determine the
biological response to a single intravenous or intraperitoneal
injection of an extract (50 mg/kg) of a material over a 72-hour
time period (35). Extracts are prepared using saline or other
solutions that simulate body fluids. Animals are monitored for
signs of toxicity immediately after injection and at various time
intervals (1).

Intracutaneous injection

Intracutaneous injection involves the reaction of an animal to a
single injection of a saline or vegetable oil extract of a material.
Rabbits are commonly used, and they are studied for signs of
inflammation (redness and swelling) at the injection site for a
period of 72 hours (36).

Sensitization assays

Sensitization assays involve mixing the material or extract that
has been in contact with a device with Freund’s complete
adjuvant and injection of the test sample into the subcutaneous
tissue during a 2-week induction period (37). After 2 weeks,
the material or extract is placed on the skin near the injection
site for 24 hours, and then the skin is evaluated for redness and
swelling.

Mutagenicity

Mutagenicity is evaluated using the Ames test or an equivalent
test. This test employs genetically altered bacteria (bacteria with
altered nutritional characteristics), which are placed in contact
with an extract of a material. Mutations are observed that lead
to a reversion back to the “wild-type” phenotype that grows
only under the original nutritional conditions and not under
conditions that allows mutant growth. It has been reported many
very small-wear particles are released from metal-on-metal
contact in joint replacements, and these particles may cause
mutagenic damage in bone cells (23). However, many of these
wear particles may also be of concern as carcinogens.

Pyrogenicity

Pyrogenicity is used to evaluate fever-producing substances
that may contaminate a medical device. They are components
of gram-negative bacterial cell membranes (endotoxins) or are
materials of chemical origin. The presence of endotoxins is de-
termined by injecting an extract of the device into the circulatory
system of a rabbit and measuring temperature in the rabbit’s
ear. Another method to measure endotoxins involves contact of
the material with cells that are lysed specifically by endotox-
ins (Limulus Amebocyte Lysate Test). Chemical pyrogens are
determined by the rabbit test (38).

Animal Models—A Variety of
Animal Models Are Used

A variety of animal models is used to evaluate the biocompati-
bility of medical devices. They include dog, sheep, goat, rabbit,
mouse, rat, ferret, and pig. Pearse et al. (39) and Murray et al.
(22) give a recent review of animal models in bone and den-
tal device testing, respectively. Factors that lead to choice of a
particular animal model include housing requirements as well
as cost, maintenance, and care factors, resistance to disease, in-
teranimal uniformity, tolerance to surgery, animal lifespan, the
number and size of the implant (39–41). International standards
(ISO 10993) provide guidance to determine the number of an-
imals and the species that should be tested for each treatment
and time point. Although the rat is one of the most widely
used species in medical research because of its size and tissue
structure, it is not a good model for testing some medical de-
vices. Although the dog may not be a good model for bone
implants because of differences in size and shape of canine
bone in comparison with human bone, it is sometimes used
because commercially available implants and instruments are
available for canine surgery (39). Tissue microstructure, com-
position, wound healing, and remodeling differences with the
human play an important role in animal model selection.

Summary

The word biocompatible is perhaps a misnomer; it refers to the
ability of materials used in medical devices not to the illicit
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adverse reactions that occur when implanted in humans. To
assess biocompatibility, several tests have been developed to
study the interactions of materials and biological tissues. The
biocompatibility of a material or a device requires that it not
activate any biological homeostatic systems including blood
coagulation, platelet aggregation, inflammation, complement, or
fibrinolysis.

Biocompatibility testing of medical devices depends on many
criteria. Devices that contact only the skin and are for short-term
use require less-stringent testing. These devices do not require
long-term testing prior to human use. In contrast, implantable
devices require more safety and effectiveness testing before they
can be used in humans. The type of testing required depends
on the end-use application. Although the term biocompatible
is relative, because all devices will lead to some reactions by
cells and tissues, it is important that the reactions caused at the
device-tissue interface do not lead to implant failure or interfere
with the functioning of any biological systems.

Biocompatibility tests vary for short-term versus long-term
contact with tissue. Depending on whether the contact is with
skin or internally, many standard tests have been developed for
biocompatibility screening. Although many tests are predictive
of the responses observed during use of devices in humans,
biocompatibility of a device is ultimately only verified after
extensive human clinical trials and general use in the population.
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Calcium is a universal second messenger that controls many cellular
reactions. Considering its pleiotropic role, it seems evident that the cells, to
get a specific message in the proper time and manner, need precise and
efficient mechanisms to encode and decode Ca2+ signals. Generally,
extracellular stimuli are converted in a transient increase in cytosolic Ca2+

concentration, [Ca2+]c, which, in turn, modulates cell function. In the last
two decades, improvements in the development of probes and
instrumentation for Ca2+ imaging have led to the discovery that the
coordinated action of different players is responsible for a complex
spatio-temporal organization of the Ca2+ signal. It is intriguing to observe
that cells can encode and discriminate Ca2+ signals not only according to
their magnitude but also according to their localization (microdomains)
and shape; i.e., cells can discriminate between sustained and oscillatory
signals. Even more, in the case of oscillations, messages can be read
differently according to the frequency of the oscillatory signals. The
mechanisms by which cells decode Ca2+ signals are now explored in
numerous laboratories. This article focuses on the autoregulation properties
of the Ca2+ signals. It will show that Ca2+ itself is central in the regulation
of the Ca2+ signal. It will also show that it can act as a first and second
messenger and that it can modulate the activity and the availability of the
other players in the signaling operation.

Eukaryotic cells are surrounded by media containing free Ca2+

concentrations that exceed 1 mM, but they manage to main-
tain a free Ca2+ concentration in the cytoplasm that is four
orders of magnitude lower. The very low internal concentration
is maintained by the active transport of Ca2+ ions against their
concentration gradient by Ca2+ pumps in the plasma membrane,
in the endoplasmic/sarcoplasmic reticulum (ER/SR), and in the
Golgi membranes. The plasmalemmal Na+/Ca2+ exchangers
also play a role, particularly in heart and skeletal muscle. The
cells invest energy in this process that not only preserves the
low [Ca2+]c but also generates an intracellular source of Ca2+

within the lumen of intracellular organelles, essentially, the
ER/SR and the Golgi apparatus. Generally, extracellular stim-
uli are converted in a transient increase in the [Ca2+]c, which,
in turn, activates cellular functions. The sources of Ca2+ are
both extracellular and intracellular; i.e., Ca2+ channels in the
plasma membrane and in the intracellular membranes are crit-
ical in the control of cellular Ca2+ homeostasis. To guarantee

the specificity of the signal transmission, the cell organizes dy-
namically the Ca2+ fluctuations in the cytosol by varying the
distribution, the type, and the availability of the different Ca2+

transporters, and it increases the spatial and temporal complex-
ity of Ca2+ homeostasis by compartmentalizing the signals into
the organelles. The ER was originally considered to be the sole
dynamic Ca2+ regulator in the cell, but it has now become
clear that the nucleus, the mitochondria, the Golgi apparatus, the
endosomes/lysosomes, and the secretory vesicles also play fun-
damental roles (Fig. 1). Recent methodological developments
have revealed that, in living cells, these systems are strictly in-
terconnected. The control of their Ca2+ homeostasis is not only
essential in the control of organelle-specific processes, but it
is also fundamental in the overall dynamic modulation of the
Ca2+ signaling in the cytosol. Many protein components of this
signaling cascade have been cloned and characterized: Strik-
ingly, many exist as different isoforms, the number of which
is further increased through mechanisms of alternative splicing
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Figure 1 A schematic representation of the Ca2+ transporters of animal
cells. Plasma membrane (PM) channels are gated by potential, ligands or
by the emptying of Ca2+ stores. Channels in the ER/SR are opened by
InsP3 or cADPr (the cADPr channel is sensitive to ryanodine and is thus
called RyR). ATPase pumps are found in the PM (PMCA), in the ER/SR
(SERCA), and in the Golgi apparatus (SPCA). The nuclear envelope, which
is an extension of ER, contains the same transporters of the latter. NCXs are
located in the PM (NCX) and in the inner mitochondria membrane
(mNCX). A uniporter (U) driven by the internal negative potential (–180
mV) transports Ca2+ into mitochondria. Ca2+-binding proteins are
represented with a sphere containing the four EF-hands Ca2+-binding sites.

of the primary transcripts. The reason for this redundancy is
not yet completely understood, but emerging evidence suggests
that each variant of the Ca2+-controlling proteins has a precise
role in the shaping of the Ca2+ signal. Importantly, it has also
emerged that Ca2+ may even regulate the generation and the
transmission of its signal by controlling the expression of its
own transporters.

Sources and Types of Ca2+
Signaling

Plasma Membrane Ca2+ Entry
Mechanisms

Several plasma membrane channels control Ca2+ entry from
the external medium. The gating of these channels may de-
pend on membrane potential [in the so-called voltage-operated
Ca2+ channels (VOCCs) (1)], or on ligand binding [in the
case of receptor-operated Ca2+ channels (ROCCs) (2)], or on
a still poorly understood mechanism linked to the emptying
of intracellular Ca2+ stores. VOCCs are found not only in ex-
citable cells such as neurons, skeletal muscle, and heart, but
also in nonexcitable cells. Six classes (termed L, N, P, T, R,
and Q) have been identified based on physiologic and phar-
macologic properties. Structurally, all VOCCs are complexes
of five subunits, termed α1, α2, δ,β, and γ, that assemble into

large macromolecular complexes and that are encoded by dif-
ferent genes. α1, the largest subunit, contains the conduction
pore, the voltage sensor, the gating apparatus, and the sites
of channel regulation, e.g., by protein kinases, by drugs, and
by toxins. Much of the diversity of Ca2+ channel types orig-
inates from the variety of α1 subunits, and at least 10 differ-
ent genes encoding for different α1 subunits have so far been
identified in mammals. ROCCs are activated by the interac-
tion of ligands with plasma membrane receptors. L-glutamate
is the most abundant excitatory transmitter in the vertebrate
central nervous system. It activates two general classes of recep-
tors, the “ionotropic” receptors, which are ionic channels, and
the “metabotropic” receptors, which are coupled to G-proteins,
which activate phospholipase C (PLC) and promote intracellu-
lar responses. Three forms of ionotropic receptors have been
characterized and named after their most widely used agonist:
the kainate (KA), the α-amino-3-hydroxy-5-methyl-4-isoxazole
propionate (AMPA), and the N-methyl D-aspartate (NMDA)
receptors. AMPA and NMDA receptors colocalize at the same
postsynaptic membrane, and their close functional interdepen-
dence has important roles in the processes of memory stor-
age and learning. A heterogeneous group of channels (most of
which belong to the so-called transient receptor potential family,
TRPs) are activated by a variety of factors, including mechanical
stretch, osmolarity, temperature, second messengers, G-proteins,
protein–protein interactions, and so on (3). The molecular na-
ture of an additional group of channels, in this case activated by
arachidonic acid, is still undetermined (4). Whatever the nature
and gating properties of a channel, it is easily envisaged that
upon its opening, a high concentration of Ca2+ will be generated
at its mouth, on the inner side of the plasma membrane. In gen-
eral terms, the peak amplitude and spatial diffusion of the Ca2+
microdomain formed at the internal mouth of a Ca2+ channel
and its immediate neighborhood will depend on the following:
the conductance of the channel itself, its Ca2+ selectivity, the
concentration of Ca2+ in the extracellular medium, the mem-
brane potential, and the nature and amount of the intracellular
Ca2+ buffers.

Intracellular Ca2+ Release Mechanisms
The release of Ca2+ from internal stores, usually the ER
or its muscle equivalent, the SR, is controlled by Ca2+ it-
self, or by an expanding group of messengers, such as inos-
itol 1,4,5 tris-phosphate (InsP3), cyclic ADP ribose (cADPR),
nicotinic acid adenine dinucleotide phosphate (NAADP), and
sphingosine-1-phosphate (S1P), that either stimulate or mod-
ulate the release channels on the internal stores. The Ca2+
release channels represent the molecular component of the Ca2+
handling machinery of the intracellular stores. They belong to
two families, the so-called InsP3 receptors (InsP3Rs) and Ryan-
odine receptors (RyRs) (5). The heterogeneous distribution of
these channels within intracellular membranes is one of the key
factors in determining the spatial heterogeneity of the Ca2+ sig-
nals and thus the formation of Ca2+ microdomains. The two
channel types have been conserved during evolution, as a sig-
nificant degree of homology characterizes the sequences of the
domains next to the C -terminus that span the membrane and
contribute to the assembly of the channel proper. Both are
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tetramers composed of identical subunits, but the mechanism
of their activation is different.

In cardiac and skeletal muscle, a highly structured mor-
phological architecture allows the generation of Ca2+ mi-
crodomains at the surface of the SR; these microdomains are a
key component of the trigger for firing the Ca2+ signals nec-
essary for cell activation according to the mechanism known
as Ca2+-induced-Ca2+-release (CICR) (6). Indeed, in both cell
types, the physiologic stimulatory signal leading to contraction
is conveyed by action potentials: A plasma membrane depo-
larization travels via the opening of voltage-dependent Na+

channels and reaches the cell interior through invaginations (the
T tubules) in which VOCCs are located; this process causes the
influx of Ca2+ that is per se insufficient to induce the phys-
iologic response (the sliding of the acto-myosinic contractile
apparatus), but it represents the trigger for the release of Ca2+
(particularly in the heart) from the large intracellular Ca2+ reser-
voir (the SR), through the RyRs (7). In skeletal muscle, direct
coupling between the two molecules (VOCCs and RyRs) is be-
lieved to cause the opening of RyRs; thus, the influx of Ca2+

through VOCCs plays a facilitatory, but not a necessary, role.
The interaction between the two channels is thought to be the
necessary event to cause activation of the RyR isoform of skele-
tal muscle (RyR1), and then Ca2+ release through the RyR1 is
amplified by CICR. In heart, no direct physical interaction oc-
curs between the two types of channels, and thus a high [Ca2+]
in the proximity of the RyR2 (the cardiac RyR isoform) rep-
resents the essential activatory signal (8). Therefore, in heart,
Ca2+ influx through VOCCs is necessary to trigger SR Ca2+
release through the RyR2 via the process of CICR.

In this context, the Ca2+ sensitivity of the RyRs, as well as
the evaluation of the local Ca2+ concentration to which they are
exposed, is a key factor in determining the excitability of the
muscle fiber and the efficiency and duration of contraction. As
a result, a great deal of work has concentrated on identifying
the “fundamental” Ca2+ signaling. Rapid Ca2+ imaging of both
cardiac and skeletal muscle has revealed the occurrence of
transient, local increases in Ca2+ concentration, denominated
Ca2+ sparks (9) that were attributed to the opening of single
RyR channels, or more likely, a cluster of RyRs (10, 11).

The occurrence of elementary signals, generated by the open-
ing of a spatially restricted group of channels (12) and denomi-
nated “Ca2+ puffs” (13), is also shared by the InsP3-dependent
signaling system. Ca2+ puffs denote the “Ca2+ excitability” of
the cell, but the induction of a physiologic response requires
the coalescence of these elementary events into a larger rise,
which may be limited to a portion of a polarized cell or may
diffuse to the whole cell body in a truly global Ca2+ signal.
The transition from elementary to global events, and its regula-
tory mechanisms, is thus critical in determining the final cellular
outcome of the InsP3-dependent Ca2+ signal. Numerous stim-
uli function through the activation of PLC to generate InsP3.
Several isozymes of PLC have been described: all of them spe-
cific for phosphatidyl-inositol (PtdIns, PI), a phospholipid that
is predominantly present in the inner leaflet of the plasma mem-
brane, and its mono (PtdIns-4-P, PIP1) and bis-phosphorylated
forms (PtdIns-4,5-P2, PIP2). Diacylglycerol (DAG) and phos-
phorylated inositols are formed, with 1,4,5 InsP3 being the only

one among the numerous inositol phosphate isomers that is ca-
pable of releasing Ca2+ from intracellular stores by interacting
with a specific receptor. Three genes encode the InsP3Rs. They
are ubiquitously expressed; type 1 is expressed in particularly
high levels in Purkinje neurons in the cerebellum. The differen-
tial contribution of InsP3R isoforms to Ca2+ signaling is now
being explored. Studies on the DT40 chicken lymphoma cell
line, in which one or more of the InsP3R genes were system-
atically eliminated by homologous recombination, have shown
that the expression of isoform 2 is necessary for the generation
of Ca2+ oscillations after cell stimulation (14).

The InsP3R is operated by InsP3, but it is also modulated by
Ca2+. Low lumenal Ca2+ has been proposed to stimulate the
opening of the Ca2+ channel, but the matter is still being de-
bated. The effects of cytosolic Ca2+ on the receptor are better
documented. Even if they may vary, depending on concentra-
tion, cell type, or experimental conditions, the effects of Ca2+
are biphasic. They are stimulatory at <300 nM and inhibitory
at >300 nM (15, 16).

Intracellular Ca2+-Removing Mechanisms
During the generation of a Ca2+ transient, the “on” reactions
are counteracted by “off” reactions, during which time various
pumps and exchangers remove Ca2+ from the cytoplasm. These
mechanisms are essential in maintaining the resting level of
Ca2+ at approximately 100 nM and in ensuring the Ca2+ loading
of internal stores. As mentioned, three different molecular com-
ponents are involved in the “off” reactions: the plasma mem-
brane Ca2+-ATPase (PMCA), the Na+/Ca2+ exchanger (NCX),
and the sarco/endoplasmic Ca2+-ATPase (SERCA). PMCAs
represent the main Ca2+-extrusion system of all eukaryotic cells
and have high Ca2+ affinity. In mammals, four separate genes
encode distinct PMCA isoforms. PMCA1 and PMCA4 are ubiq-
uitously expressed, whereas PMCA2 and PMCA3 are expressed
almost exclusively in the central nervous system. Complex pat-
terns of alternative RNA splicing generate additional isoform
variability: Of interest are variants in which the alternative splic-
ing occurs at site C, located in the C -terminal tail of the protein,
which involves the region containing the calmodulin-binding
domain (see below). The calmodulin (CaM)-binding domain, in
the absence of CaM, interacts with two sites next to the ac-
tive site of the PMCA maintaining the pump in an inhibited
state. CaM removes its binding domain from its intramolecular
receptors, freeing the pump from autoinhibition. C site splic-
ing occurs in all isoforms and, in general, causes the inclusion
of one (or two) additional exons, inducing a premature trunca-
tion of the protein, which now has a shorter regulatory domain
(termed CII or a variant) that differs significantly from that of
the variant termed CI or b (17).

The other plasma membrane Ca2+-exporting system, the
NCX, is particularly active in excitable cells, e.g., heart, which
periodically experiences the need to rapidly eject large amounts
of calcium. It has low Ca2+ affinity but high Ca2+-transporting
capacity. Three basic exchanger gene products are known,
NCX1, NCX2, and NCX3. The first two products are ubiq-
uitously distributed in tissues, whereas NCX3 is restricted to
the brain (18). The SERCA pumps are encoded by three genes
and are differently distributed in the animal tissues. SERCA1
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is largely expressed in fast-twitch skeletal muscle. SERCA2
has two splicing variants: isoform 2b, which is ubiquitously
distributed, and isoform 2a, which is dominantly expressed in
cardiac muscle. SERCA3 is instead expressed in nonmuscle
cells. Recently, the tertiary structure of the SERCA1a pump
has been solved, and it has confirmed the predicted architecture
containing 10 transmembrane domains (19).

The diverse PMCA, SERCA, and NCX isoforms are ex-
pressed in a tissue- and development-specific manner, and
their apparent redundancy probably enables the cells to select
the combination of reactions that exactly meet their specific
Ca2+-signaling requirements.

Functional Significance of the
Different Modes of Ca2+ Signal
Transmission

Different cell types use distinct Ca2+ signals, as suits best
their physiology. In particular, the possibility of local and global
Ca2+ signaling permits the control of separate processes in the
same cell.

Emerging evidence reveals that cells use local Ca2+ signals,
i.e., spatially confined high Ca2+ concentration microdomains,
to obtain specific and rapid effects such as the release of the
contents of synaptic or secretory vesicles, the activation of ion
channels, mitochondrial energy metabolism, and the generation
of nuclear specific Ca2+ signals (20, 21). Confined Ca2+ signals
at the internal mouth of the channels may thus remain localized
and transmit the signal to targets in the immediate vicinity
or trigger a chain of autocatalytic Ca2+-releasing events that
results in the generation and spreading of Ca2+ waves across
the cell. Ca2+ waves have been classified based on the speed
of their motion (22). Global Ca2+ signals, such as waves and
oscillations, are preferentially used when the targets to reach
are distributed throughout the cell. Many processes require
prolonged stimulation to be activated, such as fertilization,
axonal growth of cortical neurons, neuronal cell migration,
exocytosis, and gene transcription. Ca2+ waves can also spread
from one cell to the next, thus coordinating the activity of groups
of cells within a tissue. For example, in perfused intact liver,
hormones linked to the formation of InsP3 evoke Ca2+ transients
with an oscillatory pattern, the frequency of which depends
on the concentration of the agonist. The spikes spread as
wave through the cytoplasm, the nucleus, and also through gap
junctions to the entire liver lobule to coordinate the metabolic
liver function (23).

Information is also encoded within the frequency of Ca2+
oscillations that occur in the cytosol. Oscillations can derive
either from fluctuations of the entry of external calcium or of
the release from internal stores. The former occur primarily in
excitable cells, after the periodic opening of plasma membrane
Ca2+ channels, such as induced, for example, by the rhythmic
changes of the plasma membrane potential of the heart or by
bursts of action potential in neurons. In nonexcitable cells, the
predominant mechanism of [Ca2+]c elevation is from the ac-
tivation of plasma membrane receptors coupled to G-proteins

and to the phospho-inositide pathway. In these cells, the oscil-
latory pattern of Ca2+ increases is not dependent on the periodic
opening and closing of plasma membrane Ca2+ channels, but on
cycles of Ca2+ release and uptake from the intracellular com-
partment sensitive to InsP3. Recent works suggest at least two
possible mechanisms for the generation of oscillatory Ca2+ sig-
nals: either an oscillatory production of InsP3 or an oscillatory
inactivation of InsP3Rs. The two mechanisms appear to oper-
ate differentially according to the cell type. The fluctuations in
InsP3 may be controlled by Ca2+ itself through the regulation
of membrane PLC that generates InsP3 from PIP2, or through
regulatory proteins, which act directly on G-proteins, thus af-
fecting the downstream InsP3 production. Figure 2 summarizes
the different shapes of Ca2+ signals and some of their biologic
targets.

How are the Ca2+ Messages
Decoded?

The ability to use Ca2+ in different modes helps cells to achieve
a multitude of signals varying in amplitude, frequency, kinetics,
and localization, as well as to avoid the deleterious effects
associated with sustained Ca2+ increases. Cells avoid death
either by using low amplitude Ca2+ signals or, more usually,
by delivering the signals as brief transients. It is intriguing to
understand how the encoded message could regulate such a large
number of different processes. The explanation probably lies in
the fact that different “forgers” personalize the message.

After cell stimulation, Ca2+ flows into the cells and inter-
acts with different Ca2+-binding proteins that function either
as Ca2+ effectors (i.e., decoding the message) or Ca2+ buffers.
Proteins able to bind Ca2+ with the affinity and specificity re-
quired for the regulation of its concentration in the intracellular
environment generally belong to the so-called EF-hand family
(24). The family contains hundreds of members, of which the
most intensively studied is the ubiquitous CaM. CaM (and a
number of homologous proteins) consists of two independently
folded domains connected by a flexible long helical segment.
Each domain contains one pair of EF hands. Upon Ca2+ bind-
ing, structural rearrangements occur and CaM collapses into a
hairpin structure around the binding domains of target proteins.
Clearly, the decoding of the Ca2+ signal by EF-hand proteins
is a sophisticated operation, which is not restricted to the rela-
tively simple process of reversibly binding Ca2+ for buffering
purposes. In fact, the buffers function to fine-tune the spatial
and temporal properties of Ca2+ signals. They can alter both the
amplitude and the recovery time of individual Ca2+ transients.
These buffers have different properties and expression patterns.
For example, calbindin–D28 (CB) and calretinin (CR) are fast
buffers, whereas parvalbumin (PV) has much slower binding ki-
netics and high affinity for Ca2+. The physiologic roles of CB,
CR, and PV have been particularly studied in neurons. These
studies have been facilitated by the recent generation of mouse
strains deficient in these proteins. CR is principally expressed in
cerebellar granule cells and their parallel fibres, whereas PV and
CB are present throughout the axon, soma, dendrites, and spines

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Calcium Signaling: Encoding and Decoding

Figure 2 Scheme of the main cellular events modulated by local (microdomains) and global (waves and oscillations) Ca2+ signaling.

of Purkinje cells. PV is additionally found in a subpopulation
of inhibitory interneurons, the stellate, and basket cells. Studies
on deficient mice, together with in vitro work and the discovery
of their unique cell type-specific distribution in the cerebel-
lum suggest that these calcium-binding proteins have evolved
as functionally distinct, physiologically relevant modulators of
intracellular calcium transients. Analysis of different brain re-
gions suggests that these proteins are involved in regulating
calcium pools critical for synaptic plasticity (25). Interestingly,
and unexpectedly, PV−/− fast-twitch muscles are considerably
more resistant to fatigue than the wild-type controls. This ef-
fect was attributed mainly to the increased fractional volume of
mitochondria in PV−/− fast-twitch muscle, where the mitochon-
dria are suggested to functionally replace the slow-onset buffer
PV based on similar kinetic properties of Ca2+ removal (26).

In addition to limiting the diffusion and the magnitude of
Ca2+ transients by activating the Ca2+ extrusion systems and by
buffering them using cytosolic Ca2+ buffers, it recently became
evident that cells also use the spatial distribution of intracellular
organelles, such as mitochondria (for a comprehensive review,
see Reference (27)). The control of the ion diffusion throughout
the cell has been found to control the shaping of cytosolic
Ca2+ signals in different cell types. In pancreatic acinar cells,
mitochondria strategically located beneath the granular region
prevent the spreading of a Ca2+ wave from the secretory pole
toward the basolateral region by accumulating Ca2+; a similar
role was reported for mitochondria in rat cortical astrocytes. In
addition, the clearing of local [Ca2+]c in the proximity of Ca2+

release channels plays a role in the modulation of their activity.
The first example of this effect was reported in Xenopus oocytes

where mitochondria buffer microdomains of [Ca2+]c regulating
the open probability of InsP3 channels, relieving the inhibitory
effect of Ca2+. As a consequence, the rate of Ca2+ efflux from
ER and, in turn, the shape of cytoplasmic Ca2+ waves, becomes
modulated. A similar role for mitochondria has been described
also in mammalian cells where mitochondria suppress [Ca2+]
positive (or negative) effects on the InsP3 or on ryanodine
channels or plasma membrane channels. By dissipating these
local [Ca2+] microdomains, mitochondria buffer the Ca2+ that
enters T cells via store-operated Ca2+ channels: They sequester
Ca2+ during periods of rapid Ca2+ entry and release it slowly
after Ca2+ entry has ceased. The idea that mitochondria can
prolong the period of [Ca2+]c elevation in response to a transient
episode of Ca2+ influx by slowly releasing stored Ca2+ was
already proposed as important for Ca2+-dependent processes
such as exocytosis and synaptic transmission.

We still have little understanding of how cells actually de-
code the information contained in the different “shapes” of the
Ca2+ signaling and, in particular, in the frequency of Ca2+

signals. The molecular machines that are responsible for decod-
ing frequency-modulated Ca2+ signals include CaM kinase II
(CaMKII) and protein kinase C (PKC). CaMKII is a multimer,
consisting of 6–12 monomers that could be identical or different.
It has a broad tissue distribution, being particularly abundant in
the forebrain, where it is supposed to be particularly important
in decoding the frequencies of synaptic inputs. CaMKII phos-
phorylates and regulates multiple cellular targets that contribute
to neurotransmission, neuronal plasticity, cell excitability, gene
expression, secretion and cell shape, and, especially, memory
formation and storage (28). Evidence that CaMKII could act
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as frequency decoder of Ca2+oscillations comes from the work
of De Koninck and Schulman (29), who had shown that, af-
ter the threshold for kinase activation was reached and some
subunits of the enzyme had become autophosphorylated, the
response of the kinase to low frequency stimuli increased, pre-
sumably because CaMKII autophosphorylation is functionally
cooperative.

PKC is a member of a family of Ser/Thr phosphotransferase
that is involved in numerous cellular signaling pathways. These
enzymes possess two regulatory domains, C1 and C2, that are
the targets of different second messengers. Conventional and
novel PKCs migrate to the plasma membrane in response to
increased levels of DAG, resulting in complete activation of
the isoenzymes. Activation is produced by the direct binding of
DAG to a motif known as protein kinase C homology-1 (C1)
domain. The main role of C2 domains in conventional PKCs
is to act as the Ca2+-activated membrane-targeting domain. In
the absence of receptor-mediated lipid-hydrolysis, PKC isoen-
zymes are, in most cases, cytosolic and autoinhibited by the
binding of a pseudo substrate motif to the substrate-binding
site. Receptor-mediated generation of DAG and elevation in
[Ca2+]c result in the membrane recruitment of conventional
PKC molecules. Once fully membrane-associated, the pseudo
substrate motif is released, allowing substrate binding and phos-
phorylation. The use of the green fluorescent protein (GFP) has
shown that conventional PKC isoenzymes undergo oscillatory
plasma membrane associations, which are “phase-locked” with
the underlying receptor-mediated oscillations in [Ca2+]c. Each
oscillatory membrane association may lead to a burst of PKC
activity, which in turn induces transient bursts in substrate phos-
phorylation. As Ca2+ returns to the basal level between oscilla-
tions, PKC regains the autoinhibited conformation. This pause
in PKC activity allows the dephosphorylation of the substrate
to dominate (30, 31). Such precise control of PKC activity is
crucial to decoding the information contained in [Ca2+]c oscilla-
tions, and it is worthwhile to note that the other Ca2+ oscillation
decoder (CaMKII) does not fully deactivate between oscillations
(29).

Recently, it has been proposed that Ca2+ signals could be
decoded also through a pathway involving the Ras GTPases
(32). In neuronal cells, Ca2+ microdomains generated through
Ca2+ influx through the NMDA-Rs can efficiently activate the
Ras/ERK cascade. The proposed mechanism for Ca2+ activation
of Ras signaling is based on a spatially restricted localization
of two enzymes (GAPs proteins), the activity of which mod-
ulates the conversion between Ras-GTP and Ras-GDP in a
Ca2+-dependent manner. This confined coupling is essential in
the physiology of neuronal cells, because the Ras/ERK path-
way is important in eliciting two forms of synaptic plasticity,
long-term depression (LTD) and long-term potentiation (LTP),
both processes that have been proposed to form part of the cellu-
lar basis of learning and memory. AMPA-Rs trafficking in the
postsynaptic membrane, a process that also controls LTP and
LTD, appears to be modulated through the Ras/ERK pathway
activation by CaMKII-mediated phosphorylation (33). Efficient
Ca2+-mediated activation of the Ras/ERK cascade appears to
be optimized according to the frequency of the Ca2+ oscilla-
tions thanks to the action of two Ca2+-regulated Ras GAPs,

CAPRI and RASAL. These two proteins have been recently
identified as sensors of distinct temporal aspects of the Ca2+

signals. Whereas CAPRI detects the intensity of the Ca2+ sig-
nal and undergoes transient association with the plasma mem-
brane, RASAL senses the frequency by undergoing synchronous
and repetitive oscillatory associations with the plasma mem-
brane (34).

Calcium Controls the Expression
of its Own Transporters

Control of gene expression by Ca2+ was identified in 1985 when
it was shown that prolactin gene transcription was stimulated
up to 200-fold by the elevation of intracellular Ca2+ in cul-
tured CH3 cells (35). After this observation, the transcription
of numerous other genes was also found to be stimulated by
Ca2+. According to general consensus, Ca2+ acts through three
major pathways (Fig. 3). The first pathway, which is probably
the principal one, involves changes in the activity of several
Ca2+-dependent kinases and phosphatases, which in turn change
the trans-activating properties of several transcription factors.
The best-known proteins involved in this pathway are proba-
bly CaM-dependent kinases CaMKIV, CaMKII (36), and the
CaM-dependent protein phosphatase calcineurin (37). All of
these proteins need CaM to process the Ca2+ signal: They stim-
ulate gene transcription by regulating the phosphorylation state
of the transcription factor CREB, and, as a result, the extent of
CRE (cAMP Response Element)-dependent transcriptional acti-
vation, or by dephosphorylating the transcription factor NF-AT,
thus promoting its translocation to the nucleus, respectively.

The regulation of synaptic plasticity in neuronal cells is an
important consequence of the activation of this pathway of gene
expression, after Ca2+ entry from the extracellular environment.
An interesting finding that recently emerged was that Ca2+ itself
could control the expression of its own transporters, suggest-
ing that the cell can finely adjust the amount, the type, and
the distribution of the Ca2+ transporters according to its spe-
cific demands. Ca2+ regulation of the plasma membrane Ca2+

pump isoforms at the transcriptional level was firstly reported by
Guerini et al. (38) in cerebellar granule neurons. When neurons
were cultured under condition of partial membrane depolariza-
tion, which is required for their long term in vitro survival,
they underwent a chronic and modest increase of the resting
free Ca2+ concentration, which promotes the up regulation of
PMCA2, 3, and 1CII (1a) (that are typical of the adult brain),
and the down regulation of PMCA4CII (4a) (which is absent
from adult rat cerebellum). Calcineurin regulates the disappear-
ance of PMCA4a but not the up regulation of the other PMCA
isoforms (39).

Interestingly, a similar pattern of remodeling also occurs for
the expression of the other Ca2+extrusion system of the plasma
membrane, the NCX, which has a high level of expression in
brain. Three separate genes encode for the three different iso-
forms of NCX, and, as in the case of PMCA, a number of splice
variants are generated at least at the transcriptional level. It has
been shown that during the maturation of neurons, the number
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Figure 3 Signaling pathways that participate in Ca2+-regulated gene expression. Two important enzymes (calcineurin, CN, and calmodulin-dependent
kinases, CaMK), which by regulating the phosphorylated/dephosphorylated state of the transcription factors CREB and NF-AT, translate the Ca2+ signal
into nuclear specific information, are indicated. The transcriptional regulator DREAM, which is an EF-hand Ca2+-binding protein, and the
basic-helix-loop-helix (bHLH) transcription factors, which bind calmodulin (CaM) or S-100 proteins, are also shown. NLS, nuclear localization signal. Ca2+
levels, through the indicated pathways, directly regulate the transcription of the genes for the membrane Ca2+ transporters PMCA, NCX, and InsP3R.

of splicing variants of NCX1 decreased but the total amount of
NCX1 protein did not change significantly. At variance with this
result, the amount of NCX2 protein increased dramatically with
time if the cultured neurons were kept in low KCl-containing
medium, reflecting the behavior of the isoform in the cerebel-
lum during the first week, but became rapidly down regulated
after partial depolarization of the plasma membrane (40). The
NCX3 gene was also affected by the depolarizing treatment:
Its transcription became up regulated when Ca2+ influx is pro-
moted by high KCl treatment. Interestingly, the NCX2 transcript
up regulation was dependent on the activation of calcineurin,
whereas the effects on the NCX1 and NCX3 genes were instead
calcineurin-independent. Further reports have indicated that the
Ca2+-mediated increase in the expression of type 1 InsP3R in
cerebellar granules (41) and in hippocampal neurons (42) is me-
diated by Ca2+ influx through L-type channels or NMDA-Rs.
The expression of type 1 InsP3R appears to be regulated through
the activity of calcineurin, which dephosphorylates the NF-AT
transcription factor, promoting its translocation to the nucleus
and transcription activation. These regulation pathways under-
line the importance of regulating cell Ca2+ with absolute pre-
cision: To promote the survival of the neurons, cytosolic Ca2+

must increase, but only to the relatively modest level that is

necessary and no more. Evidently, to better control Ca2+ lev-
els, cells adjust the abundance and the type of the different Ca2+

transporters.
Another important recent development in the transcriptional

autoregulation of the Ca2+message is that linked to the sec-
ond pathway that Ca2+ uses to control gene expression: Ca2+

ions bind directly to the transcriptional regulator DREAM (DRE
Antagonist Modulator) and change its affinity for the DNA,
relieving the repression on the transcription of specific target
genes (43). DREAM belongs to the family of neuronal cal-
cium sensors. It contains 4 EF-hands and acts as a transcription
silencer for a large number of genes by binding to specific
DRE (Downstream Regulatory Element) sites in the 5′ UTR
region of the gene promoters. When Ca2+ becomes bound to
DREAM, presumably as a result of its increase in the intracellu-
lar (intranuclear) environment, the DRE sites release DREAM
and transcription resumes. The first discovered target gene for
DREAM was that for the human prodynorphin, a protein in-
volved in memory acquisition and pain (43); but an increasing
number of genes have now been found to be regulated by this
Ca2+-sensitive transcriptional repressor. Very recently, DREAM
has been shown to control the transcription of the gene for
NCX3, an isoform of NCX that is important in Ca2+ extrusion
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in neurons (44). Overexpression of a DREAM EF-mutant (EFm-
DREAM) insensitive to Ca2+ in hippocampus and cerebellum of
transgenic mice significantly reduced NCX3 mRNA and protein
levels. Cerebellar granules from EFmDREAM transgenic mice
displayed increased levels of cytosolic Ca2+, lost the ability to
efficiently export Ca2+, and were more vulnerable to increased
Ca2+ influx after partial opening of VOCCs. However, they
survived better under conditions of reduced Ca2+ influx, sug-
gesting that DREAM plays a role in the autoregulation of the
Ca2+ signal in neurons.

Lastly, the third mode that Ca2+ uses to control gene ex-
pression must be mentioned, even if no evidence has yet con-
clusively shown that this mode is employed to control the
transcription of the Ca2+ transporters. This pathway involves
the basic-helix-loop-helix (bHLH) transcription factors that, af-
ter Ca2+-dependent interaction with CaM or with the S-100
proteins, modify the ability to bind to DNA and thus to activate
transcription (45).

Measuring Ca2+ Concentration

Ca2+ probes (also known as indicators, reporters, or sensors)
are molecules that form selective and reversible complexes
with Ca2+ ions. The physicochemical characteristics of the
Ca2+-free and Ca2+-bound form are sufficiently different to
enable their relative concentrations to be measured. They can be
divided in two main categories: synthetic Ca2+ indicators and
protein-based Ca2+ indicators. In the late 1970s, Roger Tsien
synthesized the first fluorescent Ca2+ probe for intracellular use.
Its structure was based on the selective Ca2+-chelator EGTA.
The portion of the molecule that binds Ca2+ is a carboxylic
backbone perfectly adapted to the dimension of the ion, which
confers its specificity. A fluorophore group, associated with
the carboxylic group, endows the molecule with fluorescent
properties dependent on the binding of Ca2+ to the carboxylic
cage. Tsien and co-workers modified the original molecule
by esterification of the charged carboxylic groups, making it
permeable to the plasma membrane of a living cell (46). In
this form, the molecule cannot bind Ca2+; but once permeated
through the plasma membrane, it is trapped in the cytoplasm
thanks to the action of cellular esterases that hydrolyse the
ester, yielding the active form of the indicator. Thanks to
the simplicity of use, this type of indicators is enormously
employed by many researches. Big developments have been
made to improve their fluorescent signal that, together with the
improvements of the instrumentation, have contributed to image
at single cell level the changes in Ca2+ concentration induced
by physiologic stimuli.

In recent years, the wide diffusion of molecular biology tech-
niques has extensively expanded the number of applications
of protein probes in cell biology. Two types of protein probes
currently employed derive from bioluminescent organisms. The
first is the group of chemiluminescent proteins, which emit light
usually in response to changes of a physiologic parameter, such
as concentration of ATP or Ca2+. Among these proteins, the
photoprotein aequorin (AEQ) has dominated the Ca2+-signaling
field. The second group of protein probes is that of fluorescent

proteins, of which GFP from Aequorea victoria is the “protag-
onist”.

AEQ was largely employed before the introduction of syn-
thetic fluorescent probes, as it was extracted and purified from
jellyfish and microinjected in giant cells to monitor Ca2+. A
Ca2+-induced conformational change in the apoprotein leads to
peroxidation of the coenzyme, which results in the release of
blue light. The rate of the reaction depends on the Ca2+ con-
centration to which the photoprotein is exposed. The cloning
of the AEQ cDNA in 1985 (47) opened the possibility to ex-
tend AEQ use to a large variety of cells by transfecting them
with a plasmid that allows recombinant expression of exoge-
nous protein. But the most important incentive to reconsider
AEQ to monitor Ca2+ was the possibility to target it to a spe-
cific cell compartment by introducing in its sequence specific
signal sequences. This approach has allowed the construction
Ca2+ probes, which, in contrast to fluorescent dyes, are exclu-
sively localized in the intracellular district of interest. The use
of chimeric AEQs allowed substantial advances in our under-
standing of Ca2+ signaling, such as the interplay between the
ER and mitochondria (48), the presence of subplasma mem-
brane Ca2+ microdomains (49), and the role of Golgi apparatus
as an important Ca2+ store (50). Despite its undoubted ad-
vantages, aequorin has a big defect: Although the amount of
photons that are emitted from a cell population is more than
adequate to measure Ca2+ concentration, the amount of photons
that are emitted by a single cell is very low and not sufficient to
guarantee a good space and time resolution. To overcome this
deficiency, recombinant Ca2+ probes based on GFP were devel-
oped. Essentially, these indicators can be divided in two main
groups based on their structure: double barrel probes, such as
cameleons, made of two different coloured mutants of GFP con-
nected by a Ca2+-sensitive linker and single barrel probes, such
as camgaroos and pericams, based on a single GFP engineered
to bear a Ca2+-dependent inserted sequence. Generally, CaM is
used as a molecular switch, which changes its conformation on
the binding of Ca2+. The first two GFP-based fluorescent Ca2+

indicators were developed in 1997 (51, 52). Both probes are
based on a similar strategy: the change of Fluorescence Reso-
nance Energy Transfer (FRET) between the two GFP mutants
that is caused by the interaction between Ca2+-activated CaM
and the targeted peptide. Although the cameleons were greatly
improved over the original design, they still displayed insuffi-
cient signal-to-noise ratio when targeted to the organelles. To
further increase the dynamic range of cameleons, the second
generation probes (camgaroos and pericams) have been devel-
oped. In this construct, the GFP β barrel has been cut open and
the original N - and C -termini linked together to create new ter-
mini located close to each other. The circular permutated (cp)
GFP retains the ability to form a chromophore, but the permu-
tation renders the chromophore more accessible to changes in
the pH of the surrounding ambient. As protonation of residues
surrounding the chromophore changes its ionization state, the
fluorescence of all cpGFP is highly pH sensitive. This property
has been exploited to detect Ca2+ by fusing CaM to cpGFP. In
this way, the binding of Ca2+ mimics alkalinization or acidifica-
tion, and so results in the increase or decrease of chromophore
fluorescence. Further developments have been made to improve
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the Ca2+ sensors and, in particular, CaM has been substituted
by troponin C (53) or by an artificial Ca2+-binding module to
reduce the interaction with endogenous proteins (54), but the
“perfect” Ca2+ probe is still missing.

Conclusion

More than 40 years of investigations of Ca2+ transport and Ca2+

actions have resulted in the well-defined concepts of intracellu-
lar Ca2+ homeostasis and Ca2+ signaling. The molecular mech-
anisms of Ca2+ transport between cells and extracellular space
as well as within cells are clearly defined. We also know that
Ca2+ signaling is extremely compartmentalized and that local
and transient gradients could be responsible for spatial signal en-
coding. The study of the mechanisms of encoding/decoding the
Ca2+ signal is fundamental to understanding the Ca2+-signaling
specificity, and the enormous number of Ca2+-signaling stud-
ies carried out in cultured cells or in tissue slices has clearly
contributed to the progression in this field. Now, it will be nice
when the recent technological developments drive the analysis
toward in vivo cellular imaging, where the effects of physio-
logic and pathologic stimuli could be investigated on the whole
living organisms.
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Differential scanning calorimetry (DSC) is a relatively rapid di-
rect and nonperturbing thermodynamic technique for studying
the thermotropic phase behavior of hydrated lipid dispersions
and of reconstituted lipid model and biological membranes.
DSC can accurately and reliably determine the temperature,
enthalpy, entropy and cooperativity of a wide variety of lipid
phase transitions and how these parameters are influenced by
variations in hydration, and in the pH and the ionic strength
and composition of the aqueous phase. Also, the effects of the
presence of membrane-associated sterols, peptides and proteins,
as well as toxins, drugs, and other agents, on the thermotropic
phase behavior of lipid membranes can be determined. Under
appropriate conditions, DSC can also characterize the kinetics of
some lipid phase transitions. The thermodynamic data provided
by DSC, therefore, can provide valuable information about the
phase state and organization of lipid assemblies and about how
the structure and physical properties of lipid model and biolog-
ical membranes are modulated by other membrane constituents
and by the environment. However, because DSC is a thermody-
namic and not a structural technique, it is most valuable when
applied in conjunction with a direct structural technique, such as
X-ray diffraction, and with nonperturbing spectroscopic meth-
ods, such as nuclear magnetic resonance and Fourier transform
infrared spectroscopy.

Biological Background

The central structural feature of almost all biological membranes
is a continuous and fluid lipid bilayer that serves as the ma-
jor permeability barrier of the cell or intracellular compartment
(1) and as a scaffold for the attachment and organization of
other membrane constituents (2, 3). In particular, peripheral
membrane proteins are bound to the surface of lipid bilayers
primarily by electrostatic and hydrogen-bonding interactions,
whereas integral membrane proteins penetrate into, and usually
span, the lipid bilayer, and are stabilized by hydrophobic and
van der Waal’s interactions with the lipid hydrocarbon chains in
the interior of the lipid bilayer as well as by polar interactions

with the glycerol backbone and polar headgroup regions of the
host lipid bilayer. In addition to playing a structural role in de-
termining the topology and stabilizing the active conformation
of peripheral and integral membrane proteins, the physical prop-
erties of the lipid also markedly influence the activity and thus
presumably the conformation and dynamics of many membrane
proteins (4–8, but see 9). Specifically, the physical state (lamel-
lar gel versus liquid–crystalline), fluidity, hydrophobic thick-
ness, lipid lamellar/nonlamellar phase propensity (lipid shape),
surface charge and surface-charge density, as well as various
mechanical properties of the lipid bilayer (10), all modulate the
thermal stability and activity of many membrane-associated en-
zymes, transporters and receptors. Therefore, understanding the
thermotropic phase behavior and organization and thus the spe-
cific functions of the large number of lipid classes and molecular
species that comprise biological membranes, remains a major
challenge in membrane biology generally. In this brief review,
we consider the applications of DSC to lipid model and bi-
ological membranes to address in particular the role of lipid
fluidity and phase state and to some degree the role of lipid
lamellar/nonlamellar phase propensity in membrane structure
and function.

Lipid Mesomorphic Phase Behavior

Membrane lipids are invariably polymorphic; that is, they can
exist in a variety of kinds of organized structures, especially
when hydrated. The particular polymorphic form that predom-
inates depends not only on the structure of the lipid molecule
itself and on its degree of hydration, but also on such variables
as temperature, pressure, ionic strength and pH (see References
11 and 12 and article Lipids, Phase Transitions of). How-
ever, under physiologically relevant conditions, most (but not
all) membrane lipids exist in the lamellar or bilayer phase, usu-
ally in the lamellar liquid–crystalline phase but sometimes in
the lamellar gel phase. It is not surprising, therefore, that the
lamellar gel-to-liquid–crystalline or chain-melting phase transi-
tion has been the most intensively studied lipid phase transition
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and is also the most biologically relevant. This cooperative
phase transition involves the conversion of a relatively ordered
gel-state bilayer, in which the hydrocarbon chains exist pre-
dominantly in their rigid, extended, all-trans conformation, to a
relatively disordered liquid–crystalline bilayer, in which the hy-
drocarbon chains contain several gauche conformers and exhibit
greatly increased rates of intra- and intermolecular motions. The
gel-to-liquid–crystalline phase transition is accompanied by a
pronounced lateral expansion and a concomitant decrease in
the thickness of the bilayer, as well as by a small increase
in the total volume occupied by the lipid molecules. Evidence
also shows that the number of water molecules bound to the
surfaces of the lipid bilayer increases during hydrocarbon chain
melting. Thermodynamically, the gel-to-liquid–crystalline phase
transition occurs when the entropic reduction in free energy that
results from hydrocarbon chain isomerism counterbalances the
decrease in bilayer cohesive energy that results from the lateral
expansion and from the energy cost of creating gauche rotational
conformers in the hydrocarbon chains.

Gel-to-liquid–crystalline phase transitions can be induced by
changes in temperature and hydration, as well as by changes
in pressure and in the ionic strength or pH of the aqueous
phase. In this article, we will concentrate on thermally induced
phase transitions because these have been studied most exten-
sively and are of direct biological relevance, particularly for
organisms that cannot regulate their own temperature. However,
hydration-induced (lyotropic) and pressure-induced (barotropic)
phase transitions also occur, and these may also be biologically
relevant under special environmental circumstances. Finally,
phase transitions induced by alterations in pH and in the na-
ture and quantity of ions in the aqueous phase that surrounds
the bilayer are also possible, and these transitions may also be
of importance in living cells. However, a detailed discussion
of these types of lipid phase transitions is beyond the limited
scope of the current article, and interested readers should con-
sult appropriate reviews for detailed information on this topic
(11, 12).

Pure synthetic lipids often exhibit gel-state polymorphism,
and phase transitions between various forms of the gel-state
bilayer can occur. Although we will illustrate this behavior
for a common phospholipid, dipalmitoylphosphatidylcholine
(DPPC), gel-state transitions will not be emphasized here be-
cause with only one known exception (13), they do not seem to
occur in the heterogeneous collection of lipid molecular species
found in biological membranes. Moreover, certain synthetic or
naturally occurring lipid species can exist in liquid–crystalline
nonlamellar phases, especially three-dimensional reversed cubic
and hexagonal phases. Although the actual existence of non-
bilayer lipid phases in biological membranes has never been
demonstrated under physiological conditions, the propensity to
form such phases likely plays major roles in membrane fusion
and other processes (see Reference 14). Moreover, evidence
suggests that the relative proportion of bilayer-preferring and
nonbilayer-preferring lipids may be biosynthetically regulated
in response to variations in temperature and membrane lipid
fatty acid composition and cholesterol content in some organ-
isms. Thus, lipid species that in isolation may form nonlamellar
phases may have important roles to play in the liquid–crystalline

bilayers found in essentially all biological membranes. The tran-
sitions between lamellar and nonlamellar lipid phases have been
reviewed in detail by us and others elsewhere (see References
14 and 15).

Differential Scanning Calorimetry

As mentioned earlier, the technique of DSC has been of pri-
mary importance in studies of lipid phase transitions in model
and biological membranes (see References 16–18). The prin-
ciple of DSC is comparatively simple. A sample and an inert
reference (i.e., a material of comparable thermal mass that does
not undergo a phase transition within the temperature range of
interest) are simultaneously heated or cooled at a predetermined
constant rate (dT/dt) in an instrument configured to measure the
differential rate of heat flow (dE/dt) into the sample relative to
that of the inert reference. The temperatures of the sample and
reference may either be actively varied by independently con-
trolled units (power compensation calorimetry) or be passively
changed through contact with a common heat sink that has a
thermal mass that greatly exceeds the combined thermal masses
of the sample and reference (heat conduction calorimetry). For
our purposes, the sample would normally be a suspension of
lipid or membrane in water or an aqueous buffer, and the ref-
erence cell would contain the corresponding solvent alone. At
temperatures distant from any thermotropic events, the tempera-
tures of the sample and reference cells change linearly with time,
and the temperature difference between them remains zero. The
instrument thus records a constant difference between the rates
of heat flow into the sample and reference cells, which, ideally,
is reflected by a straight, horizontal baseline. When the sam-
ple undergoes a thermotropic phase transition, a temperature
differential between the sample and reference occurs, and the
instrument either actively changes the power input to the sample
cell to negate the temperature differential (power compensation
calorimetry) or passively records the resulting changes in the
rate of heat flow into the sample cell until the temperature dif-
ferential eventually dissipates (heat conduction calorimetry). In
both instances, a change develops in the differential rates of
heat flow into the sample and reference cells, and either an
exothermic or endothermic deviation from the baseline condi-
tion occurs. On completion of the thermal event, the instrument
either re-establishes its original baseline condition or establishes
a new one if a change in the specific heat of the sample has
occurred. The output of the instrument is thus a plot of differen-
tial heat flow (dE/dt) as a function of temperature in which the
intensity of the signal is directly proportional to the scanning
rate (dT/dt).

The variation of excess specific heat (dE/dt) with temperature
for a simple two-state, first-order endothermic process, such as
the gel-to-liquid–crystalline phase transition of a single, highly
pure phosphatidylcholine (PC), is illustrated schematically in
Fig. 1. From such a DSC trace, several important parameters
can be determined directly. The phase transition temperature,
usually denoted Tm, is that temperature at which the excess
specific heat reaches a maximum. For a symmetrical curve,
Tm represents the temperature at which the transition from the
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Figure 1 The variation of excess specific heat with temperature during a
two-state, endothermic lipid phase transition. The symbols are explained in
the text.

gel-to-liquid–crystalline state is one-half complete. However,
for asymmetric traces, which are characteristic of certain pure
phospholipids and many biological membranes, the Tm does
not represent the midpoint of the phase transition, and a T1/2

value may be reported instead. Once normalized with respect
to the scan rate, the peak area under the DSC trace is a direct
measurement of the calorimetrically determined enthalpy of the
transition, ∆Hcal, usually expressed in kcal/mol. The area of
the peak can be determined by planimetry or by the cutting
and weighing technique; alternatively, the calorimeter output
can be digitized, and the Tm and ∆Hcal can be calculated by a
computer. Because at the phase transition midpoint temperature
the change in free energy (∆G) of the system is zero, the entropy
change associated with the transition can be calculated directly
from the equation:

∆S = ∆Hcal/Tm

where ∆S is normally expressed in cal/K−1mol−1.
The sharpness or cooperativity of the gel-to-liquid–crystalline

phase transition can also be evaluated from the DSC trace.
The sharpness of the phase transition is often expressed as the
temperature width at half-height, ∆T1/2, or as the temperature
difference between the onset or lower boundary of the phase
transition, Ts, and the completion or upper boundary, Tl, or
∆T = Tl − Ts. The ∆T1/2 values may range from <0.1◦C
for very pure synthetic phospholipids to as much as 10–15◦C
for biological membranes. From the Tm and ∆T1/2 values
determined for a particular phase transition, the van’t Hoff
enthalpy, ∆HvH, can be approximately determined from the
relationship:

∆HvH
∼= 6.9 T2

m/∆T1/2

From the ratio ∆HvH/∆Hcal, the cooperative unit size (CUS)
(in molecules) can be determined. The CUS is a measure of
the degree of intermolecular cooperation between phospholipid
molecules in a bilayer; for a completely cooperative, first-order
phase transition of an absolutely pure substance, this ratio
should approach infinity, whereas for a completely noncoop-
erative process, this ratio should approach unity. Although the

absolute CUS values determined should be regarded as tentative,
because this parameter is markedly sensitive to the presence
of impurities and may be limited by instrumental parameters,
carefully determined CUS values can be useful in assessing the
purity of synthetic phospholipids and in quantitating the degree
of cooperativity of lipid phase transitions.

It must be stressed that the thermodynamic parameters de-
rived from DSC measurements will be valid only if measure-
ments are performed under conditions where the instrument
response is true to the properties of the sample (so-called
high-fidelity DSC) and if the thermotropic process being stud-
ied is at equilibrium throughout the measurement. In practice,
this statement means that the measurement must be made with
a high-sensitivity instrument operating with a modest thermal
load at scan rates that are slow relative to the thermal time con-
stant of the instrument and to both the width and half-life of the
thermotropic process under investigation. For processes such as
the gel-to-liquid–crystalline phase transition of certain single,
pure synthetic phosphatidylcholines, this condition is rarely a
problem because such processes are usually rapid enough to
be effectively free of kinetic limitations even at moderate scan
rates. However, processes such as the pretransition and the
subtransition of synthetic disaturated phosphatidyl-cholines are
known to be kinetically limited at all temperatures and scan rates
at which calorimetric observation is feasible (16–18). For such
processes, their thermodynamic parameters cannot be reliably
measured by DSC.

Another aspect of the thermodynamic equilibrium problem
that should be considered is the question of whether the system
is at equilibrium before the calorimetric scan is initiated. In
many DSC studies of model and biological membranes, the
sample is placed in the calorimeter and cooled fairly rapidly
to a low temperature, and a calorimetric heating scan then is
begun relatively quickly. Because, as was mentioned above,
the kinetics of lipid phase transitions in complex systems are
not well studied and because the rates of reversible lipid phase
transitions are generally considerably slower when proceeding
from a higher-temperature to a lower-temperature state than the
reverse, the possibility exists that the system under study may
not be at thermodynamic equilibrium when the calorimetric run
is begun. This possibility can be the case even if no exothermic
events are observed during heating. For this reason, it is always
advisable to cool the sample slowly and to investigate the effect
of variations in the “annealing” time at low temperatures on the
DSC results obtained.

We stress here that although DSC is in principle a rela-
tively straightforward physical technique, its theoretical ther-
modynamical and kinetic basis is not trivial but should be well
understood as it applies to equilibrium and nonequlibrium ther-
motropic lipid phase transitions of various types and to either
heat conduction or power compensation instruments. Moreover,
some care must be taken in sample preparation, selection of
sample size, and sample equilibration before data acquisition;
in the choice of suitable scan rates, starting temperatures, and
ending temperatures during data acquisition; and in the anal-
ysis and interpretation of the DSC thermograms obtained. An
adequate treatment of these issues is not possible in this brief
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article, and for a full treatment of these and other issues, the
reader is referred to a recent review (18).

Mention should be made here of the recently developed tech-
nique of pressure perturbation calorimetry (PPC), which mea-
sures the temperature-dependent volume change of a solute or
colloidal particle in aqueous solution. PPC can also be used
to detect thermotropic phase transitions in lipid model mem-
branes and to characterize the accompanying volume changes
and the kinetics of the phase transition. PPC essentially mea-
sures the heat change that results from small pressure changes at
a constant temperature in a high-sensitivity isothermal calorime-
ter. For an excellent recent review on PPC as applied to lipid
systems, the reader is referred to Heerklotz (19).

DSC Studies of Lipid Model
Membranes

Dipalmitoylphosphatidylcholine

A DSC heating scan of a fully hydrated aqueous dispersion of
dipalmitoylphosphatidylcholine (DPPC), which has been an-
nealed at 0◦C for 3.5 days, is displayed in Fig. 2. The sample
exhibits three endothermic transitions, termed (in order of in-
creasing temperature) the subtransition, pretransition, and main
phase transition. The thermodynamic parameters associated with
each of these lipid phase transitions are presented in Table 1.
The presence of three discrete thermotropic phase transitions
indicates that four different phases can exist in annealed, fully
hydrated bilayers of this phospholipid, depending on temper-
ature and thermal history. All of these phases are lamellar or
bilayer phases differing only in their degree of organization.

The low-temperature gel phase corresponds closely to that of
the crystalline dihydrate and is thus denoted the Lc′ phase. The
detailed structure of this phase and the other phases discussed
below is treated in detail elsewhere (see article Lipids, Phase
Transitions of). The Lc′ phase is characterized by extended
hydrocarbon chains that are tilted slightly with respect to the
bilayer normal. These chains are packed very tightly, and
rotation about their long axes is very severely restricted. The
polar headgroup contains only a few bound water molecules,
and its motion is also severely restricted.

With increasing temperature, the steric and van der Waal’s
interchain interactions that favor a crystalline-like packing of
the DPPC molecules are progressively overcome by thermally
induced rotational excitations of the hydrocarbon chains. Thus,

Figure 2 A typical high-sensitivity DSC heating thermogram of a
multilamellar, aqueous suspension of DPPC which has been annealed at
0–4◦C dor 3–5 days prior to commencement of heating. The
substransition, pretransition and main phase transition temperatures are
denoted by Ts, Tp and Tm respectively.

at the subtransition temperature, the Lc′ phase converts to the
lamellar gel or Lβ′ phase. In this phase, the extended hydro-
carbon chains are tilted more strongly from the bilayer normal,
are packed in a distorted orthorhombic lattice, and undergo rel-
atively slow, restricted rotational motion about their long axes.
The polar headgroup now contains about 15–18 waters of hydra-
tion and exhibits slow, hindered rotation on the NMR timescale.
The subtransition results in a small increase in the lipid hy-
drocarbon chain cross-section area and a larger increase in the
interfacial area. Thus, the Lβ′ phase is less tightly packed and
much more strongly hydrated than is the Lc′ phase. The Lc′
of DPPC forms very slowly when cooling to low temperatures
and requires about 3.5 days at 0◦C to fully form; if a heating
run on a DPPC sample not annealed at low temperature is per-
formed, no subtransition will be detected, which indicates the
importance of lipid samples being at thermal equilibrium before
analysis by DSC. In fact, the DPPC subtransition was discov-
ered by Sturtevant and coworkers (20) when a DPPC sample
was inadvertently cooled and left over the weekend before a
DSC heating scan was initiated.

Additional increases in temperature result in a marked in-
crease in the long-axis rotational rates of the hydrocarbon
chains, and at the pretransition temperature, the Lβ′ phase con-
verts to the so-called ripple or Pβ′ phase. In the Pβ′ phase, the
extended hydrocarbon chains seem to remain tilted with respect
to the normal to the local bilayer plane but behave as if they

Table 1 Thermodynamic characteristics of the three phase transitions exhibited by multilamellar aqueous suspensions of
dipalmitoylphosphatidylcholine after annealing (∼3–5 days) at 0–4◦C before heating

Transition type T(◦C) ∆T1/2 (◦C) ∆Hcal(k cal/mol) ∆S(cal/k·mol)

Subtransition 16.5∗ 3.0∗ 3.5 11.7
Pretransition 34.2 1.8∗ 1.1 3.6
Main Transition 41.4 0.1 7.8 24.8

∗The phase transition temperature of the subtransition and the ∆T1/2 values of the subtransition and pretransition are overestimated because of
kinetic limitations, even at the lowest heating scan rates feasible. The data listed were obtained from Reference 47.
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are rotationally symmetric, packing into a hexagonal lattice.
The cross-section areas of the hydrocarbon chain thus show a
small increase at the pretransition temperature. The interfacial
area increases much more substantially, however, because of the
displacement of each lipid molecule along its long axis with re-
spect to its neighbor. The increased area occupied by the polar
headgroups allows them to rotate almost freely, although the
degree of hydration does not seem to change. In contrast to the
Lc′ and Lβ′ phases, the bilayer is no longer planar but exists as
a series of periodic, quasi-lamellar segments.

With increasing temperature, the formation of gauche ro-
tational conformers in the hydrocarbon chain becomes in-
creasingly favorable until at the gel-to-liquid–crystalline phase
transition temperature, chain melting occurs. Spectroscopic and
thermodynamic studies have shown that the hydrocarbon chains
of DPPC in the melted or Lα phase contain about four gauche
bonds per chain, mostly, but not entirely, in the form of kink
(gauche+-trans-gauche−) sequences. As the melting of the hy-
drocarbon chains produces a marked increase in cross-section
area and effectively shortens the length of the chains, the bi-
layer expands laterally and thins at the main phase transition.
Although the hydrocarbon chains exhibit rapid flexing and rota-
tion in the Lα phase, they are on average oriented normally to the
bilayer plane and pack in a loose hexagonal lattice. This increase
in the cross-section area per molecule results in an increase in
the area available to the polar headgroup, with the result that
rotational motion becomes fast on the NMR timescale, and the
hydration at the bilayer interface increases, in part because of
the partial exposure of more deeply located polar residues, such
as the carbonyl oxygens of the fatty acyl chains, to the aqueous
phase.

The pattern of thermotropic phase behavior exhibited by an
aqueous dispersion of any lipid molecular species will vary con-
siderably, depending on the length and structure of the hydro-
carbon chains, the structure and charge of the polar headgroup,
the nature of the link (ester or ether) of the hydrocarbon chains
to the glycerol or sphingosine backbone, and other chemical
features of the lipid under study. Also, the degree of hydration
and the pH and ionic composition of the aqueous phase can
affect lipid thermotropic phase behavior profoundly. However,
even a cursory discussion of this topic is beyond the scope of
this article, and the reader is referred to recent reviews for more
detailed information (16–18).

Phospholipid mixtures
Although studies of the thermotropic phase behavior of single-
component multilamellar phospholipid vesicles are necessary
and valuable, these systems are not realistic models for bio-
logical membranes that normally contain at least several differ-
ent types of phospholipids and a variety of fatty acyl chains.
As a first step toward understanding the interactions of both
the polar and apolar portions of different lipids in mixtures,
DSC studies of various binary and ternary phospholipid sys-
tems have been carried out. Phase diagrams can be constructed
by specifying the onset and completion temperatures for the
phase transition of a series of mixtures and by an inspection
of the shapes of the calorimetric traces. A comparison of the
observed transition curves with the theoretical curves supports

a literal interpretation of the phase diagrams obtained by DSC.
For a summary of the first high-sensitivity DSC studies of bi-
nary phospholipid–phospholipid and phospholipid–cholesterol
mixtures and a description of how phase diagrams can be con-
structed from DSC data, the reader is referred to an early review
by Mabrey and Sturtevant (21); for a compilation of the results
of later DSC and other studies on other phospholipid mixtures,
the reader is referred to Marsh (22).

The effect of cholesterol
The occurrence of cholesterol and related sterols in the mem-
branes of eukaryotic cells has prompted many investigations
of the effect of cholesterol on the thermotropic phase behav-
ior of phospholipids (see References 23–25). Studies using
calorimetric and other physical techniques have established that
cholesterol can have profound effects on the physical prop-
erties of phospholipid bilayers and plays an important role
in controlling the fluidity of biological membranes. Choles-
terol induces an “intermediate state” in phospholipid molecules
with which it interacts and, thus, increases the fluidity of the
hydrocarbon chains below and decreases the fluidity above
the gel-to-liquid–crystalline phase transition temperature. The
reader should consult some recent reviews for a more detailed
treatment of cholesterol incorporation on the structure and or-
ganization of lipid bilayers (23–25).

Recent high-sensitivity DSC studies of cholesterol/PC inter-
actions have revealed a complex picture of cholesterol/DPPC
interactions (26). At cholesterol concentrations from 0 to
20–25 mol %, the DSC endotherm consists of two components
(see Fig. 3). The sharp component exhibits a phase transition
temperature and cooperativity only slightly reduced from those
of the pure phospholipid, and the enthalpy of this component
decreases linearly with increasing cholesterol content, becoming
zero at 20–25 mol %. In contrast, the broad component exhibits
a progressively increasing phase transition temperature and en-
thalpy with a progressively decreasing cooperativity over this
same range of cholesterol content. Above cholesterol levels of
20–25 mol %, the broad component becomes progressively less
cooperative, the phase transition midpoint temperature continues
to increase, and the transition enthalpy continues to decrease,
eventually approaching zero only at cholesterol concentrations
near 50 mol %. These results suggest that at low cholesterol
concentrations, cholesterol-poor and cholesterol-rich domains
coexist, with the former decreasing in proportion to the lat-
ter as cholesterol concentrations increase. In fact, a cardinal
point in the cholesterol/DPPC phase diagram at about 22 mol %
had been predicted from the earlier model-building studies,
which calculated that the cholesterol molecule could interact
with a maximum of 7 adjacent phospholipid hydrocarbon chains
(or 3.5 phospholipid molecules) and thus that free phospholipid
would exist only at cholesterol concentrations below this value.
This model also explains the decreasing enthalpy of the broad
component observed above 22 mol % cholesterol because an
increasing proportion of phospholipid molecules would inter-
act with more than one cholesterol molecule rather than with
the more flexible hydrocarbon chains of adjacent phospholipids
and, thus, progressively decrease and eventually abolish the co-
operative chain-melting phase transition.
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Figure 3 Typical high-sensitivity DSC heating thermograms of
multilamellar, aqueous suspensions of DPPC containing various amounts of
incorporated cholesterol. The amount of cholesterol present (in mole %) is
indicated near each thermogram.

McMullen and coworkers (26) have studied the effects of
cholesterol on the thermotropic phase behavior of aqueous dis-
persions of a homologous series of linear saturated PCs, using
high-sensitivity DSC and an experimental protocol that ensures
that the broad, low-enthalpy phase transitions at high cholesterol
concentrations are accurately monitored. They found that the
incorporation of small amounts of cholesterol progressively de-
creases the temperature and the enthalpy, but not the cooperativ-
ity, of the pretransition of all PCs exhibiting such a pretransition
and that the pretransition is completely abolished at cholesterol
concentrations above 5 mol % in all cases. Moreover, the in-
corporation of increasing quantities of cholesterol was found to
alter the main or chain-melting phase transition of these phos-
pholipid bilayers in both hydrocarbon chain length-dependent
and hydrocarbon chain length-independent ways. The tempera-
ture and cooperativity of the sharp component are reduced only
slightly and in a chain length-independent manner with increas-
ing cholesterol concentration, an observation ascribed to the
colligative effect of the presence of small quantities of choles-
terol at the domain boundaries. Moreover, the enthalpy of the
sharp component decreases and becomes zero at 20–25 mol %
cholesterol for all PCs examined. In contrast, the broad com-
ponent exhibits a chain length-dependent shift in temperature
and a chain length-dependent decrease in cooperativity but a
chain length-independent relative increase in enthalpy over the
same range of cholesterol concentrations. Specifically, choles-
terol incorporation progressively increases the phase transition
temperature of the broad component in PCs that have hy-
drocarbon chains of 16 or fewer carbon atoms and decreases
the broad-component phase transition temperature in PCs that
have hydrocarbon chains of 18 or more carbon atoms, an ef-
fect attributed to hydrophobic mismatch between the cholesterol
molecule and its host PC bilayer. The best match between the
effective length of the cholesterol molecule and the mean hy-
drophobic thickness of the PC bilayers is obtained with the
diheptadecanoyl PC molecule. Moreover, cholesterol decreases

the cooperativity of the broad component more rapidly and to a
greater extent in the shorter-chain as compared with the longer
chain PCs. At cholesterol concentrations above 20–25 mol %,
the sharp component is abolished, and the broad component
continues to manifest the chain length-dependent effects on
the temperature and cooperativity described above. However,
the enthalpy of the broad component decreases linearly and
reaches zero at about 50 mol % cholesterol, regardless of the
chain length of the phosphatidylcholine.

The effect of cholesterol on the thermotropic phase behavior
of PC bilayer also varies significantly with the structure, par-
ticularly the degree of unsaturation, of the hydrocarbon chains,
with more highly unsaturated PCs exhibiting a reduced miscibil-
ity with cholesterol and other sterols. Moreover, the structure
of the lipid polar headgroup is also important in determining
the effect of cholesterol on the host lipid, as is the structure of
the sterol molecule itself. For more information on the appli-
cation of DSC to the biologically important area of lipid–sterol
interactions, the reader is referred to recent reviews (23–25).

The effect of small molecules

Several lipid-soluble small molecules, including drugs like tran-
quilizers, antidepressants, narcotics, and anaesthetics, produce
biological effects in living cells. Although some of these com-
pounds are known to produce their characteristic effects by
interacting with specific membrane proteins, others seem to
interact rather nonspecifically with the lipid bilayer of many bi-
ological membranes. The effect on the gel-to-liquid–crystalline
phase transition profile of synthetic PCs of over 100 hydropho-
bic small molecules that produce biological effects have now
been studied by DSC (27). At least four different types of mod-
ified transition profiles can be distinguished: In so-called type
C profiles, the addition of the additive shifts Tm usually (but
not always) to a lower temperature while having little or no
effect on the cooperativity (∆T1/2) or ∆Hcal of the transition;
other physical evidence suggests that additives that produce this
behavior are usually localized in the central region of the bi-
layer, which interacts primarily with the C9–C16 methylene
region of the phospholipid hydrocarbon chains. Type A profiles
are characterized by a shift in Tm usually to a lower temper-
ature, an increase in ∆T1/2, and a relatively unaffected ∆Hcal

during the addition of the appropriate small molecules; these
additives seem to be partially buried in the hydrocarbon core of
the bilayer, which interacts primarily with the C2–C8 methy-
lene region of the hydrocarbon chains. In type B profiles, a
shoulder emerges on the main transition, the area of which in-
creases in conjunction with a corresponding decrease in the area
of the original peak as the concentration of additive increases.
The total area of both peaks is relatively unchanged, at least at
low additive concentration. Additives that produce type B pro-
files generally reside at the hydrophobic–hydrophilic interface
of the bilayer and interact primarily with the glycerol backbone
of the phospholipid molecules. Finally, type D profiles exhibit
a discrete a new peak that grows in area at the expense of the
parent peak as the additive concentration increases; normally,
however, the final ∆Hcal and ∆T1/2 values of the new and
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original peaks are not greatly different. Type D additives usu-
ally seem to be located at the bilayer surface and interact with
the phosphorylcholine headgroup.

Although this classification is useful, not all small molecules
produce one of these four types of DSC profiles. Whether a
consistent relationship exists between the type of transition
profile produced by a small molecule and its physiological
effects remains to be determined.

The effect of transmembrane peptides

DSC has been used to great effect to study the effect of the
incorporation of α-helical transmembrane peptides on the ther-
motropic phase behavior of various phospholipid bilayers. Be-
cause most integral membrane proteins contain one or more
α-helical transmembrane segments, such studies are relevant to
the mechanisms by which the physical properties of the mem-
brane lipid bilayer modulate the structure and activity of such
proteins. In this regard, several investigations have been carried
out using DSC and many other physical techniques to under-
stand how the presence of such transmembrane peptides effect
the organization and dynamics of the host lipid bilayer and vice
versa. Such studies have examined the effects of systematic
variations in the length and structure of model α-helical trans-
membrane peptides on lipid bilayer organization and dynamics,
and how the effects of such peptides are themselves affected by
the hydrophobic thickness and chemical composition of the host
phospholipid bilayer. These important studies are ongoing, and
the reader should consult recent reviews for more information
(28, 29).

The effect of membrane antimicrobial
peptides

DSC has also been used to study the effects of a wide variety
of antimicrobial peptides on the thermotropic phase behavior
of different lipid bilayers. These studies again are highly bio-
logically relevant because the primary mode of action of most
antimicrobial peptides is the perturbation and permeabilization
of the lipid bilayers of the target membrane, and these agents
have considerable promise as antibiotics, especially to treat
multiple drug-resistant pathogenic bacteria. Again, the reader
should consult recent reviews for more information on this topic
(30, 31).

The effect of membrane proteins

Because of their obvious relevance to biological membranes,
the effect of several peptides and proteins on the thermotropic
phase behavior of single synthetic phospholipids or phospho-
lipid mixtures has been studied by many groups (see 16, 17).
It was originally proposed by Papahadjopoulos et al. (32) that
polypeptides and proteins could be considered as belonging to
one of three types according to their characteristic effects on
phospholipid gel-to-liquid–crystalline phase transitions. Type 1
proteins typically produce no change or a modest increase in
Tm, a slight increase or no change in ∆T1/2 and an apprecia-
ble and progressive increase in ∆Hcal as the amount of protein
added is increased. These proteins normally do not expand

phospholipid monolayers nor alter the permeability of phospho-
lipid vesicles into which they are incorporated. Type 1 proteins
are “hydrophilic” proteins that are thought to interact with the
phospholipid bilayer exclusively by electrostatic forces and, as
such, normally show stronger effects on the phase transitions of
charged rather than zwitterionic phospholipids. Type 2 proteins
produce a decrease in Tm, an increase in ∆T1/2 and a consider-
able and progressive decrease in ∆Hcal; phospholipid monolay-
ers are typically expanded by such proteins, and these proteins
normally increase the permeability of phospholipid vesicles.
These proteins, which are also hydrophilic, are believed to inter-
act with phospholipid bilayers by a combination of electrostatic
and hydrophobic forces, initially adsorbing to the charged po-
lar headgroups of the phospholipids and subsequently partially
penetrating the hydrophilic–hydrophobic interface of the bilayer
to interact with a portion of the hydrocarbon chains. Finally,
type 3 proteins usually have little effect on the Tm or ∆T1/2 of
the phospholipid phase transition, but ∆Hcal decreases linearly
with protein concentration. Type 3 proteins are “hydrophobic”
proteins that markedly expand phospholipid monolayers and in-
crease the permeability of phospholipid vesicles. These proteins
are thought to penetrate deeply into or to span the hydropho-
bic core of anionic or zwitterionic lipid bilayers and, thus, to
interact strongly with the phospholipid fatty acyl chains and
essentially to remove them from participation in the coopera-
tive chain-melting transition. It should be noted, however, that
some type 3 proteins may also interact electrostatically with
phospholipid polar headgroups, particularly with those bearing
a net negative charge.

The results of more recent DSC and other studies of
lipid-protein model membranes clearly indicate that the classifi-
cation scheme originally proposed is not completely appropriate
for naturally occurring membrane proteins (see Reference 17).
Thus, none of the water-soluble, peripheral membrane-associ-
ated proteins studied thus far exhibit classical type 1 behavior
(no change or a modest increase in Tm, a slight increase in
∆T1/2 and an increase in the ∆H of the phospholipid phase
transition). Therefore, it seems doubtful whether natural mem-
brane proteins ever interact with phospholipid bilayers exclu-
sively by electrostatic interactions. However, a few examples
of membrane proteins do exhibit more-or-less-classical type 2
behavior. These examples include the myelin basic protein and
cytochrome c, all of which usually reduce the Tm, increase the
∆T1/2 and substantially reduce the ∆H of the chain-melting
transition of anionic phospholipids. Strictly speaking, few if
any membrane proteins actually exhibit classical type behavior
as originally defined (no change in the Tm or ∆T1/2 and a pro-
gressive linear reduction in the ∆H of both neutral and anionic
phospholipid phase transitions with increasing protein concen-
tration). This is because, with the advent of high-sensitivity
calorimeters and the availability of pure phospholipids, it has
become clear that all integral membrane proteins reduce the
cooperativity of gel-to-liquid–crystalline phase transitions, as in-
deed would be expected from basic thermodynamic principles.
Moreover, some type 3 proteins exhibit a nonlinear decrease
in ∆H with changes in protein levels, whereas others can pro-
duce at least moderate shifts in the Tm of phospholipid phase
transitions. However, if we relax the original type 3 criteria
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somewhat, then several integral, transmembrane proteins can
be said to exhibit “modified” type 3 behavior.

The classification scheme of Papahadjopoulos et al. (32),
appropriately modified for type 3 proteins, is still of some use
in studies of lipid–protein interactions, although some proteins,
at least under certain conditions, do not fall neatly into any
of these three categories. It seems that all naturally occurring
membrane proteins studied to date interact with lipid bilayers
by both hydrophobic and electrostatic interactions and that
different membrane proteins differ only in the specific types and
relative magnitudes of these two general classes of interactions.
It is also clear that the behavior exhibited by any particular
membrane protein can depend on its conformation, method of
reconstitution, and relative concentration, as well as on the polar
headgroup and fatty acid composition of the lipid bilayer with
which it is interacting (see Reference 17).

Although DSC and other physical techniques have made
considerable contributions to the elucidation of the nature of
lipid–protein interactions, several outstanding questions remain.
For example, it remains to be definitively determined whether
some integral, transmembrane proteins completely abolish the
cooperative gel-to-liquid–crystalline phase transition of lipids
with which they are in direct contact or whether only a partial
abolition of this transition occurs, as is suggested by the studies
of the interactions of the model transmembrane peptides with
phospholipids bilayers (see above). The mechanism by which
some integral, transmembrane proteins perturb the phase behav-
ior of very large numbers of phospholipids also remains to be
determined. Finally, the molecular basis of the complex and un-
usual behavior of proteins such as the concanavalin A receptor
and the Acholeplasma laidlawii B ATPase is still obscure (see
Reference 17).

Lipid lamellar/nonlamellar phase
transitions

The mixture of lipids present in all biological membranes stud-
ied to date seems to exist exclusively in the liquid–crystalline
lamellar phase under physiologically relevant conditions of tem-
perature and hydration. However, individual membrane lipids
potentially can form a variety of liquid–crystalline normal,
lamellar, or reversed phases when dispersed in water, depend-
ing primarily on their effective molecular shapes. For these
rod-like amphiphilic lipid molecules, the relative effective sizes
of their polar and nonpolar regions are important elements in
determining their molecular shapes, in particular, the relative
cross-section areas occupied by their polar headgroups and non-
polar hydrocarbon chains. The effective cross-section area of a
lipid polar headgroup seems to depend primarily on headgroup
volume, whereas the effective cross-section area of the hydro-
carbon chains depends primarily on the length and degree of
unsaturation of the chains. If the effective cross-section area of
the polar headgroup exceeds that of the nonpolar region, then
the lipid molecule will have a conical shape and will tend to
aggregate in water to form normal micelles or related structures.
Conversely, if the relative cross-section of the polar headgroup
is less than that of the hydrocarbon chains, then the lipid will
have an “inverted” conical shape and will tend to aggregate in

water to form either a reversed cubic or a reversed hexago-
nal phase. If, however, the relative areas occupied by the polar
headgroup and the hydrocarbon chains are roughly equal, then
the molecules will be cylindrical in shape and will tend to form
a lamellar or bilayer phase. Because the effective area of the
hydrocarbon chains in the liquid–crystalline state increases to
a much greater extent with temperature than does that of the
polar headgroup, increases in temperature favor the formation
of lamellar over normal and reversed over lamellar phases (see
Reference 14).

It is relatively straightforward to determine the types of
phases formed by aqueous dispersions of individual mem-
brane lipids over a range of temperature and thus to in-
fer something about the lipids’ overall effective shape. In
fact, the structures of the various phases formed by the in-
dividual lipids of the membrane of A. laidlawii have been
studied extensively (see Reference 8). It is difficult, how-
ever, to quantitate the relative strengths of the phase pref-
erences of a series of different lipids because the effective
shapes of the lipid molecules cannot be directly determined in
their various liquid–crystalline phases. However, Epand (33)
has shown that small amounts of lipids with small (large)
polar headgroups decrease (increase) the liquid–crystalline,
lamellar-reversed, hexagonal phase transition temperature (Th)
of the host dielaidoylphosphatidylethanolamine bilayer (DEPE),
and Janes and coworkers (34) have recently shown that the
intrinsic headgroup volumes of seven synthetic dioleoyl glyc-
erolipids correlate well with the ability of these lipids to al-
ter the Th of a 1-palmitoyl-2-oleoyl phosphatidylethanolamine
matrix. In fact, both groups have presented evidence that Th

probably varies linearly with the effective size of the lipid po-
lar headgroup at the lipid/water interface. This approach thus
seems suitable for quantitating the relative phase preferences
of any series of lipids based on differences in their effective
shapes, which will be determined largely by effective head-
group size when the structures of their fatty acyl chains are
identical. However, this method would generally not be appli-
cable to the lipids of most biological membranes because the
fatty acid compositions of the individual lipids are usually quite
different. However, the ability to manipulate the fatty acid com-
position of the membrane lipids of the simple, cell wall-less
prokaryote A. laidlawii B has permitted us to determine the rel-
ative effective headgroup sizes and, thus, the relative strength of
the phase preferences of all quantitatively significant membrane
lipids of this organism by determining the effect of the incor-
poration of small amounts of these lipids on the Th of a phos-
phatidylethanolamine matrix of identical fatty acid composition
(35). We found that the incorporation of small amounts of these
lipids produced effects ranging from a moderate depression to
a marked elevation of the Th of the phosphatidylethanolamine.
Thus, although the total membrane lipids from this organism
form only lamellar phases under physiological conditions, the
individual membrane lipids seem to exhibit a wide range of
phase preferences. Phosphatidylglycerol and diglucosyldiacyl-
glycerol seem to have relatively strong and weak preferences
for the lamellar liquid–crystalline phase, respectively, whereas
monoglucosyldiacylglycerol and, especially, acyl polyprenyl
glucoside strongly prefer the reversed hexagonal phase. Most
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Figure 4 High-sensitivity DSC heating thermograms of aqueous
multilamellar dispersions of DEPE containing (A) 0 mol %, (B) 2.5 mol % >

(C) 5.0 mol and (D) 10.0 mol % of the glycerylphosphoryldiglucosyl
diacylglycerol from elaidic-acid homogeneous Acholeplasma laidlawii B
membranes. Only the lamellar liquid-crystalline (Lα) to liquidcrystalline
reversed hexagonal (HII) phase transition is illustrated. Note that the
strong upward shift in the Lα/HII phase transition temperature indicates
that this membrane lipid strongly stabilizes the Lα phase and destabilizes
the HII phase of DEPE, indicating that it has a conical shape with a large
polar headgroup volume relative to the volume of the hydrocarbon chains.
In fact, this lipid forms a normal micellar phase in water in isolation from
the other membrane lipids (31).

notable in this regard is the phase preference of glycerylphos-
phoryldiglucosyldiacylglycerol, which strongly destabilizes the
reversed hexagonal phase and which actually prefers the nor-
mal micellar phase in isolation (36) (see Fig. 4). The presence
of normal, lamellar, and reversed phase-preferring lipids in a
single membrane has important implications for understand-
ing the physical basis of lipid organization and biosynthetic
regulation in this organism and possibly in other organisms.
We also showed that the characteristic effect of the indivi-
dual A. laidlawii membrane lipids on the lamellar/reversed
hexagonal phase transition temperature of the phosphatidyl-
ethanolamine matrix is not well correlated with their polar head-
group intrinsic volumes. This result indicates that the effective
cross-section area of the polar headgroups of these lipid species
must be strongly influenced by factors such as charge, hydra-
tion, orientation, and motional freedom as well as by intrinsic
headgroup volume.

The approach discussed above to determine quantitatively
the effect of various membrane phospho- and glycolipids
on the lamellar/nonlamellar phase behavior of a host phos-
phatidylethanolamine or similar matrix has been applied to de-
termine the relative shape, and thus the effect on the monolayer
curvature of the host bilayer, of several agents, including sterols,
peptides, detergents, and drugs (see Reference 14). Such stud-
ies can be very useful in providing insight into the function and
mechanism of action of these agents on biological membranes.

DSC Studies of Biological
Membranes
The A. laidlawii membrane was used by Steim and colleagues
(37) to show for the first time that biological membranes can
undergo a gel-to-liquid–crystalline lipid phase transition simi-
lar to that previously reported for lamellar phospholipid–water
systems. These workers demonstrated that when whole cells
or isolated membranes are analyzed by DSC, two relatively
broad endothermic transitions are observed on the initial heat-
ing scan. The lower-temperature transition is fully reversible,
varies markedly in position with changes in the length and de-
gree of unsaturation of the membrane lipid fatty acyl chains,
is broadened and eventually abolished by cholesterol incorpo-
ration, and exhibits a transition enthalpy characteristic of the
mixed-acid synthetic phospholipids. Moreover, an endothermic
transition that has essentially identical properties is observed
for the protein-free total membrane lipid extract dispersed in
excess water or aqueous buffer, which indicates that the pres-
ence of membrane proteins has little effect on the thermotropic
phase behavior of most membrane lipids. In constrast, the
higher-temperature transition is irreversible, is independent on
membrane lipid fatty acid composition or cholesterol content,
and is absent in total membrane lipid extracts, which indicates
that the higher temperature transition results from an irreversible
thermal denaturation of the membrane proteins. A comparison
of the enthalpies of transition of the lipids in the membrane
and in water dispersions indicates that at least 75% of the
total membrane lipids participate in this transition. Evidence
was also presented that the lipids must be predominantly in the
fluid state to support normal growth. These results were later
confirmed and extended by Reinert and Steim (38) and by Mel-
chior et al. (39), who showed that the gel-to-liquid–crystalline
lipid phase transition is a property of living cells and that about
85–90% of the lipid participates in the gel-to-liquid–crystalline
phase transition. These studies provided strong, direct exper-
imental evidence for the hypothesis that lipids are organized
as a liquid–crystalline bilayer in biological membranes, a ba-
sic feature of the currently well-accepted fluid-mosaic model of
membrane structure.

Representative high-sensitivity DSC initial heating scans of
viable cells, isolated membranes, and total membrane lipid dis-
persions are shown in Fig. 5; in this instance, cells, membranes,
and lipids were made nearly homogeneous in elaidic acid (13).
The fully reversible gel-to-liquid–crystalline lipid phase transi-
tions observed in cells and membranes essentially have identical
phase transition temperatures, enthalpies, and degrees of coop-
erativity, which suggests that membrane lipid organization in
these two samples is very similar or identical. In contrast, the
midpoint of the chain-melting transition of the membrane lipid
dispersion is shifted to a higher temperature, exhibits a greater
enthalpy, and is considerably less cooperative than in cells or
membranes, which suggests that native membrane lipid organi-
zation has been perturbed during extraction and resuspension of
the membrane lipids in water. The thermal denaturation of the
proteins in the cells and membranes has absolutely no effect on
the peak temperature or cooperativity of the lipid phase transi-
tion. However, about 15% of the lipids do not participate in the
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Figure 5 High-sensitivity DSC heating scans of Acholeplasma laidlawii B
elaidic acid-homogeneous intact cells, isolated membranes and extracted
total membrane lipids dispersed as multilamellar vesicles in water.

cooperative gel-to-liquid–crystalline phase transition in both the
native and heat-denatured membranes, presumably because their
cooperative phase behavior is abolished by interaction with the
transmembrane regions of integral membrane proteins. Alterna-
tively, a larger proportion of the membrane lipids may interact
with the membrane proteins but have their cooperative melt-
ing behavior only partially perturbed, which thereby leads to
the 15% reduction in the transition enthalpy observed. The fact
that the gel-to-liquid–crystalline lipid phase transition in cells
and membranes exhibits a similar temperature maximum and a
higher cooperativity than does the membrane lipid dispersion
favors the former interpretation.

The presence of high levels of cholesterol in many eukaryotic
membranes, particularly plasma membranes, abolishes a dis-
crete cooperative gel-to-liquid–crystalline membrane lipid phase
transition in these systems. Thus, no lipid phase transitions
could be detected by DSC in the cholesterol-rich erythrocyte
(40) or myelin (41) membranes. The thermotropic behavior of
rat liver microsomal membranes, which contain moderate levels
of cholesterol, has been studied by DSC. An early study using
conventional DSC revealed a single reversible, broad phase tran-
sition occurring between −15◦C and +5◦C in both intact mem-
branes and isolated lipids (42). A more recent high-sensitivity
DSC study confirmed the absence of a reversible phase transi-
tion above 0◦C (43). Rat liver mitochondrial membranes, which
are low in cholesterol, have been studied by several groups using
DSC and other techniques. The earliest work with whole mi-
tochondrial revealed a reversible broad gel-to-liquid–crystalline
phase transition centered at 0◦C in mitochondrial membranes
and in extracted lipids (42). A later study of both intact mito-
chondria and of isolated inner and outer membranes confirmed
these results, except that the outer membrane transition seemed
to occur at a slightly lower temperature than did the inner
membrane transition (44). However, a more recent study of
the rat liver inner mitochondrial membrane reported a narrower
membrane lipid transition centered near +10◦C; by artificially
increasing cholesterol content some 10-fold to about 30 mol
%, the inner membrane gel-to-liquid–crystalline phase transi-
tion could be lowered and broadened, and its ∆Hcal reduced

to less than one tenth that of the native membrane (45). It has
also been reported that in beef heart mitochondrial inner mem-
branes, a broad reversible endothermic phase transition centered
at −10◦C occurs.

DSC has been used to study the individual protein com-
ponents of biological membranes of relatively simply protein
composition and the interaction of several of these components
with lipids and with other proteins. The red blood cell mem-
brane, which has been most intensively studied, exhibits five
discrete protein transitions, each of which has been assigned to
a specific membrane protein. The response of each of these ther-
mal transitions to variations in temperature and pH as well as
to treatment with proteases, phospholipases, specific labelling
reagents, and modifiers and inhibitors of selected membrane
activities, has provided much useful information on the interac-
tions and functions of these components in the intact erythrocyte
membrane (46–49). Similar approaches have been applied to the
bovine rod outer segment membrane (50) and to the spinach
chloroplast thylakoid membrane (51).
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Catalytic Antibodies:
Past, Present, and Future
Andrew P. Brogan , Tobin J. Dickerson and Kim D.
Brogan, The Scripps Research Institute, La Jolla, California

Catalytic antibodies have emerged as powerful tools for the chemical
biologist, enabling the design and realization of specific catalysis for a wide
range of chemical reactions. Catalytic antibodies are grounded upon
transition state theory and envisioned as programmable mimics of enzyme
catalysis. Affinity maturation of the immune response for a small-molecule
hapten elicits binding site complementarity within an antibody that
facilitates chemical catalysis. The evolution of hapten design strategies for
chemical catalysis is presented, including the transition state analog
approach, strain-induced hapten design, ‘‘bait-and-switch,’’ and ‘‘reactive
immunization.’’ The range and scope of antibody catalysis is examined by
reaction class, highlighting structural and mechanistic investigations to
explore the roots of chemical catalysis by these designer biocatalysts.
Recently, antibodies, regardless of disposition or origin, have been shown
to catalyze the oxidation of water, equipping the antibody with a
mechanism for antigen decomposition. These recent developments are
presented along with the utilization of this pathway in the oxidative
degradation of a commonly abused drug. The achievements in antibody
catalysis have enriched our scientific understanding of chemical catalysis,
particularly by biological molecules in aqueous systems. However, realizing
more operative rate enhancements on the same order as natural enzymes
remains as the ‘‘holy grail’’ of this field.

catalytic antibody , transition state, reaction mechanism, immu-
nization, hapten

Introduction

The usual paradigm in chemical biology is that chemical means
lead to biological ends; however, in the case of catalytic an-
tibodies, the reverse is the case�eliciting catalytic antibodies
through biological means provides catalysts for a chemical end.
The idea that antibodies could be designed to catalyze a spe-
ciÞc chemical transformation was Þrst proposed by Jencks (1)
and was built on the foundations of enzyme catalysis origi-
nally conceptualized by Pauling (2). In this presumption, the
catalytic power of an enzyme is primarily derived from the
stabilization of the high energy transition state along a given
reaction coordinate (Fig. 1). Therefore, a catalyst could be gen-
erated by probing the immune response for an antibody that
can bind a small molecule, or hapten, that is a transition state
analog of a desired chemical reaction. The Þrst catalytic anti-
bodies reported in 1986 independently by Lerner et al. (3, 4)
and Schultz et al. (5) employed this strategy, and since these
seminal reports, more than 50 chemical reactions have been cat-
alyzed by antibodies. The technique has been reÞned over the
years, but the general concept remains the same and numerous

reviews on catalytic antibodies have appeared in the literature
(6�15). Catalytic antibodies offer unique capabilities in a range
of scenarios, including stereoselective organic synthesis, thera-
peutic potential in the treatment of disease, the elimination of
toxins, the attenuation of agents used in chemical and biologi-
cal warfare, and cessation of abused and/or addictive drugs. In
this article, a broad overview of antibody catalysis is presented,
including modern methods for eliciting catalytic antibodies, the
evolution of hapten design, and advances in antibody catalysis.

Antibodies: Structure and Function

A brief introduction to the basic structure and function of an
antibody is essential to understanding the catalytic power of a
select few of these molecules. Immunoglobulins (Igs) are glyco-
proteins that can be divided into various classes and subclasses
based on structure and function. Most catalytic antibodies are
IgG molecules and therefore will be the focus of this review.

IgG molecules consist of four polypeptide chains, two iden-
tical light chains and two identical heavy chains, that assemble
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Figure 1 Relative energies of substrate (S) and product (P) along a
reaction coordinate, revealing the energy differences between uncatalyzed
(TSuncat

‡) and catalyzed (TScat
‡) transition states.

into a Y-shaped structure via a network of disulÞde bonds and
protein�protein interactions (Fig. 2) Globular domains within
the overall IgG structure delineate the functional aspects of the
molecule. The light chain consists of two domains: a variable
domain (VL) and a constant domain (CL). Together the light
chain makes up half of each of the two antigen binding frag-
ments (Fab) per IgG molecule. The heavy chains are arranged
in a similar fashion but have four domains, the variable (VH)
and constant (CH1) domains make up the other of half of the
Fab. The CH1 is fused to the crystallizable fragment (Fc) via
a hinge region (H). The Fc comprises two constant domains
(CH2 and CH3). The antigen-binding locus within the Fab is a
compilation of the variable domains from the heavy and light
chains, VH and VL, which together form the Fv (variable frag-
ment). These domains contain the complementarity determining
regions (CDRs) of high amino acid sequence variability that are
directly involved in antigen recognition.

The heavy and light chains are encoded in different loci
within the genome, and the source and magnitude of the immune
repertoire to recognize a seemingly limitless number of antigens
stems from the combinatorial integration of VH and VL. The
germline diversiÞcation of IgG stems from the heavy-chain
recombination of three translated genes: a VH (variable) gene, a
DH (diversity) gene, and a JH (joining) gene with the light-chain
gene undergoing similar recombination of VL and JL genes. This
naṏve library of IgG molecules is further diversiÞed by somatic
mutations that occur during immune-response maturation.

Eliciting Catalytic Antibodies

A merging of chemistry and biology is essential to effectively
probe the immune system for catalytic antibodies (Fig. 3). Hap-
tens that are successful in eliciting catalytic antibodies are vari-
ations of the central theme that transition state stabilization in
the antibody combining site will yield functional catalysts for a
desired chemical reaction. The evolution of hapten design will
be discussed further in subsequent sections. Once the hapten is
selected and synthesized, it is attached to an immunogenic car-
rier protein, usually via an amide bond, for hyperimmunization.
A preliminary screen for antibodies that bind the hapten using
an enzyme-linked immunosorbent assay (ELISA) is followed by
another screen for catalysis of the reaction for which the hapten

was designed. Other screening methods have also been used,
including catELISA, which screens for catalysis in the antibody
pool rather than hapten binding (16, 17). There are three pri-
mary methods for eliciting catalytic antibodies currently used:
polyclonal, hybridoma, and phage-display.

Polyclonal antibody production is the most primitive method
and has several signiÞcant limitations (6). This method inher-
ently yields a complex mixture of antibody molecules from
the immune response after hapten hyperimmunization with
no attempt to purify speciÞc IgG molecules. EfÞciency and
cost-effectiveness are hallmarks of polyclonal antibody pro-
duction; however, accurate characterization of this mixture
is difÞcult. Furthermore, X-ray crystallography to examine
structure-function relationships and afÞnity maturation to op-
timize the antibody is impossible with the polyclonal antibody
method.

Consequently, hybridoma technology was a signiÞcant mile-
stone enabling the isolation and production of individual an-
tibodies (18). In this technique, antibody producing cells are
isolated from the spleen after hyperimmunization with the
hapten�protein conjugate. These B cells are subsequently fused
with an immortal cell line, and the resultant hybrids secrete
monoclonal antibodies. Monoclonal antibodies are homoge-
neous, can be produced in large quantities, and can be rigorously
puriÞed to remove any potential contaminants. Despite greater
expense and a more time-consuming process, monoclonal anti-
body production is the method of choice.

Phage-display technology has many uses for catalytic anti-
body research (19�21). Generally, phage display involves com-
binatorial antibody Fab or scFv (single-chain variable fragment)
libraries and their expression on phage particles. One advantage
to this technology is that the hyperimmunization protocol can
be avoided, thereby removing the use of animals. Naṏve Fab or
scFv are identiÞed in a screen for binding to a desired transi-
tion state analog. Although in theory a desired catalyst can be
discovered this way, in practice this technique is more success-
ful when an initial hyperimmunization protocol is performed
followed by acquisition of the mRNA of the B cells from the
spleen (19�21). The corresponding focused combinatorial anti-
body library is biased toward antibody fragments that recognize
the hapten. Phage-display is also used as a tool in afÞnity matu-
ration of a previously identiÞed catalytic antibody. Mutagenesis
of the corresponding Fab or scFv from an existing catalytic
antibody can be explored using error-prone polymerase chain
reaction (PCR), CDR walking, structure-guided mutagenesis,
and DNA shufßing to optimize catalysis of the corresponding
chemical reaction (22).

Evolution of Hapten Design

The conformational changes and charge distribution along the
reaction coordinate of a chemical transformation are fundamen-
tal to hapten design. Catalytic antibodies are designed to mimic
the catalytic power of an enzyme, which, in part, stems from
the stabilization of the high energy transition state.
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Figure 2 Y-shaped structure of immunoglobulin G (IgG). Disulfide linkages and sites of oligosaccharide attachment are shown. CDRs (complementarity
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Figure 3 Flowchart illustrating the key stages in catalytic antibody generation.

Stable Transition State Analog Hapten
Design

A stable chemical analog that mimics the transition state of
a chemical reaction was the Þrst approach used to elicit cat-
alytic antibodies (Fig. 4) (3�5). Acyl transfer reactions are the
most studied type of catalytic antibody reaction, and a wealth
of knowledge about this reaction has been garnered through

antibody acyl transferases (3�5, 23�28). Using ester hydroly-
sis as a representative example, nucleophilic addition of water
to the carbonyl carbon results in a tetrahedral transition state
followed by expulsion of the alcohol leaving group. The tran-
sition state for this reaction has a delocalized negative charge
that is remarkably similar to the chemically stable phosphonate

ester (29). The phosphorous (V) core, known to be an excellent
mimic of the transition state in hydrolytic enzymes (30�33) and
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Figure 4 (a) Phosphonate ester as a chemically stable mimic of ester
hydrolysis. (b) Transition state analog hapten 1 elicited antibody 48G7 that
catalyzes the hydrolysis of ester 2. (c) Key contacts of the 48G7 Fab-1
complex.

often used as a key pharmacophore in transition state analog in-
hibitors (29, 34�36), has been widely adopted as a central motif
in catalytic antibody hapten design (7, 9, 37).

Antibody esterase 48G7 was elicited against hapten 1 and
effectively catalyzed the hydrolysis of the corresponding acti-
vated ester 2 (27). The X-ray crystal structure of this catalytic
antibody Fab complexed with 1 revealed the corresponding
stabilization of the oxyanion by a nearby cationic ArgL96 residue
(27, 38). Hydrogen bonds from the side chains of the adjacent
amino acids HisH35 and TyrH33 serve to stabilize the polarized
phosphoryl bonds of hapten 1 that would assist in forming the
transition state of ester 2. Main-chain amide bonds from TyrL91

and TyrH100 also provide additional hydrogen-bond stabilization
forces.

Strain-Induced Hapten Design

A slight modiÞcation of the transition state analog approach
to hapten design is the use of a strain-induced hapten to elicit
catalytic antibodies. In this approach, a chemical modiÞcation
of the substrate distorts the resultant hapten (Fig. 5). During
hyperimmunization, the strain-induced hapten leads to altered
substrate binding in the antibody combining site, facilitating
the chemical reaction by lowering the energy of the transition
state.

An example of this approach is demonstrated in an antibody
mimic of the enzyme ferrochetalase (39). Ferrochelatase cat-
alyzes the insertion of Fe2+ into protoporphyrin IX (3) as the
last step in the heme biosynthetic pathway (40). Interestingly,
N -alkylporphyrins are known to be potent inhibitors of this en-
zyme, because alkylation at one pyrrole nitrogen distorts the
planarity of the porphyrin macrocycle (41). This Þnding was
used in the design of hapten 4 to catalyze the incorporation
of metal ions into mesoporphyrin IX (5) by eliciting an anti-
body that binds the substrate in a ring-strained conformation.

The lone-pair electrons on the pyrrole nitrogen of the por-
phyrin ring are more accessible to chelation of metal ions in the
ring-strained conformation and leads to metalation of mesopor-
phyrin IX. Antibody 7G12 catalyzes the incorportain of Zn2+,
Cu2+, Co2+, and Mn2+ into mesoporphyrin IX, whereas fer-
rochetalase uses Fe2+, Zn2+, Co2+, and Ni2+ as substrates in
the chelation of protoporphyrin IX. X-ray crystallography of the
catalytically active 5-7G12 Michaelis complex revealed that the
porphyrin ring adopts a nonplanar conformation that is essential
for catalysis as anticipated from the hapten design (42).

Bait-and-Switch Hapten Design

Transition state analog hapten design has been the most uni-
versal means to elicit catalytic antibodies; however, limitations
with this approach and straininduced hapten design are realized
when fractional bond orders, extended bond lengths, expanded
valences, distorted bond angles, and charge distributions cannot
be achieved in a stable chemical analog of the transition state
suitable for immunization (7, 43, 44). Furthermore, a signiÞcant
number of haptens designed for a speciÞc chemical transforma-
tion have led to antibodies that bind the hapten with exquisite
afÞnity yet no effective catalysis was realized. This is easily
explained because the somatic mutations in the IgG molecule
favor tighter hapten binding, but not necessarily more effective
catalysis. Additionally, the products of a reaction may have
signiÞcant similarity to the hapten used in hyperimmunization,
leading to slow release of the product and/or signiÞcant prod-
uct inhibition. In fact, product inhibition is thought to be the
major contributing factor for low efÞciency hydrolytic catalytic
antibodies (45, 46).

A signiÞcant step in the evolution of hapten design was
introduced by Janda and Lerner, coined the �bait-and-switch�
method (47�49). This novel advancement enables electrophilic/
nucleophilic and/or general acid/general base catalysis to be
programmed into an antibody combining site. SpeciÞcally, a
point charge on the hapten in close proximity to, or in direct
substitution for, a functional group to be transformed in the
respective substrate is used to induce a complementary charge
on an amino acid residue in the antibody combining site during
hyperimmunization (Fig. 6). The substrate lacks this charge
but retains a similar overall structure and the corresponding
antibody binds the substrate and acts as a general acid/general
base and/or as a nucleophile/electrophile in the desired chemical
reaction.

The phosphodiesterase antibody MATT.F-1 is a didactic
example of baitand-switch hapten design, illustrating differences
from other hapten design approaches (49). The hydrolysis of a
phosphodiester bond, such as those found in RNA and DNA,
are catalyzed by ribonucleases (RNases) and deoxyribonucle-
ases (DNases), respectively. RNase A is a thoroughly studied
enzyme that has two catalytic histidine residues in the active
site (50). The imidazole group of His12 acts as a general base
by deprotonating the 2′ oxygen, and the imidazolium group of
His119 acts as a general acid by protonating the 5′′ phosphoryl
oxygen in the classic mechanism (51).

The incorporation of a general base and a general acid in
the hydrolysis of a phosphodiester was hypothesized to be
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elicited in an antibody combining site programmed by spe-
ciÞc point charges designed into a bait-and-switch hapten (49).
Indeed, an antibody against hapten 6 successfully catalyzed
the hydrolysis of the corresponding substrate 7 (Fig. 6). In
contrast to the transition state analog hapten 8 (52), which
elicited the less-proÞcient phosphodiesterase catalytic antibody
2G12, the precise conformation of the high energy interme-
diate was sacriÞcied for charged moieties in speciÞc loca-
tions of the hapten. The corresponding counterion charges from
amino residues were elicited in the antibody combining site
that led to catalytic antibodies with improved catalytic proÞ-
ciency ((kcat/Km)/kuncat = 1.6 × 107 M−1 for MATT.F-1 versus
((kcat/Km)/kuncat = 1.3 × 106 M−1 for 2G12) for phosphodi-
esterase activity.

Reactive Immunization Hapten Design

An essential concept in enzyme catalysis, partly realized through
the study of catalytic antibodies, is that the proÞciency of an
enzyme is not solely due to the stabilization of a high energy
transition state. Enzymes are not static entities, but rather they
have the dynamic ability to stabilize all possible conformations
of a chemical reaction along the reaction coordinate (33, 53�55).
Furthermore, many enzymes can form covalent intermediates
with the substrate that are essential to catalysis. The previous
hapten design methods program speciÞc complementarity in the
antibody combining site; however, the hapten is a static snapshot
of a dynamic chemical process resulting in catalysts limited to

nonconvalent interactions that are ultimately less efÞcient than
their enzyme counterparts. Reactive immunization is a hapten
design strategy that provides a chance for catalytic antibodies to
approach the catalytic efÞciency of natural enzymes by using a
hapten that undergoes dynamic conformational changes during
hyperimmunization and traps chemical reactivity at the B-cell
level (Fig. 7) (53, 56�63).

A direct comparison between reactive immunization and tran-
sition state analog hapten design was demonstrated by com-
paring antibody esterase activity elicited against a reactive
immunization hapten, phosphonate diester 9, and a transition
state analog hapten, phosphonate monoester 10 (Fig. 7) (58,
61). Hapten 9 was originally designed for the purpose of re-
solving a racemic mixture of naproxen esters and contains a
modestly reactive diphosphonate ester that is susceptible to nu-
cleophilic attack during hyperimmunization. Antibody 15G2,
elicited against hapten 9, efÞciently catalyzed the hydrolysis of
11a to S-(+)-naproxen 12a and phenol 13. Another antibody,
5A9, from the reactive immunization panel possessed turnover
numbers lower than 15G2, however, kinetically resolved the hy-
drolysis of racemic substrate 11 to the antiinßammatory agent
S-(+)-naproxen 12a in 35% yield and 90% ee. Meanwhile, an-
tibody 6G6, raised against hapten 10, catalyzed hydrolysis of
11a with comparable turnover numbers to 15G2, but kineti-
cally resolved the hydrolysis of racemic substrate 11 to the
anti-inßammatory agent S-(+)-naproxen 12a in 50% yield and
>98% ee.

Figure 5 Strain-induced hapten 4 elicited antibody 7G12 that catalyzes metalation of mesoporphyrin IX (5).
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This direct comparison of hapten design approaches for
the same reaction revealed that antibodies generated by each
method exhibit quite different catalytic behavior. The transition
state analog approach provided catalytic antibodies with good
turnover numbers and enanatiomeric discrimination; however,
it suffered from varying degrees of product inhibition by phenol
13. Comparatively, the reactive immunization approach yielded
antibodies that are ultimately better catalysts because, once an

efÞcient catalytic mechanism evolved further complementarity

did not develop, leading to broader substrate recognition with

reduced product inhibition. Binding site complementarity is

the selection criteria rather than chemical reactivity using the

transition state analog approach and antibodies developed by

this strategy are more substrate speciÞc and yet suffer from

product inhibition as a result of exquisite binding afÞnity.

Figure 6 (a) The catalytic mechanism of RNase A, including the postulated transition state. (b) Bait-and-switch hapten 6 elicited antibody MATT.F-1 that
catalyzes phosphodiester bond hydrolysis of substrate 7. Transition state analog hapten 8 also elicited catalytic antibodies but with slower rates.

Figure 7 Reactive immunization hapten 9 elicited antibody 15G2 that catalyzes the hydrolysis of substrate 11. Transition state analog hapten 10 elicited
antibody 12 C8 to catalyze the same reaction.
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Advances in Antibody Catalysis
More than 50 reactions have been catalyzed by antibodies
(Table 1). A brief survey of the catalytic antibody landscape
is presented below, highlighting creative hapten design strate-
gies, the breadth of reactions catalyzed, and structure-function
relationships.

Antibody Cationic Cyclases
Catalytic antibody technology enables the diversiÞcation of cy-
clization products from polyene substrates, because the pro-
grammability of antibody catalysis is not limited to the set
of naturally occurring polyenes (64�69). Accordingly, hap-
ten 14 elicited the cationic cyclase HA5-19A4 that catalyzes
the tandem cationic cyclization of polyene substrate 15 to the
bridge-methylated trans-decalins 16a�c (Fig. 8) (67). Cationic
cyclization reactions have three components: initiation, prop-
agation, and termination. The zwitterionic N -oxide moiety of
hapten 14 mimics the initiation step of this reaction because it
is isosteric and isopolar to the Þrst carbocation formed at the
beginning of the reaction cascade. The X-ray crystal structure
of the Fab fragment of HA5-19A4 complexed with hapten 14

reveals a highly complementary Þt in the antibody combining
site (70). The hydrophobic pocket is lined with numerous aro-
matic residues that stabilize the postulated reactive intermediate
17 through cation-π interactions and force it into a chair�chair
conformation. Propagation of cyclization proceeds via concerted
attack of the C5�C6 π-bond, avoiding accumulation of the un-
favorable carbocation at C1, while forming the A ring of 16a�c
through the more favorable tertiary carbocation at C5. Subse-
quent attack on C5 by the C9-10 π-bond forms the B ring of
16a�c. Minor by-products of the reaction include compounds
with incomplete closure of the B ring, resulting from either
elimination or solvolysis. Termination of the cationic cycliza-
tion was programmed into the antibody by including an epoxide
group to elicit an antibody residue capable of coordinating a wa-
ter molecule to facilitate quenching of the terminal carbocation
by solvent or to constrain the B ring of the trans-decalin into the
half-chair and facilitate proton elimination. Interestingly, termi-
nation of the HA5-19A4 catalyzed reaction occurs exclusively
by proton elimination because only oleÞnic products 16a�c are
observed.

Table 1 Examples of chemical reactions catalyzed by antibodies

Ester hydrolysis Aldol Diels�Alder Claisen rearragement
Amide hydrolysis Henry reaction Hetero-Diels�Alder Oxy-Cope rearrangement
Phosphodiester hydrolysis β-Elimination Aza-Diels�Alder Allylic rearrangement
Carbamate hydrolysis syn Elimination Dipolar cycloaddition [2,3]-Sigmatropic rearrangement
Decarboxylation anti Elimination Cationic cyclization Photo-Fries rearrangement
Norrish reaction Pericyclic elimination Tandem cationic cyclization Bergmann cycloaromatization
Robinson annulation Photodimerization Electrophilic cyclization Aromatic oxidation
N -oxidation Metalation Yang cyclization

For further study of the antibody catalyzed reactions see ref. 6�15.

Figure 8 (a) Hapten 14 elicited antibody HA5-19A4 that catalyzes the cationic cyclization of substrate 15. (b) Key contacts of HA5-19A4 Fab with
postulated reactive intermediate 17.

ENCYCLOPEDIA OF LIFE SCIENCES © 2007, John Wiley & Sons, Ltd. www.els.net 7



Catalytic Antibodies: Past, Present, and Future

Antibody-Catalyzed Disfavored Ring
Closure

An astounding aspect of antibody catalysis is the ability of these
programmable biocatalysts to preferentially form the less ther-
modynamically favored product (66, 71�74). The intramolecular
cyclization reaction of trans-epoxyalcohol 18 is an archety-
pal example of antibody catalysis of a disfavored transforma-
tion, which preferentially forms the tetrahydrofuran 19 under
uncatalyzed conditions due to the overwhelming stereoelec-
tronic constraints predicted by Baldwin�s rules for ring closure
(Fig. 9) (75, 76).

The N -oxide and N -methyl ammonium haptens 20 and
21 were designed to mimic the stereoelectronic features of
the disfavored 6-endo transition state 22 and function as
bait-and-switch haptens by programming speciÞc complemen-
tary charges in the antibody combining site (72, 77). Antibody
26D9, elicited against only product. Additionally, hyperimmu-
nization using the N -methyl ammonium 20, efÞciently reroutes
this transformation and gives tetrahydropyran 23 as the hapten
21 produced antibody 5C8 that also catalyzed the regio- and
enantioselective epoxide opening of substrate 18 to yield the
disfavored endo product 23 (77). The active sites in both anti-
bodies contain a putative catalytic diad, as determined by X-ray
crystallography, conÞrming bait-and-switch hapten design as a

viable approach to catalyze this disfavored ring closure (77).
The exact mechanism has not been established; however, the
active site of Fab 5C8 reveals plausible general acid�base catal-
ysis occurring by AspH95 acting as a proton donor to the epoxide
oxygen assisting the formation of intermediate 22 with HisL89

serving as a base enabling nucleophilic attack by the alcohol
group.

Antibody Diels–Alderases

One aspect of antibody catalysis that truly ignites the imagina-
tion of the chemical biologist is that these biocatalysts are not
limited to reactions that have a natural enzymatic equivalent.
The Diels�Alder reaction has immense synthetic utility; how-
ever, this chemical transformation is extremely rare in nature.
Furthermore, the reaction proceeds via an entropically disfa-
vored, highly organized pericyclic transition state (78). The
programmability of a catalytic antibody has enabled the catal-
ysis of the Diels�Alder reaction previously considered beyond
the realm of possibility with a protein (79�84).

A signiÞcant hurdle in the development of a Diels�Alderase
catalytic antibody was minimizing product inhibition, because
based on the Curtin�Hammett principle, the transition state is
markedly similar to the product of a Diels�Alder reaction. A cre-
ative solution to this problem was employed in the development
of antibody 1E9 (Fig. 10) (79). The endo-hexachloronorbornene

Figure 9 Bait-and-switch haptens for disfavored ring closure. N-Oxide hapten 20 elicited antibody 26D9 that catalyzes the endo ring closure of substrate
18. N-Methyl ammonium hapten 21 elicited antibody 5 C8 that catalyzes the same disfavored reaction. Key contacts of 5 C8 Fab with postulated reactive
intermediate 22.
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Figure 10 (a) Hapten 24 elicited antibody 1E9 that catalyzes the Diels–Alder reaction between diene 25 and dienophile 26. (b) Key contacts of the 1E9
Fab-24 complex.

hapten 24 elicited antibody 1E9 to catalyze the Diels�Alder
reaction between diene tetrachlorothiophene dioxide 25 and
N -ethylmaleimide 26. Product inhibition was overcome be-
cause, after the pericyclic reaction forming 27, SO2 is liberated
sponateously followed by oxidation to yield the structurally dis-
similar aromatic product 28; accordingly, no product inhibition
was observed. X-ray crystallographic data of 1E9 Fab revealed
that the antibody binding pocket is preorganized to provide sig-
niÞcant shape complementarity with hapten 24 through van der
Waals contacts, π-stacking with the maleimide functional group,
and a hydrogen bond with AsnH35 (85). A recent study of non-
covalent catalyzed Diels�Alder reactions by synthetic, protein,
and nucleic acid hosts indicated that antibody 1E9 is the most
effective of the noncovalent catalyst systems studied (86). The

capabilities of this extraordinary catalytic antibody have been
explained by theoretical calculations and the high degree of
shape complementarity consistent with the X-ray crystallogra-
phy data.

Diels�Alderase antibody 39-A11 minimizes product inhibi-
tion while generating a more conventional Diels�Alder product
(Fig. 11) (80). Bicyclo[2.2.2]octane hapten 29 was designed to
mimic the proposed boat-like transition state 30 of the [4π + 2π]
cycloaddition between diene 31 and dienophile 32. Product inhi-
bition was circumvented by the structural disparity between the
product cycloadduct and the pseudo-boat form of the hapten em-
ployed for immunization. X-ray crystallographic data of hapten
29 complexed with the 39-A11 Fab indicated that the diene and
the dienophile are bound in a reactive conformation that reduces

Figure 11 (a) Hapten 29 elicited antibody 39A-11 that catalyzes the Diels–Alder reaction between diene 31 and dienophile 32. (b) Key contacts of the
39A-11 Fab-29 complex.
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translational and rotational degrees of freedom (83, 87, 88). The
stereoselective capabilities of this antibody are accomplished by
two strategically positioned hydrogen bonds (AsnH35a, TrpH50)
and π-stacking of the maleimide dienophile with TrpH50, as
calculated from quantum mechanical models and docking sim-
ulations (89). This unique arrangement allows reorganization
of one enantiomeric transition state, facilitating formation the
chiral product 33. Interestingly, sequencing and cross-reactivity
studies indicate that antibodies 39-A11 and 1E9 are structurally
similar and may have the same polyspeciÞc germline origin.

A radical idea to generate Diels�Alderase catalytic antibodies
employed a ferrocenyl moiety in hapten 34 and was designed to
catalyze the reaction of diene 35 with dienophile 36 (Fig. 12)
(82). Hapten 34 has two pentagonal, delocalized, π-electron
ring systems stacked upon each other that were thought to be
a loose transition state mimic capable of guiding the diene
and dieneophile into a reactive ternary complex. Additionally,
the hydrophobicity of the hapten will induce a strong immune
response and generate antibodies containing hydrophobic mi-
croenvironments that sequester the reactants from aqueous so-
lution, increasing reaction rates. The freely rotating ferrocenyl
moiety may enable stereoselective catalysis of all possible di-
astereomers; however, the immune system must be able to bind
and stabilize a single conformer of 34 to elicit an effective
catalyst. Antibody 13G5 was identiÞed to preferentially cat-
alyze the formation of the disfavored ortho-exo-cycloadduct
37 in high regio-, diastereo, and enantioselectivity over the
corresponding endo-product 38. This is Þnding remarkable con-
sidering the ßexibility of hapten 34, because antibody 13G5
must preferentially stabilize the exo-transition state 39 over the
endo-transition state 40. Quantum mechanical modeling depicts
that hapten 34 resembles the van der Waals complex between the
reactants more closely than the transition state, yielding antibod-
ies that preferentially recognize the hapten rotamer that mimics
39 (90). Furthermore, the steric restraints imposed by speciÞc
hydrogen-bonding interactions revealed in the crystal structure

of 13G5 Fab complexed with the inhibitor 41 (an attenuated
version of hapten 34) traps 41 in one available eclipsed con-
formation that is a loose mimic of the early boatlike transition
state for the exo Diels�Alder reaction (91).

Antibody-Catalyzed Oxy-Cope
Rearrangements

The oxy-Cope rearrangement is a thoroughly studied and syn-
thetically useful reaction in organic chemistry that proceeds
through a highly organized chair-like pericyclic transition state
(Fig. 13) (92, 93). The transition state analog hapten 42 elicited
antibody AZ-28, which catalyzed the oxy-Cope rearrangement
of substrate 43 to aldehyde 44 (94). Product inhibition was
avoided by in situ chemical modiÞcation to generate the oxime.
Surprisingly, the germline precursor to AZ-28 accelerated this
oxy-Cope reaction 164,000-fold faster than the uncatalyzed re-
action despite a much lower afÞnity for hapten 42. An explana-
tion for this unprecedented discovery can be explained by X-ray
crystallography of both the apo form and hapten 42-complex
(95). The van der Waals and hydrogen bond interactions present
in AZ-28 force the hapten into a Þxed conformation that is cat-
alytically unfavorable. In contrast, the antibody combining site
of the germline precursor to AZ-28 seems to have much more
ßexibility, allowing dynamic changes that lead to enhanced or-
bital overlap and increased rate acceleration. The disparity in
catalysis is further supported by molecular dynamics simulation
(96). This Þnding highlights the discrepancy between transition
state analog binding and catalysis. AfÞnity maturation for the
transition state analog does not necessarily result in more efÞ-
cient catalysts; to the contrary, ßexible substrate binding by the
germline precursor was a more robust catalytic antibody.

Antibody Aldolases

The aldol reaction is a fundamental C�C bond forming reac-
tion that is ubiquitous in both chemical synthesis and nature

Figure 12 (a) Hapten 34 elicited antibody 13G5 that catalyzes the Diels–Alder reaction between diene 35 and dienophile 36. (b) Key contacts of 13G5
Fab with the truncated hapten analog 41.
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Figure 13 Hapten 42 elicited antibody AZ-28 that catalyzes the oxy-Cope rearrangement of substrate 43.

(97). Class I aldolase enzymes possess a reactive lysine residue
that forms an enamine intermediate with carbonyl substrates,
enabling nucleophilic attack on the corresponding electrophile
in the enzyme active site (98, 99). Aldolase catalytic antibodies
with a similar reactive lysine residue (59, 60, 100�102) were
generated using the reactive immunization hapten 45, which
contains a moderately reactive β-1,3-diketone moiety (Fig. 14).
Two highly efÞcient aldolase antibodies, 38 C2 and 33F12, were
obtained from the catalytic screen (59, 60). The β-1,3-diketone
functionality successfully trapped a lysine residue in the anti-
body combining site forming Schiff base 46 and ultimately the
reactive enamine 47, which directly participates in the mecha-
nism of the aldol reaction in the antibody active site. Both 38 C2
and 33F12 catalyze the aldol reaction between acetone and alde-
hyde 48 with enzymic catalytic proÞciency ((k cat/K m)/k uncat)
of nearly 109. The X-ray crystal structure of 33F12 revealed
that LysH93 is essential to the catalytic mechanism, which initi-
ates the reaction by forming a stable enamine with the ketone
substrate (60). The surrounding hydrophobic residues help to
stabilize the unprotonated form of the lysine ε-amino group

(pK a of 10 in bulk water). A signiÞcant perturbation of LysH93

must occur to maintain its uncharged status. Antibodies 38C2

and 33F12 are actually better catalysts of the retro-aldol reac-

tion; however, these catalysts are extremely robust and 38C2

participated in major steps in the total synthesis of epothilones

A-F (103, 104).

An attempt to improve on these antibodies employed a hybrid

approach to hapten design by using a transition state mimic

sulfone along with a β-1,3-diketone moiety to trap a reactive

site lysine residue (Fig. 15) (62). The hybrid hapten 49 is an

excellent mimic of the aldol transition state 50, eliciting two

aldolase antibodies, 93F3 and 84G3. In the aldol reaction of

51 with 3-pentanone, antibody 93F3 provided syn-aldol 52 in

90% de and 90% ee, whereas antibody 38 C2 only afforded the

anti -isomer in 62% de and 59% ee. These second-generation

aldolase antibodies 93F3 and 84G3 showed 103-fold increase

in proÞciency over antibody 38C2.

Figure 14 (a) Reactive immunization hapten 45 elicited antibodies 38 C2 and 33F12 that catalyze the aldol reaction of aldehyde 48 with acetone. (b)
Hydrophobic environment surrounding LysH93 in 33F12 Fab.
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Figure 15 Hapten 49, a hybrid of transition state analog and reactive immunization, elicited antibody 93F3 that catalyzes the aldol reaction of ketone 51
with 3-pentanone.

Antibody Catalyzed Photo-Fries
Rearrangement
The photo-Fries rearrangement involves the absorption of light
energy by a diphenyl ether substrate resulting in homolytic
C�O bond cleavage followed by radical recombination to yield
biphenyl products. Multiple products can be formed in this
reaction, depending on the electron withdrawing/donating char-
acteristics of the aromatic substituents. Furthermore, the es-
cape of free radicals from the solvent cage leads to additional
phenolic products (105). For example, ultraviolet (UV) irradi-
ation of 4-phenoxyaniline 53 forms aromatic products 54�58
(Fig. 16). The electron donating character of the amine sub-
stituent leads to preferential cleavage via path a (products 54 and
55) as opposed to path b (products 56�58) that would be favored
by an electron withdrawing substituent. An antibody-mediated
reaction that suppresses the escape of free radicals and primarily
forms biphenyl 54 was generated against haptens 59 (antibody
MT2-21C4) and 60 (antibody MT4-3G2) (106). The rotational
freedom of hapten 59 was used to explore the combinatorial
power of the immune response to elict catalysts that stabilize
radicals in the combining site and seek either path a or path b.
Hapten 60 is rigid and designed to assist the immune repertoire
in the selection of a catalyst by limiting the conformations that
can be accessed. Antibodies elicited against both haptens cat-
alyzed the photo-Fries reaction revealing the dynamic ability of
an antibody to stabilize a high energy surface in the catalysis

of a reaction. Additional photochemical catalytic antibodies for
the Norrish type II reaction have been developed (107�109),
including an enantioselective Yang cyclization (108, 109).

Recent Developments in Catalytic
Antibodies

Since the seminal discovery of chemical catalysis by an anti-
body, numerous complex chemical transformations have been
catalyzed by these molecules. However, in biological systems,
the primary function of an antibody is to serve as a mediator
between recognition of a foreign substance and its destruction.
SpeciÞcally, the variable region of an antibody has evolved to
recognize an antigen and then recruit effector systems such as
complement and phagocytic cells to destroy the foreign entity.

This paradigm has been challenged by the recent discovery
that antibodies have the innate ability to not only recognize
foreign substances but to also destroy them (110). Lerner and
coworkers have found that all antibodies, regardless of source
or antigenic speciÞcity can catalyze the oxidation of water
by singlet oxygen (1O2) via a pathway that is postulated to
include trioxygen species, such as dihydrogen trioxide (H2O3)
and possibly ozone (O3), in the formation of hydrogen peroxide
(H2O2) as the ultimate product (110�114). Further examination
of this phenomenon indicated that 1O2 could be generated by

Figure 16 Haptens 59 and 60 elicited antibody MT4-3G2 that catalyzes the photo-Fries reaction of 53.
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either direct UV irradiation of the antibody molecule, by visible
light and a triplet oxygen (3O2) sensitizer like hematoporphyrin
IX, or by thermal decomposition of endoperoxides. In each case,
the antibody catalyzed formation of H2O2 was triggered.

Typically, proteins are not stable under extended exposure
to UV irradiation; however, antibodies efÞciently form H2O2

linearly up to 40 mole equivalents before an observed decrease
in rate. Furthermore, H2O2 seems to inhibit its own produc-
tion and >500 equivalents of H2O2 can be generated by an
antibody when H2O2 is removed by catalase. Isotopic labeling
experiments suggest that water is the electron source in this ox-
idation pathway. Functionally, the water oxidation pathway has
been postulated to play a role in a range of clinical scenarios,
including bacterial killing, inßammation, and the pathogenesis
of atherosclerosis (112, 115).

The manipulation of the water oxidation pathway expands
the realm of possibilities with catalytic antibodies. A speciÞc
example recently reported is the catalytic oxidative degrada-
tion of nicotine (53) by antibodies TD1-10E8 and TD1-36H10
(Fig. 17) (116). Catalytic antibodies that degrade cocaine by
ester hydrolysis have been previously identiÞed, and the use
of catalytic antibodies in the cessation of drug abuse is an ac-
tive area of research (37, 117�121). Developing an antibody
capable of degrading nicotine has been particularly challenging
because its chemical structure is not amenable to decomposition
by catalytic antibodies using any of the previously outlined hap-
ten design strategies. Many oxidative degradation products of
nicotine are known (122) and antibody catalysis could parallel
this pathway with a sufÞcient 1O2 source. Riboßavin interacts
with immunoglobulins, although this interaction is not com-
pletely understood (123) and is a known photosensitizer. The
riboßavin�antibody interaction was exploited in the generation
of reactive oxygen species to oxidatively decompose nicotine.
However, the initial screen using a tight binding (K d < 10µM)
nicotine antibody panel elicited against hapten 54, riboßavin,
and either UV or visible light led to no catalysis of nicotine

degradation over the appropriate control reactions. Conversely,
a weak binding panel of antibodies elicited against the less con-
gruent nicotine hapten 55 (K d > 1 mM) effectively catalyzed
the formation of nicotine oxidation products 56 and 57. It is
important to note that, in this study, a weak binding nicotine
antibody was converted to a catalytic antibody using visible
light and riboßavin as a photosensitizer. The inherent utility of
the water oxidation pathway is an active research area, and the
antibody catalyzed oxidative degradation of nicotine is the Þrst
example of manipulating this pathway for a potential therapeutic
outcome.

Conclusions

Caxtalytic antibodies are unparalleled as tailor-made enzyme
mimics of a chemical reaction and a paramount advancement
in chemical biology. The scope of antibody catalysis continues
to increase although enzyme-like rates have yet to be achieved.
A snapshot of the reaction coordinate using transition state
analog, strain-induced, or bait-and-switch hapten design has
led to numerous antibody catalyzed reactions. Enzymes and
catalytic antibodies share their primary mode of action by
stabilizing a high energy transition state. Enzymes have a
superior evolutionary advantage, and additional mechanisms
that assist enzyme catalysis, like covalent catalysis, cofactors,
proximity effects, and the dynamic ability to complement an
inÞnite number of conformations along a reaction coordinate,
play a larger role than originally suspected.

Perhaps the most signiÞcant contribution of the catalytic
antibody Þeld is the realization that enzyme catalysis is not
simply transition state stabilization. Reactive immunization has
enabled a mimic of the dynamics involved in enzyme catalysis,
and an aldolase antibody that approaches enzymatic rates has
been developed using this technique (59, 60). However, only
a few types of reactions have been catalyzed using this hapten

Figure 17 Hapten 55 elicited antibodies TD1-10E8 and TD1-36H10 that catalyze the oxidative degradation of nicotine (53) using riboflavin as a
photosensitizer.
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design strategy. The ability to design a de novo enzyme-like
catalyst for a multitude of different reactions is an intriguing lure
for the chemical biologist. The advent of catalytic antibodies
was essential to the current understanding of the relationship
between chemical catalysis and molecular structure; however,
a better understanding of this relationship is essential for the
advancement of catalytic antibody research toward the ultimate
goal of readily programmed catalysts with operative rates that
are inherently friendly for the environment. The discovery of
naturally occurring catalytic antibodies (124) and the realization
that nature uses IgG molecules for chemical catalysis provides
a basis to strive toward this ultimate goal.
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Normal regulation of the cell cycle ensures the passage of genetic material
without mutations and aberrations. Proper completion of each phase is
critical to the initiation of the following phase, and the pathways that cell
division occur in an ordered, sequential, and irreversible procession. The
two major cell-cycle events that are regulated tightly are DNA replication
and cell division. Progression through each phase transition is regulated by
extracellular signaling, transcription factors, cyclin-dependent kinases
(CDKs), and checkpoints, which prevent uncontrolled cell division.
Cyclin/CDK complexes are the primary factors responsible for the timely
order of cell-cycle progression, which include entry into S phase, initiation
of DNA replication, and mitotic entry. Each phase of the cell cycle and the
different cyclin/CDK complexes, as well as other important factors that
regulate cell-cycle progression and checkpoints, will be discussed.

The cell cycle is the sequence of events by which growing cells
duplicate and divide into two daughter cells. In mammalian
cells and other eukaryotes, cell division represents a process of
highly ordered and tightly regulated molecular events. The cell
cycle is composed of five phases in mammals, including G0,
G1, S, G2, and M phases. Replication of DNA occurs during S
phase and division occurs during M phase. During the two gap
phases, G1 and G2, cells produce RNA and proteins required for
the subsequent S and M phases, respectively. Cells in a resting,
quiescent state are in G0 phase. Stimulation by external growth
factors or mitogens triggers quiescent cells to reenter the cell
cycle in G1 by activating numerous signaling cascades, and it
leads to the sequential activation of cyclin dependent kinases
(CDKs). Activation of CDKs requires interaction with a cy-
clin partner, T-loop phosphorylation at T160 (CDK2) or T161
(CDK1) catalyzed by CDK activating kinase (CAK), and de-
phosphorylation at T14 and Y15 by CDC25 dual phosphatases.
The inhibitory phosphorylations at T14 and Y15 are catalyzed
by the serine/threonine kinase Wee1 and threonine/tyrosine ki-
nase Myt1, and these cause misalignment of the glycine-rich
loop and the ATP phosphate moiety. CDKs phosphorylate mul-
tiple substrates. The proper regulation of CDKs is necessary for

orderly cell-cycle phase transitions. A general representation of
the key players and events during the cell cycle can be observed
in Fig. 1.

Numerous checkpoints also exist to ensure normal cell-cycle
progression and transmission of an unaltered genome. These
checkpoints are conserved signaling pathways that monitor
cell growth conditions, cell-cycle progression, and structural
and functional DNA defects; they are critical for cell survival
or death. Checkpoint responses induce and sustain a delay
in cell-cycle progression, and activate machinery to respond
to changes in cell growth conditions, repair DNA, and stall
replication. When cellular damage cannot be repaired, these
checkpoints can induce apoptosis. The mammalian checkpoints
include the quiescent checkpoint, G1/S checkpoint, replicative
checkpoint, G2 checkpoint, mitotic checkpoint, and the DNA
damage checkpoints. Improper checkpoint control promotes
tumorigenesis through increased mutation rates, aneuploidy,
and chromosome instability. The following sections will give
an overview of the regulation of the various phases of the
mammalian cell cycle, activation of specific checkpoints, and
the molecules involved in the mechanisms that regulate these
processes.
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Figure 1 Regulation of the mammalian cell cycle by cyclin/CDKs. Activation of growth factor receptors in G0 leads to activation of many signaling
cascades that lead to the expression of cyclin D. Progression into S phase is mediated by Rb and E2Fs that lead to the initiation and progression of DNA
synthesis through cyclin E/A/CDK2 activity. On completion of DNA replication, cyclin B/CDK1 activity promotes phosphorylation of substrates required for
entry into mitosis and eventual cytokinesis, which produces two identical daughter cells.

From Quiescence to the Point
of No Return

G0-G1 transition

After cell division, the daughter cell enters into G0 phase where
it becomes ready to divide again before entering into G1. In
most cases, the newly formed cell increases in size and mass
for division to occur again, by enhancing ribosome biosynthesis
(1). This task is accomplished by phosphorylation of the S6
ribosomal subunit by S6 kinase (2). This kinase is regulated
by members of the PI3K family, including TOR, PDK1, and
PI3K, which are activated by insulin receptor signaling (3, 4).
These family members phosphorylate the translational inhibitor
4E-BP1, leading to dissociation of the initiation factor eIEF4E,
which promotes cyclin D and Myc translation (5). In the
absence of growth factors, these kinases are inactive and cannot

signal progression from quiescence to G1. Acetylation and
phosphorylation of the tumor suppressor p53 also seems to be
involved in maintaining cellular quiescence (6, 7).

G1 phase

In the presence of growth factors during the G0 and G1

phases, ras and mitogen-activated protein kinase (MAPK) cas-
cades are activated and subsequently regulate cell cycle pro-
gression (8). MAPK regulates cyclin D expression directly by
controlling the activation protein-1 and ETS transcription fac-
tors, which transactivate the cyclin D promoter (9, 10). Con-
sequently, the MAPK cascade activates cyclin D-dependent
kinases (CDK4 and CDK6) and regulates cell proliferation. Ad-
ditionally, the MAPK cascade regulates directly the synthesis
of the CIP/KIP family of CDK inhibitors (CKIs), specifically
p21CIP and p27KIP, which regulate CDK activity negatively and
influence cyclin D/CDK4/6 complex formation in G1 (11, 12).
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The growth factor-dependent synthesis of D-type cyclins occurs
during the G0/G1 transition and peak in concentration in late G1

phase (13). These proteins have a very short half-life and are de-
graded rapidly after removal of mitogenic stimulation. The INK
family of CKIs primarily inhibits cyclin D/CDK4/6 complexes.
Only when the concentration of cyclin D exceeds that of the
INK proteins can these cyclin D/CDK4/6 complexes overcome
their inhibition (14, 15).

In early to mid G1 phase, active cyclin D/CDK4/6 com-
plexes phosphorylate the three Rb pocket proteins (Rb, p130,
and p107), which results in their partial repression (13). The
phosphorylation status of these proteins controls E2F transcrip-
tional activity and S-phase entry by mediating passage through
the restriction point in late G1 (16–18). E2F proteins (E2F1-6)
form heterodimers with a related family of DP proteins (DP1-3),
and can act as both activators and repressors of transcriptional
activity. In G0 and early G1, Rb is in an active, hypophos-
phorylated form. Active Rb represses the activity of the E2F
transcription factor family by binding directly to the transacti-
vation domain of E2F proteins and recruiting histone deacety-
lases, methyltransferases, and chromatin remodeling complexes
to E2F-regulated promoters (19, 20). This activity results in
the modification of histones, compaction of chromatin structure,
and prevention of promoter access by transcription machinery
(20). Phosphorylation of Rb by cyclin D/CDK4/6 complexes
during G1 releases histone deacetylase, which alleviates tran-
scriptional repression partially (13, 19, 20). As a result, the
E2F/DP transcription factors activate the transcription of cy-
clin E and many genes responsible for the G1/S transition and
DNA synthesis including CDK2, cyclin A, cyclin E, RPA1,
MAT1, PCNA, DHFR, c-Myc, DNA polymerase-α, p220NPAT,
and CDC25A (21).

G1/S transition
Cyclin E expression in mid to late G1 results in the formation
of cyclin E/CDK2 complexes, which are required for S-phase
entry and the initiation of DNA replication. Cyclin E/CDK2
also phosphorylates Rb, except on different residues than those
catalyzed by cyclin D/CDK4/6 complexes (22). Cyclin E/CDK2
phosphorylation of Rb promotes the dissociation of E2F tran-
scription factors from Rb, which results in complete relief of
transcriptional repression (23). Thus, Rb inactivation occurs
through the sequential phosphorylation by CDK4/6 and CDK2.
Additional E2F and cyclin E/CDK2 activity increases through
a positive feedback mechanism because cyclin E is one of
the many genes activated by E2F (24). Cyclin E/CDK2 ac-
tivity enhances this positive feedback even more by promoting
the degradation of its own inhibitor, p27KIP. These complexes
have been shown to phosphorylate p27KIP at T187, which pro-
motes its association with the Skp-Cullin-F-boxSKP2 (SCFSKP2)
complex to target p27KIP for ubiquitination and proteasomal
degradation (25). Cyclin D/CDK4/6 complexes have been hy-
pothesized to sequester the bound CKI inhibitor p27KIP away
from cyclin E/CDK2 complexes to facilitate their activation
(26). However, recently p27KIP was shown to be phosphory-
lated by Src-family tyrosine kinases at Y88, which reduces its
steady-state binding to cyclin E/CDK2. This action facilitates
p27KIP phosphorylation at T187 by cyclin E/CDK2 to promote

its degradation (27, 28). Thus, rather than cyclin D/CDK4/6 se-
questration of p27KIP, these tyrosine kinases may be responsible
for activation of p27KIP-bound cyclin E/CDK2 complexes at the
G1/S transition.

The c-myc proto-oncogene encodes another transcription fac-
tor involved in many processes, which include E2F regulation
(29). Its expression is induced by mitogenic stimulation, pro-
motes S-phase entry in quiescent cells, and increases total cell
mass. Myc activates the transcription of cyclin E, CDC25A,
and several other genes (30). The Myc-induced proliferation
mechanism activates cyclin E/CDK2 activity directly through
increased cyclin E levels and CDC25A activity, which removes
T14 and Y15 inhibitory CDK2 phosphorylation catalyzed by
Wee1/Myt1 (31). Additionally, this activity is enhanced indi-
rectly through Myc by mediating the sequestration of p27KIP

from cyclin E/CDK2 into cyclin D/CDK4/6 complexes, which
in turn promotes the cyclin E/CDK2 catalyzed phosphoryla-
tion and degradation of p27KIP (32). Cul-1, a component of the
SCFSKP2 complex, was shown to be a transcriptional target of
Myc, which may explain the link between p27KIP degradation
and Myc activation (33).

Cyclin E/CDK2 also phosphorylates p220NPAT, which is a
protein involved in the regulation of histone gene expression.
This phosphorylation is a major event that occurs as cells begin
to enter S phase (34). The phosphorylation of p220NPAT by cy-
clin E/CDK2 is required for histone gene expression activation
at the onset of S phase (35). Once cells have passed through the
restriction point, they are committed to initiate DNA synthesis
and complete mitosis. Cell-cycle progression continues indepen-
dently of the presence of growth factor stimulation after passage
through the restriction point.

Regulation of DNA Synthesis
and Mitotic Entry

S phase

At the G1/S transition, the cell enters S phase in which DNA
synthesis occurs and each chromosome duplicates into two sister
chromatids. During S-phase entry, the initiation of replication
occurs at sites on chromosomes termed origins of replication.
Replication origins are found in two states within cells: a
pre-replicative complex (pre-RC) that is present in G1 before
DNA replication initiation, and the the post-replicative complex
(post-RC) that exists from the onset of S phase until the end
of M phase (36). At the onset of S phase, an increase in cyclin
A expression and cyclin A/CDK2 activity occurs (37, 38), and
the protein kinase GSK-3β phosphorylates cyclin D and signals
its relocalization to the cytoplasm where it is degraded by the
proteasome (39, 40). Cyclin A/E/CDK2 activity controls each
round of DNA replication, and this dictates the state of the
replicative complexes. Low CDK activity permits the assembly
of the pre-RC to form a licensed origin at the end of M phase,
whereas the increase in CDK activity during the G1/S transition
triggers initiation of DNA replication and converts origins to
the post-RC form (41). Reformation of the pre-RC is prevented
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by high CDK activity, which acts to inhibit re-replication events
that would result in numerous copies of chromosomes.

The initiation of DNA replication requires both the assem-
bly of the pre-RC complex at origins of replication and the
activation of these complexes by CDKs and other kinases to
initiate DNA synthesis (42–44). Numerous proteins are required
for pre-RC formation and DNA replication initiation, which in-
clude the Origin Recognition Complex (ORC), cdc6/18, cdc45,
cdt1, the GINS complex, and mini chromosome maintenance
(MCM) proteins (43). ORC proteins (ORC1-6) bind directly
to replication origins as a hexamer and facilitate the loading
of other components of the pre-RC (45, 46). The cdc6/18 and
cdt1 proteins play a central role in coordinating chromatin li-
censing. They bind directly to the ORC complex independently
of each other (47). Here, they facilitate cooperatively the load-
ing of the MCM proteins (MCM2-7), which form a hexameric
ring-complex that possesses ATP-dependent helicase activity
(48, 49). Cyclin E/CDK2 is recruited to replication origins
through its interaction with cdc6, and this event regulates cdt1,
cdc45, and MCM loading, which makes chromatin replication
competent. After binding of the MCM proteins, the affinity of
both cdc6/18 and cdt1 for the ORC is reduced, and they dis-
sociate (48, 49). Then, cyclin A/CDK2 phosphorylates cdc6 to
promote its export from the nucleus and cdt1 to target its ubiq-
uitination by the SCFSKP2 complex (50, 51). In this way, after
initiation and release of these factors from the ORC, cyclin
A/CDK2 activity acts to prevent re-replication by inhibiting ref-
ormation of the pre-RC. However, cyclin E/CDK2 activity acts
primarily to promote the initiation of DNA synthesis (52).

Dbf4-dependent kinase (DDK) contains the kinase subunit
cdc7, and it is required for DNA replication initiation (53).
DDK targets MCMs for phosphorylation, thereby increasing
the affinity of these proteins for cdc45, which is a factor
required for the initiation and completion of DNA replica-
tion (49, 54, 55). The GINS complex, which consists of
the four subunits Sld5, Psf1, Psf2, and Psf3, is required for
the initiation and progression of eukaryotic DNA replication
(56). This complex associates with Cdc45 and the MCM
proteins to activate their helicase activity. As a result of
GINS and cdc45 binding to the MCM complex, the DNA
is unwound, which results in single stranded DNA (ssDNA)
(49, 57). Replication protein A (RPA) is recruited to single
stranded DNA, and it is required for the subsequent binding
and activation of DNA polymerase-α (58–60). The GINS com-
plex also interacts with, and stimulates the polymerase activity
of the DNA polymerase-α-primase complex (61).

G2 phase
After completion of DNA duplication, the cell enters the second
restriction point of the cell cycle; referred to as the G2 phase.
Similar to what happens during G1, in this second gap phase
the cell halts to synthesize factors required for initiation and
completion of mitosis and to check for any aberrations that
result from DNA synthesis (62, 63).

Cyclin B/CDK1 is the primary regulator of the G2/M tran-
sition, and its activity is required for entry into mitosis. It was
termed the maturation-promoting factor (MPF) because it was
originally shown to be essential for Xenopus oocytes maturation

after hormonal stimulation, and it was found subsequently to be
equivalent to a mitosis-promoting activity (64). CDK1 activity
is regulated primarily by localization of cyclin B, CDC25C ac-
tivity, and p21CIP levels, which are controlled by checkpoint
machinery (65). Cyclin B/CDK1 complexes remain inactive
until their activity is required for mitosis entry in late G2. To-
ward the end of S phase, cyclin B expression is increased.
However, during the onset of G2, cyclin B is retained in the
cytoplasm by its cytoplasmic retention signal (CRS), and the
CKI p21CIP inhibits CAK-mediated activation of cyclin/CDKs
(66). Additionally, Wee1 and Myt1 phosphorylate T14 and Y15
on cyclin B/CDK1 in the cytoplasm to keep these complexes
inactive even when CDK1 is phosphorylated by CAK (67). The
transcription factor p53 also mediates the inhibition of cyclin
B/CDK1 activity by promoting p21 expression, and it down-
regulates expression of CDK1 (63, 68). Furthermore, cyclin
A/CDK2 phosphorylates and inactivates members of the E2F
transcription family in G2 to suppress cell growth during this
gap (69–71).

G2/M transition
During the G2/M transition, the localization of cyclin B changes
dramatically and regulates CDK1 activity (72). The CRS is
phosphorylated by MAPK and polo-like kinase 1 (Plk1), which
promotes its nuclear translocation (73, 74). Contomitant with
nuclear import, cyclin B is phosphorylated to a greater ex-
tent to prevent association with CRM1, which promotes its
nuclear retention (75, 76). This relocalization occurs at the
onset of mitosis toward the end of the G2/M transition when
the cell is ready to begin the mitotic process (77). Activa-
tion of cyclin B/CDK1 in late G2 is achieved by preventing
the access of cytoplasmic Wee1/Myt1 kinases to the complex
and by promoting shuttling of the CDC25 phosphatases to
the nucleus, where they dephosphorylate and activate CDK1
(78–80). Cyclin B/CDK1 complexes phosphorylate CDC25A
to promote its stability and CDC25C to promote its activ-
ity (81). Both CDC25A and CDC25C activate CDK1 even
more, which results in a positive feedback loop that sustains
cyclin B/CDK1 activity in the nucleus to signal mitotic en-
try (82, 83). ERK-MAP kinases also regulate cyclin B/CDK1
activity by phosphorylating CDC25C at T48 (84). ERK1/2
activation of CDC25C leads to removal of inhibitory phos-
phorylations of cyclin B/CDK1 complexes and is required
for efficient mitotic induction. Thus, MAPKs are involved
in the positive feedback loop that leads to cyclin B/CDK1
activation.

The increase in nuclear cyclin B/CDK1 activity promotes
phosphorylation of nuclear substrates that are necessary for
mitosis, such as nuclear envelope breakdown, spindle forma-
tion, chromatin condensation, and restructuring of the Golgi and
endoplasmic reticulum (85, 86). Numerous cyclin B/CDK1 sub-
strates have been defined, which include nuclear lamins, nucle-
olar proteins, centrosomal proteins, components of the nuclear
pore complex, and microtubule-associated proteins (87–89). Cy-
clin B/CDK1 complexes also phosphorylate MCM4 to block
replication of DNA, the TFIIH subunit of RNA polymerase II
to inhibit transcription, and the ribosomal S6 protein kinase to
prevent translation during mitosis (90–92).
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Regulation of Cell Division

The centrosome
Normally, the centrosome is composed of two centrioles and the
pericentriolar material. It functions not only as a microtubule nu-
cleation center, but also as an integrated regulator of cell-cycle
checkpoints. Recent data indicates it is required for cell-cycle
progression (93). The centrosome duplication process begins
in late G1 and is regulated primarily by CDK2 activity (94).
Cyclin A/E/CDK2 phosphorylates the Mps1p kinase and nucle-
ophosmin, which are two centrosome associated proteins. CDK2
activity is required for Mps1p stability and Mps1p-dependent
centrosome duplication (95). Cyclin E/CDK2 phosphorylates
nucleophosmin at T199, releasing it from unduplicated centro-
somes, which are a requirement for centrosome duplication (96).
Completion of centrosome duplication and initiation of their
separation occur in G2 and are dependent on cyclinA/E/CDK2
activity. These processes are necessary for proper spindle for-
mation and for balanced chromosome separation during mitosis.

The Aurora kinase family members play a role in centrosome
function, spindle assembly, and chromosome alignment, and
they are essential for mitosis. Specifically, Aurora-A activity
is maximal during G2/M; it regulates mitotic spindle assembly,
centrosome separation, and it facilitates the G2/M transition
by phosphorylating CDC25B at the centrosome, which is an
important event for cyclin B localization to the nucleus (97).
Aurora-B activity is maximal from metaphase to the end of
mitosis and regulates chromatin protein modification, chromatid
separation, and cytokinesis (98). During mitosis, a complex
process of degradation and phosphorylation regulates Aurora
kinase activity to ensure proper mitotic advancement. Aurora-A
is activated mainly by autophosphorylation (99), Ajuba (100),
TPX2 (101), and HEF1 (102), whereas INCENP is thought to
activate Aurora-B (103). Both Aurora-A and B are degraded
rapidly at the end of mitosis.

M phase
The mitotic phase is divided into five phases, which include
prophase, prometaphase, metaphase, anaphase, and telophase.
During prophase, nucleoli disappear, chromatin condensation
takes place, and the mitotic spindle is formed at centrosomes
that contain centrioles. In prometaphase, fragmentation of the
nuclear envelope occurs and mitotic spindles extend from the
poles toward the center of the cell. At metaphase, centrioles pair
at opposite poles, and the chromosomes align in the cell cen-
ter along the metaphase plate. Then, microtubules bind to the
kinetochores located at the centromeres of each chromatid of
the chromosomes. The transition from metaphase to anaphase
is triggered by MPF inactivation through the degradation of
cyclin B by the E3 ubiquitin ligase anaphase-promoting com-
plex (APC/C) (104). Cdc20 is required for activation of the
ubiquitin ligase activity of APC/C, which promotes degra-
dation of securin. Subsequently, a release mechanism acti-
vates the protease known as separase, which cleaves cohesion
and promotes sister chromatid separation and anaphase entry
(105, 106). This mechanism induces the separation of chro-
matids in anaphase as microtubules from each pole pull them

apart through their kinetochore. Because of cyclin-B/Cdk1 in-
activation in late anaphase, the major ubiquitin ligase activity is
switched from APC/C-Cdc20 to APC/C-Cdh1. The latter con-
tinues to regulate many proteins whose degradation is required
for cell-cycle progression, including Cdc20, which becomes one
of its targets and a substrate of the Aurora kinases. (107–111).

In telophase, nuclei for each daughter cell form at the two
poles, and the mitotic spindle apparatus disappears. Further-
more, nuclear membranes, nuclear lamina, nuclear pores, and
nucleoli are reformed. The cell is now ready for cytokinesis,
which is physical division of the cytoplasm. The cytoplasm
divides as actin/myosin filaments contract and pinch off the
plasma membrane, which results in two daughter cells that en-
ter into G0 or G1 for another round of division. The main
checkpoint that exists during M phase in mammalian cells is
the spindle checkpoint; it is in place to ensure proper micro-
tubule assembly, proper cell division, and that each daughter
cell receives one copy of DNA.

Spindle checkpoint
The spindle checkpoint is activated when microtubules fail to
attach to the kinetochores of each sister chromatid and/or when
misalignment of chromosomes occurs along the metaphase plate
(112–114). This mechanism blocks entry into anaphase and
ensures proper segregation of the chromatids to opposite spindle
poles. Misregulation of this checkpoint results in aneuploid
daughter cells after division (115, 116). Checkpoint proteins
associated with kinetochores monitor microtubule-kinetochore
attachment and tension; these proteins regulate this checkpoint
by preventing cdc20 binding to the APC/C (117–119).

The main spindle checkpoint proteins include Mad1, Mad2,
BubR1, Bub1, Bub3, Mps1p, and CENP-E. These proteins
act both independently and dependently of their interaction
with kinetochores. Association of Mad2 with kinetochores and
cdc20 requires the presence of Mad1 (120). At the kine-
tochore, Mad2 is converted to a form that can bind and
sequester cdc20 away from the APC/C, which results in
its inhibition (121). Additionally, formation of the mitotic
checkpoint complex BubR1/Bub3/Mad2/cdc20 occurs indepen-
dently of interaction with unattached kinetochores, and it sig-
nals anaphase to wait by binding and inhibiting the APC/C
(122, 123). An unattached kinetochore activates a kinase cas-
cade that involves the dual-specificity kinase Mps1p and the
serine/threonine kinases BubR1 and Bub1 that amplifies this
wait signal (124, 125). Furthermore, BubR1 interacts directly
with the kinesin-like protein CENP-E to regulate microtubule
tension at kinetochores, which is also involved in regulation of
the spindle checkpoint (126, 127). Thus, this checkpoint serves
to inhibit the APC/C indirectly through cdc20 sequestration and
directly through association with the mitotic checkpoint com-
plex, and to regulate the tension at kinetochores required for
anaphase entry (128).

DNA Damage Checkpoints
In addition to checkpoints that ensure normal cell-cycle progres-
sion, numerous DNA damage checkpoints exist in mammalian
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cells. These checkpoints exist to regulate the highly conserved
mechanisms that control DNA replication and mitosis to ensure
mutations within the genome are not passed on to the daugh-
ter cells. Misregulation of these pathways is associated with
genomic instability and cancer development. The key players
involved in the DNA damage checkpoint cascade (Fig. 2) in-
clude the DNA damage sensors ATM (Ataxia Telangiectasia
Mutated), ATR (ATM and Rad3 Related), Rad1, Rad9, Hus1,
and ATRIP, and the effectors Chk1/2 (Checkpoint Kinase 1/2),
and CDC25.

G1/S-phase checkpoint

The primary DNA damage checkpoint is the G1/S checkpoint,
which acts to prevent the replication initiation of damaged
DNA. During G1 and even after passage through the restric-
tion point (but prior to initiation of DNA synthesis), DNA
damage activates two checkpoint-signaling pathways sequen-
tially, and both pathways function to inhibit CDK2 activity.
The first pathway initiated is p53-independent and is rapid and
short-lived (129). This pathway results in phosphorylation and
degradation of CDC25A (130, 131). DNA damage leads to the
activation of ATM and ATR, which phosphorylate and acti-
vate Chk1 and Chk2 (132, 133). CDC25A is phosphorylated by
these kinases, which target its ubiquitination and proteasomal
degradation (134). As a result, the inhibitory phosphorylations
of CDK2 are increased, which diminishes CDK2 activity. Ulti-
mately, this lack of CDK2 activity inhibits the cdc45 loading to

DNA Damage
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P P
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p53
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Cdc25A/B/C
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Cyclin/CDK2 Cyclin/CDK1

p21

RPA
BRCA1
53BP1
MDC1

P

MRN
Complex

SMC1
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Chk2

Figure 2 Brief model of DNA damage checkpoint signaling. DNA
damage elicits a conserved response headed by the ATM and ATR kinases.
Phosphorylation cascades and localization of mediators to sites of damage
allows for signaling to the effector kinases Chk1 and Chk2. Chk1/2 elicit
cell-cycle arrest through phosphorylation-dependent degradation of the
Cdc25 family of phosphatases. Parallel activation of p53 by both ATM/ATR
and Chk1/Chk2 leads to upregulation of the CDK inhibitor p21, which
enforces cell-cycle arrest to a greater extent. See text for in-depth
discussion of the checkpoint pathways.

pre-RCs and the subsequent initiation of DNA replication to halt
the cell cycle and to allow time to repair damaged DNA (133).

The second pathway activated in the presence of DNA dam-
age prior to initiation of DNA synthesis acts in a p53-dependent
manner. As stated above, the tumor suppressor p53 is a tran-
scription factor, which acts primarily to increase expression of
the CKI p21CIP during DNA damage. Like CDC25A, the activa-
tion of ATM/ATR promotes the phosphorylation of p53, which
enhances the stability of p53 by preventing efficient interac-
tion with the E3 ubiquitin ligase MDM2, which is a protein
responsible for targeting p53 degradation (135). This mecha-
nism leads to the transcription and accumulation of p21, which
silences CDK2 activity to prevent cell-cycle progression and
to allow for DNA repair (136). MDM2 is also a target of p53
transcription, which creates a negative feedback loop with p53
(137). After repair of damaged DNA has been completed, the
checkpoint is turned off and progression into S phase resumes.

S-phase checkpoints

Cells that have passed the G1/S checkpoint are ready to be-
gin S phase and DNA replication. The S-phase checkpoints
are a group of three mechanistically distinguishable checkpoints
(138) of which two respond directly to DNA damage. One is
independent of ongoing replication and is activated in response
to DNA double-stranded breaks (DSBs), which is known as
the intra-S-phase checkpoint. The second checkpoint, the repli-
cation checkpoint, responds to replication fork stalling caused
by the collision of replication machinery with DNA damage, di-
rect inhibition of polymerases, or depletion of dNTPs. Although
these two checkpoints respond to different forms of stress, both
checkpoints prevent cell-cycle advance, inhibit ongoing repli-
cation, prevent origin firing, and stabilize the replication fork
so that repair and replication resumption can occur. The third
type of S-phase checkpoint is the S/M checkpoint. Currently,
this checkpoint is not understood as well as the previous two,
but it is known to prevent entry into mitosis when replication
is stalled or incomplete. It acts to preserve genomic stability
by preventing premature chromatin condensation and breaks at
common fragile sites.

The replication checkpoint

The replication checkpoint is activated when the replication
machinery encounters DNA damage or when the replicative
polymerase is inhibited and stalls (139, 140). This checkpoint
stabilizes stalled replication forks and signals for DNA dam-
age repair while preventing exit from S phase. Stalling causes
uncoupling of the helicase from the polymerase, which leads
to DNA unwinding without subsequent new strand polymer-
ization. This action leads to accumulation of ssDNA, which is
a trigger for checkpoint activation (141–143). ssDNA is also
believed to activate other checkpoints, which include those ini-
tiated by DNA repair mechanisms such as nucleotide excision
repair (144, 145) or recession of DSBs generated during homol-
ogous recombination (146, 147). The ssDNA is coated by RPA
proteins (148, 149), which set up a scaffold for the recruitment
and localization of DNA damage sensors in S phase. ATR is cen-
tral to the replication checkpoint and is recruited to RPA coated
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ssDNA through its interaction with its binding partner, ATRIP
(150–152). In addition, other sensors of DNA damage, includ-
ing Rad17, which is an RFC-like clamp loader, and the 9-1-1
complex, which is a heterotrimeric clamp composed of Rad9,
Rad1, and Hus1, are recruited to RPA coated ssDNA and serve
to activate ATR and to help recruit and activate downstream
mediators of the checkpoint (153–155).

After ATR activation and recruitment/activation of other sen-
sors, numerous proteins are recruited to the site of damage
and act as mediators of the DNA damage-signaling cascade.
Most mediators are involved in the activation of the effecter
kinase Chk1 (156). One mediator, Claspin, is recruited to sites
of damage, is phosphorylated by ATR, and recruits Chk1 sub-
sequently. Direct interaction between Claspin and Chk1 is re-
quired for phosphorylation and activation by ATR (157–160).
Other mediators include BRCA1 and BRCA1C-terminal motif
(BRCT)-containing proteins. These mediators form large mul-
timeric complexes and are often visualized as nuclear foci by
immunofluorescence microscopy (156, 161). MDC1 (Mediator
of DNA damage-checkpoint protein 1) recruits mediators of
the checkpoint, such as 53 BP1 and NBS1 (162–164). These
proteins function to maintain foci oligomerization and to pro-
mote ATR mediated phosphorylation of its substrates, which
include all of these mediators and SMC1 (Structural mainte-
nance of chromosomes 1). SMC1 is part of the cohesin com-
plex and is required for sister chromatid cohesion in S phase
(165, 166).

Finally, Chk1 is recruited to the nuclear foci that contain
the large scaffold of BRCT-containing proteins and is activated
in an ATR/Rad17/9-1-1/BRCA1/Claspin dependent fashion
(157–159). Then, Chk1 facilitates the checkpoint by phospho-
rylating CDC25 family members (167) and p53 (see above for
more detail on these events); this results in cell-cycle arrest,
DNA repair, and survival choices.

The intra-S-phase checkpoint
Unlike the replication checkpoint, the intra-S-phase checkpoint
does not require replication to be activated (138, 168). At the
head of this checkpoint is the ATM protein kinase, which is
a member of the PI3K family of protein kinases (including
ATR and DNA-PK). ATM and the intra-S-phase checkpoint are
activated by the detection of DSBs, which can be achieved
without direct interaction of the replication machinery with
sites of damage. Another interesting difference between the
replication checkpoint and the intra-S-phase checkpoint is that
activation of the latter does not alter the progression of active
replication units, only the inhibition of late origin firing (169).
Thus, the intra-S-phase checkpoint causes delays in, but not
complete arrest of, S-phase progression (138).

Although the sensors of DSBs are not definitively known,
two protein complexes serve as excellent candidates because
of their ability to enhance ATM activity. These complexes are
the MRN (Mre11–Nbs1–Rad50) complex and the Rad17/9-1-1
complex (discussed above). The MRN complex has nuclease
activity and localizes to DSBs independently of ATM. At sites
of damage, it plays a role in activation of ATM, efficient
phosphorylation of ATM substrates, and recession of DSBs
(170–172). Although much of the checkpoint from here out

involves the same mediators including 53 BP1, BRCA1, MDC1,
and SMC1, it has two more distinct features compared with the
replication checkpoint.

The first feature involves the recession of DSBs, which
activates a parallel ATR/ssDNA signaling cascade similar to that
discussed above (146, 173, 174). The second feature involves
the activation of Chk2. Unlike Chk1, which is only present in S
and G2 phases, Chk2 is present throughout the entire cell cycle
(175, 176). Chk2 also differs from Chk1 in that it must dimerize
to be fully active (177–179), and in response to DNA damage,
it becomes soluble in the nucleus and dissipates from damage
sites as a mechanism to enhance signaling (180, 181). When
phosphorylated by ATM, Chk2 plays similar roles as Chk1 in
the degradation of CDC25 family members and phosphorylation
of p53.

Although the replication and intra-S-phase checkpoints have
distinct mechanisms of activation and signaling, the final goal
is the same: to delay or to inhibit S-phase progression providing
time and signaling events that lead to DNA repair, so that
mutations are not transmitted to daughter cells in the ensuing
mitotic division.

S/M checkpoint

The S/M checkpoint can be activated by replication inhibition
or when DNA replication is not completed (182–186). This
checkpoint signals through the ATR/Chk1 pathways and pre-
vents premature chromatin condensation (PCC) and entry into
mitosis (183, 185, 187). Depletion of ATR in Xenopus egg ex-
tracts or Chk1 in embryonic stem cells results in premature
entry into mitosis prior to completion of replication (183, 185).
In addition, different regions of the genome replicate at different
rates, and common fragile sites are known to be late replicating
regions. These common fragile sites are often left unreplicated
during mitotic entry (188–191). PCC causes breaks when frag-
ile sites are not fully replicated (189). Therefore, mitotic delay
is required to ensure the proper replication of the entire genome
to prevent breaks that might occur because of PCC. Both ATR
(187) and Chk1 (188) are involved in the stability of common
fragile sites, which indicates that the S/M checkpoint is required
to maintain genomic stability by ensuring proper replication
prior to mitotic entry.

G2/M-phase checkpoint

The G2/M checkpoint acts to ensure that cells that experience
DNA damage in G2 or that contain unresolved damage from the
previous G1 or S phase do not initiate mitosis. Much like the G1

checkpoint and in contrast to the S checkpoints, cell-cycle arrest
or delay that results from the G2 checkpoint involves a combina-
tion of acute/transient and delayed/sustained mechanisms. The
acute/transient mechanisms involve the rapid posttranslational
modification of effector proteins, whereas the delayed/sustained
mechanism involves the alteration of transcriptional programs
(192).

Of all molecules targeted in the G2/M checkpoint, cyclin
B/CDK1 seems to be the most important as its activity stimu-
lates mitotic entry directly. DNA damage in the G2 phase acti-
vates ATM/ATR pathways (as described above), which results in
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Chk1/Chk2-mediated inhibition of the Cdc25C phosphatase that
would normally activate CDK1 and trigger transition through
the G2/M boundary. In G2, Cdc25B is also targeted for degra-
dation by Chk1 and Chk2 via the mechanisms described above,
and it is the only known mechanism of cell-cycle arrest that is
shared across all checkpoints. Cdc25 degradation is one of the
key mechanisms of the acute/transient branch of the checkpoint.

The more delayed and prolonged mechanisms by which the
checkpoint silences CDK1 activity is through the activation of
the p53 pathway. Activation of p53 is achieved by phospho-
rylation by ATM/ATR or Chk1/Chk2 and results in nuclear
localization, tetramerization, and stimulation of p53 transcrip-
tional activity toward p21CIP. In G2, BRCA1 can stimulate p21
expression in a p53 independent fashion (193); along with two
other p53 targets, GADD45 and 14-3-3ε, BRCA1 may coop-
erate to achieve maximal inhibition of CDK1 and to prevent
mitotic entry to allow for repair of DNA lesions (68).

The centrosome also regulates the G2/M DNA damage re-
sponse, and numerous checkpoint proteins are associated with
the centrosome (194). Centrosome separation is regulated by
the kinases Nek2 and Plk1, and this process is inhibited by
DNA damage in an ATM-dependent manner. ATM activation
leads to Plk1 and Nek2 inhibition, which results in deregula-
tion of the centrosome (195). By this mechanism, centrosome
separation is inhibited, and it contributes to maintaining the
G2/M checkpoint (196). Plk1 is also known to phosphorylate
and activate CDC25C (197). Thus, Plk1 inhibition also results
in CDC25C inhibition, inactivation of cyclin B/CDK1, and a
halt in cell-cycle progression.

Normally, cell-cycle progression resumes when DNA damage
repair is completed; otherwise, apoptosis prevents genomic in-
stability if the damage is excessive and beyond repair. However,
data from Saccharomyces cerevisiae, Xenopus , and human
cells, suggests that pathways to re-enter cell-cycle progression
exist even when unrepaired DNA damage is present. This pro-
cess of “checkpoint adaptation” has been shown to allow mitotic
entry in response to ionizing radiation in human cells in a
Plk1 dependent manner, and it may promote carcinogenesis and
genomic instability (198, 199). It has been speculated that ac-
tivation of centrosomal cyclin B/CDK1 plays a central role in
this process, and it may occur through Plk1 mediated degrada-
tion of Wee1 and/or inhibition of Chk1 activity that leads to
stabilization of CDC25 (200). Although its function is not well
understood, checkpoint adaptation has been proposed to move
cells into a phase where they can die, allow progression into
other phases where difficult DNA damage can be repaired, and
even exist to allow natural evolution (201).

Conclusions

The mammalian cell cycle is controlled by numerous factors
involved in regulation of CDKs and checkpoint responses.
Although many proteins involved in the pathways that lead to
activation or inactivation of these have been elucidated over
the years, much remains to be explored. Although most CDKs
control the cell division cycle, regulation of the cell cycle is
clearly more than progression from growth to DNA synthesis to

division and transmission of genetic material. Growing evidence
exists for the role of CDKs in controlling the balance between
senescence, cell growth, checkpoint activation, and apoptotic
signaling. Clearly, the inability to respond properly to DNA
damage and cellular stress through checkpoint activation and
apoptosis has a role in oncogenic potential and therapeutic
considerations. The identification of novel factors and signal
cascades that mediate the regulation of the cell cycle will lead
to new drug targets in the fight against cancer and numerous
other diseases.
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The process of regulated or programmed cell death (PCD) executed
through genetically encoded intrinsic cellular machinery is widely accepted
to represent one of the key cellular responses to extrinsic and intrinsic
stimulation. Extensive analysis of PCD carried out during the last decade
clearly established that proper execution of PCD is important for normal
mammalian development and also for homeostasis of the adult organism.
Deregulation of PCD has been linked to development of many severe
human diseases like cancer, autoimmunity, stroke, and some
neurodegenerative diseases. Although apoptosis, which is the first
discovered form of PCD, has been and remains the mainstay of PCD
research, better understanding of the process of apoptosis led to the
surprising discovery that other forms of PCD also exist and play multiple
important roles in health and disease. Small-molecule inhibitors of
apoptotic and nonapoptotic cell death have been successfully developed
and proved very useful in defining the mechanisms and functional role of
various PCD processes. Furthermore, some molecules have been developed
extensively and represent emerging new therapies for human pathologies.
In this article, we will discuss the major PCD-related protein targets of
chemical inhibitors and describe the major classes of small molecule
inhibitors developed to this point.

Introduction

The paradigm of programmed cell death (PCD) has emerged in
the last decade as the critical mechanism of normal development
and homeostasis of multicellular organisms. Apoptosis, which
was the first discovered form of PCD (1), remains the cen-
tral topic in the field of PCD research. Alterations to apoptotic
signaling either through genetic or small-molecule means can
cause significant developmental abnormalities, including mor-
tality, and they can also lead to the development of serious
pathologies in adult animals, such as cancer and autoimmunity.

Apoptosis is associated with several highly uniform and char-
acteristic morphological changes, such as cell shrinkage, cell
membrane blebbing, condensation of nuclear chromatin, mi-
cronuclei formation, extensive vacuolization of cytoplasm, and
disintegration of the cell into small fragments (apoptotic bod-
ies) (2), which are reflective of the highly conserved nature
of the apoptotic execution machinery. In general, two differ-
ent general pathways of apoptotic cell death initiation exist:

extrinsic and intrinsic (Fig. 1). The extrinsic pathway is acti-
vated by external stimuli, such as engagement of death domain
receptors (DRs) with their cognate ligands. The intrinsic path-
way is stimulated by intracellular stress, such as DNA damage.
The pathway of DR-induced apoptosis has been studied and
characterized extensively. It involves recruitment of the pro-
forms of cysteine proteases, caspase-8 and caspase-10, into
the receptor-induced death inducing signaling complex (DISC),
which results in their autocatalytic cleavage and activation.
Apical caspases can trigger execution of apoptosis directly by
processing and activation of the “effector” caspases (caspase-3,
caspase-6, and caspase-7) (3). Effector caspases execute apop-
tosis by cleaving various cellular substrates, which leads to the
orderly cell demise. In some types of cells, DR signaling re-
lies on a mitochondrial amplification step, which is carried out
through caspase-8 and caspase-10 mediated cleavage of the BH3
domain-only Bcl-2 family member Bid (4–6). Processed Bid
translocates to the mitochondria, where it causes release of cy-
tochrome c from the intermembrane space through induction
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Figure 1 Schematic representation of the receptor-mediated (extrinsic) and the intracellular stress-mediated (intrinsic) pathways of caspase activation.
Death-receptor signaling may involve direct caspase-8-mediated caspase-3 activation (type 1 cells) or a Bid-cleavage-dependent mitochondrial
amplification step (type 2 cells).

of oligomerization of the proapoptotic Bcl-2 family members,
Bax and Bak (7). In the cytosol, cytochrome c interacts with
the Apaf-1 adaptor molecule and induces an apoptosome com-
plex formation (8). The apoptosome is a heptamer composed
of seven Apaf-1 adaptor molecules; each molecule is bound to
one molecule of cytochrome c and a monomer of the initiator
caspase-9 (9). In this scenario, caspase-9, which is activated
through apoptosome-induced dimerization and conformational
change, subsequently processes the executioner caspases (10).
The intrinsic pathway of apoptotic death also proceeds through
release of cytochrome c from mitochondria, and different forms
of stress use different BH3-only factors for signaling (11).

Although apoptosis remains the mainstay of PCD research,
rapidly accumulating evidence indicates that programmed or
intrinsically regulated cell death can occur through additional
pathways independent of caspase activation and other proapop-
totic factors. Multiple alternative processes of regulated cell
death have been described, including autophagic cell death,
mitotic catastrophe, necroptosis, oncosis, and so on. In most
cases, mechanisms of these processes are much less understood

than that of apoptosis. Here, we will discuss some emerg-
ing small-molecule regulators of these pathways, which have
proven helpful in understanding the processes of nonapoptotic
cell death. We have omitted several important protein factors
from our discussion, such as PI3-kinase, Akt, and p53, and the
process of autophagy. Although corresponding cellular path-
ways make important contributions to the regulation of cell
death, they play much broader role in cellular regulation and
deserve separate discussion.

Caspases

The family of cysteine proteases, which are called caspases,
plays a major role in the execution of apoptotic cell death
(12). Many studies suggest that increased apoptosis and caspase
activity contribute to tissue damage in both acute (e.g., myocar-
dial infarction, stroke, sepsis, spinal cord injury) and chronic
(e.g., Alzheimer’s, Parkinson’s, Huntington’s disease) human
diseases (13, 14). Caspase family members are also prominently
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Figure 2 Small-molecule inhibitors of caspases. (a) Schematic of a typical caspase inhibitor; (b) caspases substrate specificities: preferred amino acids in
P1-P4 positions; (c) chemical structure of PAC-1, procaspase-3 activator (EC50 of 0.22 uM); (d) low-nanomolar inhibitors of caspases-3 and -7 (compound
1) and caspases-3, -7 and -9 (compound 2); (e) caspase-1 peptidomimetic inhibitor VX-740 or pralnacasan from Vertex Pharmaceutical (Cambridge, MA);
(f) peptidomimetic irreversible oxamyl dipeptide pan-caspase inhibitor IDN-6556 from IDUN Pharmaceuticals; and (g) caspase-3 inhibitor.

involved in inflammatory responses and are required for pro-
cessing and secretion of proinflammatory cytokines (15). For
example, deficiency in caspase-1 or caspase-11 leads to sig-
nificant protection from septic shock (16, 17). Thus, inhibition
of caspase activity has emerged as a promising direction for
cytoprotective therapies. All caspases, with the exception of
caspase-9, are expressed in the form of catalytically inactive
single-chain zymogens that contain a large and a small subunit
(18). Activation of the proform occurs by proteolytic cleav-
age that releases N-terminal pro-domain and separates large
and small subunits. An active enzyme is a heterotetramer com-
posed of two large and two small subunits with two identi-
cal active sites, which are formed with the contribution from
both large and small subunits (19). A small molecule acti-
vator of pro-caspase-3, PAC-1 (Fig. 2c), has been identified
recently in an in vitro screen of 20,500 compounds (20). This
molecule displayed an EC50 = 220 nM in an in vitro assay and
EC50 < 1 µM in cancer cell lines. Furthermore, this molecule

was significantly more toxic to primary colon cancer cells com-
pared with matched normal cells (at least 10-fold difference),
which suggests that activation of procaspase-3 may represent a
new approach for selective killing of cancer cells. Indeed, ad-
ministration of PAC-1 was found to attenuate growth of three
different types of cancer in vivo. However, the precise mecha-
nism of caspase activation by PAC-1 has not yet been described.

Unlike many other proteases, caspases possess a high degree
of substrate specificity, that is, they display an almost absolute
requirement for an aspartic acid residue in the P1 position of a
substrate. This requirement stems from several hydrogen bonds
that Asp forms within the caspase substrate-binding pocket (21).
Furthermore, three preceding amino acid residues (P2–P4) of the
substrate contribute to substrate recognition by specific caspase
family members, although substrate selectivity of caspases is
typically not absolute (22). Based on their substrate preferences,
caspases can be divided into three groups (23). Group 1,
including caspase-1, -4, and -5, prefers a hydrophobic amino
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acid in the P4 position. Group 2 displays strong preferences
for Asp in the P4 position and includes caspase-2, -3, and -7.
Activity of group 3 caspases, which consists of caspase-6, -8,
-9, and -10, is less dependent on the identity of a P4 residue.

Most caspase-inhibitor design strategies target their active
sites and are based on caspase substrate preferences. Tetrapep-
tide inhibitors, which are based on identified sequences of the
four amino acid recognition motifs, were shown to inhibit cas-
pase family members selectively (24) (Fig. 2a). Overall, a
typical peptide-based caspase inhibitor consists of three major
structural components:

1. the “warhead” moiety that interacts with an active
site Cys of the caspase;

2. Asp in P1 position (invariable for all peptide-based
inhibitors); and

3. P2–P4 sequence, which provides some selectivity
toward individual caspase sub-classes (21) (Fig. 2b).
Selectivity of peptide substrates is mainly defined
by P4 and to a lesser extent by P2 and P3 residues
(Fig. 2b) (12, 22).

The warhead is an electrophilic group that reacts with the nu-
cleophilic Cys of the active site to form reversible or irreversible
adducts. Use of aldehyde, semicarbazone, or thiomethylketone
groups leads to reversible caspase inhibitors, whereas fluo-
romethylketones, (2, 3, 5, 6)-tetrafluorophenoxymethylketones,
chloromethylketones and acyloxymethylketones are used to
generate irreversible inhibitors (21). Although peptide inhibitors
can be very useful in defining the functional role of apopto-
sis and caspases in particular cell death paradigm in vitro and
even, in some cases, in vivo (25), peptide inhibitors possess
several general disadvantages, including toxicity of the leaving
group, limited half-life in cells and in vivo, modest selectiv-
ity toward individual caspases, and lack of oral bioavailability.
These disadvantages limit their use mostly to cell-based stud-
ies. Specificity of these molecules toward caspases is somewhat
limited, as for example, an irreversible pan-caspase inhibitor
z-VAD-fmk was found to inhibit other unrelated cysteine pro-
teases, such as cathepsins B and H (26).

Several promising nonpeptide inhibitors of caspases have
also been developed, which may overcome many limitations of
tetrapeptide molecules. Lee et al. (27, 28) used high-throughput
screening to identify 5-nitroisatin as a caspase inhibitor, which
was optimized significantly to obtain selective, low-nanomolar
inhibitors of caspases-3 and -7 (Compound 1, Fig. 2d) and
caspases-3, -7 and -9 (Compound 2, Fig. 2d). In contrast to
peptide inhibitors, these compounds displayed high activity de-
spite the lack of interaction with S1 subsite of caspase sub-
strate pocket, and X-ray crystallography suggested that they
primarily interacted with the S2 subsite. These compounds
inhibited apoptosis in several different cell types, which in-
clude camptothecin-treated Jurkat T cells and chondrocytes and
cycloheximide-treated neutrophiles (27, 28).

Okamoto et al. (29) pursued development of peptidomimetic
caspase-1 inhibitors based on the crystal structure of caspase-1/
Ac-Tyr-Val-Ala-Asp-H complex, which resulted in an inhibitor
displaying potent activity in an in vitro caspase assay (IC50 =

38 nM) and blocking IL-1β processing in the cells with EC50 =
230 nM. Furthermore, this molecule blocked IL-1β release in
mice in a dose-dependent fashion. X-ray analysis revealed that
naphthoyl and methyl groups of the methanesulfonamidecar-
bonyl made critical contacts with S4 and S1 subsites of the
caspase-1 active center, which is consistent with their important
role in substrate recognition by caspases.

Vertex Pharmaceuticals (Cambridge, MA) reported develop-
ment of several additional caspase-1 peptidomimetic inhibitors,
such as VX-740 (Pralnacasan, Fig. 2e), for the treatment of
rheumatoid arthritis (30–32). VX-740 is a pro-drug, which is
converted in vivo into an aldehyde active form with Ki of
1 nM against caspase-1. VX-740 was found to reduce inflam-
mation and disease symptoms significantly in patients during
Phase 2 clinical trials (33, 34). However, clinical trials also
demonstrated significant liver toxicity associated with long-term
dosing of this molecule, which is likely associated with re-
activity of the warhead group. This finding led to premature
termination of clinical trials. Synthesis of improved and highly
selective caspase-1 inhibitor, VX-765, which is a prodrug result-
ing in 4-hydroxybutyrolactone “warhead” moiety, has also been
reported recently (35, 36). This molecule efficiently blocked
release of inflammatory cytokines in the cells and in vivo; how-
ever, no data from clinical trials has been reported thus far.

IDUN Pharmaceuticals (San Diego, CA) also reported
development of a potent peptidomimetic irreversible oxamyl
dipeptide inhibitor IDN-6556 that uses 2,3,5,6-tetrafluro-
phenoxymethylketone warhead (Fig. 2f) (37, 38). This molecule
preferentially accumulates in the liver, which results in pro-
nounced liver protection in animal models [for example, after
Fas-induced liver injury (39)], and showed significant promise
in clinical trials of acute alcoholic hepatitis, human liver preser-
vation injury, and chronic hepatitis C (38, 40, 41).

To overcome limitations of peptidomimetic inhibitors, such
as limited central bioavailability caused by accumulation in
the liver, a novel strategy for rapid identification of non-
peptidomimetic caspase inhibitors, tethering has been recently
proposed (42, 43). Tethering is based on covalent capture
of sulfohydril-containing small molecules that interact within
the active site of caspase-3. For this assay, caspase is mod-
ified to contain a free thiol-bearing “extender” attached co-
valently to the active site cysteine, which is used for small
molecule capture. Using this approach, a caspase-3/extender
complex was screened against a library of fragments mod-
ified to contain a free-sulfhydryl group. Selected fragments
were subsequently combined with a reversibly binding form
of extender, which resulted in rapid selection of potent and
reversible caspase-3-specific inhibitor with Ki of 2.8 µM. Ad-
ditional chemical modifications enhanced its potency into low
nM range (Fig. 2g) (42).

BCL-2 Family

Members of the Bcl-2 protein family are key regulators of the
mitochondrial step in apoptotic pathway (44). Upregulation of
antiapoptotic Bcl-2 family members is commonly observed in
many types of cancers and is well established to play a major
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role in apoptosis evasion of cancer cells under chemotherapeutic
treatment conditions (45).The Bcl-2 family can be further subdi-
vided into three classes of proteins. The proapoptotic members
Bax and Bak activate apoptosis through formation of a pore in
the outer mitochondrial membrane, which results in cytochrome
c release and activation of the apoptosome (46). The primary
function of antiapoptotic proteins Bcl-2, Bcl-xL, Bcl-w, Mcl-1,
and Bfl-1 is to inhibit the functions of Bak and Bax by pre-
venting their oligomerization (47). The members of the third
“BH3-only” group have homology with the other family mem-
bers only in the BH3 domain and serve as upstream sensors
of apoptotic signaling. Once activated by an apoptotic signal,
BH3-only proteins are proposed to act through two different
mechanisms. Some BH3-only factors, which are termed “sensi-
tizers” (Bad, Bik), may act primarily by inhibiting antiapoptotic
Bcl-2 family members through BH3-mediated binding to the
hydrophobic cleft formed by BH1, BH2, and BH3 domains of
antiapoptotic factors. Another subgroup of BH3-only factors,
termed “activators,” including Bid and Bim, were proposed to
activate Bax and Bak directly, which induces their oligomeriza-
tion (48).

Initial studies of BH3-dependent heterodimerization found
that an isolated 16 a.a. BH3 peptides derived from several
Bcl-2 family proteins can bind antiapoptotic Bcl-2 family mem-
bers with submicromolar affinity (49) and antagonize Bcl-xL
heterodimerization with proapoptotic proteins Bax and Bad
(50, 51). The ability of synthetic BH3 peptides to trigger apopto-
sis was first demonstrated in a cell-free system based on extracts
of Xenopus eggs (52). In these studies, BH3 peptides derived
from Bak, Bax, and Bid were all found to induce apoptosis
through rapid activation of caspases. Because BH3 peptides can-
not permeate the cells readily, several strategies were used to
generate cell-permeable BH3 peptide-based proapoptotic agents.
Wang et al. (53) demonstrated that attachment of decanoic acid
allows generation of cell-permeable BH3 peptides. One such
peptide, termed CPM-1285 and containing the BH3 domain of
mouse Bad, was shown to compete with a fluorescein-labeled
Bak BH3 peptide for binding to Bcl-2 (IC50 of 130 nM) in vitro
and to trigger apoptosis in human myeloid leukemia HL-60
cells. In another approach, Bak BH3 peptide was fused to An-
tennapedia cell-penetrating peptide, which resulted in activation
of apoptosis in the cells in the presence of 50-µM peptide (54).
Similarly, fusion of Bim BH3 peptide with cell-penetrating TAT
peptide led to a molecule that can induce apoptosis in differ-
ent types of cancer cells (55). Finally, in a highly innovative
approach, Walensky et al. (56) described introducing internal
“crosslinks” into BH3 peptides, which led to stabilization of α

helixes, increased cell permeability, and bioavailability. Such
“stapled” Bid BH3 peptide efficiently induced apoptosis in
leukemia cells in vitro and in vivo, and this activity was in-
creased even more by membrane targeting of the peptide (57).

The first nonpeptidic inhibitor of Bcl-2 family proteins was
identified by Wang et al. (58) in 2000 using a virtual-screening
strategy. This method relies on the high-resolution three-dimen-
sional structure of a targeted receptor protein and computer-
aided techniques to screen a large number of organic compounds
for a potential ligand. Virtual screening of more than 190,000
organic molecules resulted in identification HA14-1 (Fig. 3b)

and subsequent in vitro binding assay demonstrated the interac-
tion of HA14-1 with the surface pocket of Bcl-2 with an IC50

value of 9 µM. Subsequently, multiple research groups reported
activation of apoptosis by HA14-1 in a variety of cell types
through mechanisms related to regulation of the Bcl-2 family as
well as retardation of glioblastoma tumor growth in vivo when
this molecule was combined with etoposide (59). The group
of Dr. Shaomeng Wang (University of Michigan) also suc-
cessfully used computational strategies to identify a number of
different submicromolar small molecule antagonists of antiapop-
totic Bcl-2 family members [TW-37, Fig. 3c, Ki = 290 nM (60);
pyrogallol-based inhibitors, Fig. 3d, Ki = 110 nM (Bcl-2) (61);
flavanoid compound BI-33, Fig. 3e, Ki = 17 nM (Bcl-2)(62)].
These molecules were all found to trigger apoptosis in tis-
sue culture, with some molecules displaying very potent ef-
fect (IC50 for BI-33 in MDA-MB-231 breast cancer cells =
110 nM). Furthermore, one of these molecules, TW-37, was
found to enhance the antitumor effect of standard chemotherapy
(cyclophosphamide-doxorubicin-vincristine-prednisone, CHOP)
in mouse lymphoma model (63). Overall, these data suggest that
computational approaches can be very powerful in designing
proapoptotic inhibitors of the Bcl-2 family.

Using a competitive binding assay based on fluorescence
polarization (FP), Degterev et al. (64) screened a chemical li-
brary of 16,320 compounds to identify two classes of small
molecule ligands of Bcl-xL, which are termed BH3I-1 and
BH3I-2 (Fig. 3a). These compounds were shown to inhibit
BH3 peptide binding to Bcl-xL and Bcl-2 with Ki values in
the low micromolar range (Ki of 2.4–15.6 µM) as determined
by NMR titration assays (64, 65). The NMR titration exper-
iments suggested that BH3I molecules directly interact with
the BH3 binding pocket in disrupting Bcl-xL heterodimeriza-
tion. These compounds were found to induce apoptosis in
Jurkat cells through disruption of Bcl-2/Bcl-xL heterodimer-
ization measured in intact cells (64). In addition to affecting
Bcl-2-dependent regulation of outer mitochondrial membrane
permeability, BH3I-2 was also found to induce damage to inner
mitochondrial membrane, likely also through interaction with
Bcl-2 (63). In another report, small scale FP-based screening
of polyphenols identified gossypol (Fig. 3f) as a novel Bcl-2
and Bcl-xL inhibitor (66). This molecule was found to possess
significant activity as a sensitizer when combined with CHOP
in a mouse lymphoma model (67) and ionizing radiation in
prostate cancer xenograft (68). Using a similar FP screen, PKC
inhibitor chelerythrine (Fig. 3g) was identified as a low mi-
cromolar Bcl-xL/BH3 inhibitor (69). Curiously, NMR analysis
and molecular docking suggested that unlike BH3I-1, this and
related sanguinarine molecules do not bind into the hydropho-
bic cleft of Bcl-xL, but rather to the BH groove and BH1
domain, respectively. This analysis suggests a distinct mech-
anism of BH3 domain displacement, which was proposed to
explain increased cytotoxicity of these molecules compared with
BH3I-1 (70).

Researchers at Abbott Laboratories used a different approach
for discovering high-affinity protein ligands, the “structure-
activity relationships by nuclear magnetic resonance” (“SAR by
NMR”) (71). In this method, the relatively large site is divided
into two smaller half-sites that are targeted individually by small
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Figure 3 Inhibitors of Bcl-2 and Bcl-XL. (a) BH3I-1 and BH3I-2, (b) HA14-1, (c) TW-37, (d) pyrogallol-based inhibitor, (e) flavonoid BI-33,
(f) R-(-)-gossypol, (g) chelerythrine, (h) sanguinarine, (i) ABT−737, (j) GX15-070, (k) 2-methoxy antimycin A (2MAA).

molecules. The two lead molecules are then chemically linked to
improve affinity. In this approach, although the two molecules
that target each half displayed Ki values of only 0.3 and
4.3 mM, the combined molecule displayed a Ki of 36 nM against
Bcl-2. Subsequent chemical modifications to improve affinity
and decrease nonspecific binding to human serum albumin
yielded ABT-737 molecule with a Ki < 1 nM for Bcl-xL,
Bcl-2, and Bcl-w (Fig. 3i) (72). ABT-737 was found to kill the
cells efficiently through Bcl-2 or Bcl-xL-dependent mechanism.
Furthermore, ABT-737 induced cytochrome c release from
isolated mitochondria, which was dependent on inhibition of
Bax and Bak by Bcl-2 (72). In other words, ABT-737 was found
to antagonize prosurvival activity of Bcl-2 aimed at inhibition of
Bax and Bak. Furthermore, Oltersdorf et al. (72) demonstrated
that ABT-737 can act as a selective cancer therapeutic drug

that displays potent single-agent efficacy against small cell lung
cancer (SCLC) cells and cells from lymphoid malignancies,
which are known to express high levels of Bcl-2, with EC50 as
low as 10 nM. In mouse xenograft models, ABT-737 treatment
provided significantly improved survival in mice injected with
either lymphoma or SCLC cell lines (73). Curiously, very high
specificity of ABT-737 binding to Bcl-2 may actually limit
efficacy of this molecule as it has been found not to inhibit
activity of the antiapoptotic Bcl-2 family member, Mcl-1, which
results in reduced activity in multiple cancer cell lines (74, 75).

Another small-molecule pan-Bcl-2 inhibitor that mimicks
BH3-only proteins, GX15-070 (developed by GeminX, Mon-
treal, Canada) (Fig. 3k), was shown to be a potent apoptosis
inducer in breast cancer, chronic lymphocytic leukemia, mul-
tiple myeloma, and mantle cell lymphoma cell lines (76–79).
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GeminX is currently conducting several clinical trials of GX15-
070 in multiple cancer types as a single agent and in combina-
tion with other agents.

The laboratory of Dr. David Hockenberry discovered that
increased sensitivity of Bcl-2 and Bcl-xL-expressing cells to mi-
tochondrial respiratory chain inhibitor, antimycin A, is caused
by its direct interaction with Bcl-2 family members (80). Fur-
thermore, this affect is retained by 2-methoxy antimycin A
(2MAA) (Fig. 3j), an analog lacking ability to inhibit com-
plex 3 of respiratory chain. Curiously, activity of 2MAA
seems very different from that of all of the abovementioned
Bcl-2/Bcl-xL inhibitors, as 2MAA displays preferential toxicity
toward Bcl-2/Bcl-xL-overexpressing cells. This activity may be
caused by the unique ability of 2MAA to antagonize Bcl-xL
dependent changes in cell metabolism, namely reduction in ox-
idative phosphorylation and activation of glycolysis (80). Such
“gain-of-function” Bcl-2 antagonists may be very beneficial
for preferentially inducing cell death in Bcl-2 overexpressing
cancers.

The Iap, Xiap, and Smac Mimetic
Peptides

The inhibitor of apoptosis proteins (IAPs), which are charac-
terized by the presence of one or more baculovirus IAP repeat
(BIR) domains, are a family of endogenous apoptosis inhibitors
that possess multiple antiapoptotic activities, including binding
and inhibition of active caspases 3, 7, and 9. By inhibiting the
downstream caspases 3 and 7, IAPs block the convergence point
of multiple caspase activation pathways and thus inhibit apop-
tosis induced by various stimuli (81). At least eight human IAP
members have been identified, of which XIAP (X-linked IAP)
and survivin have received the most attention as therapeutic
targets (82).

Survivin is a bifunctional protein that acts as a suppressor
of apoptosis and plays a central role in the regulation of
cell division. Survivin is preferentially expressed in malig-
nant cells, and its expression is frequently responsible for
radioresistance of malignancies (83, 84). However, this effect
may not be linked to the direct regulation of apoptosis, but
rather to the regulation of cell division. Cell-cycle-dependent
transcriptional regulation of the survivin gene (85) as well as
posttranslational modifications, including phosphorylation by
the p34cdc2 (86), were found to be essential for the cell-cycle
control. Based on the finding that pharmacologic inhibition
of mitotic phosphorylation of survivin accelerated the protein
destruction and counteracted its function (87), CDK inhibitors
such as flavopiridol (Fig. 4a) and purvalanol A (Fig. 4b),
which is a more specific p34cdc2 inhibitor, were tested in
tumor cells arrested at mitosis with taxol, which induces
hyperphosphorylation of survivin (88). Administration of CDK
inhibitors resulted in escape from the mitotic block imposed
by taxol, activation of mitochondria-dependent apoptosis, and
anticancer activity in vivo (87). The stability and function
of survivin depends on physical interaction between its BIR
domain and ATPase domain of the molecular chaperone

heat shock protein 90 (HSP90). Targeted antibody-mediated
disruption of the survivin-Hsp90 complex in cancer cells
resulted in proteosomal degradation of survivin, mitotic arrest,
and mitochondria-dependent apoptosis (89). A structure-based
rational screening for antagonists of the survivin-HSP90
complex identified a cell-permeable peptidomimetic de-
rived from the Lys79-Leu87 sequence of the survivin called
shepherdin (90). Shepherdin inhibited HSP90 chaperone
function by competing with ATP binding and destabilized
several HSP90 client proteins, including Akt, CDK6, and
telomerase, to induce cell death via apoptotic and nonapop-
totic mechanisms in various tumor cell lines. Shepherdin
(79–83), which is a cell-permeable five-residue peptide that
contains the Lys79-Gly83 sequence of shepherdin essential
for HSP90 binding (91), induced rapid killing of different
types of human acute myeloid leukemia (AML) cell lines,
but not of normal mononuclear cells. Moreover, shepherdin
(79–83) efficiently inhibited the growth of AML xenograft
tumors without systemic or organ toxicity (91). More recently,
a combined structure- and dynamics-based computational
design strategy using shepherdin as a scaffold identified the
nonpeptidic small molecule that targeted the HSP90 func-
tion, 5-aminoimidazole-4-carboxamide-1-β-D-ribofuranoside
(AICAR, also a known activator of AMP kinase (AMPK))
(Fig. 4c) (92). AICAR was shown to destabilize several HSP90
client proteins in vivo, including survivin, and to exhibit
antiproliferative and proapoptotic activity in multiple tumor
cell lines, but not in normal human fibroblasts. Finally, a small
molecule that selectively inhibits survivin gene transcription
and protein expression has been identified, YM155 (Fig. 4d),
and is currently being evaluated in a Phase 2 study for patients
with stage 3 and stage 4 melanoma. It showed marked antipro-
liferative activity in the nanomolar range in a broad spectrum
of human tumor cell lines and induced tumor regression in
lymphoma, prostate cancer, and non-small cell lung cancer
xenografts (93).

XIAP is the best characterized human IAP and is the only
member of this family shown to inhibit both the initiator
(caspase-9) and executioner (caspases-3 and -7) caspases di-
rectly. Structural and functional studies of XIAP have demon-
strated that a groove in its BIR3 domain is required for binding
and inhibition of caspase-9, whereas two surfaces of the BIR2
domain and the juxtaposed linker region bind and inhibit ac-
tive caspases-3 and -7 (94, 95). The natural inhibitor of XIAP,
cIAP1, and cIAP2, the proapoptotic protein SMAC/DIABLO,
is released into the cytosol from the mitochondrial intermem-
brane space during apoptosis activation (96, 97). SMAC dimers
cooperatively bind and inhibit both BIR3 and BIR2 domains
of IAPs and thus relieve their caspase inhibitory function (98).
Peptides that correspond to the four N-terminal amino acids
of SMAC (AVPI) were shown to be sufficient for binding to
XIAP and preventing XIAP-mediated inhibition of caspase-9
(99, 100). On the other hand, the SMAC peptides cannot re-
lieve the inhibition of caspase-3 by XIAP, because they do
not change the XIAP conformation around the linker region
(101). When delivered into the cells either by conjugation with
the TAT protein-transduction domain (102) or to polyarginine
tail (103), SMAC peptides sensitized the SHEP neuroblastoma
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Figure 4 Structures of small molecule inhibitors of (a, b) CDK, (c) HSP90, (d) survivin gene expression, (e–l) XIAP, and (m) omi/HtrA2. (a) flavopiridol,
(b) purvalanol, (c) 5-aminoimidazole-4-carboxamide-1-beta-D-ribofuranoside (AICAR), (d) YM155, (e–h) SMAC-mimetics, (i) Smac mimetic tetrazoyl
thioether, (j) benzoquinone embelin, (k) aryl sulfonamide, (l) XIAP inhibitor of Polyphenylurea series, (m) Omi/HtrA2 inhibitor Ucf-101.

(102) and non-small cell lung carcinoma H460 (103) cell lines
to apoptotic cell death induced by chemotherapeutic drug treat-
ment. In addition, cell-permeable SMAC peptide delayed tu-
mor growth of lung cancer and glioma xenografts (102, 103).
These studies provided the proof-of-concept that small-molecule
SMAC-mimics can be effective as the anticancer agents (82).

Nonpeptidic small molecule inhibitors of BIR3 domain of
XIAP with micromolar binding affinities were synthesized at
Abbott Laboratories (Abbott Park, IL)using structure-based de-
sign (104). Having conserved the first amino acid residue of
SMAC peptide alanine, the substituted five-membered heterocy-
cles such as thiazoles and imidazoles were identified to serve as
a replacement for peptide fragments of the lead (Fig. 4e). Sev-
eral research groups have also reported the discovery of nonpep-
tide XIAP inhibitors active in the cells. Using a high-throughput
fluorescent polarization assay, pentapeptides competing with the
binding of SMAC-like protein HID to BIR3 domain of XIAP
with affinities in 40–60-nM range were identified (105). Tripep-
tide peptidomimetics (Fig. 4f) based on these leads were shown
to inhibit the interactions between the BIR3 domain of XIAP
and SMAC, caspase-9, and SMAC-derived peptide (105). When

the cytotoxicity of selected peptidomimetics was assessed in
various cancer cell lines (105), compounds revealed a wide
range of potencies from low nanomolar activity in some cell
lines to no activity at 50 µM in most others. The toxicity exhib-
ited by peptidomimetic BIR3 ligands in the sensitive cell lines
(breast cancer cell lines BT-549 and MDA-MB-231, melanoma
cell line SK-MEL-5, and human myeloid leukemia HL-60 cell
line) was observed in the absence of additional apoptotic stim-
ulation (105). Furthermore, the selected peptidomimetics were
found to slow the growth of tumors in a MDA-MB-231 breast
cancer xenograft model (105). Another research group reported
synthesis of a SMAC-mimetic, which was approximately 23
times more potent than SMAC peptide in binding the BIR3
domain of XIAP (Fig. 4g) (106). This compound efficiently in-
hibited the growth of etoposide-treated Jurkat leukemia T cells
stably transfected with XIAP vector, which protects the cells
from etoposide-induced apoptosis.

The broad-spectrum peptidomimetic IAP family inhibitors
were also recently developed (107). Designed based on (7,
5)-bicyclic scaffold, these SMAC-mimetics were found to an-
tagonize the protein interactions that involve XIAP, melanoma
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IAP (ML-IAP), cIAP1, and cIAP2. The most potent SMAC-mimetic
was more specific for cIAP1-BIR3 and ML-IAP-BIR with
Ki ∼50 nM (Fig. 4h). The compounds were demonstrated
to activate caspase-3 and -7, to reduce cell viability in as-
says using MDA-MB-231 breast cancer cells and A2058
melanoma cells and to enhance doxorubicin-induced apoptosis
in MDA-MB-231 cells.

Computer-based rational drug design was successfully used
to synthesize a tetrazoyl thioether (Fig. 4j), a dimeric SMAC-
mimic that binds both the BIR3 and BIR2 domains of XIAP
with nanomolar affinity (108). Furthermore, this molecule
also cross-reacted with cIAP1 and cIAP2. The potency of
this dimeric inhibitor is consistent with the recently reported
synergistic BIR2/BIR3 inhibition by dimeric SMAC peptide,
which is explained by close proximity (<45 angstrom) between
BIR2 and BIR3 binding sites (109). The tetrazoyl thioether
sensitized cells to the death induced by death receptor lig-
ands [tumor necrosis factor alpha (TNFα) and TNF-related
apoptosis-inducing ligand (TRAIL)] and promoted the activa-
tion of caspase-8. This result was unexpected because XIAP is
not known to inhibit caspase-8 directly. Rather, recent analyses
suggested that killing by this molecule is primarily mediated by
targeting cIAP1 and cIAP2, which promotes their autoubiquiti-
nation and degradation (110). This, in turn, leads to stabiliza-
tion of NIK kinase, NF-kB activation, and TNFα production,
triggering apoptosis in an autocrine mode. Furthermore, cIAP
degradation promotes TRAF2-dependent RIP1 recruitment to
TNFR1, which promotes formation of RIP1-dependent caspase-
8-activating complex. These unexpected findings suggest that
cIAPs may be more important targets for SMAC mimetic com-
pounds than XIAP, for which this class of molecules was orig-
inally developed.

Virtual screening was also used to identify the BIR3 do-
main inhibitors (111). In this case, a library of Chinese herbal
remedies was docked into the BIR3 domain in silico, which
resulted in selection of natural compound benzoquinone embe-
lin (Fig. 4i). Subsequent studies confirmed that embelin binds
to the XIAP BIR3 domain, which resulted in the inhibition
of its interaction with caspase-9, and induced apoptosis in the
prostate cancer cells expressing high levels of XIAP. In sta-
bly XIAP-transfected Jurkat cells, embelin was shown to over-
come the protective effect of XIAP effectively, which enhanced
etoposide-induced apoptosis. At the same time, this molecule
had a minimal effect in Jurkat cells transfected with vector
control.

The BIR2 domain of XIAP has also been specifically targeted
for inhibition. The linker region immediately to the N-terminus
of the BIR 2 domain binds the catalytic domain of caspase-3
and blocks the active site of the enzyme through steric hin-
drance (94, 112, 113). This interaction is relatively weak and is
stabilized by a stronger interaction between the binding groove
of BIR 2 and a site on a small subunit of caspase 3 (94,
112). Using a high-throughput enzymatic de-repression assay
based on caspase-3 proteolytic activity, Wu et al. (114) identi-
fied a series of aryl sulphonamide inhibitors of XIAP (Fig. 4k).
These molecules bind the BIR2-linker region and were found
to sensitize resistant cells lines to death triggered by the acti-

vation of TRAIL receptor-2 (DR5/TRAIL-R2) via an anti-DR5
specific antibody (114). Using a similar enzymatic assay, an-
other research group screened a combinatorial library of ap-
proximately 1 million diverse small molecules and identified
several active compounds including the polyphenylurea series
(Fig. 4l) (115). These molecules also derepressed XIAP- and
BIR 2-mediated inhibition of caspases-3 and -7 in vitro but not
the BIR3-dependent inhibition of caspase-9 (115, 116). Consis-
tent with this result, inhibitors specifically interacted with BIR2
but not BIR3 domain of XIAP in cell-free binding studies. The
active compounds, but not inactive controls, were directly toxic
to several hematologic and solid tumor cell lines. In other tumor
cell lines, these agents were mostly nontoxic as single agents
but still sensitized them to death induced by death receptor
ligands (115).

HtrA2/Omi (High Temperature
Recruitment A2)

Similar to SMAC, serine protease HtrA2/Omi is localized to the
mitochondrial intermembrane space and is released into cytosol
in response to apoptotic stimuli. HtrA2 can induce cell death
in a caspase-dependent manner by interacting with IAPs, in a
manner similar to SMAC, and in a caspase-independent man-
ner through its intrinsic serine protease activity (117, 118). A
reversible, cell-permeable small molecule inhibitor of HtrA2
protease, UCF-101, has been identified through high-throughput
screening of a combinatorial library using recombinant Omi
protease (residues 134–458) and fluorescein-labeled casein
as a generic substrate (specific substrates of HtrA2 have
not been known until recently) (119, 120) (Fig. 4m). Al-
though this molecule displays only micromolar activity in vitro
(IC50 = 9.5 µM), it has a significant selectivity for HtrA2 over
other serine proteases (IC50 ≥ 200 µM). Quite impressively,
UCF-101 was shown to ameliorate heart dysfunction following
ischemia/reperfusion injury in in situ and in vivo in rat models
(121). Furthermore, in this study UCF-101 was found to block
mitochondria-to-cytosol translocation of HtrA2/Omi and degra-
dation of XIAP (consistent with the previously reported role
of the serine protease activity of HtrA2/Omi in XIAP degra-
dation), which resulted in suppression of caspase-3, -7, and -9
processing. In addition, treatment with UCF-101 also led to the
suppression of FLIP degradation and to the reduced Fas receptor
expression. These data establish a specific role of HtrA2/Omi in
ischemia/reperfusion injury through regulation of XIAP degra-
dation and Fas-induced apoptosis. It should be mentioned, how-
ever, that another research group recently suggested that the
cytoprotective effect of UCF-101 in the cell-culture experiments
could be partially attributed to the activation of stress response
pathways, rather than direct HtrA2/Omi inhibition. This find-
ing suggested the possibility that HtrA2/Omi-independent effect
of UCF-101 might also contribute to the in vivo cytoprotec-
tion (122).
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Poly(Adp-Ribose) Polymerase
(Parp)

The polyADP-ribosylation reactions play important roles in
many cellular processes, which include regulation of DNA
repair, transcriptional control, cellular transformation, and cell
death (123). PARP is an enzyme-sensing single and double
strand DNA nicks, which catalyzes addition of ADP-ribose
units to DNA, histones, and various DNA repair enzymes
(using NAD+ as a substrate) to promote DNA repair. Mouse
knockout studies showed that combined deletion of just 2 of the
17 PARP family members (PARP-1 and PARP-2) is sufficient
to block DNA repair (124, 125). Curiously, multiple studies
suggested that combining inhibition of DNA repair with the
use of DNA-damaging agents hypersensitizes cancer cells to
cell death, which prompted development of PARP inhibitors
as the general sensitizing anticancer agents (126). In addition,
tumors deficient in DNA repair-associated factors BRCA1,
BRCA2, and ATM, were all shown to be hypersensitive to PARP
inhibitors, which suggests that PARP inhibitors can be useful in
killing these types of cancer cells (127, 128).

At the same time, overactivation of PARP, which is fre-
quently observed in various pathologies, including cardiovas-
cular, neurological, and inflammatory diseases, was shown to
result in the depletion of NAD+, leading to the loss of ATP and
necrotic cell death. Cell-based studies showed that overactivated
PARP-1 mediates both mitochondria-dependent apoptosis and
necrosis (129, 130). Consistent with this notion, genetic dele-
tion of PARP rendered mice resistant to experimental stroke
(131), providing rationale for developing PARP inhibitors as
the cytoprotective agents.

Several PARP-1 inhibitors were designed based on 3-amino-
benzamide (132) (Fig. 5a), but these molecules lacked speci-
ficity and potency (133). Another early inhibitor, benadrostin
is a natural product of actinomyces, and it was isolated from
the culture broth of Streptomyces flavovirens as a competi-
tive PARP inhibitor with Ki of 34 µM (134, 135) (Fig. 5b).
Compounds PD128763 and Nu1025 (Fig. 5c) (136), based on
benadrostin, showed high in vitro affinity for PARP-1, but still
required high concentrations (10-100 µM) for chemopotentia-
tion (137, 138). Subsequently, significant effort has been spent
on structure-based drug design utilizing information generated
using known inhibitors, which ultimately led to the identifi-
cation of a number of potent PARP inhibitors. Five of these
molecules are currently in clinical trials for oncologic indi-
cations, that is, AG014699 (139) (Fig. 5d), KU59436 (As-
traZeneca/KuDOS, London, UK), BSI-201 (BiPar, Brisbane,
CA), INO-1001 (140–142), and GPI 21016 (MGI Pharma,
Bloomington, MN). ABT-888 (143, 144) (Fig. 5e) is expected
to enter clinical trials shortly (145). All of these molecules are
low-nanomolar PARP inhibitors, which sensitize cancer cells
effectively to chemotherapy or radiotherapy at nanomolar con-
centrations. In animal studies, all of these molecules are well tol-
erated and effectively synergize with multiple DNA-damaging
anticancer agents.

Conversely, PARP inhibitors showed significant promise as
cytoprotective agents in animal models of inflammation, stroke,

Parkinson’s disease, spinal cord injury, and myocardial infarc-
tion (146–148). In addition, PARP inhibitors showed activity
in inhibiting various types of injury associated with type 1 and
2 diabetes, including neuropathy, retinopathy, and renopathy,
as well as beta cell death in a streptozotocin-injection model
of type 1 diabetes (149). Overall, PARP has emerged as a
very promising therapeutic target, especially in treating cancer,
whereas a general lack of success in developing cytoprotective
treatments has made this direction of PARP inhibitor develop-
ment more challenging.

Necroptosis

Necroptosis or programmed necrosis is a novel type of reg-
ulated nonapoptotic cell death that was recently described by
several research groups (150–153). It was found that in some
cell types, stimulation of DR with their cognate ligands (TNFα,
FasL, or TRAIL) under specific conditions where apoptosis is
inhibited leads to the cellular demise with necrotic morpholog-
ical features. Similar observations were also reported for cell
death induced by some oncogenes (Ras, cMyc) (154, 155),
chemotherapeutic agents (etoposide, camptothecin, and stau-
rosporine) (156–158), and viral and bacterial agents (159, 160).
This unique type of cell demise shares the characteristics of both
apoptosis (as a regulated form of cell death) and unregulated
pathologic necrosis (by the cellular morphology) (161). Thus,
discovery of necroptosis may offer an opportunity for thera-
peutic targeting the pathologic necrosis, because, in contrary to
previously accepted views, it may represent a regulated and,
therefore, specifically inhibitable form of cell death. Activation
of necrosis-like death under apoptosis-suppressive conditions
has been observed in various mouse models of acute pathologic
death, including experimental pancreatitis (162) and multiple
organ failure (163).

The signaling pathway of necroptosis is just beginning to
emerge with Holler et al. (150) establishing that Ser/Thr ki-
nase activity of DR-associated adaptor molecule, RIP1, is a
key specific upstream activator of necroptosis. RIP1 kinase is
a client protein of the molecular chaperone heat shock pro-
tein 90 (Hsp90), and inhibition of Hsp90 in the cells by the
small molecule geldanamycin was found to result in efficient
proteasome-mediated degradation of the RIP1 (164). As a result,
geldanamycin (Fig. 5f) has been found to inhibit the activation
of necroptosis in human Jurkat T cells (150). However, this
effect is not specific to necroptosis as geldanamycin also was
shown to block the RIP1-dependent NF-kB activation efficiently
(164), which is independent of the RIP1 kinase activity, unlike
necroptosis (165). In another study, Temkin et al. (166) have
suggested that RIP1 may translocate to the mitochondria and
lead to disruption of the VDAC/ANT/Cyclophilin D complex
through an unidentified indirect mechanism.

Although the mechanisms of necrotic cell death downstream
of RIP1 are mostly unclear, inhibition of certain cell-signaling
pathways has been found to attenuate necroptotic cell death.
Overproduction of reactive oxygen species (ROS) is a hallmark
of necrotic cell death and is a prominent part of necropto-
sis in some systems (161). ROS production in conditions of
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Figure 5 Structures of small-molecule inhibitors of nonapoptotic cell death. Inhibitors of: (a–e) PARP-1, (f) HSP90, (i, j) mitochondrial respiratory
complexes I and (k) complexes 2, (l) phosphatidylcholine-specific phospholipase C, (m) acid sphingomyelinase, (n) NADPH oxidase, (o) JNK kinase, (p–s)
necroptosis, (t–w) MPTP, and (g, h) antioxidants. (a) 3-aminobenzamide, (b) benadrostin, (c) Nu1025, 8-hydroxy-2-methylquinazolin-4(3H)-one,
(d) AG014699, (e) ABT-888, (f) geldanamycin, (g) 3-tert-butyl-4-hydroxyanisol, (h) butylhydroxytoluene, (i) amytal, (j) rotenone, (k)
thenoyltrifluoroacetone, (l) D609, (m) desipramine, (n) diphenyleneiodonium chloride, (o) SP600125, (p) necrostatin-1, (q) 7-Cl-Necrostatin-1, (r)
necrostatin-3, (s) necrostatin-5, (t) cyclosporin A (CsA), (u) bongkrekig acid, (v) rasagiline, and (w) promethazine.

necrotic cell death is mediated by the mitochondrial respira-
tory chain complexes 1 and 2 (167) and/or through forma-
tion of RIP1/Rac1/ nicotinamide adenine dinucleotide phosphate
(NADPH) oxidase complex resulting in an oxidative burst (168).
The antioxidant 3-tert-butyl-4-hydroxyanisol (BHA) (Fig. 5g)
has been found to be effective in blocking necroptosis in mouse
fibrosarcoma L929 cells and in mouse embryonic fibroblasts
(169), but not in human Jurkat T cells (161). Based on the
data that closely related antioxidant butylhydroxytoluene (BHT)
(Fig. 5H) was not as effective in inhibiting necrotic cell death
as BHA, it was proposed that additional inhibitory activities of
BHA, like inhibition of mitochondrial Complex 1 and/or of lipid
peroxidation, may be critical for its inhibition of necroptosis
(169). Consistent with the role of respiratory chain in ROS gen-
eration during necroptosis, inhibitors of complexes 1 (rotenone,
amytal) (Fig. 5j, 5i) and 2 (thenoyltrifluoroacetone) (Fig. 5k),
but not of complex 4 (cytochrome c oxidase) of the mitochon-
drial respiratory chain, have provided marked attenuation of cell
death (167).

Autophagy is an important large-scale cellular catabolic pro-
cess (see Reference 170 for review), and it is prominently acti-
vated as a part of necroptosis in many systems (161, 171–173).
However, inhibition of autophagy with 3-methyladenine has
been found to inhibit necroptosis in some cell lines, such as
mouse fibrosacroma L929 cells, but not in the other cell lines
(human Jurkat T cells or mouse embryonic fibroblasts), which
suggests cell type-specific contribution of autophagy to necrop-
totic cell demise (161).

Activation of acid sphingomyelinase (A-SMase) and ce-
ramide production were also shown to contribute to DR-induced
necrosis (174). Inhibition of A-SMase activation by small-
molecule inhibitors D609 (Fig. 5l) and desipramine (Fig. 5m)
has been reported to attenuate necroptosis (174). D609 inhibits
A-SMase induction indirectly by inhibiting the upstream-acting
phosphatidylcholine-specific phospholipase C, whereas desipra-
mine causes rapid and irreversible degradation of A-SMase. Fi-
nally, inhibition of NADPH oxidase/ C-Jun N-terminal kinases
(JNK) axis of the pathway using siRNA tools has been shown to
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attenuate necroptosis (168). Although it has not yet been tested
directly, it is likely that small-molecule inhibitors of NADPH
oxidase, such as diphenyleneiodonium chloride (DPI) (Fig. 5n),
and of JNK kinase, such as SP600125, (Fig. 5o), may interfere
with necroptosis activation. It is important to note that none
of the above-mentioned inhibitors is specific for necroptosis,
because their target proteins are involved in a wide range of
cellular regulatory networks. Additional analysis of the mech-
anisms of specific activation of the downstream pathways of
necroptosis by RIP1 kinase will be important for developing
more specific strategies for necroptosis inhibition.

The first specific inhibitor of necroptosis, necrostatin-1
(Nec-1), was identified by Degterev et al. (161) in a cell-based
screen of ∼15,000 compounds. Nec-1 (Fig. 5p) efficiently
blocked necrotic death of human monocytic U937 cells stim-
ulated with TNFα in the presence of broad-spectrum caspase
inhibitor zVAD-fmk and other instances of necroptotic death
(161). Although Nec-1 did not inhibit either activation of apop-
tosis or NF-kB by TNFα, it completely eliminated all the
manifestations of cellular necrosis. Furthermore, optimized
derivatives of this molecule were reported with EC50 in the
cells of 50 nM (Fig. 5q) (175). Additional screening resulted
in identification of the other potent inhibitors of necroptosis,
termed Nec-3 and Nec-5 (Fig. 5r, s) (175, 176), which created
a unique panel of nanomolar inhibitors of this process. Based
on implication that necroptosis is responsible, at least partially,
for the pathologic necrosis, the necrostatins were tested for the
cytoprotective effects in in vivo rodent models of acute organ in-
jury, which included cerebral (161) and cardiac (177) ischemia
and brain trauma (178). Necrostatins were found to provide
significant cytoprotective effect and functional improvement in
multiple paradigms of acute injury. In the case of brain is-
chemia, Nec-1 displayed protection when administered up to
6 hours after 2-hour middle cerebral artery occlusion, which
suggested that necroptosis may represent a delayed and, hence,
therapeutically targetable injury component. Furthermore, re-
cent data showed that Nec-1 also inhibits necrotic cell death
provoked in response to other pathologic stimuli in cellular
assays, which includes high doses of glutamate (179), plant
sterols (180), and the chemotherapeutic agent shikonin (180).
These results suggest that importance of necroptosis likely ex-
tends beyond DR signaling, and it may represent a major novel
component of acute pathologic injuries.

Mitochondrial PTP

The mitochondrial permeability transition (MPT) is the loss
of the inner mitochondrial membrane impermeability to so-
lutes caused by opening of the MPT pore (MPTP). In turn,
this action results in a loss of mitochondrial function and pro-
vides a common mechanism implicated in activation of mi-
tophagy/autophagy, apoptosis, and necrosis in different cell
systems. Although the composition of MPTP is not fully
settled, multiple studies suggest involvement of adenine nu-
cleotide translocase (ANT) in the inner mitochondrial mem-
brane, voltage-dependent anion channel (VDAC or porin) in
the outer membrane, and cyclophilin D (CypD) in the matrix.

Involvement of other proteins such as benzodiazepine receptor,
hexokinase, creatine kinase, and Bax has also been proposed
(181–183).

The first identified potent inhibitor of MPT is the cyclosporine
A (CsA) (184) (Fig. 5t), which inhibits the interaction be-
tween CypD and ANT (180). Using isolated mitochondria, CsA
was shown to inhibit MPT at submicromolar concentrations
(185, 186). CsA is also a potent inhibitor of necrotic death in
the cells, for example, induced by oxidative stress and in vivo,
notably in models of ischemia/reperfusion injury of liver (187),
brain and central nervous system (188, 189), and myocardium
(190). This finding suggests that inhibition of MPT may be a
promising general direction for treating ischemia/reperfusion in-
jury. This notion is supported by the resistance of observed in
CypD-deficient mice to this form of injury (191, 192). The ma-
jor drawbacks of therapeutic use of CsA are its transient and
incomplete PTP inhibition as well as immunosuppressive side
effects (193). In addition to CsA, other cytoprotective agents
were also found to act as PTP inhibitors. These agents include
bogkrekic acid, rasagiline, and promethazine (Fig. 5u, 5w),
with both of the latter exerting neuroprotective effects in vivo
(194, 195). However, in the case of these agents, the exact
mechanism of the cytoprotective effects in vivo is yet to be
established.

Conclusion

After the groundbreaking discoveries establishing that the cell
death can result from intrinsic cellular regulation, rather than
excessive external stress, significant focus has been placed on
characterization of the molecular mechanism of this process.
Several interesting targets, some of which are described in
our review, have been identified, and multiple classes of small
molecules have been developed and optimized successfully for
use as the research tools and, in particular cases, even as the
drug development candidates for various disorders, for which
efficient treatments are currently unavailable. Compounds that
target the enzymatic activities of cell death regulators, such as
caspases, PARP, and HtrA2 inhibitors, as well as compounds
that modulate the protein–protein interactions and protein con-
formations were developed successfully. Inhibitors have been
identified using a variety of different screening approaches
from tethering and SAR-by-NMR to rational drug design and
high-throughput screening using enzymatic assays or whole-cell
phenotypic readouts. Therefore, chemical inhibitors of cell death
represent a very extensive and diverse small-molecule devel-
opment effort, which attests to the importance of cell death
regulatory pathways. In some instances, for example, of necrop-
tosis inhibitors, small molecules provided very useful means for
uncovering functional significance of the regulation of novel
modes of cell death, even in the absence of the specific protein
target information. In the other cases, for example, of the PARP
inhibitors, small molecules proved very useful in showcasing
the importance of the activity of their targets in the cells and
in vivo, prompting additional analysis of the biological regula-
tion associated with these protein factors. Finally, in the case of
well-validated targets, such as caspases or Bcl-2 family, specific
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small-molecule inhibitors confirmed validity of targeting these
regulators and the apoptotic pathway in general for the treatment
of human disease. They provide exciting new lead compounds
for therapeutic development. Overall, these findings emphasize
that the availability of tools and methods for fast and efficient
identification of small molecule modulators of important biolog-
ical processes, stemming from rapid development of synthetic
chemistry and small molecule screening technologies, provide
a very valuable compliment to biologic research.
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Cell division is the process by which a cell creates two genetically identical
daughter cells. To maintain genomic integrity, a complex and highly
regulated sequence of events ensures that the replicated chromosomes are
partitioned equally between the daughter cells. For more than 50 years,
strategies designed around small-molecule inhibitors have played a critical
role in advancing our understanding of this essential process. Here we
introduce a series of questions in the biology of cell division and illustrate
how small molecules have been used to design experiments to address
these questions. Because of the highly dynamic nature of cell division, the
temporal control over protein function that is possible with small molecules
has been valuable particularly in dissecting biologic mechanisms.

Biology of Cell Division

Cell division is the process by which a cell creates two genet-
ically identical daughter cells. Each chromosome is replicated
before mitosis begins, and after the division, the daughter cells
inherit exactly one copy of each chromosome. A complex series
of events have been divided broadly into two processes: mito-
sis, in which the identical sister chromosomes are separated
and transported to opposite ends of the cell, and cytokinesis,
in which the cell physically divides to create two daughter
cells (Fig. 1). Preservation of genome integrity requires that
the cell divide only after accurate segregation of sister chromo-
somes in mitosis. Failure in either chromosome segregation or
in the timing of critical events in cell division leads to the loss
or gain of whole chromosomes in the daughter cells, which
is a condition known as aneuploidy that is strongly associ-
ated with developmental defects and human diseases such as
cancer (reviewed in Reference 1). For over a century, cell
division research has focused on mechanisms that physically
segregate the chromosomes in mitosis and that divide the cell
in cytokinesis, as well as those that control both processes in
space and time. Some fundamental questions are how forces are
generated to move chromosomes and to cleave the cell, how
chromosome movements and cell cleavage are coordinated in
space to ensure that each daughter cell inherits exactly one copy
of each chromosome, and how events are coordinated in time

First published in Nature Chemical Biology 2, 19-27 (2006),
doi:10.1038/nchembio757, © Nature Publishing Group, a division of
Macmillan Publishers Limited. www.nature.com

so that chromosome segregation is complete before cell cleav-
age. Progress toward addressing these questions has integrated
a structural picture of the machinery of cell division with an
understanding of the molecular mechanisms that regulate that
machinery.

Examining Cell Division with
Small-Molecule Inhibitors

Our understanding of biologic processes such as cell division of-
ten develops from discovering or designing ways to perturb the
process and observe the effects of the perturbation. Although
genetic approaches have been used widely for this purpose,
small-molecule inhibitors offer some distinct advantages. Small
molecules provide a high degree of temporal control over pro-
tein function, generally acting within minutes or even seconds,
and often are reversible, allowing both rapid inhibition and ac-
tivation. The ability to design perturbations on short time scales
has proven valuable particularly in examining dynamic biologic
processes. All cell division takes place in approximately 1 hour,
with many events on second-to-minute time scales, and several
small-molecule inhibitors (Table 1) have played an integral role
in dissecting the mechanisms of mitosis and cytokinesis.

The nature of spindle fibers

Progress through mitosis is linked closely to chromosome move-
ments (Fig. 1a). Replicated chromosome pairs first move to the
center of the cell. After all chromosomes are positioned cor-
rectly at metaphase (Fig. 1a iii), the sister chromosomes split
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Figure 1 Overview of mitosis. (a) (i) Chromosomes are replicated before mitosis, and sister chromosomes are held together. (ii) The spindle forms and
chromosomes attach to spindle fibers. (iii) Chromosomes move to the center of the spindle at metaphase. (iv) Sister chromosomes separate at anaphase
and move in opposite directions. (v) The cell divides as the cleavage furrow forms between the separated chromosomes. (vi) Two daughter cells form,
each with exactly one copy of each chromosome. (b) Structure of colchicine, a small molecule that targets microtubules.

Table 1 Small-molecule inhibitors used to study cell division

Small molecule Source Effects

Colchicine Natural product from meadow saffron (genus
Colchicum).

Depolymerizes
microtubules.

Benomyl Synthetic, used as agricultural fungicide. Depolymerizes
microtubules,
effective in yeast.

Nocodazole Synthetic, identified as antihelminthic compound (47). Depolymerizes
microtubules.

Taxol Natural product from bark of the yew tree (genus
Taxus), identified for antitumor and antileukemic
activity (56).

Inhibits microtubule
dynamics.

Monastrol Synthetic, identified as cell-division inhibitor (24). Inhibits the kinesin-5
motor protein.

Hesperadin Synthetic, identified as cell-division inhibitor (36). Inhibits Aurora
kinases.

AKI-1 Synthetic, identified as kinase inhibitor (57). Inhibits Aurora
kinases.

Cytochalasin B Natural product from the fungus Helminthosporium
dematioideum (58).

Depolymerizes actin
filaments.

apart at anaphase (Fig. 1a iv) and move to opposite sides of
the cell before the cell divides into two daughter cells (Fig. 1a
v, vi). Because of these coordinated movements, each daughter
cell receives exactly one copy of each replicated chromosome.
Correlated with chromosome movements is the appearance of a
fibrous structure known as the mitotic spindle, initially observed
in fixed samples, which forms at each mitosis and disappears af-
ter the chromosomes have separated. One great challenge in the
study of cell division has been to understand the organization

and function of the mitotic spindle, particularly in relation to
chromosomes movements. The physical properties of the spin-
dle fibers and how they might drive chromosome movements,
as well as their molecular components, have been understood
in part through use of the small molecule colchicine (Fig. 1b).

Exploiting the fact that the spindle fibers are optically
anisotropic, or birefringent, with different indices of refraction
in different directions (i.e., parallel or perpendicular to the fiber
axis), Inoue (2) developed a sensitive polarized light microscope
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to visualize directly the fibers in a living cell (2). He used this
method to examine the behavior of the fibers after exposure to
colchicines, a small molecule that was known to disrupt spindle
function. Colchicine eliminated the birefringence over a time
course that ranged from a few minutes to an hour depending on
the concentration, which indicates a loss of the fibers (3). After
the removal of colchicine, the fibers recovered to their original
state. The inhibition of protein synthesis during the recovery
demonstrated that the fibers were assembled from an available
pool of material rather than by synthesis of new proteins (4).
These findings, together with similar results obtained by chill-
ing cells to eliminate the fibers (5), suggested that the spindle
fibers consist of oriented polymers (hence the birefringence)
in equilibrium with free molecules in solution. Treatment with
colchicine or chilling pushes the equilibrium toward the depoly-
merized state, whereas the removal of colchicine or rewarming
allows the system to return to its original state.

The same experimental paradigm, which combines the obser-
vation of spindle fibers with the perturbation of their function
in living cells, was used to demonstrate the potential functional
significance of the spindle fiber dynamics. When spindles were
treated with low concentrations of colchicine, which did not
eliminate the birefringence immediately, the fibers slowly con-
tracted and pulled the chromosomes toward one pole of the spin-
dle, which was anchored at the cell surface. After the removal
of colchicine, the fibers elongated as chromosomes moved away
from the pole (3, 6). This finding demonstrated that polymer-
ization and depolymerization of the fibers could generate force
by coupling to chromosome movement. These experiments ex-
ploited both the reversibility of colchicine and the ability to
manipulate the behavior of the fibers by controlling the com-
pound concentration, both properties of many small molecules.

In the Inoue studies, colchicine was used as an experimen-
tal tool to probe spindle function, but its target and mech-
anism of action were unknown. As 100 nM colchicine was
sufficient to arrest cultured cells in mitosis, the implied tight
binding suggested that the inhibitor might be used to iso-
late a colchicine–protein complex. A breakthrough came when
colchicine was labeled with H3 with high specific activity to
demonstrate reversible binding to cellular sites (7). When the
labeled colchicine was tested with a variety of cells, tissues, and
organelles, high-binding activity was observed with the mitotic
spindle, cilia, sperm tails, and brain tissue (8, 9). A common fea-
ture of these preparations is that all are enriched in intracellular
fibers called microtubules, the same fibers observed by Inoue,
which suggested that the target of colchicine was a subunit of
microtubules. The colchicine-binding activity was extracted by
dissolving isolated sea urchin sperm tails, purified by gel fil-
tration and sedimented over a sucrose gradient to identify a
single component 10. The same component was isolated from
mammalian brain, shown to bind GTP, and biochemically char-
acterized as a GTP-binding protein (11). The protein was named
tubulin because it was believed to be the primary constituent of
microtubules (12).

It has been known for over 100 years that treatment with
colchicine arrests cells in mitosis (reviewed in Reference 13).
Other small molecules since then have been identified that
also block mitosis by targeting microtubules. The potential

of these compounds as cancer therapeutics was demonstrated
by the vinca alkaloids, such as vincristine and vinblastine,
which have been used in the clinic for 40 years. At high
concentrations (10–100 nM), these compounds depolymerize
microtubules, which eliminates the mitotic spindle. At lower
concentrations that are used clinically, microtubules remain
stable but microtubule dynamics are suppressed. Another small
molecule that inhibits microtubule dynamics, taxol, also arrests
cells in mitosis and is used widely to treat a variety of cancers
(reviewed in Reference 14). The mitotic arrest induced by these
drugs eventually leads to cell death (15) through mechanisms
that are only beginning to be understood (16–18).

Progression Through Mitosis
It is clear from observing chromosome movements that cell di-
vision occurs in an ordered sequence of events (Fig. 1a). First
chromosomes attach to spindle microtubule fibers and move to
the spindle equator. Only after completion of this step do sis-
ter chromosomes separate at anaphase and move to opposite
sides of the cell, followed by their division into two daughter
cells. Events must occur in this order for successful chromosome
segregation. If the cell enters anaphase prematurely, before
chromosomes have attached properly to the spindle, the sister
chromosomes will not segregate equally, which leads to aneu-
ploid daughter cells. Therefore, mechanisms that determine the
timing of anaphase onset are critical for the success of mitosis.

One hypothesis for how anaphase onset might be regulated
was through feedback control as a mechanism of regulating
passage through the cell cycle. At a specific point, known as a
checkpoint, completion of an event generates a signal that al-
lows the cell cycle to progress. Failure to complete the event
causes a cell cycle arrest. Feedback control can be demonstrated
experimentally by creating conditions, such as genetic muta-
tions, under which the cell cycle arrest is bypassed. This strategy
was used to show that a feedback control mechanism makes en-
try into mitosis dependent on the completion of DNA replication
(19, 20). In the context of progression through mitosis, a critical
process such as spindle assembly would be monitored to gen-
erate a signal that regulates anaphase onset. The mitotic arrest
induced by colchicine, which disrupts the spindle by depolymer-
izing microtubules, is consistent with such a feedback mecha-
nism. However, direct inhibition of a microtubule-dependent
process required for anaphase also might explain the effect of
colchicine. A prediction of the feedback control hypothesis is
that mutations in genes required for feedback signaling would
allow cells to bypass the colchicine-induced arrest and progress
through mitosis without completing spindle assembly.

A genetic screen was devised to identify such mutations in
budding yeast by using benomyl, a small-molecule inhibitor of
microtubule polymerization that is effective in yeast, to perturb
spindle assembly. The advantage of using a small molecule was
that it could either be washed out, as the effect is reversible, or
used at a low dose, so that cells would survive the treatment.
With high benomyl (70 µg/ml), which prevents spindle forma-
tion, cells arrested in mitosis (Fig. 2a). After the removal of
benomyl, cells recovered, proceeded normally through mitosis,
and continued to grow (Fig. 2b) (21). Alternatively, with low
benomyl (15 µg/ml), spindle assembly was slowed and mitotic
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Figure 2 Screening strategy used to identify genes required for feedback control of anaphase onset in budding yeast (21). (a–d) Wild-type cells treated
with benomyl arrest in mitosis (a), whereas mutant cells fail to arrest and enter anaphase without forming a spindle, which leads to chromosome
missegregation (c). After the removal of benomyl, wild-type cells form a spindle, proceed through mitosis, and grow normally (b), but mutants do not
survive (d). (e) Structure of benomyl. (f) To screen for mutations in genes required for feedback control, cells were mutagenized, and colonies grown from
single cells were transferred to create two replicate plates. One plate (i) was grown without benomyl. The second plate (ii) was treated with benomyl.
Colonies that failed to grow on the second plate, which indicates defective feedback control, were selected from the first plate to identify the mutated gene.

exit was delayed to allow the completion of spindle assembly,
but cells continued to grow (22). In both cases, cells defective in
feedback control were expected to enter anaphase prematurely
in the presence of benomyl with incomplete or nonexistent spin-
dles, which would lead to massive chromosome missegregation
and cell death (Fig. 2c, d). The difference in survival between
cells with functional and defective feedback control provided a
phenotype that could be used to screen for mutations in genes
required for feedback control (21, 22). Cells were mutagenized,
and mutants that failed to grow after benomyl treatment were
selected (Fig. 2f). As in the Inoue studies with colchine, the
reversibility of the small molecule and the ability to achieve
partial inhibition by decreasing the dose were important com-
ponents of the benomyl screening strategies.

Genes identified in the benomyl screens were named mad ,
for mitotic arrest deficient, or bub, for budding uninhibited
by benomyl. The existence of these genes provided evidence
for a feedback mechanism that delays anaphase onset until
completion of spindle assembly, now often referred to as the
mitotic spindle checkpoint. Much of our understanding of mi-
totic checkpoint signaling has developed from the mad and bub

genes identified in the benomyl screens, which generally are
well conserved from yeast to mammals. The importance of sev-
eral of these genes for faithful chromosome segregation has
been confirmed in transgenic mice, in which reduced expression
increases both aneuploidy and cancer susceptibility, and human
tumor cells have been reported to carry mutations in Mad1,
Mad2, Bub1, and BubR1, a related vertebrate protein (reviewed
in Reference 1). Additionally, human germline mutations in
BubR1 have been linked to mosaic variegated aneuploidy, a
condition associated with a high risk of cancer (23).

Benomyl was used in the mad and bub screens not because
of its specific protein target but because of the perturbation of
spindle assembly. In principle, the same experiments could have
been done without knowing the protein target or by targeting a
different component of the spindle. The generality of the spindle
checkpoint has been demonstrated through the use of monastrol,
a small-molecule inhibitor of the mitotic kinesin Eg5, which
was identified in a screen for small molecules that arrest cells
in mitosis without targeting tubulin (24). Monastrol treatment
arrests cells in mitosis with monopolar spindles because Eg5
is required to separate the spindle poles. The inhibition of
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Mad2 by the microinjection of inhibitory antibodies overrides
the checkpoint so that cells enter anaphase in the presence of
monastrol with monopolar spindles (25). This finding indicates
that the principle of feedback control generally applies to
spindle perturbations through highly conserved mechanisms.

Inhibitors of Eg5 currently are in development as anti-
cancer drugs because, like taxol and the vinca alkaloids, they
arrest cells in mitosis by activating the spindle checkpoint.
Recent studies have demonstrated that the efficacy of drugs
targeting either Eg5 or microtubules requires a prolonged,
checkpoint-dependent mitotic arrest (17, 26). A compromised
spindle checkpoint, for example through reduced expression of
Mad2, confers resistance to these drugs.

Primary signals for checkpoint activation:
attachment or tension?
Whereas the benomyl screens established the existence of the
spindle checkpoint and identified some of the key components
in checkpoint signaling, a fundamental question that remained
unanswered was what exactly is monitored by the checkpoint.
Two general models have been proposed. One is that the check-
point monitors the attachment of spindle microtubules at the
kinetochore, a structure that forms on each chromosome to me-
diate microtubule binding. Unattached kinetochores keep the
checkpoint active and delay anaphase (27). A second model
is that the checkpoint monitors force across the centromere,
the region of the chromosome where kinetochores assemble
(28). When both sister kinetochores are attached correctly, they
are pulled in opposite directions by the microtubule fibers and
the centromere is under tension (Fig. 3a). In this model, the
absence of centromere tension would keep the checkpoint ac-
tive. Small molecules that target tubulin have provided a way
to test these models experimentally. Nocodazole depolymerizes
microtubules, which creates unattached kinetochores (Fig. 3c),
whereas taxol stabilizes microtubules but inhibits their dynam-
ics, which decreases the centromere tension (Fig. 3b) (29).

To determine the effects of these microtubule perturbations on
spindle checkpoint signaling, intracellular localization of Mad2
was examined. At early stages of mitosis (Fig. 1a i, ii), Mad2
localizes to kinetochores. As cells progress through mitosis,
however, Mad2 disappears from kinetochores, and at anaphase
onset (Fig. 1a iv) none of the kinetochores have detectable
Mad2. These findings suggest that the presence of Mad2 on
kinetochores serves as a signal to delay anaphase (29–31).

When microtubules are depolymerized with nocodazole
(Fig. 3c), Mad2 localizes to all kinetochores, which indicates
the activation of the checkpoint. If microtubule dynamics are
suppressed with taxol while maintaining kinetochore attach-
ments (Fig. 3b), Mad2 localizes to only a few kinetochores
(29). This finding suggests that checkpoint signaling, as de-
termined by Mad2 localization, is sensitive to attachment but
does not respond directly to centromere tension. The interpre-
tation of these experiments is complicated, however, because
tension is required for kinetochores to bind the full complement
of microtubules; loss of tension may activate the checkpoint
indirectly (32).

Experiments in yeast suggested that a member the Aurora ki-
nase family, Ipl1, is required to activate the spindle checkpoint
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Figure 3 Manipulation of chromosome–microtubule attachments with
small molecules. (a) In the absence of microtubule poisons, the attachment
of both kinetochores to spindle microtubules creates tension across the
centromere. (b) Taxol reduces tension across the centromere by inhibiting
microtubule dynamics. (c) Nocodazole creates unattached kinetochores by
depolymerizing microtubules.

in response to loss of tension but not loss of microtubule at-
tachments (33). Understanding the function of Aurora kinases is
particularly important because they have been linked to oncoge-
nesis, and Aurora kinase inhibitors currently are in development
as cancer therapeutics (34, 35). In mammalian cells, the inhi-
bition of Aurora kinase activity with small-molecule inhibitors
has been shown to bypass the mitotic arrest induced by taxol
but not that induced by nocodazole, which is consistent with the
idea that the kinase is required specifically in a tension-sensitive
mechanism of checkpoint activation (36, 37). The interpretation
of these results is complicated, however, because Aurora kinases
are implicated also in regulating kinetochore–microtubule bind-
ing (38, 39). An alternative interpretation is that Aurora kinase
inhibition overrides the taxol-induced arrest through effects on
kinetochore–microtubule attachments.

Correcting errors in chromosome–
spindle attachments

Feedback control of anaphase onset, or mitotic checkpoint sig-
naling, is one mechanism that contributes to ensuring accu-
rate chromosome segregation. Delaying anaphase in response
to unattached kinetochores, however, is not sufficient. Chro-
mosomes must attach to spindle microtubules in a particular
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orientation. For each replicated chromosome pair, the sister
kinetochores attach to opposite poles of the spindle so that when
sister chromosomes separate at anaphase, they are pulled to op-
posite sides of the cell. Other attachment states can occur, for
example if both sister kinetochores are attached to the same
spindle pole or a single kinetochore is attached to both poles.
If these errors are not corrected, sister chromosomes will not
segregate properly at anaphase (40).

Error correction is thought to occur by stabilizing correct
attachments while destabilizing incorrect attachments (41). Ex-
periments in yeast showed that the inhibition of the Ipl1/Aurora
family of kinases prevents error correction by stabilizing incor-
rect attachments (38, 42), but how the active kinase corrected
attachment errors was not known. This problem was particu-
larly difficult to address because attachment errors are observed
infrequently in the presence of active Aurora kinase (43). Exper-
imental approaches that accumulated attachment errors through
inhibition of Aurora kinase, for example by genetic mutation
(42), did not permit subsequent kinase activation to examine
error correction. Reversible small-molecule Aurora kinase in-
hibitors present a solution to this problem because they can be
used to inhibit kinase function and subsequently removed to
activate the kinase.

To devise a strategy to address the question of how attach-
ment errors were corrected, several issues needed to be ad-
dressed. First, Aurora kinases have been implicated in multiple
processes in mitosis (44). Ideally, kinase inhibition temporally
would be controlled to isolate experimentally the error correc-
tion process. Second, the microtubules fibers that attach chromo-
somes to the spindle are highly dynamic, and the error correction
likely involves some regulation of these dynamics. Live imaging
would permit the analysis of microtubule dynamics with high
temporal and spatial resolution. Finally, analysis of microtubule
dynamics is difficult if individual fibers are obscured by other
microtubules in the spindle. By creating conditions in which the
improperly attached chromosomes are positioned away from the
spindle body, individual fibers could be observed clearly.

An assay was developed, using several small-molecule in-
hibitors, in which all of these issues were addressed (Fig. 4a)
(45). First cells were arrested in mitosis with monopolar spindles
using the Eg5 inhibitor monastrol (Fig. 4a i). In the monopo-
lar spindles many chromosomes have a particular attachment
error in which both sisters are attached to the single spindle
pole, referred to as syntelic attachment (46). After the removal
of monastrol, the spindle becomes bipolar, all attachment er-
rors are corrected, and the chromosomes segregate normally
at anaphase. To test if Aurora kinase activity is required for
correction of the attachment errors, an Aurora kinase inhibitor
was added immediately after the removal of monastrol (Fig. 4a
ii). The advantage of adding the Aurora kinase inhibitor at this
point is that Aurora kinase activity is unperturbed for all the pre-
ceding stages of mitosis. This assay was performed with two
structurally unrelated Aurora kinase inhibitors, AKI-1 and hes-
peradin, to control for possible off-target activities of the small
molecules (Fig. 4b).

Using cells that express GFP-labeled tubulin, both chromo-
some and microtubule dynamics were examined at high res-
olution by multimode fluorescence and transmitted light mi-
croscopy during spindle bipolarization in the presence of the
Aurora kinase inhibitor. The syntelic attachment errors persisted
as the spindle bipolarized, which directly demonstrates that Au-
rora kinase activity is required for the correction of these errors.
Notably, some of the improperly attached chromosomes were
positioned away from the spindle body, which allowed clear
observation of the attached microtubule fiber, unobstructed by
other spindle microtubules (Fig. 4c). At this point, the Aurora
kinase inhibitor was removed to examine how the active ki-
nase might correct the syntelic attachment errors (Fig. 4a iii,
iv). Aurora kinase was shown to be fully active in vivo 30–60
minutes after removing the inhibitor, as determined by measur-
ing the phosphorylation of histone H3, a known Aurora kinase
substrate. On the time scale of kinase activation, improperly
attached chromosomes remained attached to the microtubule
fibers and were pulled to the spindle pole as the fibers short-
ened (Fig. 4d). After disassembly of the microtubule fibers, the
chromosomes moved to their usual position at the center of the
spindle as correct attachments formed. Properly attached chro-
mosomes were not affected, which suggests the local regulation
of microtubule dynamics by Aurora kinase activity.

This assay demonstrates some advantages of small-molecule
inhibitors, particularly in combination with high-resolution
live-cell microscopy. Mitosis is a highly dynamic process with
many events occurring on time scales of minutes or seconds.
Ideally, an experiment would allow both perturbation of protein
function and observation of the effects of the perturbation on
similar time scales. The use of reversible small-molecule in-
hibitors to manipulate protein function, together with live cell
imaging, makes this possible. In the assay described here, the
inhibitors were used effectively as switches to turn enzymes
on and off for both the kinesin Eg5 and Aurora kinases. With
this high degree of temporal control, a mechanism for correct-
ing chromosome attachment errors could be dissected without
perturbing the preceding processes, such as those involved in
spindle assembly.

Force generation in cytokinesis

Following inactivation of the checkpoint, the chromosomes
segregate at anaphase and are pulled in opposite directions
by the attached microtubule fibers. After anaphase, the cell
physically divides into two daughter cells in cytokinesis. Several
key questions in cytokinesis have been addressed by using
small-molecule inhibitors. First, how is the force generated
to cleave the cell into two parts? Second, what mechanisms
determine the position of the cleavage plane? Third, how is the
timing of progression through cytokinesis controlled?

Cleavage of a cell into two equal parts is a dramatic event
that requires coordinated generation of force around the en-
tire perimeter of the cell (Fig. 5a). As a clue to how this
might be achieved, a filamentous structure was shown by elec-
tron microscopy to lie at the cleavage furrow, just below the
plasma membrane (reviewed in Reference 47). These filaments,
distinct from microtubules, were called microfilaments. A key
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Figure 4 Correction of improper chromosome attachments by activation of Aurora kinase (45). (a) Assay schematic. (i) Treatment with the Eg5 inhibitor
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an Aurora kinase inhibitor, is added as monastrol is removed. As the spindle bipolarizes with Aurora kinase inhibited, attachment errors fail to correct so
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Figure 5 Force production by the contractile ring in cytokinesis. (a) A ring of actin filaments forms at the plasma membrane and contracts to divide the
cell in half. (b) Structure of cytochalasin B, a small molecule that targets actin.

step in understanding the function of microfilaments in cytoki-
nesis and other processes was to observe a correlation between
the presence of the filaments, their disruption by the small
molecule cytochalasin (Fig. 5b), and the phenotype of cytocha-
lasin treatment. Cytochalasin eliminated the microfilaments at
the cleavage furrow and prevented contraction of the furrow at
cytokinesis. Cytochalasin also inhibited several other forms of
cellular or intracellular force generation, including cell motility,
membrane ruffling, and nerve outgrowth (48, 49). Microfila-
ments were observed in all of these systems, and in every
case the microfilaments were disrupted by cytochalasin and
returned to their normal state as cells recovered after the re-
moval of cytochalasin. Furthermore, the actions of cytochalasin
and colchicine generally were mutually exclusive: Processes de-
pendent on microtubules and therefore inhibited by colchicine
were often insensitive to cytochalasin, whereas those inhibited
by cytochalasin were generally insensitive to colchicine (49).
These observations suggested that the two types of filamentous
structures could function independently in the cell. Although
the molecular target of cytochalasin was still unknown, the
correlative evidence indicated that microfilaments played a fun-
damental role in the generation of forces at the cellular level:
“[T]he evidence seems overwhelming that microfilaments are
the contractile machinery of nonmuscle cells” (49). Contractil-
ity in muscle was achieved through the action of the myosin
motor, which uses energy from ATP hydrolysis to slide fila-
ments made up of polymers of the protein actin. The relevance
of this process to other cell types had not been demonstrated.

A direct link between cytochalasin and actin was provided
by the demonstration that cytochalasin decreases the viscosity
of actin filaments purified from muscle (50). This experiment
led to two important conclusions. First, cytochalasin interacts
directly with actin. Second, “an interaction of cytochalasin with
actin or actin-like proteins in vivo could account for the ability
of cytochalasin to inhibit various forms of cell motility and
contraction” (50). Thus, actin was shown to be the molecular
target of cytochalasin and implicated as a critical component of
the microfilaments involved in cytochalasin-sensitive processes,
including contraction of the cleavage furrow at cytokinesis.

Spatial and temporal control
of cytokinesis
The cleavage plane typically is positioned in the center of the
cell so that cellular components are divided equally between
the two daughter cells. Asymmetric divisions do occur, how-
ever, and are particularly important during development, when
the location of the cleavage plane can determine the fate of the
daughter cells. Models to explain the position of the cleavage
plane relied on the presence of the bipolar microtubule array of
the mitotic spindle, which would place the division plane in be-
tween the spindle poles. To test this idea directly, an experiment
was designed using monastrol to determine if cytokinesis could
occur in cells with monopolar spindles (25). Because the spindle
checkpoint prevents anaphase onset in monastrol-arrested cells,
inhibitory antibodies against Mad2 were microinjected to over-
ride the checkpoint. The microinjected cells entered anaphase
and successfully completed cytokinesis (Fig. 6). This exper-
iment demonstrated that a bipolar microtubule array is not
required for cytokinesis. Furthermore, careful analysis of mi-
crotubule dynamics showed that a population of microtubules
near the chromosomes was stabilized during anaphase in the
monopolar spindles at the location where the cleavage plane
formed. These findings suggested a model in which microtubule
dynamics are regulated through association with chromosomes
to determine the position of the division plane.

The monastrol experiment showed that the positioning of the
cleavage plane is correlated with the position of a particular pop-
ulation of microtubules. How microtubules generate a signal to
recruit components of the contractile machinery remained an
outstanding question. It has been difficult to isolate experimen-
tally the molecular events that occur in the short time between
anaphase onset and the beginning of cytokinesis. To address
this problem, a strategy was devised to arrest cytokinesis at a
defined point, before contraction of the cleavage furrow (51). A
small-molecule inhibitor of the ATPase activity of nonmuscle
myosin II, the actin-based motor that generates the force to con-
tract the cleavage furrow, was identified in a high-throughput
screen. This inhibitor, called blebbistatin because it prevents
myosin II-dependent membrane blebbing, blocks cytokinesis
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Figure 6 Assay to examine cytokinesis in the presence of a monopolar
spindle (25). Treatment with monastrol, a small-molecule inhibitor of the
kinesin Eg5, causes cells to arrest in mitosis with monopolar spindles
because of activation of the spindle checkpoint. Microinjection of an
antibody against the protein Mad2 inactivates the checkpoint so that cells
divide with monopolar spindles.

with components of the cleavage furrow such as myosin II
itself assembled in the correct position, but without any contrac-
tion of the furrow. With cytokinesis arrested at this point, other
small-molecule inhibitors were used to dissect the molecular
requirements for furrow positioning. The advantage of adding
inhibitors during the blebbistatin arrest is that their effects on
a single process could be isolated without affecting the preced-
ing processes. These experiments showed that signals from both
Aurora and Rho kinases are required to localize myosin II to
the cleavage furrow.

To investigate the timing of cytokinesis, small molecules have
been used in several strategies to perturb the cleavage process.
If cytokinesis is prevented by perturbing either actin or mi-
crotubules with cytochalasin or nocodazole, or by inhibiting
myosin II with blebbistatin, a window of approximately 1 hour
exists during which cytokinesis can occur if the inhibitor is
removed (51–53). The existence of this window suggests that
an irreversible step exists that prevents cells from reversing
progress through the cell cycle and returning to cytokinesis.
Such irreversible steps can be mediated by the degradation
of key proteins through proteolysis. To test whether proteol-
ysis is required for the irreversible exit from cytokinesis, the
small-molecule proteasome inhibitor MG132 was added during
the blebbistatin arrest. In the presence of MG132, the time that
cells remained in cytokinesis, as determined by the presence of
myosin II at the cleavage furrow, increased substantially (51).
This experiment demonstrated that the duration of cytokinesis
is determined by ubiquitin-mediated proteolysis.

Conclusion

The experiments described in this review illustrate how small-
molecule inhibitors have been used to design strategies to
address fundamental questions in cell division. As our under-
standing of cell division advances, the use of small molecules
should complement genetic and RNAi-based approaches. In
particular, the temporal control over protein function that is

possible with small molecules makes it possible to dissect the
functions of proteins that are involved in multiple processes.
Part of the complexity of cell division is that many proteins, for
example the Aurora and Polo family kinases (44, 54), are im-
plicated at multiple stages in both mitosis and cytokinesis. The
perturbation of one stage often affects subsequent events, such
as by activation of the spindle checkpoint, which limits analy-
ses by preventing subsequent steps. Small-molecule inhibitors
can be used to temporally isolate a specific process without per-
turbing the preceding events. These strategies will likely make
important contributions to future investigations of cell division
mechanisms.

It also is important to consider some of the limitations of
small-molecule inhibitors, particularly in comparison to genetic
approaches. With genetics, any gene can be targeted for mu-
tation or deletion without directly affecting any other gene.
The discovery of useful small-molecule inhibitors, however, is
challenging. The specificity of small-molecule inhibitors also is
difficult to demonstrate convincingly. Testing a kinase inhibitor
against over 500 kinases in the human genome, for example, is
a substantial undertaking. One way to address specificity is to
use small molecules in focused assays, in which a narrowly de-
fined biologic process is examined, so that off-target effects are
unlikely to be relevant. In combination with this approach, the
effects of different, chemically unrelated inhibitors that target
the same protein could be compared, as the off-target activities
are unlikely to be similar.

Future directions
The use of small-molecule inhibitors is limited only by the avail-
ability of inhibitors and the assays that can be designed around
them. The proteins that currently are known to be targeted by
small molecules make up a small fraction of the proteome.
The identification of new inhibitors will promote the applica-
tion of small molecule-based strategies to an increasing range
of biologic problems. As methods are developed to monitor
protein function with high temporal and spatial resolution, par-
ticularly in living cells, the scope for using small molecules
also will increase. With recent advances in fluorescence-based
probes, it has become possible to monitor numerous proper-
ties of living cells, including protease activity, posttranslational
modifications, membrane potential, and pH, as well as media-
tors of intracellular signaling such as Ca2+ and cyclic AMP (55).
The temporal control available with small-molecule inhibitors,
combined with these high-resolution readouts, should be a pow-
erful combination for examining dynamic biologic processes
in living cells. In vitro methods also have been developed for
measuring the enzymatic activities of single protein molecules.
Observing the effects of a small-molecule inhibitor both at this
level and in a more complex cellular context should provide
new insights into protein function.

Both the identification of new inhibitors and the design of
increasingly sophisticated assays to examine their effects also
will contribute to the drug discovery process in several ways.
First, studies with small-molecule inhibitors will advance our
understanding of the effects of chemical inhibition, the mode
of action of most drugs, which typically does not affect lev-
els of the target protein. Approaches such as RNAi that act by
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reducing protein levels may have other effects, for example, pre-
venting the formation of a multiprotein complex for which the
depleted protein is required. Second, the discovery of new in-
hibitors may provide leads for drug development. For example,
inhibitors that induce a mitotic arrest by targeting a protein that
is specific to mitosis are potential leads for anticancer drugs
that will have fewer side effects than tubulin poisons such as
taxol and the vinca alkaloids. Third, assays that are designed
to examine the effects of small molecules on specific cellular
processes can be used to screen potential drugs for both on- and
off-target activities. Finally, a deeper understanding of the basic
molecular mechanisms of key cellular processes should lead to
improved therapeutic strategies.
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Cell membranes are two-dimensional fluids that exhibit a wide range of
dynamic behaviors. Recent technical advances have enabled
unprecedented views of membrane dynamics in living cells. In this
technical review, we provide a brief overview of three well-studied
examples of membrane dynamics: lateral diffusion of proteins and lipids in
the plane of the membrane, vesicular trafficking between intracellular
compartments, and exchange of proteins on and off membranes. We then
discuss experimental approaches to monitor membrane protein and lipid
dynamics, and we place a special emphasis on the use of genetically
encoded fluorescent probes and live cell-imaging techniques.

The concept that membranes are fluid, dynamic structures
is now over 35 years old (1, 2). In this review, we de-
scribe three of the best-studied examples of cell membrane
dynamics—lateral diffusion of proteins and lipids within the
plane of the bilayer, membrane trafficking between intra-
cellular compartments, and cycling of proteins on and off
membranes—along with the recent technical advances that have
enabled researchers to visualize these motions directly within
living cells. In particular, we describe how the use of green
fluorescent protein (GFP) from Aequorea Victoria and other,
more recently developed labeling technologies can be used to
mark molecules to study inside cells. We also summarize com-
mon fluorescence microscopy techniques for live cell imaging,
including conventional techniques such as wide-field and con-
focal microscopy, and more specialized techniques such as total
internal reflection fluorescence (TIRF) microscopy. Finally, we
cover advanced methods used to study cell membrane dynamics,
including single particle tracking (SPT), fluorescence recovery
after photobleaching (FRAP), photoactivation, fluorescence cor-
relation spectroscopy (FCS) and image correlation spectroscopy
(ICS).

Types of Cell Membrane Dynamics

Lateral diffusion

Membranes are two-dimensional fluids whose protein and lipid
components continuously exchange positions because of Brow-
nian motion, a process commonly referred to as lateral diffusion.
Lateral diffusion enables proteins and lipids to explore their en-
vironment, which encourages interactions between molecules.
Thus, the speed of lateral diffusion is one of the limiting factors

that regulate intermolecular interactions, and, consequently, cel-
lular function. Diffusional mobility of molecules can be esti-
mated based on their size and the viscosity of the lipid bilayer
and surrounding aqueous phase. As a result, deviations from this
behavior can provide important insights into the environment
that proteins and lipid encounter in biologic membranes.

How rapidly diffusion occurs is characterized by the diffu-
sion coefficient D , a parameter that provides a measure of the
mean of the squared displacement x of a molecule per unit
time t . For diffusion in two dimensions such as a membrane,
this is given by <x2>= 4D t. The Saffman-Delbrück model of
Brownian motion in biologic membranes describes the relation-
ship between membrane viscosity, solvent viscosity, the radius
R and height of the diffusing species, and D for both lateral
and rotational diffusion of proteins in membranes (3, 4). This
model predicts for example that for lateral diffusion, D should
be relatively insensitive to the radius of the diffusing species,
scaling with log (1/R).

Interestingly, the diffusional behavior of membrane proteins
measured experimentally by FRAP, FCS, or single particle
tracking in cells is more complex than predicted by this model.
This technique is described best for the case of cell surface pro-
teins, as assessed by FRAP. Such measurements indicate that
diffusion is typically much slower than one would expect based
on membrane viscosity. In cell membranes, typical values of
D for transmembrane proteins are approximately 0.05 µm2/s or
less, which is much slower than observed in artificial mem-
branes composed of purified lipids. In addition, a significant
fraction of proteins is often immobile over the timescale of dif-
fusion experiments (4, 5). Furthermore, diffusional mobilities
vary among proteins, and sometimes they differ for the same
protein expressed in different cell lines (4, 5). Deviations from
pure diffusion are more readily apparent when the trajectories
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Figure 1 Modes of diffusion of individual membrane proteins as revealed by single-molecule tracking techniques. The hypothetical trajectory of an
individual plasma membrane protein as traced by single-particle tracking techniques is shown. An individual protein can switch between several different
modes of over time, which include confined diffusion (region 1), free diffusion (region 2), and immobilization (region 3).

of single molecules are analyzed (Fig. 1). Individual molecules
exhibit a range of diffusive behaviors, characterized as immobi-
lization, transient confinement, free diffusion, and in some cases
directed motion (6).

Features of cell membranes that contribute to this complex
diffusional behavior include the presence of membrane domains,
interactions of proteins with the cytoskeleton and extracellular
matrix, and molecular crowding because of the high protein con-
centrations found in cellular membranes (4, 5). The diffusional
mobility of proteins and lipids can also be modulated actively.
For example, crosslinking of certain cell surface molecules
causes dramatic changes in their mobility, which reflects inter-
actions with other cellular components. A well-studied example
of such a protein is FcεR1, the high affinity IgE receptor, which
undergoes a substantial loss of mobility on the formation of
small aggregates of IgE-FcεR1 (7). Using an advanced tech-
nique known as FCS cross correlation analysis, it is now pos-
sible to detect transient interactions of membrane proteins that
occur during cell signaling by virtue of their codiffusion (8).

Until recently, experiments that probe protein diffusion relied
on fluorescent antibody-based probes, and thus were limited
to plasma membrane proteins with extracellular epitopes. In
contrast, the mechanisms that regulate diffusion of intracellu-
lar membrane proteins remained unexplored because of their
inaccessibility to labeling. With the development of genetically
encoded fluorescent probes, such studies have become tractable
because proteins targeted to a particular organelle can be flu-
orescently labeled directly with GFP. In addition, improved
technology has now made it possible to monitor the movement
of multiple types of proteins or lipids, tagged with different
markers simultaneously. Some examples of the types of ques-
tions it is now possible to address include:

How is protein diffusional mobility regulated
in intracellular compartments?
Some of the first investigations of diffusion in organelle mem-
branes such as the Golgi complex and endoplasmic reticulum
suggest that unlike the plasma membrane, protein diffusion in
intracellular membranes approaches theoretic limits (9). These
findings suggest that intracellular membranes contain consid-
erably fewer barriers to free diffusion than the cell surface.
Diffusion studies can also be used to test whether protein immo-
bilization is responsible for retaining proteins within a specific
organelle, the effect of unfolding on protein mobility, and how
various perturbations influence both the luminal and membrane
environment experienced by proteins (10).

Is the mobility of proteins influenced by how
they are attached to membranes?
Lateral diffusion is predicted to be relatively insensitive to the
size of the transmembrane domain of the diffusing species.
This prediction suggests that membrane anchorage should not
strongly influence diffusion. However, membrane anchorage
would be expected to influence the types of interactions that
occur between a given protein and the complex environment
of the cell. For example, the diffusion of peripheral membrane
proteins localized to the inner leaflet of the plasma membrane
by lipid anchors has been shown to be much faster than
transmembrane proteins and nearly as fast as that of lipid probes
in some instances (11). This finding suggests that because of
their lipid anchors, these molecules do not experience the same
barriers to diffusion as transmembrane proteins. It also likely
reflects the ability of some proteins to undergo rapidly reversible
binding to membranes (12, 13).

Do cholesterol-enriched lipid domains organize
proteins into functional complexes?
Interest in the role of membrane domains in regulating pro-
tein and lipid diffusion has recently been revitalized by the
lipid raft model, which proposes that cell membranes are di-
vided into cholesterol and sphingolipid-enriched and -depleted
microdomains. As a result, much effort has been made recently
to relate lipid and protein diffusion in cells and model mem-
branes (14) and to determine the effect of cholesterol levels on
protein and lipid diffusion by both FRAP and FCS (11, 15).
The role of cholesterol-dependent domains in regulating events
such as T-cell signaling has also been investigated by examin-
ing closely the mechanisms of diffusional trapping of proteins
at the single molecule level by TIRF microscopy; unexpectedly,
protein–protein interactions seem to play a more important role
than cholesterol-dependent domains in this process (16).

Membrane trafficking

Although integral membrane proteins and lipids are laterally
mobile within the plane of a given cell membrane, they cannot
exchange between different membrane compartments unaided
because of the high energetic barriers to exposing their hy-
drophobic portions to water. The movement of transmembrane
proteins between cellular compartments is accomplished by the
formation of closed bilayer structures known as transport vesi-
cles that bud off from one compartment and fuse with another.
The term “membrane trafficking” refers to the movement of
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these vesicular structures between organelles and/or the plasma
membrane, and includes the processes of endocytosis and exo-
cytosis.

Membrane trafficking involves many highly regulated events,
which include cargo selection, recruitment of coat and accessory
proteins, vesicle budding, intra-organelle transport, targeting to
and fusion with the target membrane, and recycling of cellular
machinery for another cycle of transport (17). Recent work has
now begun to focus on the temporal and spatial regulation of
these events in living cells (18–20). Such approaches are espe-
cially powerful when coupled with cell biologic manipulations
such as drug treatments, the introduction of mutant proteins into
cells, or knockdown of protein expression to probe the cellular
mechanisms that underlie membrane trafficking (20). Examples
of the types of questions being addressed are listed in the fol-
lowing sections.

What are the kinetics of intracellular transport
through the secretory pathway?

The transmembrane protein VSVG is a classic tool used to
study protein transport through the secretory pathway. Some
early studies of vesicular transport in living cells visualized the
movement of a GFP-tagged version of VSVG by time-lapse
confocal microscopy (21, 22). From these data, it was possible
to derive a kinetic model of the movement of this well-studied
protein between intracellular compartments, while at the same
time providing information about the nature of the vesicular
structures involved in this process (21, 22).

What pathways do pathogens use to enter cells?

Certain viruses and bacterial toxins are endocytosed by a spe-
cialized pathway that involves invaginations of the plasma
membrane known as caveolae. Recent studies have traced out
this caveolar endocytic pathway by jointly tagging the cellular
machinery with GFP and labeling viruses or bacterial toxins
with fluorescent dyes, which enables their dual visualization in
real time (23, 24). Such work has revealed several unantici-
pated properties of this pathway, such as the ability of viruses
to induce formation of actin comets that propel virus-containing
vesicles (23) and the stable, immobile nature of the caveolar coat
that encases these vesicles (24).

How do cargo molecules and trafficking
machinery progress through the endocytic
pathway?

Movement of cargo through the endocytic pathway could occur
by vesicular transport between stable compartments. Alterna-
tively, it could involve progressive maturation of endosomal
membrane. Recent work has tested these models by using fast,
live cell imaging in combination with tools to quantify dynamic
changes in the levels of the small GTPases Rab5 and Rab7 on
endosomal structures during transport of fluorescently labeled
cargo (25). These data suggest a model in which conversion
in Rab proteins is a mechanism by which cargo progresses be-
tween early and late endosomes. Other studies have focused
on how specific cargo molecules that enter the cell via iden-
tical pathways, such as cholera toxin and SV40, ultimately

are sorted to various intracellular destinations. Sorting requires
the pH-dependent release of cholera toxin from caveolar do-
mains in endosomes; SV40 remains immobilized under these
conditions (24).

Cycling of proteins on and off
membranes

Although integral membrane proteins must rely on membrane
trafficking as their sole mechanism for traversing the cell, many
peripheral membrane proteins can move on and off membranes
in a reversible manner by shifting between a membrane-bound
and a soluble state. This reversible binding is critical for the
function of coat proteins involved in the formation of transport
vesicles (clathrin, COPI, and COPII), proteins that play roles
in organelle identity and membrane trafficking (Rabs and Arf
proteins), and a wide variety of signaling proteins (Ras, Raf, and
protein kinase Cγ) (26–28). Biochemically, such exchange can
be detected by fractionating cells into membrane and soluble
fractions, and quantifying the amount of protein found in each.
Using live cell imaging approaches, it is possible to begin to
monitor these events in real time to address questions such as
the following.

On what cellular membranes does exchange
occur?

One major advantage to studying membrane/cytosol exchange
of proteins in living cells is that it is possible to compare
the recruitment of proteins with different organelles simulta-
neously. For example, such studies have been instrumental in
showing that Ras activation, as reported by the membrane re-
cruitment of the FP-tagged Ras binding domain of Raf from
the cytosol, occurs on Golgi membranes as well as the cell sur-
face, and that the kinetics of recruitment are different for the
two compartments (29).

How rapidly do proteins cycle on and off
membranes?

Compared with membrane trafficking, which occurs with char-
acteristic rates of 3% per minute for the case of VSVG move-
ment from the endoplasmic reticulum to the Golgi complex (22),
the cycling of proteins on and off membranes can occur over
very rapidly. In our own work (30), we have observed in pho-
tobleaching studies of GFP fusion proteins that a mutant form
of HRas that lacks both palmitoylation sites is able to constitu-
tively cycle on and off membranes of the Golgi complex with
halftimes of ∼5 s (Fig. 2).

Is exchange constitutive or regulated?

Membrane/cytosol exchange is sometimes constitutive, but
more often it occurs in a tightly regulated manner. Many
proteins are recruited to membranes in response to the tran-
sient generation of protein or lipid binding sites on the mem-
brane, which are recognized by modular protein interacting or
lipid interacting domains contained within the recruited protein.
Alternatively, membrane binding can be regulated by loss of
membrane binding sites or perturbation of binding motifs within
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Figure 2 Visualization of reversible protein binding to the Golgi complex.
(a) COS-7 cells that express a GFP-tagged HRas palmitoylation mutant
were imaged over time before and after photobleaching fluorescent
molecules localized to the Golgi complex (circle). Fluorescence recovers
rapidly and completely within 1 min. Bar, 10 µm. (b) Kinetics of recovery
for the GFP-HRas palmitolyation mutant after photobleaching the entire
Golgi complex. Data are from a representative experiment similar to that
shown in panel A. The rapid recovery kinetics are highly suggestive of
reversible membrane binding. (Reproduced from Reference 30. Copyright
2005 Rockefeller University Press.)

proteins. For example, recent evidence suggests that KRas,
which contains a cluster of basic amino acids that facilitates its
binding to the plasma membrane, can be released via phospho-
rylation of residues in the polybasic domain. This release in turn
allows for the regulated redistribution of KRas to mitochondria,
where it promotes apoptosis (31).

Chemical Tools and Techniques
to Study Cell Membrane Dynamics

Probes

Fluorescent probes of membrane dynamics fall into two gen-
eral classes: exogenous and genetically encoded. Exogenous
probes, which include small organic dyes and quantum dots,
usually are targeted to the protein of interest via immunolabel-
ing approaches. They are used commonly to label cell surface
proteins, although they can be introduced into cells by microin-
jection or by permeabilizing cells. Genetic approaches make
use of intrinsically fluorescent proteins (FP) or genetic tags that
generate binding sites for small dyes. Here, molecular biology
tools are used to engineer DNA constructs that contain fusions
of the protein of interest and the genetic tag. The DNA is then
introduced into cells by transfection or transduction (Fig. 3).
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Figure 3 Size of typical probes used in studies of membrane dynamics.
Relative sizes of (a) Immunoglobulin G, (b) green fluorescent protein,
(c) the Discoma red fluorescent protein (DsRed) tetramer, and
(d) biarsenical tetracysteine. (Reprinted with permission from
Reference 61.)

Small organic dyes

Small organic dyes are available with a wide range of spectral
properties encompassing the entire visible range, including the
near UV and far red (32). Prior to the advent of FPs, small
organic dyes were the workhorses for fluorescent labeling of
plasma membrane proteins, either by using dye-labeled anti-
bodies (Fig. 3a) or by labeling proteins directly that bind to
plasma membrane proteins or lipids such as bacterial toxins or
growth factors. Indeed, most early work that defines the diffu-
sional mobility of proteins on the plasma membrane relied on
immunodetection of cell surface proteins with antibody frag-
ments labeled covalently with fluorescent dyes (5). The use
of small organic dyes to label proteins fluorescently remains
a valuable tool to study the endocytic itineraries of ligands,
viruses, and bacterial toxins (24). However, dye-labeled proteins
have historically been much less useful in studies of intracel-
lular proteins in living cells, because this task requires their
introduction by either microinjection or permeabilization of the
plasma membrane. The susceptibility of many fluorescent dyes
to photobleaching also limits their use in live cell imaging ap-
plications.
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Probes of lipid dynamics

Synthetic lipid analogs such as DiI and BODIPY-labeled lipids
are classic reporters of lipid dynamics (32, 33). Fluorescent gly-
colipid analogs have also been used for many years, especially
in studies of endocytosis and lipid trafficking (34). However,
it is important to note the limitations of these probes. Many
make use of short-chain analogs to enable their delivery into
cells. In addition, some fluorophores used to label these lipids
are used to replace a fatty acid chain. As a result, these lipids
may not exhibit behavior similar to that of their native counter-
parts. To address these limitations, polyene-lipids, which have
a structure similar to that of natural lipids, have been developed
recently as an alternative to classic fluorescent lipid analogs
(35). Fluorescent cholesterol analogs have joined the growing
list of fluorescent lipid probes (36). Of these, dihydroergosterol
is most likely to be a useful structural analog of cholesterol.

An alternative approach to the use of fluorescent lipid analogs
to study lipid dynamics is the use of fluorescent reporter
proteins that bind specific lipids. Such experiments are also of
interest from the biologic standpoint of protein function. For
example, plekstrin homolog (PH)-domain-containing proteins
bind phosphoinositide lipids (26, 27), whereas cholera toxin
binds ganglioside GM1 (20). It should be noted however that
protein reporters that interact with a specific lipid might not be
“neutral” from a biologic point of view, as they may compete
for binding with endogenous molecules.

GFP and its derivatives

Many recent advances in the study of cell membrane dynamics
(and indeed in much of cell biology) have been driven by the
discovery of green fluorescent protein from Aequorea victoria
(37). Importantly, expression of GFP as part of a fusion protein
results in visible green fluorescence, and despite its relatively
large size (27 kDa), GFP tagging often does not interfere with
normal protein targeting or function. Since the initial discovery
and cloning of GFP, mutational analysis has been performed to
increase its brightness, photostability, and speed of folding as
well as to generate a range of spectral variants. Of particular
importance to the study of membrane proteins was the discov-
ery of a point mutation that prevents the weak tendency of GFP
to dimerize (38). Similar proteins were isolated from reef corals
and sea anemones, which expanded the spectrum of available
colors. Photoactivatable fluorescent proteins undergo a substan-
tial change in their spectral properties (switching either to a dark
state or to another color) in response to irradiation with light
of a particular wavelength, intensity, and duration. This effect
can be either reversible or irreversible depending on the par-
ticular protein (39). The recently discovered “KEIMA” protein
(40) is a very promising fluorescent protein that provides an
easy way to analyze dynamics of cellular membranes by simul-
taneously following two fluorescent-tagged subsets of proteins.
Additional properties of the fluorescent proteins are described
in Reference 41.

Despite the many attractive features of fluorescent fusion
proteins, they are not without their limitations. First, GFP is rel-
atively large (27 kDa) and thus has the potential to disrupt the
structure, function, and/or localization of the protein to which

it is linked (Fig. 3b). Second, the expression of fusion pro-
teins typically relies on transfection, which can be problematic
in some primary cell lines and can lead to overexpression arti-
facts. Third, certain fluorescent proteins form obligate oligomers
(Fig. 3c). Finally, spectral overlap limits the number of different
fluorescent proteins that can be used in the same experiment,
although this problem is diminishing as new variants are devel-
oped.

Chemical labeling of fusion proteins
Recently, methods have been developed to label proteins
site-specifically with small molecules for live cell imaging stud-
ies as an alternative to the use of FP fusion proteins (42–44).
The strategy of these approaches relies on genetically incorpo-
rating a “receptor” domain that can serve as a specific binding
site for a small molecule to the protein of interest. After ex-
pressing the fusion protein in cells, it can then be labeled using
cell-permeant small molecule probes. This general scheme of-
fers several major advantages over FP fusion proteins, which
include 1) the potential to label proteins with relatively small,
and thus in principle, minimally perturbing tags; 2) the possi-
bility of taking advantage of small molecule probes with a wide
range of chemical properties; and 3) the ability to control the
time at which the proteins of interest are tagged, which allows
for temporal regulation of labeling.

The tetracysteine-biarsenical system is one of the first exam-
ples of such technology (45). Here, a 12-residue sequence that
includes four cysteines is incorporated into the protein of in-
terest to enable binding of membrane permeant biarsenic dyes
(FlAsH and ReAsH) (42). In addition to the small size of the
tetracysteine motif (Fig. 3d), advantages of this approach in-
clude the possibility to perform correlative electron microscopy
analysis and pulse-chase labeling (42). Furthermore, the fluores-
cence intensity of the bisarsenic dyes increases substantially on
binding, which decreases background fluorescence. However,
the biarsenical dyes exhibit nonspecific binding to cysteine-rich
proteins and require a reducing environment for labeling. Com-
pared with the FP, this and other methods that combine genetic
tags with small molecules are still in their infancy, but with
additional iterations of refinement, they are likely to become
useful in the future.

Quantum dots
Quantum dots are fluorescent semiconductor nanocrystals that
have been incorporated recently into the toolbox of fluorescent
labeling techniques (42). When coated appropriately, quantum
dots can be conjugated with streptavidin or antibodies for pro-
tein labeling applications in cells (46). Quantum dots are ex-
ceptionally bright and photostable, -have a broad absorbance
spectrum, and can be tuned to emit at specific wavelengths
depending on their size. Because of their brightness and photo-
stability, they can be very useful for detecting low abundance
proteins and are attractive probes for long-term single particle
tracking studies. However, their applications in live cells are
hampered somewhat by their large size (∼10 to 30 nm) and
“blinking” behavior. For example, the size of quantum dots has
limited their use primarily to studies of extracellularly localized
plasma membrane proteins because their introduction into cells
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requires membrane permeabilization. The potential for multi-
valent binding of quantum dots is also a potential concern in
single-molecule tracking studies.

Fluorescence microscopy techniques
for live cell imaging

Many dynamic processes, such as membrane trafficking and
regulated cycling of proteins on and off membranes, can be
visualized by capturing sequential images of living cells by
fluorescence microscopy. The forms of fluorescence microscopy
used most commonly for live cell imaging are wide field and
confocal microscopy. In wide field microscopy, fluorescence
is typically excited with an arc lamp and emission is collected
using a CCD camera. Such systems can be configured readily for
imaging live cells over time. An advantage of this approach is
its relative simplicity compared with other imaging modalities.
However, it collects light emitted from the entire depth of the
specimen including out-of-plane fluorescence.

In confocal microscopy, out of plane fluorescence is elimi-
nated by the incorporation of a pinhole in the light path, which
enables the collection of three-dimensionally resolved images.
This task is accomplished by using a single pinhole for the case
of laser scanning confocal microscopy or with a series of rotat-
ing pinholes in spinning disk confocal microscopy. Because the
intensity and position of the laser used to excite samples can be
modulated rapidly in many laser scanning confocal microscopes,
it is possible to use them for specialized applications such as
photobleaching and photoactivation (see below). Spinning disk
confocal microscopes are not well suited for photobleaching
or photoactivation applications, but they have a greater image
acquisition rate than laser scanning confocals.

In addition to confocal microscopy, a technique known
as multiphoton microscopy can also be used to generate
three-dimensionally resolved fluorescence images. In this case,
excitation is limited to those fluorophores that are present within
the small region where the laser is focused and thus are of suffi-
ciently high power to enable a single fluorophore to absorb two
or more photons simultaneously (47). Other advantages of mul-
tiphoton microscopy include reduced photobleaching outside of
the focal plane as well as increased penetration into samples be-
cause of the use of longer wavelength excitation, which makes
this a technique of choice for tissue imaging in vivo.

In some instances, it is of interest to focus exclusively on
events that occur at the plasma membrane. Here, a technique
known as TIRF microscopy is particularly valuable (48). TIRF
uses an evanescent wave generated by a process referred to
as total internal reflection to excite the sample. Total internal
reflection occurs when light traveling from a medium of high
refractive index arrives at an interface with a medium of lower
refractive index above a so-called critical angle. Under these
conditions, the light is reflected back into the high refractive in-
dex material, and an evanescent field is generated in the lower
refractive index medium. The field decays exponentially away
from the interface, with a typical depth between 50 to 150 nm.
Because experimentally, this interface represents the surface at
which cells attach to a coverslip, it is possible to selectively ex-
cite and visualize only those fluorescent molecules found at this

surface. TIRF can also be combined with the advanced methods
described in more detail below, which include single molecule
imaging (16), FCS (49), and FRAP (50). Thus, TIRF offers
an attractive imaging modality for probing plasma membrane
dynamics using a variety of techniques. For a more in depth
discussion of the pros and cons of each of these approaches in
live cell imaging studies, we refer the reader to several recent
reviews (51, 52).

Advanced techniques used to study
membrane dynamics

FRAP
FRAP (also known as fluorescence photobleaching recovery or
FPR) has been used for many years to study lateral diffusion of
plasma membrane proteins as characterized by their diffusion
coefficient and mobile fraction (5, 53). In these experiments,
a population of fluorescence molecules is bleached irreversibly
by exciting with an intense, focused laser spot. Recovery of
fluorescence in the bleached region is then monitored over
time to determine to what extent and how rapidly the bleached
molecules are replaced by unbleached molecules from other
regions within the cell (Fig. 4a). Two fundamental assumptions
that underlie these experiments are that the bleaching event
does not damage the labeled protein or surrounding region
of the cell and that the bleaching is irreversible, in other
words, that recovery occurs because of diffusional exchange and
not by recovery of fluorescence of an individual fluorophore.
FRAP curves are typically fit by equations for free diffusion
plus an immobile fraction (53). A variation on this approach
is to measure FRAP as a function of spot size, which is a
technique that is sensitive to the cycling of proteins on and
off membranes (13).

Until the development of the fluorescent proteins, FRAP mea-
surements were confined to measurements of protein or lipid
diffusion in the plasma membrane using fluorescently labeled
Fabs or fluorescent lipid analogs that could be added to cells ex-
ogenously. For such experiments, little need existed for spatially
resolved measurements because the fluorescence signal was lo-
calized to the plasma membrane. Thus, most classic FRAP
studies made use of a spot photobleaching apparatus that con-
sisted of an epifluorescence microscope, computer-controlled
shutter, laser used both for bleaching and for low-level excita-
tion of the sample, and detector to collect fluorescence emission
coupled with electronics to record the measured fluorescence
intensity (54). In recent years, commercially available confocal
microscopes have incorporated FRAP protocols, which allows
for imaging-based FRAP measurements of intracellular fluo-
rescent proteins. These two developments have brought FRAP
into the mainstream of cell biologic techniques, especially those
related to questions of membrane dynamics.

Examples of useful applications of confocal FRAP include
selective photobleaching and fluorescence loss in photobleach-
ing (FLIP) (18, 55). In contrast with conventional spot pho-
tobleaching FRAP, in confocal FRAP it possible to visu-
alize both the bleach region and the surrounding area of
the cell. In addition, confocal FRAP techniques typically use
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Figure 4 Principles of photoactivation and photobleaching experiments.
For purposes of illustration, regions of bright fluorescence are shaded gray,
and areas that contain little or no fluorescence are shown in white.
(a) FRAP. Here, molecules in a region of interest (box) are photobleached,
and their exchange with fluorescent molecules from the surrounding
region is monitored over time. (b) Photoactivation. Similar to FRAP in
principle except here the molecules in the region of interest (box) are
converted to a different state. The redistribution of photoactivated
molecules can then be monitored selectively. (c) FLIP. Repeated
photobleaching of a region of interest (square) is performed, while
monitoring the loss of fluorescence from other regions of the cell. (d, e)
Selective photobleaching. Fluorescent molecules in an individual
compartment (as illustrated here for the Golgi complex, circled) are
photobleached. The sample is then monitored over time to determine
whether fluorescence can recover (d) or not recover (e) from other
regions of the cell. (Adapted from Reference 62 with permission from
Elsevier.)

large and/or complex regions of interest and may incorporate
repetitive bleaching protocols instead of a single bleaching
event. For example, in selective photobleaching experiments,
an entire subcellular compartment such as the Golgi complex is
photobleached to examine the mechanism and kinetics of recov-
ery from elsewhere in the cell (Fig. 4d-e). Using this approach,
it is possible to monitor the kinetics of coat protein cycling on

and off membranes (28) as well as to assess the kinetics of
vesicular and nonvesicular transport in the secretory and endo-
cytic pathways (18) (Fig. 2). In FLIP, a single region of interest
is bleached repetitively, which allows for recovery of fluores-
cent material to occur in between each repetition. This technique
causes a gradual depletion of fluorescence material in regions
of the cell that are in communication with the bleach region
(Fig. 4c). Thus, the rate and the extent of loss of fluorescent
material from the area outside of the bleach region depends on
the degree of connectivity between compartments (18).

Photoactivation
Although simple time-lapse imaging is often sufficient to moni-
tor vesicular trafficking and transient membrane binding events,
for other experiments it is advantageous to “mark” a particular
group of fluorescent molecules and watch their redistribution
over time. The generation of photoactivatable fluorescent pro-
teins (39) has now made it possible to “highlight” a population
of molecules for optical tracking experiments (55). As a result,
movement of the photoactivated molecules can be visualized
directly in a “pulse-chase” experiment (Fig. 4b). Many of the
same concepts described above for FRAP experiments can also
be applied to photoactivation.

Single particle tracking
Single particle tracking is a technique that visualizes directly the
movements of individual molecules, small groups of molecules,
or even viruses by either fluorescence microscopy or light mi-
croscopy (54, 56). For such experiments, individual proteins
can be expressed as GFP fusion proteins, labeled with fluores-
cent antibodies, or labeled with quantum dots. Alternatively,
they can be immunolabeled with probes that can be detected
by light microscopy such as 30–40 nm gold particles or latex
beads. In the limit of sparse labeling, the trajectory of individual
tagged molecules can then be tracked with high temporal and
spatial accuracy using highly sensitive cameras (54). Although
the resolution of fluorescence microscopy is ∼250 nm, the cen-
troid of a single molecule can be determined with an accuracy
of ∼10 nm (54). Typical rates of image acquisition are ∼30
frames/sec, although much faster acquisition rates can be ob-
tained with specialized cameras. The resulting trajectories can
be plotted directly to show the movements of each molecule,
or can be analyzed even more to determine the mean squared
displacement as a function of time (Fig. 1). For example, during
free diffusion, the molecule moves randomly, which results in
a characteristic linear relationship between mean squared dis-
placement and time. A hallmark of confined diffusion is that the
mean squared displacement of the particle is at first linear, then
plateaus, which reflects the limited movement of the molecule
within a confined region of the membrane. A given molecule
may shift between several modes of motion during the obser-
vation period. Thus, the percentage of molecules that undergo
each type of motion and/or the fraction of time they exhibit a
particular behavior is often reported.

An obvious advantage of single molecule tracking is that it al-
lows for highly detailed analyses of the movements of individual
molecules that are obscured in population-based measurements
such as FRAP and photoactivation experiments. However, SPT
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experiments are not trivial to perform and are subject to sev-
eral potential artifacts. The first challenge is to demonstrate that
single molecules are being studied. Crosslinking can occur in
studies that use antibody-labeled gold beads or quantum dots as
probes, and lead to changes in mobility. In addition, large probes
can potentially interact with the extracellular matrix. Photo-
bleaching of organic dyes or FP-fusions can be rapid, which
limits visualization times. However, photobleaching can also
be used to confirm that single molecules are being visualized,
because they will undergo a single-step photobleach. Finally,
because of the intrinsic variability in trajectories, careful anal-
ysis is required to distinguish between motions that arise from
free diffusion and confined diffusion.

FCS and ICS
FCS is not an imaging technique per se, although it is often
performed using a microscope-based system. Instead, FCS mea-
sures the movement of individual fluorescent molecules through
a defined observation volume, recorded as fluctuations in fluo-
rescence over time (57). Such measurements require a sensitive
photodetector, a dilute sample (∼nM) and a sampling volume
with femptoliter dimensions. The observation volume can be
generated using a laser focused to a diffraction-limited spot
with a confocal pinhole placed in front of the detector, mul-
tiphoton illumination, or TIRF excitation in conjunctions with
a pinhole. A notable strength of FCS is its sensitivity to flu-
orescence fluctuations over a wide range of timescales, from
fast kinetics corresponding to photophysical properties of fluo-
rescent proteins to the diffusion of proteins in cell membranes
(58). In addition, FCS measurements can be collected within
user-defined regions in an individual cell or artificial membrane
vesicle, which allows for comparison of protein or lipid dynam-
ics in distinct membrane environments (15). FCS can also be
used to measure kinetic rate constants, for example, the associ-
ation and dissociation of fluorescently labeled molecules from
the plasma membrane (49).

The fluorescence fluctuations measured by FCS can be ana-
lyzed in several ways. The most common technique, autocorre-
lation analysis, provides information about characteristic diffu-
sion time of fluorescent molecules through the observation vol-
ume. It also reports on the average number of molecules present
in the observation volume, and thus the concentration of fluo-
rescent moleculesn (14, 49, 56, 57). Other types of FCS analysis
can be used to analyze molecular brightness and the oligomeric
state of the fluorescent molecule. Finally, cross-correlation FCS
monitors fluctuations jointly from molecules labeled with two
or more different fluorophores. This technique provides a pow-
erful approach to assay for intermolecular interactions, because
molecules that are bound either directly or indirectly to one
another should diffuse as a single unit (8, 59).

Whereas FCS measures fluorescence fluctuations over time, a
related technique, ICS, measures fluorescence fluctuations over
space, in particular from images collected using a laser-scanning
microscope (56). ICS analysis of pixels within a single image
provides information about protein clustering and density. A
variation of ICS known as image cross-correlation spectroscopy
evaluates the interactions of molecules labeled with different
fluorescent probes. ICS can also be performed on stacks of

images collected as a function of time. This spatial-temporal
version of ICS can be used to monitor slow protein dynamics,
and even be used to generate vector maps of directed protein
movements in living cells (60).

Acknowledgments

I apologize to those whose original research could not be cited
because of space limitations. I thank Maria Kiskowski, Lynne
Lapierre, Erik Snapp, and Michael Edidin for their comments
on the manuscript and Erik Snapp for providing Figure 2.
Supported by R01GM-073846.

References

1. Frye LD, Edidin M. The rapid intermixing of cell surface anti-
gens after formation of mouse-human heterokaryons. J. Cell. Sci.
1970;7:319–335.

2. Singer SJ, Nicolson GL. The fluid mosaic model of the structure
of cell membranes. Science 1972;175:720–731.

3. Saffman PG, Delbrück M. Brownian motion in biological mem-
branes. Proc. Natl. Acad. Sci. USA 1975;72:3111–3113.

4. Saxton MP. Lateral diffusion of lipids and proteins. Curr. Topics
in Membranes 1999;48:229–282.

5. Edidin M. Fluorescence photobleaching and recovery, FPR, in the
analysis of membrane structure and dynamics. In: Mobility and
Proximity in Biological Membranes. Damjanovich S, Edidin M,
Szollosi J, Tron L, Eds.1994. CRC Press, Boca Raton, FL.

6. Jacobson K, Sheets ED, Simson R. Revisiting the fluid mosaic
model of membranes. Science 1995;268:1441–1442.

7. Holowka D, Baird B. Antigen-mediated IGE receptor aggregation
and signaling: a window on cell surface structure and dynamics.
Annu. Rev. Biophys. Biomol. Struct. 1996;25:79–112.

8. Larson DR, Gosse JA, Holowka DA, Baird BA, Webb WW.
Temporally resolved interactions between antigen-stimulated IgE
receptors and Lyn kinase on living cells. J. Cell. Biol. 2005;171:
527–536.

9. Cole NB, Smith CL, Sciaky N, Terasaki M, Edidin M, Lippincott-
Schwartz J. Diffusional mobility of Golgi proteins in membranes
of living cells. Science 1996;273:797–801.

10. Nehls S, Snapp EL, Cole NB, Zaal KJ, Kenworthy AK, Roberts
TH, Ellenberg J, Presley JF, Siggia E, Lippincott-Schwartz, J.
Dynamics and retention of misfolded proteins in native ER mem-
branes. Nat. Cell. Biol. 2000;2:288–295.

11. Kenworthy AK. Fleeting glimpses of lipid rafts: how biophysics
is being used to track them. J. Investig. Med. 2005;53:312–317.

12. Yokoe H, Meyer T. Spatial dynamics of GFP-tagged proteins
investigated by local fluorescence enhancement. Nat. Biotechnol.
1996;14:1252–1256.

13. Henis YI, Rotblat B, Kloog Y. FRAP beam-size analysis to mea-
sure palmitoylation-dependent membrane association dynamics
and microdomain partitioning of Ras proteins. Methods 2006;40:
183–190.

14. Bacia K, Scherfeld D, Kahya N, Schwille P. Fluorescence corre-
lation spectroscopy relates rafts in model and native membranes.
Biophys. J. 2004;87:1034–1043.

15. Korlach J, Schwille P, Webb WW, Feigenson GW. Charac-
terization of lipid bilayer phases by confocal microscopy and
fluorescence correlation spectroscopy. Proc. Natl. Acad. Sci.
1999;96:8461–8466.

8 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Cellular Membranes, Dynamics of

16. Douglass AD, Vale RD. Single-molecule microscopy reveals
plasma membrane microdomains created by protein-protein net-
works that exclude or trap signaling molecules in T cells. Cell
2005;121:937–950.

17. Bonifacino JS, Glick BS. The mechanisms of vesicle budding and
fusion. Cell 2004;116:153–166.

18. Lippincott-Schwartz J, Snapp E, Kenworthy AK. Studying pro-
tein dynamics in living cells. Nature Reviews: Mol. Cell Biol.
2001;2:444–456.

19. Lippincott-Schwartz J, Roberts TH, and Hirschberg K. Secretory
protein trafficking and organelle dynamics in living cells. Annu.
Rev. Cell. Dev. Biol. 2000;16:557–589.

20. Watson P, Jones AT, Stephens DJ. Intracellular trafficking path-
ways and drug delivery: fluorescence imaging of living and fixed
cells. Adv. Drug Deliv. Rev. 2005;57:43–61.

21. Presley JH, Cole NB, Schroer TA, Hirschberg K, Zaal KJM,
Lippincott-Schwartz J. ER-to-Golgi transport visualized in living
cells. Nature 1997;389:81–85.

22. Hirschberg K, Miller CM, Ellenberg J, Presley JF, Siggia ED,
Phair RD, Lippincott-Schwartz J. Kinetic analysis of secre-
tory protein traffic and characterization of Golgi to plasma
membrane transport intermediates in living cells. J. Cell. Biol.
1998;143:1485–1503.

23. Pelkmans L, Puntener D, Helenius A. Local actin polymeriza-
tion and dynamin recruitment in SV40-induced internalization of
caveolae. Science 2002;296:535–539.

24. Pelkmans L, Burli T, Zerial M, Helenius A. Caveolin-stabilized
membrane domains as multifunctional transport and sorting de-
vices in endocytic membrane traffic. Cell 2004;118:767–780.

25. Rink J, Ghigo E, Kalaidzidis Y, Zerial M. Rab conversion as
a mechanism of progression from early to late endosomes. Cell
2005;122:735–749.

26. Teruel MN, Meyer T. Translocation and reversible localization of
signaling proteins: a dynamic future for signal transduction. Cell
2000;103:181–184.

27. Behnia R, Munro S. Organelle identity and the signposts for
membrane traffic. Nature 2005;438:597–604.

28. Presley JF, Ward TH, Pfeifer AC, Siggia ED, Phair RD, Lippincott-
Schwartz J. Dissection of COPI and Arf1 dynamics in vivo and
role in Golgi membrane transport. Nature 2002;417:187–193.

29. Chiu VK, Bivona T, Hach A, Sajous JB, Stilleti J, Wiener H, John-
son RL, Cox AD, Philips MR. Ras signalling on the endoplasmic
reticulum and the Golgi. Nature Cell. Biol. 2002;4:343–350.

30. Goodwin JS, Drake KR, Rogers C, Wright L, Lippincott-Schwartz
J, Philips MR, Kenworthy AK. Depalmitoylated Ras traffics to and
from the Golgi complex via a nonvesicular pathway. J. Cell. Biol.
2005;170:261–272.

31. Bivona TG, Quatela SE, Bodemann BO, Ahearn IM, Soskis MJ,
Mor A, Miura J, Wiener HH, Wright L, Saba SG, Yim D, Fein A,
Perez de Castro I, Li C, Thompson CB, Cox AD, Philips MR. PKC
regulates a farnesyl-electrostatic switch on K-Ras that promotes its
association with Bcl-XL on mitochondria and induces apoptosis.
Mol. Cell. 2006;21:481–493.

32. Haughland RP. The Handbook— A Guide to Fluorescent Probes
and Labeling Technologies. 2005.

33. Maier O, Oberle V, Hoekstra D. Fluorescent lipid probes: some
properties and applications (a review). Chem. Phys. Lipids 2002;
116:3–18.

34. Marks DL, Singh RD, Choudhury A, Wheatley CL, Pagano RE.
Use of fluorescent sphingolipid analogs to study lipid transport
along the endocytic pathway. Methods 2005;36:186–195.

35. Kuerschner L, Ejsing CS, Ekroos K, Shevchenko A, Anderson KI,
Thiele C. Polyene-lipids: a new tool to image lipids. Nat. Methods
2005;2:39–45.

36. Wustner D. Fluorescent sterols as tools in membrane biophysics
and cell biology. Chem. Phys. Lipids 2007;146:1–25.

37. Schmid JA, Neumeier H. Evolutions in science triggered by green
fluorescent protein (GFP). Chembiochem. 2005;6:1149–1156.

38. Shaner NC, Steinbach PA, Tsien RY. A guide to choosing fluo-
rescent proteins. Nat. Methods 2005;2:905–909.

39. Lukyanov KA, Chudakov DM, Lukyanov S, Verkhusha VV.
Innovation: Photoactivatable fluorescent proteins. Nat. Rev. Mol.
Cell. Biol. 2005;6:885–891.

40. Kogure T, Karasawa S, Araki T, Saito K, Kinjo M, Miyawaki A.
A fluorescent variant of a protein from the stony coral Montipora
facilitates dual-color single-laser fluorescence cross-correlation
spectroscopy. Nat. Biotechnol. 2006;24:577–581.

41. Olenych SG, Claxton NS, Ottenberg GK, Davidson MW. The
fluorescent protein color palette. In: Current Protocols in Cell Bi-
ology. Bonifacino JS, Dasso M, Harford JB, Lippincott-Schwartz
J, Yamada KM, eds. 2006. John Wiley & Sons, Inc. New York.

42. Giepmans BN, Adams SR, Ellisman MH, Tsien RY. The fluores-
cent toolbox for assessing protein location and function. Science
2006;312:217–224.

43. Chen I, Howarth M, Lin W, Ting AY. Site-specific labeling of cell
surface proteins with biophysical probes using biotin ligase. Nat.
Methods 2005;2:99–104.

44. Gronemeyer T, Godin G, Johnsson K. Adding value to fu-
sion proteins through covalent labelling. Curr. Opin, Biotechnol.
2005;16:453–458.

45. Griffin, BA, Adams, SR, and Tsien, RY. Specific covalent label-
ing of recombinant protein molecules inside live cells. Science
1998;281:269–272.

46. Pinaud F, Michalet X, Bentolila LA, Tsay JM, Doose S, Li JJ,
Iyer G, Weiss S. Advances in fluorescence imaging with quantum
dot bio-probes. Biomaterials 2006;27:1679–1687.

47. Piston DW. Imaging living cells and tissues by two-photon exci-
tation microscopy. Trends Cell. Biol. 1999;9:66–69.

48. Axelrod D. Total internal reflection fluorescence microscopy in
cell biology. Methods Enzymol. 2003;361:1–33.

49. Thompson NL, Steele BL. Total internal reflection with fluores-
cence correlation spectroscopy. Nat. Protoc. 2007;2:878–890.

50. Sund SE, Axelrod D. Actin dynamics at the living cell submem-
brane imaged by total internal reflection fluorescence photobleach-
ing. Biophys. J. 2000;79:1655–1669.

51. Stephens DJ, Allan VJ. Light microscopy techniques for live cell
imaging. Science 2003;300:82–86.

52. Jaiswal JK, Simon SM. Imaging single events at the cell mem-
brane. Nat. Chem. Biol. 2007;3:92–98.

53. Axelrod D, Koppel DE, Schlessinger J, Elson E, Webb WW.
Mobility measurement by analysis of fluorescence photobleaching
recovery kinetics. Biophys. J. 1976;16:1055–1069.

54. Chen Y, Lagerholm BC, Yang B, Jacobson K. Methods to measure
the lateral diffusion of membrane lipids and proteins. Methods
2006;39:147–153.

55. Lippincott-Schwartz J, Altan-Bonnet N, Patterson G. Photobleach-
ing and photoactivation: following protein dynamics in living
cells. Nat. Cell Biol. 2003;7–14.

56. Bates IR, Wiseman PW, Hanrahan JW. Investigating mem-
brane protein dynamics in living cells. Biochem. Cell. Biol.
2006;84:825–831.

57. Elson EL. Quick tour of fluorescence correlation spectroscopy
from its inception. J. Biomed. Opt. 2004;9:857–864.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 9



Cellular Membranes, Dynamics of

58. Kohl T, Schwille P. Fluorescence correlation spectroscopy with
autofluorescent proteins. Adv. Biochem. Eng. Biotechnol. 2005;95:
107–142.

59. Haustein E, Schwille P. Fluorescence correlation spectroscopy:
novel variations of an established technique. Annu. Rev. Biophys.
Biomol. Struct. 2007;36:151–169.

60. Hebert B, Costantino S, Wiseman PW. Spatiotemporal image cor-
relation spectroscopy (STICS) theory, verification, and application
to protein velocity mapping in living CHO cells. Biophys. J.
2005;88:3601–3614.

61. Snapp E Design and use of fluorescent fusion protiens in biology.
In: Current Protocols in Cell Biology. Bonifacino J, et al., eds.
2005. John Wiley and Sons, Inc., New York.

62. Goodwin JS, Kenworthy AK. Photobleaching approaches to inves-
tigate diffusional mobility and trafficking of Ras in living cells.
Methods 2005;37:154–164.

Further Reading
Edidin M. Lipids on the frontier: a century of cell-membrane bilayers.

Nature Revi. Mol. Cell. Biol. 4:414–418.
Gennis RB. Biomembranes. 1989. Springer-Verlag, New York.
Jans DA. The Mobile Receptor Hypothesis. 1997. Chapman & Hall,

New York.

Lodish H, Berk A, Matsudaira P, Kaiser CA, Kreiger M, Scott MP,
Zipursky SL, Darnell J. Molecular Cell Biology. 2004. WH Freemand
and Company, New York.

Waters JC. Live-cell fluorescence imaging. Methods Cell.Biol. 2007;81:
115–140.

See Also

Imaging Techniques: Overview of Applications in Chemical Biology
Lipid Bilayers, Properties of
Membrane Assembly in Living Systems
Membranes, Fluidity of
Membrane Trafficking

10 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Advanced Article

Article Contents

• Biologic Background

• Classes of Chaperone

Molecular Chaperones
R. John Ellis, University of Warwick, Coventry, United Kingdom

doi: 10.1002/9780470048672.wecb068

The generic tendency of proteins to aggregate into nonfunctional, and
sometimes cytotoxic, structures poses a universal problem for all types of
cells. This problem is exacerbated by the high total concentrations of
macromolecules found within most intracellular compartments, but it is
solved by the actions of certain proteins that function as molecular
chaperones. Different chaperones act by distinct mechanisms on both the
folding of polypeptide chains and their subsequent assembly into
oligomeric structures. Many chaperones, but not all, are also stress (or heat
shock) proteins because the need for a chaperone function increases under
stress conditions that cause proteins to unfold.

Proteins have evolved over billions of years to function inside
highly complex, intracellular environments, but their properties
commonly are studied after purification and after exposure to
much simpler and very different conditions in the test tube.
Christian Anfinsen received the Nobel Prize for chemistry in
1972 for discovering that some purified denatured proteins will
refold into their biologically active conformations when the con-
centration of the denaturing agent is lowered (1). This classic
type of refolding experiment has been repeated many times, and
it is clear that most proteins are capable of refolding correctly
in dilute media in the absence of either other macromolecules
or an added energy source. The same conclusion applies to the
assembly of large multisubunit structures such as viruses and
ribosomes. These observations were codified in the statement
that proteins are capable of spontaneous self-assembly, the term
“assembly” is used here to describe both the folding of individ-
ual polypeptide chains and their association into oligomers. The
principle of protein self-assembly states that all the information
for a protein chain to reach its correct conformation is encoded
in its aminoacyl sequence and is an important corollorary of
the central dogma of molecular biology. If self-assembly did
not occur, molecular biology would be in deep trouble because
it would have to be postulated that protein folding and assem-
bly requires direction by an external agent. Generally, it was
assumed that proteins also fold and assemble spontaneously in-
side the cell, but observations made in the late 1970s and early
1980s challenged this assumption. Some proteins were found
to bind to preexisting native proteins before folding or after
folding but before assembling. Such binding prevents the pro-
teins from aggregating into nonfunctional structures, which is
a problem aggravated by the macromolecular crowding found
in most intracellular compartments (2, 3). The term “molecular
chaperone” (often abbreviated to “chaperone”) was proposed
to describe these helper proteins (4, 5), and the concept ad-
vanced that all cells require a chaperone function to prevent
some proteins from misbehaving (6). Thus the original view

that proteins fold and assemble inside the cell by a process of
spontaneous self-assembly has been replaced by the concept
that many proteins use an assisted self-assembly process. Note
that the concept of protein self-assembly itself is unaffected by
this change of paradigm—proteins contain all the information
required for their correct folding and assembly. Their problem
is to avoid aggregation.

Biologic Background
Protein aggregation is defined as the association of two or
more polypeptide chains to form nonfunctional structures. Some
aggregates are cytotoxic and cause neurodegenerative disease.
Protein aggregation is at least a second-order process, so it
is very sensitive to the concentration of interacting chains.
Aggregation is also a highly specific process, so that only
identical or very similar chains aggregate with one another.
Because the free energy difference between folded and unfolded
states is small, most folded proteins are stable only marginally
and are easily unfolded into aggregation-prone states. All cells
require a chaperone function to combat aggregation because
two universal features of the intracellular environment, where
proteins fold and assemble, aggravate both of these properties
of aggregation. These features are the synthesis of proteins on
polyribosomes and macromolecular crowding.

Polyribosomes
The linear deoxyribonucleotide sequence information encoded
in genes is copied into a linear sequence of ribonucleotides in
messenger RNA (mRNA) by the process of transcription. Ri-
bosomes bind one at a time near to the 5′ end of each mRNA
molecule and translate the ribonucleotide base sequence into an
aminoacyl sequence according to the genetic code. Each mRNA
is bound to more than one ribosome at a time, forming a polyri-
bosome, often abbreviated to polysome. Typically the rate of
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polypeptide chain synthesis is between 5 and 20 amino acid
residues added per second, but the rate of protein folding is
much faster. Thus, incomplete chains may fold into nonfunc-
tional conformations before the entire chain is made. The fact
that polypeptide chains are made by polysomes ensures that
partly folded identical chains are within touching distance when
are synthesized, which results in the possibility that chains may
aggregate with one another. The advantage of simultaneously
making several polypeptide chains from one molecule of mRNA
has been earned at the risk of both misfolding and aggregation.
Some chaperones reduce this risk by binding to incomplete and
newly synthesized polypeptide chains before they complete their
folding.

Macromolecular crowding

This term is used to highlight that the total concentration of
macromolecules inside cells is very high, which is in the range
80–400 g/L. Such high total concentrations occur in all intra-
cellular compartments where proteins fold and assemble. Gen-
erally, it is not appreciated that such a degree of crowding
stimulates macromolecular association reactions, by levels that
can be two to three orders-of-magnitude greater than those in
uncrowded media (2, 3). Such association reactions include pro-
tein aggregation, and during some, but not all, protein refolding
experiments, a fraction of the chains aggregate with one another,
even though such experiments are almost always done in un-
crowded media. Refolding experiments show the concentration
and temperature-dependence of protein aggregation, so protein
chemists solve this problem by reducing the concentration of
chains and lowering the temperature. Cells cannot do this but
employ molecular chaperones to combat the enhanced tendency
to aggregate, which is caused by macromolecular crowding.

Origin of the molecular chaperone
concept

The term “molecular chaperone” first appeared in 1978 to de-
scribe the properties of a nuclear protein called nucleoplasmin
found in amphibian eggs (4). This protein assists the assem-
bly of nucleosomes from histones and DNA that occurs when
these eggs divide rapidly after fertilization. Nucleosomes are
held together by the electrostatic bonds that are disrupted by
high concentrations of salt. If the isolated histones and DNA are
then incubated together at physiologic concentrations of salt, a
dramatic failure of self-assembly exists—an insoluble aggregate
forms instead of nucleosomes. Eggs solve this problem by pro-
ducing large amounts of the acidic protein nucleoplasmin that
binds to the histones, thereby reducing their high surface pos-
itive charge density and allowing their intrinsic self-assembly
properties to predominate over their tendency to aggregate (4).
The term “molecular chaperone” appears in the discussion of
Reference 4 to describe the role of nucleoplasmin to prevent
incorrect ionic interactions between histones and DNA but with-
out forming part of the assembled nucleosome. The parallels
with the properties of the human chaperone are obvious. Thus,
the common perception that chaperones are concerned solely
with assisting protein folding is incorrect and has been incor-
rect since this subject began. Recent work on the mechanism

of action of those chaperones that assist assembly rather than
folding has been reviewed (7).

In the 1980s, two reports suggested that some newly syn-
thesized polypeptide chains bind to other preexisting proteins
before they completed their assembly into functional complexes
(8, 9). The first report led to a general concept of the molec-
ular chaperone function, which was proposed as a useful and
an accurate way to describe the function of a diverse class of
proteins postulated to assist folding and assembly processes in
all cells (5). The second report established that at least one fam-
ily of chaperone functions at the level of protein folding rather
than at the level of protein assembly (9). The term “molecular
chaperone” is now in general use, but it is often applied uncrit-
ically by those unfamiliar with the origins of the concept or the
definitions that are available.

Definitions
The molecular chaperone function currently is defined as the
ability of all cells to prevent and/or reverse incorrect interac-
tions that may result when potentially interactive surfaces are
exposed to the environment (7). These surfaces occur on grow-
ing and newly released polypeptide chains, on mature proteins
unfolded by environmental stresses, and on folded proteins in
near-native and native conformations. The same concept applies
to other macromolecules that can undergo incorrect interactions,
especially RNA. Incorrect interactions are defined as those that
result in products that do not carry out the functions for which
they have been selected in evolution.

Molecular chaperones currently are defined as a large and
diverse group of proteins that share the functional property
of assisting the noncovalent folding/unfolding and the assem-
bly/disassembly of other macromolecular structures but are not
components of these structures when these are performing their
normal biologic functions (7). This definition differs from the
original one (6) in that includes unfolding and disassembly pro-
cesses. This change was necessary because of the discovery that
some chaperones are required for processes such as the remodel-
ing of chromatin during fertilization, the disassembly of clathrin
cages, and the dissolution of insoluble aggregates. Some molec-
ular chaperones are also stress or heat shock proteins (hsp),
because the requirement for chaperone function increases under
conditions such as heat shock and other environmental stresses
that cause some proteins to unfold and aggregate.

The above definition of molecular chaperone is entirely func-
tional and contains no constraints on the mechanisms by which
different chaperones may act. The term “noncovalent” is used to
exclude those proteins that carry out posttranslational covalent
modifications. Protein disulfide isomerise may seem to be an
exception, but it is both a covalent modification enzyme and a
molecular chaperone. It is helpful to think of a molecular chap-
erone as a function rather than as a molecule. Thus, no reason
exists why a chaperone function should not be a property of the
same molecule that has other functions. Other examples include
peptidyl-prolyl isomerase, which possesses both enzymatic and
chaperone activities in different regions of the molecule, and the
alpha-crystallins, which combine two essential functions in the
same molecule in the lens of the eye–contributing to the trans-
parency and the refractive index required for vision as well
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as to the chaperone function that combats the loss of trans-
parency as the protein chains aggregate with increasing age.
The proteasome particle has a chaperone-like activity involved
in unfolding proteins prior to their proteolysis. A recent pro-
posal is that some chaperones also possess extracellular cell–cell
signaling functions, based on many experiments that show that
some exogenously applied chaperones elicit responses from cul-
tured cells (10). It remains an open question as to how many
other effects chaperones may have.

Classes of Chaperone

It is convenient to divide chaperones into two broad classes:
those that assist the folding of newly synthesized or stress-
denatured proteins and those that assist the assembly of oligo-
meric structures. Some of these chaperones are highly specific
for their protein substrates, whereas others are not. Many
proteins have been termed chaperones, usually on the basis of
their in vitro properties, but no comprehensive list is available.

Chaperones involved in protein
folding–small chaperones

Some chaperones assist the folding of both nascent chains bound
to ribosomes, newly synthesised chains released from ribosomes
(i.e., in both cotranslational and posttranslational modes), as
well as mature proteins unfolded by environmental stresses and
some membrane proteins (11–12–13). The chaperones working
in these cotranslational and posttranslational modes are distinct,
and they can be termed small and large chaperones, respectively,
because this is a case where size is important for function.
Small chaperones are less than 200 kDa in size and include
trigger factor, nascent chain-asssociated complex, prefoldin, the
hsp70 and hsp40 families, and their associated cochaperones.
Cochaperones are defined as proteins that bind to chaperones to
modulate their activity; they may or may not also be chaperones
in their own right. Large chaperones are more than 800 kDa in
size and include the thermosome in Archaea, GroE proteins
in bacteria and the eukaryotic organelles evolutionarily derived
from them, and the tailless complex polypeptide-1 (TCP-1) or
TRiC complexes and associated cochaperones in the cytosol of
Eukarya. The large chaperones are related evolutionarily and are
referred to collectively as the chaperonins. In the endoplasmic
reticulum lumen of eukaryotic cells, no large chaperones exist,
but small chaperones do exist, such as BiP (a hsp70 homologue),
calnexin, calreticulin, and protein disulphide isomerase that
assist the folding of chains transported into the lumen after
synthesis in the cytosol. Table 1 lists some of the chaperones
that assist protein folding in various intracellular compartments,
whereas Fig. 1 illustrates those chaperones that assist protein
folding in the cytosol.

Small chaperones bind transiently to small hydrophobic re-
gions (typically seven or eight residues long) on both nascent
and completed newly synthesized chains, and thus, they prevent
aggregation both during and after chain elongation by shielding
these regions from one another (11, 12). Trigger factor (48 kDa)
is the first chaperone to bind to nascent chains in prokaryotes

because it is associated with the ribosomal large subunit at the
tunnel from which the chains emerge (14). A cell of Escherichia
coli contains about 20,000 copies of this chaperone, which
is enough to bind to all nascent chains. Trigger factor shows
peptidyl-prolyl isomerase activity and contains a hydrophobic
groove that binds transiently to regions of the nascent chain en-
riched in aromatic residues. It binds to nascent chains as short
as 57 residues and dissociates in an ATP-independent manner
after the chain is released from the ribosome; this binding does
not require prolyl residues in the nascent chain. The isomerase
activity may provide a means to keep nascent chains that con-
tain prolyl residues in a flexible state. The eukaryotic cytosol
lacks the trigger factor, but its function may be replaced by that
of a heterodimeric complex of 33-kDa and 22-kDa subunits,
termed the nascent chain-associated complex. Like the trigger
factor, this complex binds transiently to short nascent chains,
but unlike the trigger factor, it does not possess peptidyl-prolyl
isomerase activity.

Cells lacking the trigger factor show no phenotype, but this
is because its function can be replaced by that of the other
major small chaperone, hsp70 (15). The hsp70 family has many
70-kDa proteins distributed between the cytoplasm of bacteria
and some Archaea, the cytosol of Eukarya, and eukaryotic
organelles such as the endoplasmic reticulum, mitochondria, and
chloroplasts. Some members are also stress proteins. Unlike the
trigger factor, most hsp70 members do not bind to ribosomes
but do bind to short regions of hydrophobic residues exposed
on nascent and newly synthesized chains. Such regions occur
statistically about every 40 residues and are recognized by a
peptide-binding cleft in hsp70.

Most information is available about the hsp70 member in
E. coli , termed DnaK. Like all hsp70 chaperones, DnaK con-
tains an ATPase site and occupation of this site by ATP promotes
rapid but reversible peptide binding. ATP hydrolysis tightens the
binding through conformational changes in DnaK. The cycling
of ATP between these states is regulated by a 41-kD cochaper-
one of the hsp40 family, termed DnaJ in E. coli , and GrpE, a
nucleotide exchange factor that is a cochaperone but not a chap-
erone. DnaJ binds to DnaK through its J domain and increases
the rate of ATP hydrolysis, which facilitates peptide binding.
DnaJ, like all the hsp40 proteins, acts as a chaperone in its
own right because it also binds to hydrophobic peptides. Thus,
DnaK and DnaJ cooperate to bind each other to nascent chains;
all hsp70 chaperones are thought to cooperate with hsp40 chap-
erones. The role of GrpE is to stimulate release of ADP from
DnaK, which allows the latter to bind another molecule of ATP
and to release the peptide. In the eukaryotic cytosol, the role
of GrpE is fulfilled by an unrelated cochaperone called Bag-1.
Some Archaea lack hsp70 proteins, but it is speculated that their
role in protein folding may be replaced by that of an unrelated
chaperone called prefoldin.

Enough DnaK is in a cell of E. coli for one molecule to bind
to each nascent chain. DnaK binds to longer chains than the
trigger factor, and so it probably binds after the trigger factor.
When the gene for the trigger factor is deleted, the fraction
of nascent and newly synthesized chains that bind to DnaK
increases from about 15% to about 40%. However, removal
of the genes for both the trigger factor and the DnaK in the
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Table 1 Chaperones that assist protein folding

Other names

Family Eukaryotes Prokaryotes Functions

hsp100 hsp104, 78 ClpA/B/X Disassembly of oligomers and aggregates
hsp90 hsp82, hsp83, Grp94 HtpG Regulation of assembly of steroid receptors and

signal transduction proteins
hsp70 hsc70, Ssa1-4, Ssb1-2,

BiP, Grp75
DnaK, Hsc66 Absent

from many
Archaea

Prevention of aggregation of unfolded protein
chains

Chaperonins hsp60, TRiC, CCT,
TCP-1, Rubisco
subunit binding
protein

GroEL, GroES Sequestering partly folded chains inside central
cage to allow completion of folding in
absence of other folding chains

hsp40 Ydj1, Sis1, Sec63p,
auxilin, zuotin,
Hdj2

DnaJ Stimulation of ATPase activity of hsp70

Prefoldin GimC Absent from Bacteria
Present in Archaea

Prevention of aggregation of unfolded protein
chains

Trigger factor Absent from Eukarya Present Binding to nascent chains as they emerge from
ribosome

Calnexin,
calreticulin

Present Absent from
prokaryotes

Binding to partly folded glycoproteins; located
in ER membrane and lumen, respectively

Nascent
chain-associated
complex (NAC)

Present Absent from
prokaryotes

Binding to nascent chains as they emerge from
ribosome

PapD Absent from Eukarya Present in some Prevention of aggregation of subunits of pili
Membrane

chaperones
Shr3p Gsf2p Pho68p

Chs7p
Prevent aggregation of some integral polytopic

membrane proteins

same cell causes the aggregation of many newly synthesized
chains and is lethal to the cell (15). This observation suggests
that the redundancy of important control systems is as good
a design principle for cells as it is for passenger planes. An
exception to this principle is the GroEL chaperone (see the
discussion in the next section), whose gene is essential for
the survival of E. coli . Small chaperones function essentially
by reducing the time that potentially interactive surfaces on
neighboring chains are exposed by cycling these chains on and
off until they have folded; they do not seem to change the
conformation of the chains. The other major class of chaperones
involved in protein folding, however, functions by a much more
sophisticated mechanism enabled by its large size.

Large chaperones involved in protein
folding–the chaperonins
Most information is available for GroEL and GroES, the chap-
eronin and cochaperonin found in E. coli , but the general prin-
ciples of their mechanism (Fig. 2) are suspected to apply also
to the thermosome found in Archaea and to the TCP-1 complex
(also called the TRiC or CCT complex) found in the eukary-
otic cytosol. GroEL (800 kDa) consists of two heptameric rings
of identical 57-kDa ATPase subunits stacked back to back,
which contain a cage in each ring (17). The term “cage” is
used because the walls surrounding each central cavity contain
gaps, perhaps to allow water to enter and to exit. Each subunit

contains three domains. The equatorial domain contains the nu-
cleotide binding site and is connected by a flexible intermediate
domain with the apical domain. The latter presents several hy-
drophobic side chains at the top of the ring oriented toward the
cavity of the cage, which is an arrangement that permits either
a partly folded polypeptide chain or a molecule of GroES to
bind but prevents binding to another GroEL oligomer.

GroES is a single heptameric ring of 10-kDa subunits that
cycle on and off either end of the GroEL in a manner regulated
by the ATPase activity of GroEL. At any one time GroES
is bound to only one end of GroEL, leaving the other end
free to bind a partly folded polypeptide chain after its release
from the ribosome. GroEL does not bind to nascent chains,
but TCP-1 may do so. The two rings of GroEL are coupled
by negative allostery so that only one ring at a time binds the
nucleotide, but within each ring, the binding of the nucleotide
is cooperative. When either ADP or ATP is bound to one
GroEL ring, the GroES sits on top of this ring, which is now
called the cis ring. The binding of GroES triggers a large
rotation and upward movement of the apical domains, which
results in an enlarged cage and a change in its internal surface
properties from hydrophobic to hydrophilic. This enlarged cage
can accommodate a single partly folded compact polypeptide
chain up to about 60 kDa in size, perhaps depending on shape.

The reaction cycle starts with a GroEL–GroES complex
containing ADP bound to the cis ring (Fig. 2, step 1). The
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Figure 1 Models for the chaperone-assisted folding of newly synthesized polypeptides in the cytosol. (a) Bacteria. TF, trigger factor; N, native protein.
Most nascent chains probably interact with TF, and most small proteins (about 65–80% of total chain types) may fold rapidly during synthesis without
additional chaperone assistance. Longer chains (10–20% of total chain types) interact subsequently with DnaK and DnaJ and fold after one or several
cycles of ATP-dependent binding and release. About 10–15% of total chains fold within the chaperonin GroEL/GroES system. GroEL does not bind to
nascent chains and is likely to receive its substrates after their release from DnaK. (b) Archaea. PFD, prefoldin; NAC, nascent-chain associated complex.
Only some archaeal species contain DnaK/DnaJ. The existence of a ribosome-bound NAC homologue and the binding of prefoldin to nascent chains have
not been shown. (c) Eukarya.. Like TF, NAC probably interacts with many nascent chains. Most smaller chains may fold without additional chaperone
assistance. About 15–20% of chains reach their native states after assistance by hsp70 and hsp40, and a specific fraction of these are then transferred to
hsp90. About 10% of chains are passed to the TRiC system in a reaction involving PFD. Reprinted from Reference (12) with permission from the American
Association for the Advancement of Science.

hydrophobic residues on the apical domains on the other ring,
now called trans , bind to hydrophobic residues exposed on a
partly folded polypeptide chain, presumably after the release
of small chaperones from this chain. GroES and ATP then
bind to this ring, thereby converting it into a new cis ring
and causing the release of GroES and ADP from the old cis
ring (Fig. 2, step 2). This binding of GroES to the trans ring
displaces the bound polypeptide into the cavity of the cage
because some hydrophobic residues of the apical domains that
bind the polypeptide are the same residues that bind GroES.
The displaced chain lying free in the cavity of the cage now has
10–15 seconds to continue folding, a time that is set by the slow
but cooperative ATPase activity of the seven subunits in each
ring (Fig. 2, step 3). The chain continues its folding sheltered in
a hydrophilic environment that contains no other folding chain.
Many denatured polypeptide chains will fold completely within
15 seconds in the classic Anfinsen renaturing experiment carried
out in a test tube instead of inside GroEL. It is for this reason
that this mechanism has been called the “Anfinsen cage model.”

The binding of ATP and GroES to the new trans ring triggers
the release of GroES and ADP from the cis ring that contains
the polypeptide chain, which allows the latter to diffuse out of
the cage into the cytoplasm. If this chain has internalized its
hydrophobic residues, it remains free in the cytoplasm (Fig. 2,
step 4). But any chain that still exposes hydrophobic residues
rebinds back to the same ring for another round of encapsulation
(Fig. 2, step 5). Rebinding to the same ring rather than to the

ring of another GroEL oligomer is favored by the crowding
effect created by the high concentration of macromolecules in
the cytoplasm and reduces the risk that partly folded chains will
meet one another in the cytoplasm in a potentially disastrous
encounter.

This model was proposed to explain the results of many in-
genious in vitro experiments, but recent genetic studies confirm
the importance of the Anfinsen cage mechanism in intact cells.
Mutants in which the mechanism is prevented by blockage of
the entrance to one ring of each GroEL oligomer are viable,
but the cells form colonies only 10% the size of the wild-type
colonies (18). That these mutants are viable at all suggests that
the ring whose entrance is not blocked is acting like the small
chaperones, i.e., reducing aggregation by binding and releasing
from the hydrophobic regions on newly synthesized chains.

An unexpected, added advantage of the Anfinsen cage mech-
anism is that for proteins in a certain size range, encapsulation
in the cage increases the rate of folding compared with the rate
observed in free solution under conditions where aggregation
is not a problem. Thus, the rate of folding of bacterial rubisco
(50 kDa) is increased fourfold by encapsulation, whereas that of
rhodanese (33 kDa) is not affected; alterations of the cavity size
have different effects, depending on the size of the encapsulated
protein (19). This effect can be explained in terms of a type
of macromolecular crowding called confinement, in which the
promixity of the walls of the confining cage stabilizes compact
conformations more than extended ones, and so it enhances the
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Figure 2 Mechanism of action of the GroEL/GroES system in E.coli. P, unfolded polypeptide chain. N, native folded chain. For details, see text. Reprinted
from Reference (16), Copyright 2003 with permission from Elsevier.

rate of interactions that lead to compaction of the folding chain.
Current estimates suggest that the fraction of newly synthesized
polypeptide chains that bind in vivo to either hsp70 proteins or
the chaperonins is in the range 10–20%. Whether most newly
synthesized chains bind to other, as yet undiscovered, chaper-
ones or fold unassisted because their sequences have evolved
to avoid aggregation is unknown. Nor is it understood what de-
termines that only a few defined polypeptides bind to GroEL in
the intact cell. Some mycoplasmas lack genes for GroEL and
GroES, perhaps because the limited number of proteins they
contain do not include ones prone to aggregation.

Chaperones assisting oligomeric
assembly

The nuclear compartment contains high concentrations of nega-
tively charged nucleic acids bound to positively charged proteins
that together form chromatin and various ribonucleoprotein par-
ticles. Besides nucleoplasmin, several other chaperones assist
the assembly and disassembly of these structures by prevent-
ing incorrect ionic interactions between them, whereas cytosolic
assembly chaperones assist the assembly of ribosomes, pro-
teasomes, and proteins such as hemoglobin (7, 20, 21). The
continuing emphasis on the role of chaperones in protein folding
may explain the relative dearth of information about assembly
chaperones.

Common misconceptions

As with any new field, misconceptions abound. The literature
contains statements of the form “chaperones fold proteins,”
which suggests to the uninitiated that chaperones possess steric
information essential for protein folding; such grammatical
forms should be avoided. Molecular chaperones and stress pro-
teins are sometimes used as though they were interchangeable

categories, but although many proteins share both chaperone
and stress functions, this is not the case. A common error is to
use the term “chaperonin” as synonymous with the term “chap-
erone,” but it should be noted that the chaperonins are just one
particular family of chaperone defined by sequence similarity,
i.e., the family that contains GroEL, hsp60, and TCP-1. The
occasional use of the nonsense term “molecular chaperonin” in
some respectable journals suggests that some people use these
terms casually and without reference either to their meaning or
to their history. It should be obvious that the word “molecular”
is used to qualify “chaperone” because in common usage, “chap-
erone” refers to a person. So the term “molecular chaperonin”
is as nonsensical as the term “molecular immunoglobulin.”

Another common misconception is that molecular chaperones
are necessarily promiscuous, i.e., that each assists the assembly
of many different types of polypeptide chains. This assumption
is true for the hsp70, hsp40, and GroE chaperonin families but
not for hsp90, PapD, hsp47, Lim, Syc, ExbB, PrtM/PrsA, and
prosequences, which are specific for their substrates. Similarly,
it is not a universal property of chaperones that they hydrolyze
ATP; hsp100, hsp90, and hsp70, and the chaperonins hydrolyse
ATP, but they trigger factor, hsp40, prefoldin, calnexin, protein
disulfide isomerise, and papD do not.

The term “chemical chaperone” has been proposed to de-
scribe small molecules such as glycerol, dimethylsulfoxide, and
trimethylamine N-oxide that act as protein-stabilizing agents.
This terminology is unfortunate and confuses students, because
proteins are also chemicals. This term should be replaced by
the term “kosmotrope” that physical chemists use to describe
small molecules that stabilise proteins.
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The screening of chemical libraries is one of the major sources for new leads
in drug discovery. The large size of chemistry space compared with the
library sizes that are feasible to screen requires careful selection of the
compounds for the screening library to maximize screening success.
Besides issues around technology compatibility and chemical tractability of
the compounds, the main objective is to increase the probability of
obtaining hits for the screened targets. Diversity selection approaches have
often shown only limited success. In the absence of any knowledge, it is
proposed to screen smaller ‘‘lead-like’’ ligands with preference. When
knowledge about the target is available, it can be used for target-focused
compound selection or for library design. In the screening process, physical
high-throughput screening (HTS) can be combined with virtual screening
either to avoid the high-throughput primary screen of the whole library or
to limit false negatives by combining primary HTS and virtual screening
results. Screening an initial subset then using the results obtained to predict
likely hits for subsequent screening rounds in sequential screening can
lessen the number of compounds to be screened, but it causes a greater
logistics effort and has the risk of missing compounds that are not well
represented structurally by the initial set. Data analysis and visualization of
the screening results are a necessary final step of a screening campaign to
ensure that the prioritization of compounds followed up is based on all
available relevant information.

When in vitro biologic assays replaced in vivo animal mod-
els as the first tool to assess biologic activity of molecules in
drug discovery, the possibility existed to test many more com-
pounds than was possible before. This triggered the hope that
the slow process of lead discovery, which relies to a large ex-
tent on medical chemists’ intuition and serendipity, could be
accelerated by a systematic brute-force screening of large col-
lections of chemical compounds, for which the term “chemical
libraries” has been introduced. Consequently, the pharmaceu-
tical industry has built up high-throughput screening (HTS)
facilities (see the article “High Throughput Screening (HTS)
Techniques: Overview of Applications in Chemical Biology”),
in which in vitro assays could be performed in a highly par-
allel, miniaturized, and automated way. With HTS available, it
became not only possible to screen the historically accumulated
compound collections of pharmaceutical companies, but also a
much greater number of compounds exist. This finding triggered

the demand for a highly parallelized and automated synthe-
sis of compounds to feed the HTS machinery (see the articles
“Combinatorial Libraries: Overview of Applications in Chem-
ical Biology” and “Small Molecule Combinatorial Libraries”).
Although large pharmaceutical companies screen compound li-
braries in the magnitude of 106 molecules, this approach is far
away from a systematic brute-force approach because the chem-
istry space is estimated to contain 1013–1060 small molecules
(1). The conservative estimate of 1013 molecules is based on
well-established chemical reactions and commercially available
reagents (2). Extrapolation from a systematic enumeration of all
theoretically viable organic molecules up to 11 non-H atom to-
ward 25 non-H atoms (the average size of drug-like molecules)
suggest the existence of 1027 unique structures (3). Because
only a small subset of the chemistry space can be screened,
the compounds must be chosen appropriately to maximize the
success of the screen. Three groups of criteria for this exist.
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First, the compounds must be compatible with the compound
handling and screening technology used and should not cause
assay artifacts. Second, the library must contain molecules with
the desired activity. Last, once a hit is identified, the molecule
must be optimizable into a drug candidate with suitable effi-
cacy, bioavailability, therapeutic window, and, in the case of
industrial drug discovery, patentability (see the article “Lead
Optimization in Drug Discovery”).

Technology Compatibility
and Optimizability

These two objectives are discussed together because many of
the selection criteria for screening compounds are important
to fulfill both objectives, namely physical chemical properties
and chemical purity and stability. Especially with respect to
optimizability, a violation of the selection criteria discussed here
is not a definite reason for exclusion, but it is a liability of the
compound, which needs to be addressed during the optimization
of the compound that follows the discovery of the hit. The
more such liabilities a compound exhibits, the more difficult
the optimization of a lead compound will be. Also, not every
violation of a technology compatibility criterion is a hard reason
for exclusion, but rather it increases the potential of a compound
to cause artifacts under a certain assay technology; appropriate
experimental procedures are required to detect these artifacts.

Physical-chemical properties

Generally, biologic assays are performed in aqueous solution,
typically in a concentration of up to 50–100 µmol. These solu-
tions are produced by diluting a stock solution of the compound
in dimethylsulfoxide (DMSO) in the millimolar concentration
range with buffer. Therefore the compounds must be soluble
in water and in DMSO under the respective conditions, or a
potential activity of the compound remains undetected or is
underestimated largely. Water solubility is equally important
for bioavailability of the drug, in which sufficiently high blood
plasma levels must be achieved for efficacy. Unfortunately, nei-
ther the experimental determination of water solubility nor its
prediction by computational methods is straightforward, because
both depend not only on the hydrophilicity of compound, but
also on the lattice energy of the crystal (4). Thus, based on
Yalkowski’s equation (5) as a guideline to estimate water sol-
ubility, the logarithm of the octanol–water partition coefficient
(logP) has been used frequently. It can be predicted by summing
up fragment contributions that have been fitted on experimen-
tal data (6) as the ratio between hydrophobic and hydrophilic
fragments. From a high lipophilicity as indicated by a high com-
puted logP (ClogP), it can be concluded that the water solubility
of the neutral compound is low; however, a low ClogP does not
guarantee high water solubility. Protonation of basic groups or
deprotonation of acidic groups lead to ionic species that fre-
quently have higher solubility than neutral compounds.

In this context, it is noteworthy that lipophilicity is not only
related to low aqueous solubility, but also to the tendency of
compounds to form aggregates. Such aggregates can sequester

the enzyme in biochemical assays in an unspecific way and
can lead to the detection of false-positive hits. The exact cause
for the aggregate formation and the mechanism and conditions
of the enzyme sequestration are not understood completely;
however, experimental procedures have been suggested to detect
false positives caused by aggregation (7).

The second property of importance for bioavailability is
the polar surface area (PSA) that is associated with intestinal
absorption and cell membrane penetration by passive transport.
Compounds with a high polar surface are less likely to penetrate
the lipophilic environment of the cell membranes by passive
transport. Like the logP, PSA can be computed by summing
up fragment contributions (8) with H-bonding fragments as the
main contributor.

The role of the physical chemical properties discussed so
far is the rationale behind two popular rules of the thumb to
estimate “drug-likeness”: Lipinski’s rule of-five (9), in which
counts of hydrogen bond donors and acceptors take the place
of the PSA, and the “Egan Egg” (10) (see Table 1).

Chemical purity and stability

To rationalize the results of a screen and to derive structure
activity relationships (SAR) guiding the additional optimization
of the compounds, it is prerequisite that the activity of a
compound sample results from the structure being attributed
to it. This can only be ensured if the compounds included
in the screening collection are reasonably pure. Typical purity
requirements are in the range of 85% to 95%. Impurities that
interfere with the assay technology especially must be avoided.
To remain in that state of purity, the compounds must be
chemically stable under the conditions of storage, and because
the fresh production of screening solutions from powder sample
is not feasible for each individual HTS, the compound must be
stable in DMSO solution over a period of time if the stock
solution is intended to be used.

A chemically unstable compound is also not well suited to
be marketed as a drug; therefore, insufficient chemical stability
is also an issue for optimizability. If the compound contains
chemical groups that are reactive toward DNA, the compound
can become mutagenic, which constitutes another liability for
optimization.

Practically, the stability issue is addressed mostly by the
application of substructural filters to remove compounds with
known labile and reactive functionality. Several sets of sub-
structure filter sets published share a large degree of overlap
(13, 14).

Other reasons for technology
incompatibility

In addition to the general criteria discussed above, each assay
technology can also suffer from technology-specific interference
of chemical compounds. Auto-fluorescent compounds can inter-
fere with any fluorescence-based readout. In assays that use the
biotin–streptavidin interaction, biotin analogs are potential false
positives.
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Table 1 Empirical “rules-of-thumb” to estimate the suitability of compounds at different stages of drug discovery
based on structural properties

Name Rule Purpose Reference

Rule of fives Two or more of the following
conditions violated:
MW ≤ 500 Da
ClogP ≤ 5
HBD ≤ 5
HBA ≤ 0

Estimate whether a compound’s
absorption and membrane
permeation are good enough
to be orally bioavailable

(9)

Egan Egg Ellipse defined in the ClogP and
PSA space.

Estimate whether a compound’s
absorption and membrane
permeation are good enough
to be orally bioavailable

(10)

Lead-likeness MW ≤ 460 Da and
−4 ≤ ClogP ≤ 4.2 and
LogSw ≥ −5 and RTB ≤ 5
and RNG ≤ 4 and HBD ≤ 5
and HBA ≤ 9

Identify compounds that have
the potential to be successful
leads

(11)

Rule of the three MW ≤ 300 Da and ClogP ≤ 3
and HBD ≤ 3 and HBA ≤ 3
PSA ≤ 60 Å2 and RTB ≤ n3

Identify compounds that have
the potential to be successful
fragment screening hits.

(12)

logSw, logarithm of aqueous solubility; RTB , number of rotatable bonds; RNG , number of rings; HBD , number of H-bond
donors; HBA, number of H-bond acceptors; PSA, polar surface area.

Selection of Compounds
with Desired Biologic Activity

In this section, it will be discussed how likely the screening
library is to contain compounds that are active on the targets of
interest. In the absence of any knowledge about the structure of
the target or its ligands, only diversity-based sampling methods
can be used. Knowledge about the target or its target family can
be used for the design of target-(family)-focused library.

Diversity-based strategies

The central hypothesis for all diversity-based strategies of com-
pound selection is the similarity property principle, which states
that molecules with similar structures can be expected to have
similar properties and to bind to the same target proteins (15).
Following this principle, it is only necessary to screen one rep-
resentative out of a group of molecules with similar structures
because the other molecules of the group should have the same
binding behavior as the representative. Consequently, many al-
gorithms exist to select diverse subsets of molecules from a
database that represent the groups of unselected molecules.
These algorithms have been reviewed elsewhere (16, 17) and
only a short overview is provided here. Most methods encode
the molecular structures as a descriptor vector, from which sim-
ilarity coefficients for pairs of molecules can be calculated with-
out aligning the molecules. Then, these similarity coefficients
are used in diversity selection or clustering algorithms (18).
From a clustering solution, a diversity selection is obtained by
choosing one or more representative molecules from each clus-
ter. Each molecule in a diverse subset is expected to represent

the nonselected molecules, and it can be interpreted as the cen-
ter of a cluster formed by its similar neighbors. For the sake of a
more descriptive discussion, the clustering viewpoint is assumed
in the following paragraphs; however, the arguments made can
generalize to other diversity-selecting procedures. Alternative to
clustering, rule-based methods, typically based on the molecu-
lar scaffold, can be used to create partitions of molecules from
which the representatives are selected (19–21).

Despite initially high expectations, diversity-based strategies
for compound selection have shown only limited success. Di-
versity selection from the MDL Drug Data Report (MDDR), a
database that contains only molecules with documented phar-
macological properties, led to an enrichment of covered activity
classes (22). However, diversity selections from a compilation
of screening data that includes inactive molecules did not lead
to an enrichment of targets covered by selected compounds (23).
In a clustering experiment, the intracluster similarity of the IC50

vectors of the compounds measured in a uniform panel of as-
says was not much greater than the intra-group IC50 similarities
of compounds grouped randomly (24).

How can these results be understood? At first, the similarity
property principle is only valid on rather short similarity ranges.
According to a popular rule of thumb, molecules that have
a Tanimoto similarity coefficient of 0.85 calculated over the
Daylight fingerprints are supposed to be very similar; however,
often they differ significantly in their protein binding properties
(25). Also, the inversion of the similarity property principle that
dissimilar molecules should also have dissimilar protein binding
properties is not generally true (26).

Second, the theory that the screening of only one representa-
tive per structural cluster is sufficient to determine the activity of
the cluster assumes that the screening procedure is error free.
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Any error in the screening for the representative molecule is
extrapolated to the whole cluster and leads to its misclassifi-
cation. To compensate screening errors and to determine its
activity safely, it is necessary to screen several representative
molecules from a cluster of molecules with assumed common
biologic activity. A statistical model to determine the number
of representatives that need to be screened per cluster based
on empirically estimated false positive and negative rates has
been published by Harper et al. (27). They described that the
probability that a compound is active is determined by the prod-
uct of the probability πi of the cluster that contains the active
compound (variable from cluster to cluster) and a probability α

that describes the probability of an individual active compound,
provided the cluster is active. In this model, α accounts for the
average error of the screening process that leads to an erroneous
determination of an individual compound’s activity and errors
of the clustering procedures that lead to the erroneous grouping
of a compound to a cluster with different activity. The activity
related to the common “chemotype” or pharmacophore of the
cluster i is described by πI, and even an active cluster with a
high πi is likely to be missed if α is low. If n compounds per
cluster are screened, the probability to find at least one hit if
the cluster is active equals (1-(1-αn)).

The third reason for the limited success of diversity-based
strategies is the low baseline probability for bioactivity, with
hit rates of 0.1% as the typical order of magnitude. In the case
where a clustering was highly predictive of biologic activity,
with active clusters that show a 100-fold enrichment of active
compounds, this would still indicate that, on average, only 10%
of compounds in any given active cluster are active. If the
cluster was sampled with only one compound, the probability
that the cluster is identified correctly as active would only be
10%. This theory is illustrated qualitatively in Fig. 1.

How large should a screening library be?

Because of the inefficiency of an untargeted, diversity-oriented
sampling, it is not possible to determine a meaningful library
size as sufficient to sample the chemistry space. However, one
can only get value out of a screening library that is matched by
adequate resources for screening, compound logistics, and data
handling. The costs for this and for the compounds practically
limit the library size. The statistical model by Harper et al.
(27) predicts the growth of the expected rate of successful
screens. Successful means here that at least one hits series
is found. According to this model the average number of hit
series identified per assay increases linearly with the number
of compounds in the library, assuming the average number
of compounds per series is kept unchanged. However, the
probability of success does not grow linearly with the size of
the library. Each incremental addition of compounds leads to a
smaller increase of the probability of success than the previous
addition of the same number of compounds.

How large should the molecules
in the library be?

The probability of a molecule to match the binding site of
its target is assumed to be dependent on the size of the

Figure 1 Qualitative illustration of a cluster-based sampling of a
compound data set for screening and its impact on finding active
compounds. In the clustering stage, illustrated on the left picture, the
compounds are distributed into clusters and one (centroid) representative
from each cluster is selected for testing. After testing these compounds,
each cluster is attributed as active or inactive, which depends on the
testing outcome of the representative. In cluster A, this works well, and a
cluster with several active compounds (29%) is identified correctly. It is
important to note in this context that even ‘‘active’’ clusters often contain
only 20% of active compounds, which is still a large fraction compared
with the overall baseline probability for bioactivity (19). In the case of
cluster B, the representative was inactive, which leads to the
misclassification of the cluster as inactive although 29% of the compounds
are active. For most of the compounds in this cluster, the prediction that
they would be inactive is correct; the overall outcome is more important
than a false-negative active cluster.

molecule. This relationship is described by the qualitative model
of Hann et al. (28). After an initial increase, the probability that
a ligand matches the binding site in exactly one orientation
decreases with the ligand size. In addition, the number of
potential molecules increases exponentially with the number of
atoms; therefore, with increasing cutoff for the molecular size, it
becomes more and more difficult to sample the chemistry space
(3, 11). On the other hand, the larger the molecule, the more
binding contacts it makes if it fits the binding site perfectly,
which leads to a higher binding affinity (29). The binding
affinity that is required minimally for detection depends on the
sensitivity of the assay. An increase of assay sensitivity leads
to a decrease of the required minimal size for ligands that have
the potential to bind with a detectable affinity. For the reasons
stated above, it makes sense to screen molecules in the size
range that is large enough to allow for a detectable affinity, but
not larger. Lead-likeness criteria have been formulated based
on this finding (see Table 1). In fragment-based screening
(FBS), highly sensitive biophysical assay technologies are used
to detect the binding events of small molecular fragments to
proteins (12). In the molecular size range used in FBS, the hit
rate is, in accordance with the Hann model, much higher than
in conventional biologic assays. The observed affinity is much
lower (30), which requires the fragments to be amenable to
chemical transformation to evolve them to molecules for which
activity can be validated and be optimized using biochemical
assays.

Binding or ligand efficiency (LE) metrics (31), in which
the activity is normalized by the molecular size, have been
introduced to prioritize screening hits. It has been observed
by Hajduk (32) that, during the optimization of a chemical
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series, the ligand efficiency for the best compound after each
optimization step is in most cases constant, what indicates that
an increase of affinity coincides with an increase of molecular
weight (MW). To achieve a final drug candidate with a potency
of less than or equal to 10 nM and a MW less than or equal to
500 Da to comply with Lipinski’s rule, a LE of 0.016 pKi.Da−1

is the minimum requirement. Conventional HTS are typically
sensitive enough to detect compounds Ki in the range of 1 µM.
Assuming that the ligand efficiency is indeed constant for a
chemical series, and only ligands with LE greater than or equal
to 0.016 pKi · Da−1 have the potential to optimized into a
suitable drug candidate, then it would be sufficient to screen
compounds with a maximum MW of 375 Da. Likewise, for a
biophysical fragment screen that can detect KD in the range of
1 mmol/L, a maximum MW of 188 Da would be sufficient if
the binding constant translates into an inhibition constant of the
same order of magnitude. However, the criterion of LE greater
than or equal to 0.016 pKi · Da−1 may not be achievable for
every target. In Reference 32, chemical series exist with lower
LE values that nevertheless went into preclinical development.
It must also be taken into account that a screening with a low LE
can still be a suitable tool compound and may serve as a starting
point to design a scaffold with a higher LE, which has not been
present in the screening library. The definition of optimization
of a chemical series used by Hajduk is very narrow, and it
allows an initial hit fragment to grow but not to have parts of it
removed. In the exploration of HTS hits, pruning operations are
frequent, although an ideal library also would have contained
the compound that resulted from the pruning in the first place.
Therefore, such LE-derived cut-off criteria for screening hits
rarely can be applied stringently.

Target family-focused screening libraries
The limitations of the brute-force sampling of the chemistry
space lead to attempts to identify structures that would have
a greater chance of success. Virtual screening methods are
now well-established technologies (33) (see the article “Com-
putational Approaches in Drug Discovery and Development”).
However, these methods work on individual targets, of which
some knowledge is needed either about protein structure or
about ligands. When assembling a screening library for lead
discovery, the main objective is to design a broadly usable
collection that also contains ligands for targets about which
very little is known. Fortunately, drug targets are not isolated
in the pharmacology space, and many pairs of targets share
some common ligands, especially if they belong to the same
protein family (34). Within a protein family, ligands are often
similar enough that searching for chemical similarity with the
ligands of one representative member also identifies ligands of
the other members without reported activity on the reference
protein (35). According to the SAR homology concept (36),
targets in one family often share similar ligands and similar
SAR behavior. This allows the library design to focus on a tar-
get family rather than an individual target and to leverage the
whole ligand knowledge for a target class (see the article “Target
Family-Biased Compound Library: Optimization, Target Selec-
tion, and Validation”). Typically, chemical similarity searching
is based on the comparison of molecular descriptor vectors with

similarity coefficients (37). Although similarity searching with
the individual ligands and combination of the results by data
fusion can be highly successful (38), the numerical or binary
nature of the descriptor vectors allows a whole range of machine
learning techniques to be applied from other areas of multivari-
ate statistics. Examples of these techniques are binary kernel
discrimators (38), support vector machines (39), emerging pat-
terns (40), naı̈ve Bayesian classifiers (41), and self-organizing
maps (42). Self-organizing maps have become especially popu-
lar because of the intuitive visualization of their results (43, 44).
Often, the results depend strongly on the target class chosen and
the available data. For this reason, one key success factor is to
compile as comprehensive and accurate a reference set as possi-
ble, which requires bioactivity databases that are well integrated
into both bioinformatics databases that describe protein family
membership and chemical databases that characterize the lig-
ands. Although considerable room for improvement still exists
in this sector, a wide range of databases has become available,
and they were reviewed recently (45) (see the article “Small
Molecule, Drug-Target Databases”).

Structure-based virtual screening technologies use the com-
plementarity between the structural features of ligand and its
target protein-binding site. Docking, which tries to predict ex-
plicitly the orientation of a ligand within the binding site (pose)
and to estimate its binding energy (score), is the most frequently
used method and has now become well established (46). How-
ever, a new method uses the target-ligand complementarity for
the generation of predictive models without generating binding
poses (47).

To make docking suitable to identify the ligands of a whole
target family, it is necessary to address the issue of how to deal
with family members without an available protein structure and
how to overcome the inaccuracy of the scoring functions for
the analysis of the docking results. A substantial improvement
of the results can be obtained by using not only the docking
score as a decision criterion to retain or reject a pose, but
also the key interactions between ligand and protein. Based
on binding affinity of known ligand, the scoring weights of
different interactions can be adjusted to reflect the SAR of
the ligands (48). Ligand–protein interactions can be described
by discrete bit vectors comparable with chemical fingerprint
descriptors, which allow the efficient and fast filtering of poses
as described for the design of a kinase-focused library (49).
Recently, a method has been described to train the weights of
interactions in the scoring functions automatically based on a set
of known ligands. This method allowed the authors to predict
not only the activity for the kinase to which the ligand has
actually docked into, but also, by using a training set of activity
data for a second kinase that is different from the one used for
docking, the activity for this second kinase. This method allows
predicting activity for kinases without a known structure (50). It
is an example of a method in which classic docking is combined
with statistical learning. To apply these methods, both protein
structures and activity information over large set of ligands
is required. Even further generalizations of the binding sites
are schematic descriptions of kinase binding sites summarizing
the features of several kinase inhibitor complexes and the
variations in their binding pockets between different kinases
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(51, 52). Such qualitative models have been used successfully to
design kinase-focused libraries. In the case of G-protein coupled
receptors (GPCRs), the structural information is rather sparse;
bovine rhodopsin is the only GPCR for which a crystal structure
is currently available. However, this structure could be used
to determine which residues are positioned within the binding
cavity. A qualitative model has been derived to visualize of the
molecular recognition of ligands in different GPCRs that depend
on the amino acids side chains exposed in the binding site (52).

Although many methods described above can be used to
screen individual structures or enumerated libraries for potential
biologic activity, they offer, with exception of the generalized
binding site models, no guidance for the de novo design of new
scaffolds that have an increased potential for biologic activity
on a range of targets. One of the earliest concepts to offer such
guidance is based on the observation, that common core scaf-
folds exist, which can be differentiated by modification of its
side chains into ligands that are individually selective for differ-
ent target proteins. Evans et al. (53), who made this observation
in the case of the benzodiazepine core contained in selective
ligands for different cholecystokinin receptors, called such scaf-
folds privileged structures. This concept has been elaborated
additionally (54) and studied systematically on the ligands in
the MDDR. For each target family in the MDDR, ligands were
exported and maximum common substructures (MCS) were ex-
tracted. Then, these substructures were assumed to be privileged
structures and were checked for the presence in the ligands of
other target families with the result that indeed many of these
structures were present in the ligands of more than one target
family (55). Targets that have similar ligand sets are not nec-
essarily members of the same target family (56). It has been
proposed that the limited number of protein folds in the pro-
teome also leads to a limited number of ligand-sensing cores.
A ligand-sensing core is defined as the folding pattern of the
protein in a sphere with a diameter of 20–30 Å around the bind-
ing site without taking the individual protein side chains into
account (57). Different side chains in the ligand-sensing core
can lead to a variety of diversely functionalized binding cav-
ities, which may fulfill different functions and may occur in
more than one target family. A privileged structure might be
a suitable scaffold that orients its side chains in different re-
gions of the binding pocket that is defined by the ligand-sensing
core. Depending on the amino acid side chain, which is ex-
posed in the binding pocket by the individual protein, different
functional groups are required to be present on the privileged
scaffold. The concept of biologically-oriented synthesis (BIOS
(58)) suggests that in absence of detailed knowledge of an in-
dividual target protein’s structure, it is required to screen a
diversely-functionalized library around a privileged or biologi-
cally pre-validated scaffold for the ligand sensing core in order
to identify the correct substitution pattern for the individual
target.

Natural products
Natural products are a traditional source of biologically active
compounds, which are used either as drugs themselves or have
inspired the discovery of synthetic drugs (59) (see the articles
“Natural Products: An Overview” and “Natural Products to

Probe Biosynthetic Pathways”). They cover a wide range of
chemical classes (59), and they are expected to be fine-tuned
by evolution to fulfill a purpose that is often still unknown,
but likely to involve the interaction with biomolecules. The
capability of an organism to produce many variations of a
metabolite at a low effort is considered a beneficial evolutionary
trait of a species, which allows it to adapt its range of produced
metabolites quickly to a changing environment. For this reason,
the metabolic pathways involved in the synthesis of natural
products are often branched highly and lead to high chemical
diversity in collections of natural products (60). The synthetic
complexity of natural products makes them often difficult to
optimize. It has been shown, however, that not only natural
products themselves, but also synthetic libraries of simplified
analogs that retain only the key features of the original natural
product can be applied successfully in screens for biologically
active compounds. It has been demonstrated that from such a
simplified natural product, core selective ligands for different
targets can be derived and may be regarded as privileged
structures (58).

Screening Processes and Strategies

The next question is how to make the best use of a library
assembled according to these design principles. The goal of
screening is to identify as many actives as in the screening
library possible and to characterize them by measuring dose re-
sponse curves, confirming both the chemical identity and the
purity of the sample. Part of a thorough characterization of the
hits is also running the the counter assays necessary to confirm
that the observed activity results from a specific interaction of
the ligand with the target and is not the result of an artifact
caused by a technology incompatibility of the compound. These
tasks must be executed with the lowest possible experimental
effort, reagent costs, protein, and compound consumption. Al-
though in basic research it may be sufficient to identity a limited
number of tool compounds, in pharmaceutical industry it is of
interest to identify as many of the active chemical series present
in the screening library as possible and to establish intellectual
property, because the attrition in the next steps of drug discovery
is high.

HTS processes

Typically, the screening process (see the article “High Through-
put Screening (HTS) Techniques: Overview of Applications
in Chemical Biology”) begins with the production of stock
solutions by dissolving powder samples and reformatting the
solution samples into a uniform deck of stock solution plates.
These samples are then stored under controlled conditions, and
from these samples the screening plates are produced by plate
replication systems.

Perhaps the most direct approach to screening is first to
measure the dose response curves with the prefabricated assay
plates that contain the compounds in the different concentrations
(Fig. 2a). This technique has been shown to be feasible with a
high level of automation for libraries up to the size of 100,000
samples. Because the same number of data points is measured
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(a)

(b)

(c)

(d) (e)

Figure 2 Workflows for experimental physical HTS and virtual screening of compound libraries and their combination.

for active and inactive compounds, absence and presence of

activity are determined with the same degree of reliability. This

reliability is an advantage for building SAR models. In addition,

the analysis of the dose response curve shapes allows some

conclusion as to whether the interaction between ligand and

protein is specific (61).

However, in the pharmaceutical industry, larger libraries of

a million or more compounds are often screened, and it is de-

sirable to have a lower consumption of protein and compounds
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on those compounds that are inactive. Therefore, HTS begins
with a single concentration screen: the primary screen. Then,
for the compounds found active in the primary screen, dose re-
sponse curves are determined in a validation phase. Between the
primary screen and validation a confirmation screen can be per-
formed in which, for the primary hits, the single concentration
experiment is repeated and only hits with confirmed activity
are validated (Fig. 2b). In any case, it is necessary to con-
firm chemical identity and purity of the samples found active
to avoid misleading SAR information. For the same reasons,
counter screens or secondary assays that use different read-out
methods are performed to exclude an unspecific interaction of
the compound with the assay system.

This process requires the capability to access large subsets
of the screening library. In this process step, called cherry
picking, individual samples must be taken from the mother
plates with stock solution and dispensed into plates for the
confirmation or validation screen. In addition, dilution series
for dose-response curve measurement must be produced of
the cherry-picked samples for validation. Technically, cherry
picking is a nontrivial task, and if all compounds with sig-
nificant primary activity are to be confirmed, which can be
several thousand compounds, and then not only the screen-
ing capacity for confirmation screening needs to be available,
but also the cherry-picking capacity for these samples must be
available.

For large screening libraries, these processes can only be run
with a high degree of automation in sample storage, cherry
picking, screening, and chemical analytics. These automation
systems must be driven by an informatics platform that tracks
the contents of plates; collects the results of the different readers
used for screening; and performs normalization, curve fitting,
and detection of errors that may result from spillage and carry
over of compounds in the pipetting process or edge effects (62,
63). The results of these automated preprocessing steps must
be presented to the screener in an appropriate visualization
after each screening step for quality control and final decision
making. If the primary screening and its results justify the
follow-up of more compounds than can be processed, then
chemoinformatics techniques such as clustering can be used to
ensure appropriate representation of all chemical classes in the
validation set. Also in this step, compounds can be removed that
interfere with the assay technology and are unlikely to interact
specifically with the target (64). The decisions taken at these
steps must be captured, and the lists of the selected compounds
must be handed over to the cherry-picking system for automated
process. The software tools used for these different tasks must
be well integrated to achieve a process that runs smoothly (65).

Integration of in silico screening
Because of the large investments in the hardware and software
infrastructure required for HTS, to replace the primary screen-
ing in HTS by virtual screening, followed by the validation
of a relatively small number of hits in experimental screening
is seen as a valuable alternative (Fig. 2c). However, this task
is only feasible if either information about protein structure or
reference ligands is available (33). In addition to the physi-
cally available in-house collection, virtual screening can include

compounds from vendor catalogs and even enumerated virtual
libraries from which the hit compounds are then purchased or
synthesized. Compilations of screening compound catalogs ex-
ist both publicly, such as ZINC (compiled by the Shoichet
laboratory at UCSF, San Francisco, http://zinc.docking.org),
which contains docking ready 3D structures (66), or in the
commercial sector such as ChemNavigator (Chemnavigator,
San Diego, http://www.chemnavigator.com), which is linked
to a sample procurement service. Several cases have been
reported in which active ligands have been discovered suc-
cessfully using such processes (67). However, if automated
high-throughput experimentation is abandoned, then only small
numbers of compounds can be validated (typically below 1000),
whereas typical HTS setups allow the validation of a cou-
ple of more than 1000 compounds. Similar to physical HTS,
but to a higher extent, virtual screening is affected by false
positives and false negatives. In typical virtual screening, accu-
mulation of 90% of the true positives in the top 10% rank-
ing compounds is an excellent result that is almost never
reached in practice (68, 69). Assuming an industrial HTS li-
brary of a million compounds, to validate a virtual screening
hitlist that consists only of 1% of this library despite the in-
evitably high false-negative rate this will cause, requires HT
experimentation. Data fusion of HT experimentation and vir-
tual screening can be expected to compensate errors of each
of the methods and to allow the validation of a significant
number of hits. Virtual screening in this setup no longer has
the purpose to save investment in HTexperimentation, but to
maximize the positively validated compounds over the whole
process to identify as many true positive hits in the col-
lection as possible to feed in the drug discovery process
(Fig. 2d).

Sequential screening
Instead of screening the whole library in one batch, it has been
proposed to screen an initial subset and use the screening re-
sults from this subset to train a statistical model to predict
and to prioritize the remaining library. The remaining library
is then screened, and the cycle of model building, prediction,
and screening can be executed several times, which is referred
to as sequential or iterative screening (70). Although this seems
to be very attractive because it reduces the number of com-
pounds that require screening, the multiple selection cycles
leads to a longer overall screening time increasing the assay
logistics effort. Together with the multiple cherry-picking and
data processing cycles this may cause more effort than the sav-
ings from screening less compounds. In sequential screening
it is necessary to choose an initial set. In the absence of rea-
sonable knowledge for the selection of a focused subset, the
initial set must be selected by diversity selection, whose lim-
itations have been discussed above. In a compound collection
that has been designed to avoid unnecessary redundancy by ap-
plying reasonable diversity selection, little can be gained by
additional diversity selection. Any active compound class not
represented reasonably by the initial screening set is unlikely
to be recovered in the additional screening cycles, because the
statistical models built on the screening results cannot make
valid predictions for it. However, one can expect to identify
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additional actives in the series covered by the initial set. Re-
cently, it has been demonstrated that screening 25% of a one
million compound library selected as a diversity set based on
full plates followed by one prediction and screening cycle offers
a reasonable compromise between logistical efforts, numbers
of compounds screened and hit series covered (Fig 2e) (71).
When the screening cost per compound is high and dominates
the logistics effort sequential screening can be expected to be
beneficial, provided it is acceptable to identify only a limited
number of tool compounds instead of as many hit series out of
the library as possible.

Analysis, Reporting,
and Visualization

Often, the number of validated hits in an HTS is so high that
the results cannot be analyzed without computational assistance.
The primary objective of HTS analysis is to identify chemical
series, which are characterized by a common structural core that
allows the exploration of the series in a joint chemical synthe-
sis effort and aligns the structures of a series to derive SAR.
Therefore, in HTS analysis, compounds are grouped by struc-
ture, which can be achieved either with clustering procedures,
especially those based on maximal common substructures (72,
73) or with rule-based classifications (18, 19, 74). An advan-
tage to the clustering methods is that they adapt themselves
to the data set, whereas an advantage for the rule-based meth-
ods is that they are rigid and are resilient to changes in the
composition of the screening library. In the beginning of HTS,
hits were often prioritized by potency alone; however, nowa-
days it is recognized that a wide range of properties has an
impact on the additional success of a chemical series. There-
fore, each series must be annotated with all information relevant
for their additional prioritization, such as potency and ligand ef-
ficiency on the screening target, activity on other targets, and
calculated or measured physical chemical properties. It is also
of interest to identify inactive compounds that contain the sub-
structure of an active series. The data set generated in this way is
very information-rich, which requires special visualization tech-
niques that are able to display several properties simultaneously
and interactively (75, 76). Because the data visualized results
from different experiments or computational procedures, its ag-
gregation is a nontrivial task, which requires a highly modular
information technology architecture that is flexible enough to in-
tegrate new analysis algorithms or visualization software. In this
aspect, the monolithic software packages of the first generation
of HTS analysis software in which data warehouse building,
clustering and visualization are hard-wired together are often
problematic. Traditionally the data storage techniques used for
screening data processing were oriented more to safekeep data
than to facilitate data analysis. The recent activity both from
commercial and academic sectors in the data analysis leads to
cautious optimism that this particular bottleneck of the usage of
HTS data might be overcome.
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Chlorophylls and carotenoids are essential pigments of photosynthesis, in
which they have complementary functions for capturing light and
transducing it to biochemical energy and for protecting against its
deleterious effects. Carotenoids are also present in most other organisms
where they have, besides photoprotection, a variety of other functions.
Typical structures of both types of pigments are reviewed in this article as
well as their functions, chemical properties, spectroscopy, biosynthesis, and
applications.

Photons contain, by biologic standards, relatively high energies
(120–300 kJ/mol). In photosynthesis, this energy is captured
collectively by hundreds of pigment molecules (chlorophyll,
carotenoids, and biliproteins) that are organized in light-
harvesting complexes (LHCs). The excitation energy is then
funneled with high quantum efficiencies to reaction centers
(RCs), where few specialized chlorophylls initiate the charge
separation across the photosynthetic membrane. The resulting
electrochemical potential is used by a vectorial electron/proton
transport chain to generate energy-rich compounds (adenosine
triphosphate, reduced nicotinamide adenine dinucleotide) that
are used eventually to reduce atmospheric carbon dioxide to
carbohydrates (see the section entitled “Photosynthesis”).

Chlorophylls (Chls) and carotenoids (Cars) are the two in-
dispensable pigments of photosynthesis, where they have com-
plementary functions: Chls are key pigments for the productive
functions of photosynthesis, which includes light harvesting and
primary energy transduction of light into an electrochemical
gradient. The combination of intense light absorption and long
excited state lifetimes renders them, however, highly photo-
toxic and potentially damaging. This finding may be the rea-
son that only few examples exist where Chl (derivatives) have
been found in nonphotosynthetic tissue and organisms and, gen-
erally, in low concentrations. Chls and their precursors are
also involved in intracellular communication and regulation.
Cars have essential light-protective functions in all photosyn-
thetic organisms and in many nonphotosynthetic organisms.
Cars are functionally more diverse, however. In photosynthe-
sis, they can function in a productive way by light harvesting.
They contribute to the coloration of flowers, their derivatives
are photosensory pigments (rhodopsin), they are involved in
the alternative photosynthesis of halobacteria that is based on
H+-pumping, they act as hormones in plants (abscisic acid)
and animal (retinoic acid), and they act as volatile defensive or
attractive principles in plants. This short review is focused on

the biochemistry and biophysics of Chls and Cars in photosyn-
thesis, and it will provide a short outline of applications.

In the dynamic natural light environment, the combination
of Chls and Cars allows photosynthetic organisms to maintain
the balance between efficiently competing for light and damage
by an overdose of light. Photosynthesis based on these two
pigments has conquered nearly all habitats on earth where
light is available, even at very low levels. It has produced the
atmospheric oxygen we breathe, and it fixes ∼5 × 1011 tons of
carbon annually. The greening and de-greening of the vegetation
in temperate zones, because of the biosynthesis of Chls in spring
and their degradation in fall, is probably the most obvious life
process on earth, which is visible clearly from outer space (1).

Chls and Cars both absorb light very strongly. In the LHC,
these absorptions cover, in combination, most of the visible
and the near-infrared spectral range (350–1050 nm). The two
groups of pigments differ, however, by more than three orders
of magnitudes in their excited state lifetimes: Those of the Chls
live for several nanoseconds (10−9 s), and those of most Cars
live for only few picoseconds (10−12 s). This finding has major
consequences for their potential functions. The short lifetimes
of the Cars suffice only for an efficient transfer in the LHC
over very short distances, whereas the much longer lifetimes
of Chls allow for transfer over tens of nanometers. Only the
latter are also involved in charge separation. However, the
short lifetimes of Cars with relatively excited state energies are
favorable for light protection, where Cars are indispensable.
Whenever, under varying light (cloud cover, leaf movements)
and physiologic conditions (water, temperature), the energy
cannot be transformed rapidly in a productive way; high-energy
side-products can be formed that can lead to severe damage
sunburn. Cars are involved in minimizing this damage at several
levels. Excess energy is drained from the Chls and converted
into heat, triplet states of Chls are quenched, and reactive
oxygen species (ROS) are quenched as well, in particular singlet
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oxygen. The widespread occurrence of photosynthesis in many
habitats and its evolution over more than 3 × 109 years led to
considerable variations of the photosynthetic apparatus, which
includes the pigments. The variety within the two pigment
classes and the principally similar properties of the different
pigments within each of the two groups will be reviewed.

Chlorophylls

Structures

The basic structure of Chls is the tetrapyrrolic porphyrin macro-
cycle with an attached isocyclic ring (Fig. 1). This structure has
been termed “phytoporphyrin” by the IUPAC commission (2).
The four nitrogens bind a magnesium ion (Mg2+) as central

metal. In rare cases, it is replaced by Zn2+, and it is missing in
the pheophytins that are present in type II reaction centers. Three
spectrally distinct types of Chls can be distinguished by the de-
gree of unsaturation of the macrocycle; they are shown in Fig. 1.
It is fully unsaturated in the phytoporphyrin type Chls, hydro-
genated in ring D in the phytochlorins, and hydrogenated in ring
B in the phytobacteriochlorins. The red-most absorption band
(Qx) becomes increasingly intense and red-shifted with increas-
ing saturation (Fig. 2). Green plants, green algae, cyanobacteria,
and green photosynthetic bacteria contain mainly chlorin-type
Chls. Bacteriochlorin-type Chls abound in the purple photosyn-
thetic bacteria and heliobacteria, and the porphyrin-type Chls
is found in brown algae and dinoflagellates (Table 1). The
Chls vary even more in their peripheral substituents (Fig. 1).
In most Chls, the C-17 propionic acid side chain is esterified by
a long-chain alcohol, which is mainly the C20 terpenoid alcohol,
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Figure 2 Type spectra of phytoporphyrin, phytochlorin, and
phytobacteriochlorin-type Chls. See the internet version for color coding.

phytol. Notable exceptions are the c-type Chls that are abundant
(e.g., in brown algae) because they mostly carry a free acrylic
side chain. Commonly varied substituents are those at C-3 and
C-7, and particularly large structural variations are found among
the BChls c, d, and e in green bacteria.

Occurrence and Functions

The occurrence and function(s) of the different Chls are sum-
marized in Table 1. In combination, Chls absorb light across
most of the spectral range from 350 to 1020 nm, with a gap only
in the region from 500 to 600 nm where Cars and biliproteins
add to light harvesting. However, no single organism contains
all types of Chls; therefore, the pigmentation is an important
ecologic and taxonomic criterion. Depending on their pigmen-
tation, different organisms can occupy different ecologic niches
as defined by the light quality, quantity, and its variations in time
and space. The anoxygenic photosynthetic bacteria have special-
ized for near-infrared (NIR) light. Green bacteria that contain
bacteriochlorophylls (BChls) c, d , and e harvest light in the
700–800 nm range, bacteria that contain BChls a, b, or g har-
vest light mainly in the range from 800–900 nm, with extremes
such as Blastochloris viridis that reach 1020 nm. Oxygenic pho-
totrophs, viz. organisms that generate oxygen from water, can
only use light <730 nm. Probably because of the more demand-
ing energetics of water splitting, their reaction centers contain
phytochlorin-type Chls that absorb at wavelengths <710 nm.
Therefore, their light-harvesting systems also need to absorb
at higher energies. Plants, red and green algae, and cyanobac-
teria contain Chls a and b, few cyanobacteria contain Chl d .
Brown algae and dinoflagellates contain, in addition, Chls of
the c-type. They absorb in the “green gap” where all other Chls
absorb only weakly (Fig. 2) and they have particularly intense
absorption bands in the blue spectral region where light in clear
waters prevails.

RCs contain few, more specialized Chls (Fig. 1 and Table 1,
see References 3 and 4). They form a chain of pigments across
the membrane, over which in a stepwise fashion electrons
are transferred from the primary donor, which is a pair of
Chls located on the periplasmic side of the membrane, to
the acceptors on the cytoplasmic side. Two types of reaction

centers can be distinguished. In type I, the primary donor is a
heterodimer composed of one molecule of Chls a or d (oxygenic
photosynthesis) or BChl g (anoxygenic photosynthesis), and
one molecule of the respective C-132-epimer (Chla’, d’, BChl
g’). The electron acceptors of the type I-RC are Chls a (or
d ) in oxygenic photosynthesis and Chls like 82-hydroxy-Chl
a in anoxygenic photosynthesis. In type II reaction centers, the
primary donor is Chl a or d (oxygenic photosynthesis), or BChl
a or b (anoxygenic photosynthesis): The same pigments also
act as primary acceptors, whereas the Mg-free pheophytin a
and bacteriopheophytin a (or b), respectively, act as secondary
acceptors.

Because of their long excited-state lifetimes, chlorophyll
derivatives are rare outside phototrophic organisms. However,
some chlorophyll-like pigments perform other functions in na-
ture: Certain deep-sea fish use Chls as visual pigments; in the
marine worm, Bonella viridis , a chlorophyll-derivative acts as a
sex determinant; and in certain tunicates, the tunichlorins may
be involved in nonphotosynthetic electron transport (5).

Spectroscopy

The spectral properties of Chls are described by the four-orbital
model (6–8). It predicts four major absorptions termed QY,
QX, BY, and BX, in the near ultraviolet (NUV), visible (Vis),
and NIR spectral regions that are often accompanied by vi-
brational side bands at higher energies of the 0-0 transition.
The band intensities vary among the Chls, however, and they
partly overlap so that the four bands are observed only in the
bacteriochlorin structures, viz. BChls a, b, g . The type of spec-
trum is determined mainly by the degree of unsaturation of the
tetrapyrrole macrocycle (Fig. 2): In the fully unsaturated Chl c
that contains a phytoporphyrin macrocyclic system, the B-bands
around 400 nm are very intense and overlap, the QY-band around
620 nm is weak, and QX-band is even weaker and discernible
only with special techniques. In phytochlorin-type Chls (Chl
a, b, d , BChl c, d, e), the B-bands are reduced in intensity
and still overlap, the Qy-band is increased to nearly equal in-
tensity and red-shifted to ∼660 nm, and the Qx-band is only
weak. In the phytobacteriochlorin-type Chls (BChl a, b, g), the
B-bands are blue-shifted to <400 nm and are well separated,
the Qy-band is even more increased in intensity and red-shifted
to >750 nm, and the QX-band has gained intensity and becomes
clearly visible around 570 nm. By these spectral characteristics,
the chlorophyll type of any given pigment can be determined
readily from the spectra and other details can be detected, such
as substitution pattern, ligation to the central metal (e.g., by the
protein), or aggregation (see below).

Chls dissolved in organic solvents have long-lived excited
states (10−8 s). Therefore, they are highly fluorescent and have
significant intersystem crossing to the triplet state, which gener-
ates phosphorescence and, under aerobic conditions can gener-
ate highly toxic ROS like singlet oxygen. Chlorophyll solutions
bleach rapidly by attack of the pigment by these ROS, and
photooxidize cosolutes. Excess Chls or precursor porphyrin are
phototoxic, their biosynthesis is controlled tightly; and deregu-
lation is a way of herbicidal action (9–11). Chlorophylls injected
into animals lead to severe “sunburn” and destruction of tissue.
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This effect is used in photodynamic therapy of cancer and other
diseases (PDT) (12, 13).

Chls aggregate readily both in nonpolar solvents and in wa-
ter. Aggregates have generally red-shifted absorption of the
QY-band, and the excited state lifetimes (and thereby fluores-
cence and phosphorescence) are reduced drastically because of
rapid conversion of the excitation energy into heat by inter-
nal conversion (IC). Formation of such aggregates is probably
responsible for “concentration quenching.” In both cases, one
mechanism of quenching seems to be the presence of “traps,”
such as radicals. In large aggregates in which the excitation is
highly delocalized over many pigment molecules, this mecha-
nism leads generally to deexcitation that becomes more efficient
with aggregate size. Exceptions are the aggregates of BChls c,
d , and e present in chlorosomes of green and brown bacteria,
which are fluorescent.

Aggregation is also observed in photosynthetic pigment–
protein complexes, where it may be considered a major or-
ganizing force. In addition to the red-shifted absorption, an
additional red shift exists of all bands and is brought about
by the protein environment. Both bands are most pronounced in
the phytobacteriochlorin-type BChls. In photosynthetic systems,
these aggregates show much less IC. In the antenna systems, an
important function of the protein is to block (and control) deex-
citation channels of Chl-aggregates in a manner still unresolved
mechanistically. Isolated LHCs, which contain most (≥99%)
Chls of the photosynthetic apparatus therefore show high fluo-
rescence. Light-harvesting Chls are coupled to those in the RC,
such that now the excitation energy of the former is transferred
efficiently to the latter. The RCs show only little fluorescence
at moderate light intensities, here “photochemical quenching”
by charge transfer across the membrane is the major process
that is initiated by electron ejection from a Chl dimer with
quantum efficiencies near 100%. Additional transfers lead to a
charge separation across the photosynthetic membrane, which
is otherwise an insulator, and creates a long-lived membrane
potential that drives all subsequent dark reactions. Therefore,
the amount of protein per pigment and the energy required for
synthesis is much less in LHC than in RC. For a certain num-
ber of photosynthetic pigments, the coupling of LHC to RC in
the photosynthetic apparatus reduces the biosynthetic expense
considerably. Moreover, different numbers and types of LHC
allow for specializations among the organisms to specific light
conditions and for spatial and temporal adaptations in a highly
variable light environment. High-resolution crystal structures
are available of both RC and LHC from nonoxygenic and from
oxygenic organisms. In combination with ultrafast time-resolved
spectroscopy, site directed mutagenesis, and selective pigment
modifications, these structures have greatly advanced our un-
derstanding on how this process works.

Chemical Properties
Chlorophylls are a subgroup of the cyclic tetrapyrroles. They
are large, relatively rigid aromatic molecules. They are planar,
but deviations from planarity are observed for most Chls in
photosynthetic proteins. The four central nitrogens can bind a
variety of central metals. The stabilities of these metal com-
plexes vary widely. The Mg++ characteristic of Chls is lost

rapidly when they are treated with mild acids, and is readily
replaced by other, more stable metals like Zn, Ni, Ag, and Cu.
In contrast, complexes with Ni++ are so stable that they can be
demetalated only by destroying the macrocycle.

Several functional groups of Chls are reactive. The allylic
long-chain esterifying alcohol, phytol, is readily hydrolyzed.
Under alkaline conditions, or with bases, the isocyclic ring is
modified extensively, and it is often opened. The macrocycle
can be opened (photo)chemically at the methine bridges, and it
is cleaved enzymatically at C-5 (14, 15) during Chl degradation.

Many metals, including Mg++, have still free valences after
binding to the tetrapyrrole. This finding is important for the
aggregation of Chls in nonpolar solvents, in which other Chls
are bound via peripheral C=O or OH groups. A particular
type of aggregation occurs in the BChls c, d , and e. In the
LHC of green bacteria, the chlorosomes, coordinating properties
of the central Mg++, and the ligation of special peripheral
substituents combine to form large aggregates of BChls c, d ,
and e that are nearly devoid of protein. Free valences of the
central Mg++ are also critical for interactions with the proteins
in photosynthetic complexes. By coordinating to suitable amino
acid side chains (e.g., histidine, methionine, and glutamate)
or backbone C=O-groups, they are positioned optimally for
efficient energy or electron transfer. Most (B)Chls have a single
extra ligand; in this case, two isomers can be formed in which
binding occurs to the (inequivalent) upper or lower face of the
molecule (see Fig. 1).

The esterifying alcohol, in most cases phytol (Fig. 1), com-
prises about 1/3 of the mass of Chls, yet its influence on the
chemistry (and function) is still poorly understood. With the ex-
ception of the nonesterified Chls c, it renders Chls amphotoeric,
and is important both in aggregation in polar environments, and
in the positioning of Chls in photosynthetic complexes. Vari-
ations of the alcohol are frequent in phototrophic bacteria, in
particular in the chlorosomes, where they contribute to forma-
tion of the fluorescent BChl c, d , and e aggregates that are
unique for these pigments (16).

Metabolism
The first dedicated intermediate in Chl biosynthesis (17) is
5-aminolevulinic acid (ALA), which is the common precursor
of all tetrapyrroles. It can be formed either in a single step from
succinyl-CoA and glycine (C4-pathway), or from glutamic acid
(C5-pathway) via an intermediate (Glu-tRNAglu) that is gener-
ally involved in protein synthesis. Some photosynthetic bacteria
(purple bacteria) use the C4-pathway for BChl formation; most
other organisms use the C5-pathway. In the second stage, which
is ubiquitous for all natural tetrapyrroles, two ALA react to yield
a pyrrole (porphobilinogen). Four of those then condense to a
linear tetrapyrrole and then cyclize in a remarkable reaction in
which one of the pyrroles is flipped, to the cyclic tetrapyrrole
skeleton (uroporphyrinogen III). The next stage involves a se-
ries of decarboxylations and oxidations to yield protoporphyrin.
The latter is the first of a series of increasingly colored and pho-
totoxic products; therefore, the organisms regulate the levels of
ALA tightly to avoid any over production of protoporphyrin.
Any deregulation of this process, as well as mutations of the
enzymes, may result in severe damage and often death (9–11).
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The next stage, which is dedicated to Chls, is the insertion of
Mg, the esterification at the C-13 propionic acid side chain,
and its cyclization to yield protochlorophyllide. The biosynthe-
sis of the phytoporphyrin-type Chls c is practically complete
at this stage and requires only peripheral modifications. For
the phytochlorin-type Chls, ring D is reduced either by the
light-independent protochlorophyllide-reductase (DPOR), or by
the light-dependent LPOR. In angiosperms, only the latter is
present; therefore, they require light for Chl biosynthesis. Subse-
quent reactions at the periphery, including esterification with an
activated long-chain alcohol derived from the isoprenoid path-
way, complete the reaction sequence to the phytochlorin-type
Chls. In the phytobacteriochlorin-type c BChls, ring B is re-
duced, too, by an enzyme that is homologous to DPOR, which
is followed again by peripheral modifications.

Because of the high phototoxicity of Chls, their degradation
is tightly controlled. It has been studied in detail only for Chls a
and b, where it involves early on the (light independent) opening
of the macrocycle to yield the much less phototoxic open chain
tetrapyrroles (bilins), which are modified over several stages
and eventually are degraded to monocyclic compounds (14, 15).
Very little is known on the degradation of the other Chls.

Applications

The best source for Chl a is the cyanobacterium Spirulina
platensis , which is available commercially. Chl a/b mixtures
can be obtained from all green plants. All other Chls are
less readily accessible, which limits their applications. Sev-
eral Chl derivatives are used as dyes for food colorants
(Cu-chlorophyllin) and cosmetics. The “chlorophyll” used for
the latter is a complex mixture of degradation products. More
recently, (B)Chl derivatives have gained increasing interest as
photosensitizers in photodynamic therapy of cancer, these com-
pounds include pigments in which the isocyclic ring is opened
and/or the central metal has been removed or replaced (e.g., by
Pd++) to increase phototoxcicity (12, 13).

Carotenoids

Structures

Most Cars are tetraterpenes that contain 6–15 conjugated double
bonds. Two C20-units (originally geranyl-geraniol) are joined
tail-to-tail to a chain of 32 carbon atoms bearing 8 methyl
side-chains (see Reference 18 for nomemclature, and lycopene
structure in Fig. 3 for numbering). Sometimes, this basic car-
bon C40−skeleton is either retained or only modified slightly.
However, much more extensive modifications are possible
(Fig. 3), including isomerization and rearrangement of the dou-
ble bonds, cyclization at one or both ends, the introduction of
oxygen-containing functional groups and their glycosylation or
acylation, and shortening or extension of the carbon skeleton. In
addition, a family of triterpenic Cars exists that are generated in
a similar fashion but starting from two C15-units (farnesol). In
combination, these modifications account for the more than 800
Cars known currently, each of which can form several cis-trans

isomers. The number and the structural variations of Cars reflect
a variety of functions. The modifications seem to be particularly
far-reaching in Cars dedicated to light harvesting, as exempli-
fied by peridinin; a highly modified C37 pigment from algae
(Fig. 3).

Furthermore, many carotenoid metabolites exist that have
distinct functions. One such example shown in Fig. 3 is reti-
nal, the chromophore of visual pigments (rhodopsins) and the
light-driven proton pump, bacteriorhodopsin. Other examples
are the plant hormone, abscisic acid, or volatile compounds that
contribute to the fragrance of roses, for example.

Occurrence and Functions
Car functions are as diverse as their structures. In contrast to
the Chls, they are not defined to photosynthetic organisms but
are rather ubiquitous in living organisms. However, animals
(including humans) cannot synthesize them but rely on dietary
supplies, for example of vitamin A.

The essential and indispensable function of Cars in pho-
tosynthesis is the protection of the photosynthetic apparatus.
Variations of light quality (color) and intensity in the natural en-
vironment often lead to overload of the photosynthetic machin-
ery. Whenever energy transfer in the light-harvesting systems is
disturbed, or the RC cannot cope with the input from the LHC,
the Cars are the prime protectants from toxic long-lived excited
states of the Chls and the subsequently formed ROS (see above).
This task is achieved by three major reaction mechanisms. The
first is direct photoprotection: Cars have several “forbidden”
states that can accept excess singlet excitations from Chls; this
energy is subsequently converted rapidly into heat by IC (19).
The second mechanism is quenching of Chl triplets by triplet
energy transfer to the low-lying Car triplets that can no longer
generate ROS. Even if ROS are formed by Chl photosensiti-
zation, Cars can detoxify them for example by energy transfer
from singlet oxygen or by addition of ROS to the double bond
system. All these processes require very close distances be-
tween the donor (excited Chls, ROS) and the energy-accepting
Car. Therefore, all photosynthetic Chl proteins contain Cars,
and they are always in contact with the Chls, as is revealed
by several X-ray structures of photosynthetic complexes (20).
Specialized Cars are found in the RC and in all Chl-containing
LHC. In the latter, the effective Cars in protection seem to
be positioned strategically at critical sites where the energy is
funneled to the RC.

Because ROS attack is an important defense mechanism
against infections in animals, Cars have functions in bacteria
that protect them against the immune system. Many bacteria
synthesize Cars for their protection, and many virulent forms of
Cars are colored deeply by Cars.

Carotenoids also protect simply by their function as nonpho-
totoxic light filters. They remove, by virtue of their high ab-
sorption, near ultraviolet and blue light region, and they degrade
their excitation energy rapidly to heat by IC. Certain algae toler-
ant to extreme light stress contain droplets of pure Cars. Many
nonphotosynthetic organisms synthesize Cars when subjected
to increasing light intensities. As nonphototoxic pigments, Cars
often function as “safe” colorants in nature. Examples are col-
ors of flowers used for attracting and for communicating with
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pollinating animals, mainly insects, or examples of crustaceans

that blend into the marine background.

8 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Chlorophylls and Carotenoids, Chemistry of

Another function in photosynthetic organisms is light harvest-
ing in the “green gap” (470–600 nm) where Chls absorb only
poorly. Because of rapid IC, most Cars transfer energy only
with low efficiency to Chls. However, particularly in microal-
gae and phototrophic bacteria they can contribute prominently
to photosynthesis despite their general protective function. Two
factors are important to this function. One is the evolution of
Cars in which the excited state lifetime is somewhat increased,
and therefore IC is reduced. The two most abundant Cars, fucox-
anthin and peridinin, have lifetimes that reach 100 ps (21). The
second factor is, again, a location of such Cars close enough to
Chls that energy transfer becomes sufficiently effective within
the short excited state lifetimes (electron exchange mechanism).
Plants and some algae use (e.g., in the so-called violaxanthin cy-
cle) subtle structural modifications to manipulate Cars such that
light-harvesting Cars are converted into protecting pigments,
and vice versa , in response to the light supply and the status
of the photosynthetic apparatus (22). The mechanism of this
switch is still unclear.

Last are Car precursors for important metabolites. Only
three examples shall be given. The first example is retinal
(Fig. 3), which is the chromophore of the visual pigment
rhodopsin (23) and is derived from β,β’-carotene. Because the
latter cannot be synthesized by mammals, they need it to be
supplied as provitamin A. Retinal derivatives are also required
for other regulatory functions. The second example is abscisic
acid (Fig. 3), which is the plant hormone involved in the
shedding of leaves in fall and in fruit ripening; it is derived
from violaxanthin. Finally, certain fragrances of roses are not
synthesized directly, but they are breakdown products of the
flowers’ Cars.

Spectroscopy
Carotenoids are conjugated linear polyenes with 6–15 double
bonds. The optical spectra of such pigments are characterized by
some unusual features [Fig. 4, (19)]. First, the lowest energy S0

> S1 transition located in the red to NIR spectral range is “opti-
cally forbidden” for conventional one-photon excitation or emis-
sion; therefore, the related absorption and fluorescence are ex-
tremely weak. Theoretically, this is true only for C2-symmetric
polyenes; but in practice, even highly asymmetric Cars like
peridinin have negligible S1 absorption. Second, the most in-
tense absorption, which is responsible for the yellow-orange
color of most Cars, is a series of closely spaced, sometimes
overlapping bands in the 400–550 nm range. They belong to
vibrational sub-bands of an S0 > Sn absorption that are gen-
erally well resolved, but they can be broadened to a degree
that they appear only as a single, broad band. With an increas-
ing number of conjugated double bonds, these absorptions are
shifted, in an asymptotic fashion, to the red. Third, at least two
other transitions of intermediate energy exist, which are again
forbidden and therefore are very weak. Fourth, cis-carotenoids
show an additional band that is typically located 100–150 nm
to the blue of the main absorption. Last, the triplet states have
comparably low energy; in Cars with >7 double bonds it lies
below 1250 nm, which is the energy required to generate sin-
glet oxygen. The “forbidden” bands and the triplet state(s) are
fundamentally important for the biologic functions of Cars (see

Figure 4 Type spectra of carotenoids with well and poorly resolved
bands, and of a cis-carotenoid.

above). Car triplets can quench singlet oxygen efficiently by a
spin-allowed singlet-triplet exchange reaction. The “forbidden”
states are important in singlet energy transfer with other Cars
and, in particular, Chls. They can be reached only indirectly
(e.g., after absorption into the energy-rich major absorption band
and subsequent IC) or by energy transfer from neighboring pig-
ments like Chls, but thereby contribute to energy transfer and
dissipation. The fluorescence of Cars is generally negligible
even from the optically allowed Sn state because of rapid IC
to the lower lying forbidden states. Generally, lifetimes are a
few picoseconds, and even in extreme cases they reach only
100 ps, which corresponds to fluorescence yields of ∼1%.

When incorporated into proteins, the spectral properties of
Cars can be modified considerably. Generally, the bands are
sharpened and red-shifted, and they can become strongly op-
tically highly even for achiral Cars because of twisting of the
long-chain molecule. The red shifts are in the range of ∼10 nm,
but they can be much larger. Spectacular cases are the color
change of astaxanthin from orange to green when it is bound in
the crustacean protein, α-crustaxanthin, and its reversion when
the protein is denatured by boiling, or the red shift of retinals
in rhodopsins.

Chemical Properties

The basic hydrocarbon skeleton of Cars is very hydrophobic,
and almost all Cars are insoluble in water and soluble in nonpo-
lar solvents. Solubility is increased by polar functional groups
and conjugation to sugars (glycosylation) (Fig. 3), but truly
water-soluble Cars are very rare. The conjugated double-bond
system is moderately stable chemically. It is subject to rear-
rangements, in particular in the light, and to additions (e.g., of
oxygen). The chemical properties of the highly modified Cars
are determined by their particular functional groups, which in
some Cars are labile. A frequent example is the epoxy-group
present e.g., in violaxanthin, diadinoxanthin, fucoxanthin or
peridinin. With the latter two representing >75% of the total
Cars. Because of the diversity of structures and substituents,
the reader is referred to specialized treatments of carotenoid
chemistry (see “Further Reading” section).
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Metabolism

Carotenoids are terpenoids, which are derived from oligomer-
ization of activated isoprene. It can be synthesized either by
the mevalonate pathway from acetyl-coenzyme A, or via the re-
cently discovered deoxyxylulose pathway (24). The latter seems
to be the pathway that leads to Cars in most photosynthetic
organisms. Both pathways result in two isomers: isopentenyl
pyrophosphate and dimethylallyl pyrophosphate. One molecule
of the latter is condensed by prenyl transferases in a head-to-tail
fashion sequentially with three molecules of isopentenyl py-
rophosphate. The resulting geranylgeranyl-pyrophosphate
(GGPP) constitutes an important branching point in terpenoid
metabolism that leads to Chls via esterification with the
tetrapyrrolic chlorophyllides (see above), to longer isoprenoids
via additional condensation with isopentenyl pyrophosphate,
and in particular to Cars (25), beginning with a tail-to-tail
condensation of two molecules of GGPP by the first dedi-
cated enzyme, phytoene synthase. The resulting phytoene is
still uncolored because it has only three conjugated double
bonds (Fig. 3). Dehydrogenation by phytoene-desaturase via
phytofluene to lycopene is common to most known Cars. C30

Cars are derived, in an analogous fashion, from tail-to-tail con-
densation of two C15-units (farnesol-pyrophosphate) and sub-
sequent dehydrogenations. A variety of enzymes is responsible
for additional structural modifications, which includes cyclases
to form the end-rings characteristic of many Cars, oxygenases
to introduce OH groups which can be additionally modified,
isomerases and (de)hydrogenases to modify the double-bond
system, and many others, which provide the structural diversity
of Cars.

Applications

The use of Cars as food colorants is of considerable economic
importance. This task can be done directly, but is generally
done indirectly by supplying Cars or carotenoid-rich algae as
food additives to fish (salmon) or poultry (chicken eggs). In cos-
metics, Cars are used as sunscreens. Provitamin A (β-carotene)
is a dietary supplement that is given directly but more fre-
quently is given indirectly, for example as milk supplement.
Natural sources for Cars are algae like Hematococcus , plants
like carrots, or genetically manipulated bacteria. Industrial scale
synthetic methods have been developed.
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Coenzyme A (CoA) and its thioesters play a diverse array of roles in biologic
systems. The enzymes that catalyze reactions of CoA are of interest for a
variety of reasons, including, but not limited to, their potential as drug
targets. The enzymology of CoA biosynthesis is now well understood, and
the genes for all of the enzymes involved have been identified. Thioesters
are inherently reactive toward acyl transfer reactions and toward reactions
involving deprotonation of the α-carbon, and these are the primary
reactivity patterns in enzyme-catalyzed reactions of CoA thioesters. CoA
utilizing enzymes have been widely studied mechanistically and
structurally. Analogs of the natural CoA thioester substrates have been
widely used in these studies, including thioesters of unnatural or
uncommon acyl groups as well as a large number of analogs in which the
thioester is replaced with alternative functionality. Recent technical
applications of CoA have included the tagging of carrier protein domains
and carrier protein fusions with tagged phosphopantetheine derivatives
transferred enzymatically from the corresponding tagged CoA derivatives
using promiscuous phosphopantetheinyl transferases.

Coenzyme A (CoA) is a cofactor that has been estimated to be
used by about 4% of all enzymes, although more recent analy-
sis of the BRENDA database (http://www.brenda.uni-koeln.de/ )
suggests the number may be closer to 9% (1). The biochemi-
cal pathways and processes involving CoA thioesters are diverse
and widespread, whereas the kinds of reactions involved primar-
ily follow the inherent reactivity of the thioester functionality.
This article provides a brief overview of CoA biosynthesis and
a summary of the common types of reactions of CoA thioesters.
Also presented is a brief introduction to structural studies and
a more extensive description of some types of analogs of nat-
ural CoA thioesters that have been employed as mechanistic
probes for CoA using enzymes. The application of CoA deriva-
tives and CoA biosynthetic enzymes for the tagging of carrier
proteins and carrier protein fusions is also described.

Biologic Background

Coenzyme A (abbreviated CoA or CoASH, 6) was discov-
ered by Lipmann in the 1940s, and its structure was first
reported in 1953 (2, 3). The structure of CoA consists of
3′-phosphoadenosine and pantetheine, linked by a pyrophos-
phate group (Fig. 1). The pantetheine moiety is derived from
pantothenic acid 1, also known as vitamin B5. CoA and its

thioester derivatives are involved in a wide range of biologic
processes, including the TCA or Krebs cycle, fatty acid biosyn-
thesis and degradation, antibiotic resistance mechanisms, gene
expression, hormone biosynthesis and regulation, and nerve im-
pulse conductance. Numerous CoA utilizing enzymes are either
established or potential drug targets. The enzymes HMG-CoA
reductase and acyl-CoA cholesterol acyltransferase (ACAT),
which are involved in cholesterol biosynthesis and metabolism,
are targets of drugs for cholesterol management. Inhibitors of
malonyl-CoA decarboxylase may act as cardioprotective agents
(4), whereas fatty acid synthase inhibitors have been explored as
antimicrobial agents (5). CoA thioesters may also be involved
in fatty acid-induced insulin resistance (6). Acetyl-CoA car-
boxylase and other acyl-CoA carboxylases are potential targets
for anticancer and antiobesity agents as well as are herbici-
dal targets (7). Thioesters of CoA serve as the building blocks
for the polyketide synthases that make a wide variety of nat-
ural bioactive compounds and are also involved as building
blocks and intermediates in the biosynthesis of natural bacterial
polyesters (8, 9). The interesting organometallic mechanism of
the nickel-containing enzyme carbon monoxide dehydrogenase,
which forms acetyl-CoA from carbon monoxide, CoA, and a
methyl group donor, has been the target of extensive funda-
mental mechanistic studies (10). CoA thioesters have also been
studied in ribozyme-catalyzed reactions (11). Thus, the roles
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of CoA utilizing enzymes in biology and the reasons for their
interest are widespread and diverse.

Chemistry and Reactivity of CoA

CoA is involved in the activation and transfer of acyl groups in a
wide variety of enzymatic reactions. Whereas many coenzymes
function as co-catalysts that remain bound to a single enzyme
molecule, CoA acts as a diffusible carrier of acyl groups
between different enzymes.

CoA biosynthesis

The biosynthesis of CoA from pantothenic acid is shown in
Fig. 1. Extensive coverage of this topic and references to the
original literature can be found in recent reviews (1, 12). Pan-
tothenic acid 1 is phosphorylated by pantothenate kinase to form
2. At least three distinct types of pantothenate kinases from
different organisms have been observed (1). The cysteamine
moiety is introduced by initially coupling with L-cysteine cat-
alyzed by the phosphopantothenylcysteine synthetase activity to
form 3 followed by a decarboxylation reaction to form phos-
phopantetheine 4. These two steps are catalyzed by a single bi-
functional enzyme in most prokaryotes but by distinct enzymes
in higher organisms. The bacterial phosphopantothenylcysteine
synthetase is CTP-dependent, whereas the plant and mammalian

enzymes prefer ATP. 3 is not inherently prone to decarboxyla-
tion, but this reaction has recently been shown to occur by tem-
porary oxidation of the thiol to the thioaldehyde, which readily
undergoes decarboxylation to an enethiolate intermediate (13).
Phosphopantetheine is coupled with ATP to form dephospho-
coenzyme A 5 followed by phosphorylation of the 3′hydroxyl
group to form CoA. The final two steps are catalyzed by a single
bifunctional enzyme in mammals, although they are catalyzed
by separate enzymes in bacteria (1). The genes coding for all of
the enzymes of this pathway (coaA-E) have now been identi-
fied, as have the genes for the four enzymes of pantothenic acid
biosynthesis in bacteria (1, 12, 14). Pantothenic acid biosynthe-
sis has also been studied in plants (15). Pantothenate kinase is
a key regulatory point in CoA biosynthesis and is subject to
feedback inhibition by CoA in most species (1). Pantothenate
kinase can also catalyze the phosphorylation of pantetheine and
pantetheine analogs (16, 17), although phosphorylation occurs
before coupling with L-cysteine in the biosynthetic pathway.

Reactions and processes involving CoA

The reactions of CoA involve only the thiol group and the
acyl moieties attached to the thiol group as thioesters, with
the remainder of the structure serving as a recognition element
that facilitates binding to the appropriate enzymes. The notable
exception is the phosphopanetheinyl transferases that catalyze
transfer of the phosphopantetheine moiety of CoA to a serine

Figure 1 Biosynthesis of CoA from pantothenic acid. E1: pantothenate kinase (CoaA); E2: phosphopantothenoylcysteine synthetase (CoaB);
E3: phosphopantothenoylcysteine decarboxylase (CoaC); E4: phosphopantetheine adenylyltransferase (CoaD); E5: dephosphocoenzyme A kinase (CoaE).
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hydroxyl group in the acyl carrier proteins involved in fatty
acid and polyketide synthetases and the related peptidyl carrier
proteins of the nonribosomal peptide synthetases (8, 18).

Inherent teactivity of thiols and thioesters
Thiols are structurally similar to alcohols and can generally
undergo the same kinds of reactions. However, a typical thiol
group (pKa 9-10) is substantially more acidic than the corre-
sponding hydroxyl group (pKa 16). The thiolate ion is also
much more nucleophilic than the corresponding alkoxide. This
combination of acidity to form the thiolate and nucleophilicity
of the thiolate facilitates both alkylation and acylation reactions
of thiols, with acylation being the primarily relevant reaction of
CoA. A thioester has two inherent modes of reactivity that are
both observed in enzyme-catalyzed reactions of CoA thioesters.
One common type of reaction is initiated by reaction of a basic
group to remove a proton from the carbon alpha to the car-
bonyl to form an enolate nucleophile, which then reacts with
an electrophilic substrate. The other common type of enzymatic
reaction of CoA thioesters involves acyl transfer by attack of an
acyl acceptor nucleophile at the thioester carbonyl carbon. The
inherent characteristics of the thioester make it more reactive
than esters or amides in both of these types of reactions. The
α-protons of a typical thioester (pKa 21) are about 104-fold more
acidic than those of an ester (pKa 25), whereas the α-protons
of an amide are even less acidic than those of an ester (19).
The free energy of hydrolysis of a thioester is about 2 kcal/mol
greater than that of an ester and, again, the difference relative to
an amide is even greater (20), which provides a thermodynamic
driving force in acyl transfer from CoA to an alcohol or amine
nucleophile, whereas acyl transfer reactions to carbanion nucle-
ophiles are also common. Thioesters are also kinetically much
more reactive than esters toward most nucleophiles including
thiolates, amines, and carbanions, with amides being much less
reactive even than esters (21, 22). However, the rates of re-
action of esters and thioesters toward hydrolysis by aqueous
base are essentially identical, with thioesters even appearing to
be slightly less reactive than oxoesters in some examples (21).
This unique reactivity of thioesters provides for their reasonable
stability in aqueous solution despite their substantial thermody-
namic reactivity and inherently high kinetic reactivity toward
most nucleophiles.

Acyl-CoA synthetases and related enzymes
Acetyl-CoA is formed from CoA and acetate by the enzyme
acetyl-CoA synthetase, an ADP-forming ligase. Phosphotrans-
acetylase forms acetyl-CoA from CoA and acetyl-phosphate,
which in turn is formed from acetate and ATP catalyzed by
acetate kinase. Other enzymes that can form acetyl-CoA from
CoA and other acetyl group donors include ATP citrate lyase
and thiolase. Longer chain acyl-CoA thioesters are typically
formed from CoA and a fatty acid catalyzed by ligases generally
known as acyl-CoA synthetases.

Acyltransferases
Most acyltransferases catalyze acyl transfer to a hydroxyl or
amine group of the acceptor substrate, whereas CoA ester hy-
drolysis by thioesterases is in effect acyl transfer to water.

Choline acetyltransferase catalyzes transfer of the acetyl group
from acetyl-CoA to the hydroxyl group of choline. The prod-
uct acetylcholine is a major neurotransmitter (23). Serotonin
acetyltransferase controls the sleep cycle by catalyzing acetyl
transfer to the primary amine group of serotonin, which is
the rate-limiting step in melatonin biosynthesis (24). Chloram-
phenicol acetyltransferase catalyzes acetyl transfer to a primary
hydroxyl group, which destroys the antibiotic activity of chlo-
ramphenicol thereby conferring antibiotic resistance, whereas
the antibiotics gentamicin and kanamycin are similarly inac-
tivated by acetytransferases (25). Other extensively studied
acetyltransferases include the histone acetyltransferases (HATs),
which mediate a major control element in gene expression
(26). Acyltransferases are also known that catalyze acyl trans-
fer from longer chain acyl-CoA. The highly studied protein
N-myristoyltransferase catalyzes transfer of the myristoyl group
to the amine group of N-terminal glycine of a protein substrate
(27). The palmitoyltransferases catalyze transfer of palmitic acid
to a cysteine thiol group of certain proteins (28). These post-
translational acyltransfer reactions are important in membrane
anchoring of proteins and may play a role in signaling events
(29). Carnitine palmitoyltransferase catalyzes acyl transfer to the
hydroxyl group of carnitine (30). The two general mechanisms
for acyltransferases are a direct transfer to the nucleophilic ac-
ceptor or a two-step process involving initial acyl transfer to a
nucleophilic group (usually a cysteine thiol) of the enzyme to
form an acyl enzyme intermediate. Examples of both types of
mechanisms are well documented, although the direct transfer
mechanism appears to be more common.

Claisen enzymes

The enzymes that form a nucleophilic enolate intermediate by
deprotonation of the methyl group of acetyl-CoA, which then re-
acts with a second electrophilic substrate, are generally referred
to as Claisen enzymes in the literature, although not all catalyze
true Claisen condensation reactions. Some common examples of
Claisen enzymes and their electrophilic substrates are shown in
Fig. 2. Thiolase catalyzes a true Claisen condensation reaction
in which the electrophilic substrate is a second equivalent of
acetyl-CoA, whereas in enzymes recognizing longer chain sub-
strates, the electrophilic substrate can be a medium or long chain
acyl-CoA (31). From the perspective of the electrophilic sub-
strate, thiolase is also an acyltransferase in which the acyl group
is transferred to nucleophilic carbon. Acetyl-CoA carboxylase
catalyses transfer of the carboxylate group from carboxybiotin
to the enolate (32). Both citrate synthase and HMG-CoA syn-
thase catalyze reactions of the enolate with an electrophilic
carbonyl group of a ketone substrate in what is formally an
aldol reaction (33). In both of these examples, the enzyme also
catalyzes a subsequent thioester hydrolysis reaction to release
free CoA. Malate synthase catalyzes a very similar reaction
(34). Although an enol intermediate for the Claisen enzymes
and other mechanistically related enzymes has gained some
consideration, an enolate intermediate stabilized by hydrogen
bonding or in some cases possibly metal ion coordination to
the carbonyl oxygen seems generally preferred (35). The low
barrier or short-strong hydrogen bond proposal would favor the
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Figure 2 Some common Claisen enzymes.

proton of the hydrogen bond being equally shared between the
substrate oxygen and the hydrogen bond donor group (36).

Enzymes catalyzing reactions of the acyl moiety
Certain CoA thioester using enzymes catalyze reactions at the
β-carbon or other carbons of the acyl group more distant from
the thioester functionality. The fatty acid β-oxidation cycle
provides some examples (Fig. 3). Fatty acids 7 enter the cycle
by initial conversion to the CoA ester 8, which is then oxidized
to the α,β-unsaturated thioester 9 by a flavin-dependent enzyme.
Addition of water to the double bond to form the β-hydroxy
thioester 10 is catalyzed by the enzyme crotonase, which is
the centerpiece of the crotonase superfamily of enzymes that
catalyze related reactions (37), which is followed by oxidation
of the alcohol to form the β-keto thioester 11. A retro-Claisen
reaction catalyzed by thiolase forms acetyl-CoA 12 along with
a new acyl-CoA 13 having a carbon chain two carbons shorter
than in the initial or previous cycle.

Chemical Tools and Techniques

Structural studies of CoA utilizing
enzymes
There is no single sequence motif common to all CoA utilizing
enzymes, although homology has been observed across some
fairly broad subsets. X-ray crystallography has been a powerful
tool in the structural elucidation of CoA utilizing enzymes,
and some structural studies have also been performed using
NMR. Crystal structures for several of the enzymes of CoA
biosynthesis have been solved while the solved structures of
different CoA and CoA ester utilizing enzymes in the protein
data bank numbers near 100, not including multiple structures of
different complexes of the same protein and of the same protein
from multiple sources. The conformation of CoA thioesters in
solution has also been studied by NMR and comparisons made
to the enzyme-bound conformation (38).

Applications of analogs of natural CoA
thioesters

Synthetic analogs of natural CoA ester substrates have been
widely used as mechanistic probes in studies of CoA ester utiliz-
ing enzymes (39). The most readily available are CoA thioesters
of unnatural or uncommon acyl groups prepared by simple acy-
lation of CoA. A number of haloacyl-CoA derivatives have been
prepared, including fluoroacetyl-CoA (40). Fluoroacetyl-CoA is
accepted as a substrate by citrate synthase to form fluorocitrate,
which is an inhibitor of aconitase. This enzymatic processing to
fluorocitrate and resulting inhibition of aconitase is responsible
for the high toxicity of fluoroacetate. Bromoacetyl-CoA 14 was
shown to inhibit carnitine acetyltransferase in the presence of
carnitine 15 as shown in Fig. 4. Enzyme-catalyzed transfer of
the bromoacetyl group to carnitine to form bromoacetyl carni-
tine 16 is followed by bromide displacement by the nucleophilic
thiol group of CoA to form the bisubstrate adduct 17, which is
the actual inhibitory species that binds tightly to the enzyme
(41). Similar bisubstrate adducts have been employed as in-
hibitors of serotonin acetyltransferase (24). Other halo-acyl CoA
thioesters as well as CoA thioesters having an epoxide in the
acyl moiety have been employed as reactive electrophiles to trap
nucleophilic residues in the active site of their target enzymes.
CoA thioesters of unsaturated acids have also been widely used.
Hexadienoyl-CoA, cinnamoyl-CoA, and other α,β-unsaturated
acyl-CoAs having extended conjugation or having a heteroatom
in place of the γ-carbon have been employed as spectroscopic
probes of their enzyme complexes. The additional unsaturation
or the heteroatom substituent serve to shift the UV absorbance
to longer wavelength and, in some cases, also shifts the equi-
librium of a reversible enzyme-catalyzed reaction toward the
α,β-unsaturated substrate (42, 43). 3-Alkynoyl-CoA thioesters
18 were used as mechanism-based inhibitors of thiolase, with
enzyme-catalyzed isomerization to the allenoyl-CoA 19 being
followed by conjugate addition of an active site nucleophile to
form the inactive enzyme adduct 20 (Fig. 4) (44). This work
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Figure 3 The fatty acid β-oxidation cycle. E1: acylcoenzyme A synthetase; E2: acylcoenzyme A dehydrogenase; E3: enoylcoenzyme A hydratase
(crotonase); E4: β-hydroxyacylcoenzyme A dehydrogenase; E5: thiolase.

Figure 4 Some unnatural CoA thioesters and related analogs.
E1: carnitine acetyltransferase; E2: thiolase.

was preceded by studies of inactivation of the dehydratase com-
ponent of fatty acid synthase by 3-alkynoyl thioesters (45). In
later work, simplified 3-alkynoyl pantetheine thioesters were
employed similarly to identify the active site base in thiolase
(46). Similar compounds have also been shown to inactivate
acyl-CoA dehydrogenases and enoyl reductase (47, 48). Several

CoA thioesters of acids bearing cyclopropyl groups have been
studied with special interest in those that undergo cyclopropyl
ring opening of radical intermediates (49–51). Various other
CoA thioesters bearing functionality, including photoaffinity la-
bels (52, 53) and nitroxide spin labels (54) in the acyl moiety,
have been prepared and employed as mechanistic tools. The
dithioester analogs of acetyl-CoA 21 and of fluoroacetyl-CoA
and octanoyl-CoA were prepared and shown to have interest-
ing spectral properties, with a λmax of 306 nm and enhanced
acidity of the α-protons (pKa = 12.5) (55). 21 underwent very
rapid exchange of the α-protons with solvent catalyzed by cit-
rate synthase but reacted very slowly in the overall reaction of
citrate synthase. CoA dithioesters have also been employed in
studies of thiolase, HMG-CoA lyase and HMG-CoA reductase.
Structure 22 is illustrative of a number of keto thioether analogs
in which a methylene group is inserted between the sulfur and
carbonyl carbon of the thioester. Such analogs are prepared by
alkylation of CoA with a halomethyl ketone. These analogs do
not have a cleavable bond between the CoA and acyl moiety
and are often good inhibitors of acyltransferase enzymes (56).
CoA has also been derivatized in the adenine base for attach-
ment to a solid support for use in affinity chromatography
(57, 58).

CoA thioester analogs have also been prepared that cannot
be made by derivatization of natural CoA. Some early examples
were made by nonenzymatic synthesis (59) generally following
the original synthesis of CoA developed by Moffatt and Kho-
rana (60). More recently analogs have been made enzymatically
using the enzymes of CoA biosynthesis. One approach uses pan-
tothenate kinase, phosphopantetheine adenylyltransferase, and
dephospho-CoA kinase to convert synthetic pantetheine analogs
(e.g., 23) to the corresponding CoA analogs, with phospho-
enolpyruvate and pyruvate kinase included to regenerate the
ATP consumed in the kinase steps as shown in Fig. 5 for the
synthesis of an oxoester analog 26 of crotonyl-CoA (16). The
three biosynthetic enzymes have been shown to accept substrate
analogs having significant modification relative to the natural
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Figure 5 Enzymatic synthesis of a CoA oxoester.

Figure 6 Aminolysis of a general CoA analog synthon for CoA analog synthesis.

substrates, including analogs having long chain acyl groups.
This synthetic method takes advantage of the ability of pan-
tothenate kinase to phosphorylate pantetheine and its analogs
and derivatives in addition to the natural substrate pantothenic
acid. The other primary synthetic approach has used the final
enzymes of CoA biosynthesis to make a CoA analog 27 in
which the outermost amide bond is replaced with a thioester
group (61). This analog serves as a general synthon for other
CoA analogs 28 by reaction with a primary amine bearing the
functionality of interest in place of the thiol group of CoA
(Fig. 6).

The oxoester analog of crotonyl-CoA 26 shown in Fig. 5
was used as an alternative substrate for crotonase and exhib-
ited about 300-fold decreased activity relative to the natural

thioester (16). Some other representative analogs are shown in
Fig. 6. Several dethia analogs in which the thioester sulfur atom
is replaced with a methylene group have been prepared, as rep-
resented by the acetyl-CoA analog 29 (59, 61). These analogs
are generally inhibitors of enzymes that catalyze reactions in-
volving cleavage of the thioester such as acyltransferases, while
serving as substrates for enzymes catalyzing reactions that do
not involve cleavage of the thioester such as some of the
Claisen enzymes. The carboxylate analog 30 is representative
of compounds prepared as stable mimics of the enolate (or
enol) intermediate of the Claisen enzymes (61, 62). 30 was
shown to be a potent inhibitor of citrate synthase, binding about
1000-fold more strongly than acetyl-CoA, and the structure of
the enzyme-inhibitor complex was solved (33). The analog 31
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Figure 7 Protein tagging using a phosphopantetheinyl transferase (PPTase) along with CoA biosynthetic enzymes (CP = carrier protein).

having the orientation of the thioester reversed was shown to
be an inhibitor of thiolase, apparently forming an acyl-enzyme
with the CoA moiety in a step mimicking the formation of the
acetyl-enzyme intermediate from acetyl-CoA (63).

Other Technical Applications
of CoA

A recent interesting application of CoA and CoA analogs has
been in protein labeling. Initially, a CoA molecule deriva-
tized on the thiol group with a maleimide-linked reporter
group was employed as a substrate for a phosphopantetheinyl
transferase. The reporter-modified phosphopantetheine moiety
was thereby enzymatically transferred from the CoA deriva-
tive 35 to the apo-form of the carrier protein of polyketide
synthases and nonribosomal peptide synthetases to form the la-
beled holo-carrier protein analog 36 (Fig. 7) (64). The reporter
group was either a fluorophore, for fluorescent visualization of
the reporter-modified protein or biotin or other affinity tag to
facilitate isolation of the labeled protein. In subsequent devel-
opments of this technology, it has been applied to the labeling
of fusion proteins between the relatively small carrier protein
and another protein, the fused carrier protein domain thereby
directing labeling to the protein of interest (65). This methodol-
ogy has also been applied to the labeling of fusion proteins on
cell surfaces (66). More recently, it has been demonstrated that
the CoA-reporter derivatives 35 can be prepared from synthetic

pantetheine-reporter conjugates 32 using the pantothenate ki-
nase, phosphopantetheine adenylyltransferase, and dephospho-
CoA kinase enzymes of CoA biosynthesis (67). The enzymes
are quite promiscuous in converting analogs containing only the
pantoic amide moiety of the natural pantothenate or pantotheine
substrate, generally with a flexible tether between the amide and
the labeling group of interest. Pantoic amide analogs containing
reactive azide, alkyne, and ketone functionality as well as biotin
and fluorescent labels have been employed to incorporate the
functionality into the protein substrate of the phosphopanteth-
einyl transferase. The significance of the enzymatic generation
of the CoA analog substrates for the phosphopantetheinyl trans-
ferase is that simple cell-permeable pantoic amide analogs can
be processed all the way to the labeled carrier protein or fusion
protein thereof in vivo. A set of bioorthogonal pantoic amide
analogs have been developed for use in this in vivo protein tag-
ging method (17). Other recent work has demonstrated that a
simple 11-residue peptide incorporated into the targeted protein
can be recognized by the phosphopantotheinyl transferase Sfp
from Bacillus subtilis (68), which promises to be a very general
and versatile method for in vivo protein tagging and labeling.
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Whereas plants and certain microorganisms can generate all required
coenzymes from CO2 or simple organic precursors, animals must obtain
precursors (designated as vitamins) for a major fraction of their coenzymes
from nutritional sources. Still, most vitamins must be converted into the
actual coenzymes by reactions catalyzed by animal enzymes. The structures
and biosynthetic pathways of some coenzymes are characterized by
extraordinary complexity. Enzymes for coenzyme biosynthesis have
frequently low catalytic rates, and some of them catalyze reactions with
highly unusual mechanisms.

Many coenzymes (cofactors) involved in human and animal
metabolism were discovered in the first half of the twentieth
century, and their isolation and structure elucidation were hailed
as milestones as shown by the impressive number of Nobel
prizes awarded for research in that area. Studies on coenzyme
biosynthesis were typically initiated in the second half of the
twentieth century and have generated a massive body of lit-
erature that continues to grow rapidly because the area still
involves many incompletely resolved problems. In parallel, nu-
merous novel coenzymes were discovered relatively recently by
studies of microorganisms. In this article, the terms “cofactor”
and “coenzyme” are used as synonyms.

Cofactor biosynthesis is a very broad and multifaceted topic.
This article summarizes basic concepts of major cofactors. De-
tailed status reports on the biosynthesis of individual coenzymes
can be found in excellent recent reviews that are quoted (1).

General Aspects

Biosynthetic origin of coenzymes
in autotrophic and heterotrophic
organisms

Plants, algae, and certain microorganisms can generate all their
organic components, including their entire coenzyme repertoire,
from CO2. Certain microorganisms can also generate their en-
tire biomass from single organic nutrients, such as carbohy-
drates or carboxylic acids. Animals, on the other hand, depend
on plants and bacteria for the supply of many coenzymes or

coenzyme precursors (designated vitamins) but synthesize oth-
ers de novo from basic precursors derived from central inter-
mediary metabolism (Table 1). The distribution of coenzyme
biosynthetic pathways in eubacteria and fungi is very complex;
whereas certain species are auxotrophic with regard to coen-
zymes, the range is from complete self-sufficiency to virtually
complete dependence on exogenous coenzymes or coenzyme
precursors. However, even organisms that depend on exoge-
nous vitamins must convert those into the actual coenzymes by
more or less complex enzymatic transformations.

Basic precursors for coenzyme
biosynthesis

Precursors for cofactor biosynthesis are drawn from all major
pools of central intermediary metabolism, including carbohy-
drates, amino acids, purine nucleotides, and carboxylic acids.

Convergent biosynthetic pathways

Numerous cofactors are generated via convergent pathways
starting from two or more different precursors (e.g., the biosyn-
thesis of vitamins B1, B2, and tetrahydrofolate). Occasionally,
a single precursor is sufficient for biosynthesis, for example, in
case of vitamin C and tetrahydrobiopterin.

Alternative pathways exist for several
coenzymes

Whereas the biosyntheses of some coenzymes (e.g., tetrahy-
drobiopterin) seem to proceed via unique pathways, several
different pathways have been described for the biosynthesis of
others. In certain cases, the different pathways are variations on
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Table 1 Origin of coenzymes in humans

Coenzyme Partial synthesis from De novo synthesis from Nutritional

FMN, FAD Riboflavin (Vitamin B2), ATP
Tetrahydrofolate Folate, Dihydrofolate
Tetrahydrobiopterin GTP
Molybdopterin GTP
Thiamine pyrophosphate Thiamine (Vitamin B1)
Pyridoxal phosphate Pyridoxine, Pyridoxal (Vitamin B6)
Coenzyme B12 Vitamin B12, ATP
Coenzyme A, Pantetheine Pantothenate, ATP
Porphyrins Succinyl-CoA, Glycine
Fe/S Clusters Cysteine
Coenzyme Q10 (ubiquinone) Acetyl-CoA, Tyrosine
Vitamin K (menaquinone) Nutritional
Vitamin C Nutritional
NADH, NADPH Nicotinate, Nicotinamide, Nicotinamide

riboside, ATP
Biotin Nutritional
Retinal Carotenoids Nutritional

a common theme; for example, in the biosynthesis of vitamin
B2, a sequence of a deamination and reduction can proceed in
different order. In other cases, entirely different reactions afford
a given intermediate, for example in the case of nicotinic acid
biosynthesis. Another example is the biosynthesis of isoprenoid
building blocks and their downstream products, in which the
existence of a second pathway besides the classic mevalonate
pathway had been ignored until recently. Notably, higher plants
use both isoprenoid pathways but for different final products.

Some coenzymes develop by very
complex pathways and/or reactions

Whereas tetrahydrobiopterin is biosynthesized from GTP via
just three enzyme-catalyzed steps (2), some coenzyme biosyn-
thetic pathways are characterized by enormous complexity.
Thus, the biosynthesis of vitamin B12 requires five enzymes
for the biosynthesis of the precursor uroporhyrinogen III (16)
from succinyl-CoA (10) and glycine (11) that is then converted
into vitamin B12 via the sequential action of about 20 en-
zymes (3). Additional enzymes are involved in the synthesis of
the building blocks aminopropanol and dimethylbenzimidazole
(4, 5). Vitamin B12 from nutritional sources must then be con-
verted to coenzyme B12 by mammalian enzymes. Ultimately,
however, coenzyme B12 is used in humans by only two en-
zymes, albeit of vital importance, which are involved in fatty
acid and amino acid metabolism (6). Notably, because plants
do not generate corrinoids, animals depend on bacteria for their
supply of vitamin B12 (which may be obtained in recycled form
via nutrients such as milk and meat) (7).

However, the sheer complexity of a pathway is not an
indicator for the vitamin status of a given class of compounds, as
opposed to endogenous biosynthesis in mammals. Thus, animals
biosynthesize molybdopterin, which is a cofactor involved in
certain redox reactions, from basic building blocks using at least

eight enzymes, whereas folic acid has vitamin status and must
be obtained by animals from nutritional sources (8).

It should also be noted that some pathways to be discussed
below depend on highly unusual chemical reactions. To give
just one example, the formation of the pyridine ring system of
vitamin B6 depends on a protein that catalyzes a complex se-
ries of reactions, including carbohydrate isomerization, imine
formation, ammonia addition, aldol-type condensation, cycliza-
tion, and aromatization (9).

Specific Biosynthetic Pathways
Biosynthesis of iron/sulfur clusters
Iron/sulfur clusters are inorganic cofactors that are used in
all cells (10). They comprise S2− ions and iron ions in the
+2 or +3 state (Fig. 1). Iron/sulfur clusters are essential
cofactors for numerous redox and nonredox enzymes, alone
or in tandem with organic cofactors such as flavocoenzymes
and/or pyridine nucleotides. The simplest structural type is the
rhombic [2Fe-2 S] cluster (3). [3Fe-4 S] (4) and [4Fe-4 S] (5)
clusters are characterized by distorted cubic symmetry (10, 11).
Clusters can form aggregates, and other metal ions can replace
iron ions or can be present additionally.

Whereas many cognate apoenzymes can be reconstituted with
iron/sulfur clusters by simple and essentially alchemistic proce-
dures using Fe2+ and sulfide ions under anaerobic conditions,
a highly complex enzymatic machinery is used in vivo for the
synthesis of iron/sulfur clusters and their transfer to the target
enzymes. Sulfide ions required for cluster synthesis are obtained
from cysteine (1) via a persulfide of a protein-bound cysteine
residue (2); pyridoxal phosphate is required for the formation
of the persulfide intermediate (Fig. 1) (12).

In eukaryotes, the formation of iron/sulfur clusters proceeds
inside mitochondria (13). The mitochondrial enzymes are or-
thologs of the eubacterial isc proteins and are characterized
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Figure 1 Formation of protein-bound persulfide and its delivery to sulphur-containing natural compounds.1, cysteine; 2, persulfide of a protein bound
cysteine; 3, rhombic [2Fe-2 S] cluster; 4, [3Fe-4 S] cluster; 5, [4Fe-4 S] cluster; 6, thiamine;7, lipoic acid; 8, molybtopterin; 9, biotin.

by very slow rates of evolution. Iron/sulfur clusters are ini-
tially assembled on IscU protein (prokaryotic) or Isu protein
(eukaryotic) that serves as a scaffold. They can be exported
to the cytoplasm in which they can become part of cytoplas-
mic enzymes by the assistance of proteins that serve as iron
chaperones.

The persulfide intermediate 2 can also serve as a sulfur
source for the biosynthesis of thiamine (6), lipoic acid (7),
molybdopterin (8), and biotin (9) (Fig. 1).

Tetrapyrroles
A large and structurally complex family of coenzymes, includ-
ing various hemes, chlorophylls, corrinoids (including coen-
zyme B12) and the archaeal coenzyme F430 is characterized by
their macrocyclic tetrapyrrole structure (14, 15). These coen-
zymes contain a metal ion (Fe, Mg, Co, or Ni) at the cen-
ter of the tetrapyrrole macrocycle, which is specifically in-
troduced by enzyme catalysis. These compounds are all de-
rived from δ-aminolevulinic acid (12) that can be biosynthe-
sized by two independent pathways, that is, from glycine (11)
and succinyl-CoA (10) in animals and some bacteria (e.g.,
Rhodobacter) or from glutamyl-tRNA (13) in plants, many
eubacteria, and archaea (Fig. 2) (16, 17). Two molecules of
δ-aminolevulinic acid (12) are condensed under formation of
porphobilinogen (14). Oligomerization of porphobilinogen af-
fords hydroxymethylbilane (15), in which all pyrrole rings share
the same orientation of their substituents. Ring D is then in-
verted by a rearrangement that affords uroporphyrinogen III (16)
(3). Side-chain modification and the incorporation of iron by
ferrochelatase (18) afford the various heme cofactors, including
heme a (18), that carries an isoprenoid side chain. Starting from
16, a sequence of partial reduction, side-chain modification and
incorporation of Mg2+ affords chlorophyll (17), which also car-
ries an isoprenoid side chain. Partial reduction, ring contraction,
and incorporation of Co2+ afford vitamin B12 (20) as well as
several analogs that are found in archaea. Moreover, archaea
incorporate nickel into the corrinoid coenzyme F430 (19) that
plays a central role in the biosynthesis of methane (19).

Because plants are devoid of vitamin B12, the supply of
humans and animals is ultimately of bacterial origin (although
humans can obtain vitamin B12 via animal products such as
meat, milk, and milk products). A glycoprotein designated
intrinsic factor that is secreted by the human gastric mucosa
enables the take-up of the vitamin, which is then converted into
coenzyme B12 by a series of enzyme reactions that occur in the
human host (7).

A family of coenzymes biosynthesized
from GTP: tetrahydrofolate,
tetrahydrobiopterin, flavocoenzymes,
molybdopterin

Several coenzymes comprising a pyrimidine ring motif are de-
rived from GTP (22) (Fig. 3). Specifically, this group comprises
two members of the B vitamin group, riboflavin (vitamin B2)
(24) and folic acid/tetrahydrofolate (33). Two other members
of the group, tetrahydrobiopterin (31) and molybdopterin (8),
are biosynthesized de novo in animals and do not have vitamin
status (20, 21).

The first committed step in the biosyntheses of these com-
pounds is the hydrolytic opening of the imidazole ring of
GTP, which affords a diaminopyrimidine-type intermediate. In
the biosynthetic pathways of folate, tetrahydrobiopterin, and
methanopterin (34), the respective diaminopyrimidine interme-
diate undergoes ring closure by means of an intramolecular
condensation that involves parts of the ribose side chain of GTP,
which affords a 2-amino-4-pteridinone compound (29).

The 4-aminobenzoate moiety of tetrahydrofolic acid is ob-
tained from the shikimate pathway of aromatic amino acid
biosynthesis via chorismate. Interestingly, apicomplexan pro-
tozoa may have conserved the complex shikimate pathway for
the single purpose to generate 4-aminobenzoate as a tetrahy-
drofolate precursor, whereas aromatic amino acids are obtained
from external sources.

The formation of intermediate 27 (compound Z) in the
biosynthesis of molybtopterin (8) proceeds a rearrangement that
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Figure 2 Biosynthesis of tetrapyrroles. 10, succinyl-CoA; 11, glycine; 12, δ-aminolevulinic acid; 13, glutamyl-tRNA; 14, porphobilinogen; 15,
hydroxymethylbilane; 16, uroporphyrinogen III; 17, chlorophyll a; 18, heme a; 19, coenzyme F430; 20, vitamin B12; 21, coenzyme B12.

involves the ribose side chain as well as C-8 of GTP for the
formation of the tetracyclic ring system.

The carbocyclic moiety of vitamin B2 is assembled from two
molecules of a deoxytetrulose phosphate (22). The carbocyclic
moiety of the deazaflavin-type coenzymes (36) is provided by
the tyrosine precursor, 4-hydroxyphenylpyruvate.

Notably, the GTP cyclohydrolases that catalyze the first
committed step in the pathways of tetrahydrofolate biosynthesis
in plants and microorganisms and of tetrahydrobiopterin in
animals are orthologs.

Thiamine pyrophosphate

The biosynthesis of thiamine pyrophosphate (46) in microor-
ganisms and plants is characterized by extraordinary complexity
(21, 23). Animals are dependent on nutritional sources but can
convert unphosphorylated thiamine (that is not an intermediate
of the bacterial biosynthetic pathway) into thiamine pyrophos-
phate in two steps.

In bacteria, the pyrimidine precursor 38 is derived from
5-aminoimidazole ribotide (37), an intermediate of the basic
branch of purine biosynthesis, which supplies all carbon atoms
for 38 by a complex rearrangement reaction (the fate of the
individual carbon atoms is indicated by Greek letters in Fig. 4).
In yeasts, a totally unrelated reaction sequence uses carbon
atoms from vitamin B6 (39) that are indicated by roman letters
in Fig. 4 for the assembly of the thiamine precursor 38,

whereas the nitrogen atoms and one additional carbon atom
are introduced from histidine (40).

In bacteria, the thiazole moiety (42) of thiamine is derived
from 1-deoxy-D-xylulose 5-phosphate (43) that can also serve
as a precursor for pyridoxal in many eubacteria (Fig. 5) and
for isoprenoids via the nonmevalonate pathway (cf. isoprenoid
cofactors). The sulfur atom is derived from the persulfide that
also serves as precursor for iron/sulfur clusters and for biotin
(6) and thiooctanoate (7) (Fig. 1). C2 and N3 of the thiazole
moiety of thiamine have been reported to stem from tyrosine
in Escherichia coli and from glycine in Bacillus subtilis , re-
spectively. Yeasts use ADP-ribulose (44) derived from NAD as
precursor (24).

In plants, little is known about the basic building blocks and
the reactions involved in thiamine biosynthesis. An early study
with chloroplasts of spinach indicated that 1-deoxy-D-xylulose
5-phosphate, tyrosine, and cysteine act as precursors of the
thiazole moiety in analogy to the pathway in E. coli . More
recently, it has been shown that a homolog of the THIC protein
that converts 5-aminoimidazole ribotide into 38 is essential (25).
These results suggest that the plant pathway is similar to the
pathway in prokaryotes but not to that in yeast.

Pyridoxal phosphate

In many eubacteria, 1-deoxy-D-xylulose phosphate (43) serves
as a common precursor for the biosynthesis of vitamins B1 and
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Figure 3 Coenzymes biosynthesized from GTP. 8, molybdopterin; 22, GTP; 23, 5-amino-6-ribitylamino-2,4(1H,3H)-pyrimidinedione; 24, riboflavin; 25,
FMN; 26, 5,6-dimethylbenzimidazole; 27, precursor Z; 28, metal containing pterin; 29, dihydroneopterin triphosphate; 30, 6-pyruvoyl-tetrahydropterin;
31, 6(R)-5,6,7,8-tetrahydrobiopterin; 32, dihydroneopterin; 33, 6(S)-5,6,7,8-tetrahydrofolate; 34, 5,6,7,8-tetrahydromethanopterin; 35,
5-deaza-7,8-didemethyl-8-hydroxyribo-flavin; 36, coenzyme F420.

B6 and for the biosynthesis of isoprenoids via the nonmeval-
onate pathway. Condensation of 43 with 3-amino-1-hydroxy-
acetone phosphate (47) (biosynthesized from D-erythrose
4-phosphate) affords pyridoxine 5′-phosphate (48, Fig. 5A).
A sequence of elimination, tautomerization, and water addi-
tion precedes cyclization via an aldol condensation (26, 27).
Then, pyridoxine 5′-phosphate can be converted into pyridoxal
5′-phosphate (39) by oxidation with molecular oxygen.

A more recently discovered second pathway starts from
ribulose 5-phosphate (49) that is condensed with ammonia and
glyceraldehyde phosphate or its isomerization product di-
hydroxy-acetone phosphate (50), which affords pyridoxal 5′-
phosphate in a single enzyme-catalyzed reaction step (Fig. 5B)
(28, 29). This pathway seems to be widely distributed; it is used
in plants (30) and has also been shown to proceed in fungi,
archaea, and most eubacteria.

In mammals, dietary vitamin forms, including pyridoxal,
pyridoxol, and pyridoxamine, can all be converted to the re-
spective coenzyme forms by phosphorylation.

Pyridine nucleotides

Animals and yeasts can synthesize nicotinamide from tryp-
tophan via hydroxyanthranilic acid (52) and quinolinic acid
(53, Fig. 6A) (31), but the biosynthetic capacity of humans
is limited. On a diet that is low in tryptophan, the combined
contributions of endogenous synthesis and nutritional supply
of precursors, such as nicotinic acid, nicotinamide, and nicoti-
namide riboside, may be insufficient, which results in cutaneous
manifestation of niacin deficiency under the clinical picture
of pellagra. Exogenous supply of nicotinamide riboside was
shown to promote NAD+-dependent Sir2-function and to ex-
tend life-span in yeast without calorie restriction (32).

Bacteria and plants use aspartate (54) and dihydroxyacetone
phosphate (50) as precursors for the biosynthesis of nicoti-
namide via quinolinic acid (53, Fig. 6B) (33).

The transformation of precursors into NAD (56) and NADP
(57) follow the same pathway in all organisms. A ribosyl phos-
phate residue can be transferred to biosynthetic quinolinic acid
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Figure 4 Biosynthesis of thiamine (vitamin B1). 37, aminoimidazole ribotide; 38, 2-methyl-4-amino-5-hydroxymethyl-pyrimidine phosphate; 39,
pyridoxal 5′-phosphate; 40, histidine; 41, 2-methyl-4-amino-5-hydroxymethyl-pyrimidine pyrophosphate; 42, 4-methyl-5-β-hydroxyethylthiazole
phosphate; 43, 1-deoxy-D-xylulose 5-phosphate; 44, 5-ADP-D-ribulose; 45, thiamine phosphate; 46, thiamine pyrophosphate.
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Figure 5 Formation of the pyridoxine ring in vitamin B6. (A) deoxyxylulose phosphate-dependent pathway; (B) deoxyxylulose phosphate-independent
pathway. 43, 1-deoxy-D-xylulose 5-phosphate; 47, 3-amino-1-hydroxyacetone 1-phosphate; 48, pyridoxine 5′-phosphate; 49, ribulose 5-phosphate; 50,
dihydroxyacetone phosphate; 39, pyridoxal 5′-phosphate.

or to preformed nicotinamide affording 55 (or its amide) that is
converted to NAD by adenylation. Subsequent phosphorylation
yields NADP.

Pantothenate

Pantothenate (also designated vitamin B5, 64, Fig. 7) is biosyn-
thesized de novo in plants and many microorganisms but must
be obtained from nutritional sources by animals (20, 34). The
branched carboxylic acid 63 is obtained from α-ketoisovalerate
(61), which is an intermediate of valine biosynthesis, via 62.
β-Alanine (60) is obtained by decarboxylation of aspartate
(54) in microorganisms. Plants and yeasts can biosynthesize
β-alanine from spermine (58) (35). An additional pathway to
60 starting from uracil (59) has been reported in plants,where

the downstream steps that lead to pantothenate are understood
incompletely.

Organisms of all biological kingdoms convert 64 into the cys-
teamine derivative phosphopantetheine (65) using L-cysteine as
substrate. 65 is converted to coenzyme A (66) by attachment of
an adenosine moiety via a pyrophosphate linker and phosphory-
lation of the ribose moiety. Phosphopantetheine can be attached
covalently to serine residues of acyl carrier proteins that are
parts of fatty acid synthases and polyketide synthases.

Vitamin C

Whereas most mammals can synthesize ascorbic acid (vitamin
C, 75) from D-glucose 1-phosphate (67) via the pathway shown
in Fig. 8B, humans and guinea pigs lack the last enzyme of that
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A

B

Figure 6 Biosynthesis of pyridine nucleotides. A) in animals and yeasts;
B) in plants and bacteria. 50, dihydroxyacetone phosphate; 51 tryptophan;
52, hydroxyanthranilic acid; 53, quinolinic acid; 54, aspartate; 55, nicotinic
acid mononucleotide; 56, NAD, 57, NADP.

pathway and are therefore dependent on nutritional sources(36,
37). Plants use the pathway shown in Fig. 8A that has been
elucidated relatively recently (38, 39). Yeasts produce and use a
five-carbon analog, which is called erythroascorbic acid, instead
of ascorbate. The biosynthetic pathway of erythroascorbic acid
involves the oxidation of D-arabinose to D-arabino-1,4-lactone,
which is then oxidized to erythroascorbic acid.

Pyrroloquinoline quinone

Pyrroloquinoline quinone (77, Fig. 9; PQQ) serves as cofactor
of bacterial oxidoreductases (40). The heated debate whether

PQQ has vitamin character for animals is still inconclusive
(41–43).

PQQ is derived from a peptide precursor that contains con-
served glutamate (13) and tyrosine (76) residues. All carbon and
nitrogen atoms of the precursor amino acids are incorporated
into the product (44). Gene clusters involved in this pathway
have been studied in considerable detail. The X-ray structure
of the enzyme that catalyzes the final reaction step has been
determined, and reaction mechanisms have been proposed on
that basis (45). However, details of the biosynthetic pathway
are still incompletely understood.

Biotin

Biotin (vitamin H, 6, Figs. 1 and 10) acts a cofactor of
carboxylases. It can be produced in bacteria, plants, and some
fungi (46). The biosynthetic pathway involves four steps that
start from alanine (78) and pimeoyl-CoA (79). Carboxylation
and cyclization of 81 affords dethiobiotin (82), which is then
converted into biotin (6) by the iron/sulfur protein, biotin
synthase, in an unusual radical mechanism (47).

Isoprenoid cofactors

Isoprenoids are one of the largest classes of natural products
that comprise at least 35,000 reported members (48). Many
of these compounds play crucial roles in human metabolism
as hormones, vitamins (vitamins A, D, E and K), quinine-type
cofactors of respiratory chain enzymes (ubiquinone), membrane
constituents, and functionally important side chains of signal
cascade proteins (Fig. 11). Chlorophyll (17, Fig. 2) and heme
a (18) have isoprenoid side chains.

Whereas vitamin E (99) and vitamin A or its biosynthetic pre-
cursor, β-carotene, must be obtained by animals from dietary
sources, many other isoprenoids, including the quinone type
coenzyme Q family (where individual representatives differ by
the length of their side chains), can be synthesized de novo by
vertebrates. 3-Hydroxy-3-methylglutaryl-CoA reductase, the en-
zyme that catalyzes the conversion of (S )-3-hydroxy-3-methyl-
glutaryl-CoA (84) to mevalonate (85), is one of the most
important drug targets for the prevention of cardiovascular dis-
ease (see below) (49, 50).

All isoprenoids are biosynthesized from two isomeric 5-
carbon compounds, isopentenyl diphosphate (IPP, 86) and
dimethylallyl diphosphate (DMAPP, 87) (Fig. 11). The mam-
malian pathway for the biosynthesis of these key biosynthetic
precursors from three acetyl-CoA units (83) via mevalonate (85)
had been elucidated in the 1950s (51). In the wake of that pi-
oneering work, it became established dogma that all terpenoids
are invariably of mevalonate origin, even in the face of signifi-
cant aberrant findings.
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The existence of a second pathway that affords IPP and
DMAPP was discovered in the 1990s. The details of that non-
mevalonate pathway were then established in rapid sequence by
the combination of isotope studies, comparative genomics, and
enzymology (52). The delayed discovery of the nonmevalonate
pathway can serve as paradigm for pitfalls in the elucidation of
biosynthetic pathways.

The mevalonate pathway starts with a sequence of two
Claisen condensations that afford (S )-3-hydroxy-3-methyl-
glutaryl-CoA (84) from three acetyl-CoA moieties. The pathway
affords IPP that can be converted into DMAPP by isomeriza-
tion. The first committed intermediate of the nonmevalonate
pathway is 2C -methyl-D-erythritol 4-phosphate (90) obtained
from 1-deoxy-D-xylulose 5-phosphate (43), which is a com-
pound also involved in the biosynthesis of vitamins B1 (46, cf.
Fig. 4) and B6 (39, cf. Fig. 5), by rearrangement and subse-
quent reduction. Three enzyme-catalyzed steps are required to
convert the compound into the cognate cyclic diphosphate 91
that is then converted reductively into a mixture of IPP and
DMAPP by the consecutive action of two iron/sulfur proteins.

It is now firmly established that green plants use both iso-
prenoid biosynthesis pathways (52). More specifically, sterols
and triterpenes are generated in the cytoplasm via the meval-
onate pathway, whereas monoterpenes and diterpenes are

generated in plastids via the nonmevalonate pathway. These as-
signments are not absolute because there is a level of crosstalk
between the compartments.

Oligomerization of isoprenoids under elimination of py-
rophosphate affords the precursors for the biosynthesis of
monoterpenes, sesquiterpenes, diterpenes, triterpenes, and tetra-
terpenes (93). Long-chain oligomer pyrophosphates also sup-
ply the side chains of vitamin E (99, α-tocopherol, Fig. 11),
heme a (18), chlorophyll (17, Fig. 2), and the quinone type co-
factors, including vitamin K (menaquinone, 98) and coenzyme
Q10 (ubiquinone, 97). The quinone moieties are derived from
hydroxybenzoate that is synthesized from tyrosine in animals
or from chorismate in microorganisms (53, 54).

The tetraterpene, β-carotene (95), is biosynthesized in mi-
croorganisms and in the chloroplasts of higher plants where it
serves as an important component of the light-harvesting appa-
ratus. In plants, the isoprenoid precursor units of carotenoids
are predominantly of nonmevalonate origin. In vertebrates,
β-carotene serves as provitamin A that can be converted into
the vitamin retinol (96) by oxidative cleavage. Whereas vita-
min A functions as a component of retinal photoreceptors and
in signal transmission in vertebrates, it is also involved in bac-
terial photosynthesis, in which it serves as prosthetic group in
a light-driven proton pump. The halobacterial proton pump and
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Figure 8 Biosynthesis of ascorbic acid (vitamin C). (A) in plants; (B) in
mammals. 67, d-glucose 1-phosphate; 68, d-glucuronate; 69, l-gulonate;
70, l-gulono-1,4-lactone; 71, d-glucose 6-phosphate; 72, d-mannose
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acid. The enzyme converting 70 into 75 is missing in primates and guinea
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Figure 9 Biosynthesis of PQQ. 13, glutamate (protein bound); 76,
tyrosine (protein bound); 77, PQQ.

the human photoreceptor proteins are structurally related 7-helix
membrane proteins.

Vitamin D exerts its numerous effects via the binding to
a receptor protein that serves as a transcription factor. It is
included in this review in light of its essential status for human
health.

Figure 10 Biosynthesis of biotin. 78, alanine; 79, pimeloyl-CoA; 80,
7-keto-8-amino-pelargonic acid; 81, 7,8-diamino-pelargonic acid; 82,
dethiobiotin; 6, biotin.

Humans can generate vitamin D3 (cholecalciferol, 94, Fig. 11)
by endogenous biosynthesis but require dietary sources under
certain environmental conditions. More specifically, 94 that can
be obtained via the endogenous mevalonate pathway can be
photochemically converted into provitamin D in light-exposed
skin areas. The transformation requires ultraviolet light. At
higher geographical latitudes, light exposure of the skin can
be a limiting factor. The fact that skin pigmentation retards
the photochemical formation of vitamin D may have acted as
a selective factor that favored pale skin when modern humans
migrated to areas with higher geographic latitude.

Biosynthesis of archaeal coenzymes

Archaebacteria that were discovered only during recent decades
are now recognized as a third kingdom of life besides eubacteria
and eukaryotes. An important subgroup of archaea can generate
energy by conversion of carbon dioxide or low molecular weight
organic acids into methane. The pathway of methanogenesis
has been shown to implicate several unique coenzymes (55).
Specifically, 5-deaza-8-hydroxy-10-ribitylisoalloxazine (factor
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F0, 35), which is an analog of riboflavin, serves as the busi-
ness end of coenzyme F420 (36, Fig. 3), whose designation is
based on its characteristic absorption maximum at 420 nm. Fac-
tor F0 is biosynthesized from the pyrimidine type intermediate
23 of the riboflavin biosynthetic pathway, which affords the
pyrimidine ring and the ribityl side chain, whereas the car-
bocyclic moiety is derived from the shikimate pathway via
4-hydroxyphenylpyruvate (56, 57). In contrast to the coenzymes
described below, deazaflavin-type coenzymes are not strictly
limited to methanogenic bacteria and are also found in strepto-
mycetes and mycobacteria.

The tetrapyrrole-type coenzyme F430 (19) was named on ba-
sis of its absorption maximum at 430 nm. The nickel-chelating
factor is biosynthesized via the porphyrin biosynthetic pathway
(Fig. 2) (19). For the handling of one-carbon fragments that
play a central role in their metabolism, methanogenic bacteria
use methanopterin (34, Fig. 3). The tetrahydropterine system
that serves as the business end of the methanopterin coen-
zyme family is structurally similar to tetrahydrofolate, and the
biosynthetic pathway starting from GTP is similar to that of
tetrahydrofolate (Fig. 3). The ribitylaniline moiety is derived
from ribose and from the shikimate pathway via 4-amino-
benzoate (55).

Coenzymes as biosynthetic precursors

Some coenzymes serve as biosynthetic precursors that afford
structural parts of other coenzymes. Thus, the benzenoid moiety
of the flavocoenzyme FMN serves as a precursor for the
lower ligand 26 of the central cobalt ion in vitamin B12 (20)
(Fig. 3) (5). Pyridoxal and NAD are used as precursors for the
biosynthesis of thiamine in yeast (Fig. 4) (23, 24).

Branched coenzyme biosynthesis
pathways

Branching of pathways is relevant in several cases. Thus, inter-
mediates of the porphyrin biosynthetic pathway serve as pre-
cursors for chlorophyll (17, Fig. 2) and for the corrinoid ring
systems of vitamin B12 (20, Fig. 2) (17). 1-Deoxy-D-xylulose
5-phosphate (43) serves as an intermediate for the biosynthe-
sis of pyridoxal 5′-phosphate (39, Fig. 5), for the terpenoid
precursor IPP (86) via the nonmevalonate pathway (Fig. 11),
and for the thiazole moiety of thiamine pyrophosphate (46,
Fig. 4). 7,8-Dihydroneopterin triphosphate (29, Fig. 3) serves
as intermediate in the biosynthetic pathways of tetrahydrofolate
(33) and tetrahydrobiopterin (31). The closely related compound
7,8-dihydroneopterin 2′,3′-cyclic phosphate is the precursor of
the archaeal cofactor, tetrahydromethanopterin (34) (58). A
common pyrimidine-type intermediate (23) serves as precursor
for flavin and deazaflavin coenzymes. Various sulfur-containing
coenzymes (thiamine (9), lipoic acid (7), biotin (6), Fig. 1)
use a pyrosulfide protein precursor that is also used for the
biosynthesis of inorganic sulfide as a precursor for iron/sulfur
clusters (12).

Requirement of coenzymes for their own
biosynthesis

Several coenzymes are involved in the biosynthesis of their own
precursors. Thus, thiamine is the cofactor of the enzyme that
converts 1-deoxy-D-xylulose 5-phosphate (43) (the precursor
of thiamine pyrophosphate, pyridoxal 5′-phosphate and of iso-
prenoids via the nonmevalonate pathway) into 2 C-methyl-D-
erythritol 4-phosphate (90, Fig. 11). Similarly, two enzymes
required for the biosynthesis of GTP, which is the precursor
of tetrahydrofolate, require tetrahydrofolate derivatives as co-
factors (Fig. 3). When a given coenzyme is involved in its
own biosynthesis, we are faced with a “hen and egg” prob-
lem, namely how the biosynthesis could have evolved in the
absence of the crucially required final product. The answers to
that question must remain speculative. The final product may
have been formed via an alternative biosynthetic pathway that
has been abandoned in later phases of evolution or that may
persist in certain organisms but remains to be discovered. Al-
ternatively, the coenzyme under study may have been accessible
by a prebiotic sequence of spontaneous reactions. An interesting
example in this respect is the biosynthesis of flavin coenzymes,
in which several reaction steps can proceed without enzyme
catalysis despite their mechanistic complexity.

In terms of coenzyme evolution, it is also noteworthy that
the biosynthesis of a given coenzyme frequently requires the
cooperation of other coenzymes. For example, the biosynthe-
sis of riboflavin (24) requires tetrahydrofolate (33) for the
biosynthesis of GTP serving as precursor (Fig. 3). Pyridoxal
5′-phosphate is required for the biosynthesis of the activated
pyrosulfide type protein (2) that serves as the common precur-
sor for iron/sulfur clusters and various sulfur-containing organic
coenzymes (Fig. 1).

Covalent coenzymes

Whereas many coenzymes form noncovalent complexes with
their respective apoenzymes, various flavoenzymes are char-
acterized by covalently bound FMN (25) or FAD (Fig. 3).
Covalent linkage involves the position 8α methyl group or
the benzenoid carbon atom 6 of the flavin and a cysteine
or histidine residue of the protein. The covalent CN or CS
bond can be formed by autoxidation of the noncovalent apoen-
zyme/coenzyme precursor complex as shown in detail for nico-
tine oxidase (59).

Biotin (6, Fig. 10) and lipoic acid (7, Fig. 1) are attached en-
zymatically to apoenzymes via carboxamide linkage to specific
lysine residues (60, 61). The pantothenyl moiety (64, Fig. 7)
can also be linked covalently to proteins via amide linkage (62).
Covalently bound heme is involved in heme M (63) and heme
L-catalyzed reactions (64, 65).

Several covalently bound coenzymes, including pyruvoyl,
methylidine imidazolone, topaquinone, and tryptophan trypto-
phyl quinine-type prosthetic groups are generated by posttrans-
lational modification (66).
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Cellular topology of coenzyme
biosynthesis in eukaryotes

In bacteria, coenzyme biosynthesis is located in the cyto-
plasm. In eukaryotic cells, organelles play important roles
in the biosynthesis of certain cofactors. For example, certain
steps of iron/sulfur cluster biosynthesis proceed in mitochondria

(10, 13). In plants, some steps of the biosynthesis of tetrahy-

drofolate, biotin, and lipoate proceed in mitochondria (7, 15),

whereas the biosynthesis of vitamin B2 is operative in plastids

(67). In apicomplexan protozoa, enzymes in mitochondria, in

the apicoplast (an organelle that is believed to have a common

evolutionary origin with chloroplasts) and in the cytoplasmic
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compartment must cooperate for the biosynthesis of tetrapyr-
role cofactors, thiamine, and isoprenoid cofactors (68, 69). The
biosynthesis of carotenoids proceeds via the nonmevalonate
pathway in the chloroplasts of plants (52). The same holds true
for the biosynthesis of thiamine, pyridoxal, and chlorophyll (70).

Three-dimensional structures of
coenzyme biosynthesis enzymes

The rapid technological progress in X-ray crystallography has
enabled the structural analysis of numerous enzymes involved
in coenzyme biosynthesis. Complete sets of structures that
cover all enzymes of a given pathway are available in certain
cases such as riboflavin, tetrahydrobiopterin, and folic acid
biosynthesis. Structures of orthologs from different taxonomic
groups have been reported in certain cases. X-ray structures
of enzymes in complex with substrates, products, and analogs
of substrates, products, or intermediates have been essential
for the elucidation of the reaction mechanisms. Structures of
some coenzyme biosynthesis enzymes have been obtained by
NMR-structure analysis.

Enzymes that are addressed by major drugs have been stud-
ied in particular detail. Thus, well above one hundred structures
have been reported for dihydrofolate reductases from a variety
of organisms, including major pathogens such as Mycobac-
terium tuberculosis , which is the causative agent of tuberculosis,
and of Plasmodium falciparum, which is the most important
of the Plasmodium spp. that causes malaria. The interaction
of mammalian dihydrofolate reductases with inhibitors that are
used as cytostatic agents and/or immunosuppressants is also
documented extensively by X-ray structures.

The rapidly growing number of three-dimensional coenzyme
biosynthesis enzyme structures in the public domain and the
cognate publications are best addressed via the internet server of
Brookhaven Protein Data Bank (http://www.rcsb.org/pdb/home/
home.do). Queries can be targeted to individual enzymes or to
entire pathways.

Medical Aspects

Genetic deficiency of coenzyme
biosynthesis

Genetic defects have been reported for the biosynthesis of
several coenzymes in humans. Typically, these rare anomalies
cause severe neurological deficits that become apparent at birth
or in early childhood.

Specifically, the deficiency of certain enzymes of tetrahydro-
biopterin biosynthesis (GTP cyclohydrolase I, pyruvoyltetrahy-
drobiopterin synthase, Fig. 3) result in severe neurological and
developmental deficits designated as atypical phenylketonuria
caused by the ensuing deficiency in catecholamine type neuro-
transmitter biosynthesis. The condition can be treated with some
success by the oral application of synthetic tetrahydrobiopterin
in large amounts. More recently, tetrahydrobiopterin therapy has
also been advocated for certain patients with classic phenylke-
tonuria that results from mutations of phenylalanine hydroxylase

(71). This therapeutic approach is based on the concept that the
function of certain defective phenylalanine hydroxylases can
be bolstered by increased amounts of the cognate coenzyme
tetrahydrobiopterin. In fact, the relatively large number of pa-
tients with classic phenylketonuria may provide an economic
incentive for the development of a biotechnological process for
the bulk production of the coenzyme.

Deficiencies of enzymes involved in the transformation of the
vitamin pantothenic acid (64) into the cognate coenzyme forms
(66, Fig. 7) result in severe developmental and neurological
deficits that affect few human patients (34, 72). Therapy with
megadoses of pantothenic acid has been advocated, but their
efficiency has yet to be demonstrated by stringent clinical
studies (73).

Genetic defects of molybdopterin biosynthesis (Fig. 3) also
result in severe neurologic and developmental deficits (74). Ge-
netic defects in the biosynthesis of the quinine-type coenzyme
Q10 (97, Fig. 11) can result in encephalopathy, myopathy, and
renal disease (53).

Inherited defects or porphyrine biosynthetic enzymes can
cause the accumulation of pathway intermediates that cannot
be converted anymore with sufficient velocity. Various genetic
forms of porphyria have been reported and result in liver tox-
icity, neurological damage and photosensitivity (75). Acquired
forms of porphyria can be caused by a variety of toxic and
pharmacologic agents.

The absorption of vitamin B12 (20) requires a glycoprotein-
designated intrinsic factor that is secreted by the gastric mucosa
(7, 76). The factor binds the vitamin and enables its subsequent
transport across the ileal mucosa. Acquired failure to produce
the intrinsic factor results in a complex disease that can present
with hematological (macrocytotic anemia and pernicious ane-
mia), neurological, or psychiatric symptoms or a combination
thereof. Prior to the discovery of vitamin B12, pernicious ane-
mia was lethal. Initial treatment was based on the consumption
of large amounts of uncooked liver. If diagnosed timely, the
disease can now be cured easily by the parenteral administra-
tion of vitamin B12. Notably, the liver can store large amounts
of the vitamin.

Coenzyme biosynthesis enzymes as
anti-infective drug targets

Enzymes involved in coenzyme biosynthesis represent targets
for anti-infective agents (77). The sulfonamides that were dis-
covered in the 1930s were the first group of synthetic agents
with a broad spectrum of activity against pathogenic bacteria
and protozoa. Their mode of action, via inhibition of dihy-
dropteroate synthetase in the biosynthetic pathway of tetrahy-
drofolate biosynthesis (Fig. 3), was elucidated only much
later. Subsequent studies on compounds with antifolate activity
afforded inhibitors of dihydrofolate reductase, which is the en-
zyme in that pathway that catalyzes the formation of tetrahy-
drofolate from dihydrofolate in organisms that synthesize the
coenzyme de novo and from folate in organisms that rely on
dietary sources. Trimethoprim, which is an inhibitor of dihy-
drofolate reductase (that is required for the use of nutritional
folate and dihydrofolate as well as for the metabolic recycling
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of tetrahydrofolate coenzymes) became a widely used antimi-
crobial agent that is typically applied in combination with a
sulfonamide.

Fosmidomycin, initially discovered as a product of Strepto-
myces lavendulae with antibacterial and herbicide activity, was
recently shown to act via the inhibition of IspC protein that cat-
alyzes the first committed step in the nonmevalonate pathway
of isoprenoid biosynthesis that is absent in humans (43 → 90,
Fig. 11). Based on these findings, the compound is now under
clinical evaluation as an antimalarial drug (78).

In principle, other coenzyme biosynthetic pathways that occur
in pathogenic bacteria but not in humans should qualify as
anti-infective drug targets with a favorable toxicity profile.
Novel anti-infective principles would be highly desirable in light
of the rapid spread of resistant pathogens.

Coenzyme biosynthesis as a target for
cytostatic agents
The development of the sulfonamides as antibacterial and an-
tiprotozoan agents had preceded the discovery of its metabolic
target in the biosynthesis of tetrahydrofolate (that was per se
unknown in the 1930s) (Fig. 3). The discovery of the vitamin
in the 1940s triggered a wave of research directed at additional
inhibitors of its biosynthesis. This work resulted in the discov-
ery of methotrexate that is widely used as a cytostatic agent
predominantly for hematological malignancy, and also as an
immunosuppressive agent used in the therapy of autoimmune
disease such as Crohn’s disease (79).

Drug interaction with coenzyme
biosynthesis pathways
Mevastatin is an inhibitor of 3-hydroxy-3-methylglutaryl-CoA
reductase (Fig. 11, 84 → 85) that was isolated from Penicillium
citrinum in 1971. A group of structurally related compounds
designated as statins is now widely used for the prevention and
treatment of cardiovascular disease (80). Statins exert their de-
sired effects via the lowering of low-density lipoprotein and
probably also via reduced prenylation of small G-proteins of
the Ras protein family that are involved in proinflammatory
signaling. The highly pleiotrophic mevalonate pathway is the
source of numerous other highly important metabolites includ-
ing coenzyme Q10 (97). However, a recent review concludes
that the suppression of coenzyme Q10 biosynthesis, which can
be expected as a side result of statin therapy, is not a signif-
icant cause of rhabdomyolysis, a dreaded side effect of statin
therapy (81).

Modulation of vitamin D biosynthesis by
environmental factors
Fair-skinned humans face a dilemma because ultraviolet light
exposure carries the risks of carcinogenesis and skin aging,
whereas insufficient ultraviolet light carries the risk of vitamin
D3 (94, Fig. 11) insufficiency. The case is unique in so far
as an endogenous biosynthetic pathway is subject to regulation
by external lifestyle factors such as ultraviolet exposure and
the use of chemical and physical sunscreens. Recent studies

indicate that vitamin D deficiency is wide spread in the human
population and is a risk factor for a wide variety of conditions,
including cancer and autoimmune disease (82). The dilemma
of ultraviolet protection and vitamin D sufficiency can be
addressed easily by vitamin D supplements.

Biotechnology

Harnessing biosynthetic pathways for
vitamin production

Certain vitamins that serve as coenzymes (vitamin C) or as
precursors of coenzymes (all B group vitamins and certain
carotenoids) are commercially produced in bulk amounts, which
are used for human nutrition and animal husbandry, as an-
tioxidants (vitamins C and E) and food colorants (vitamin B2,
carotenoids). Only a fraction of technically manufactured vita-
mins is used for inclusion in drugs.

Vitamin B12 is produced exclusively by bacterial fermentation
technology. The chemical synthesis of vitamin B2 has been su-
perseded during the past two decades by fermentation processes
using bacteria and yeasts. Carotene, various other carotenoids
and vitamin A are produced by chemical synthesis, but a vari-
ety of biotechnological processes have been also been explored
for their production. Notably, vitamin A deficiency continues
to be a major cause for acquired blindness in developmental
countries, although vitamin A and β-carotene, which serves a
provitamin, can be produced at modest cost and in virtually un-
limited quantity by existing technology. At least certain steps
of the various technical vitamin C processes are also conducted
by fermentation. For various other vitamins, biotechnological
production may become competitive in the future.
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Collagens are the most abundant extracellular matrix proteins in
multicellular animals. They all contain a name-giving collagen triple helix,
which connects their three chains and varying amounts of other
noncollagenous protein domains. To form the triple helix a repeated
sequence of -Gly-Xaa-Yaa- is required, where Xaa and Yaa can be any
residue. Each chain forms a polyproline-II like left-handed helix. The three
chains are staggered by one residue from each other, and form a
right-handed helix. Twenty eight types of collagen molecules have been
identified in mammals. The stability of the collagen triple helix is based on
the length and the amino acid sequence of each polypeptide chain, and
also by the presence of interchain cross-links and/or trimerization domains.
The 4(R)-hydroxylation of proline residues in the Yaa position significantly
increases the stability of the collagen triple helix.

Collagens are proteins that have a typical triple helical higher
order structure, and the triple helix is a protein motif that can be
found in other proteins. The chemistry of collagen covers more
than seven orders of magnitude from subnanometer scale to
centimeter scale (from amino acids to a tendon) including a wide
range of both noncovalent and covalent interactions. Collagen
research covers a wide range of fields such as biochemistry,
organic chemistry, and biophysical chemistry.

Biologic Background

Collagen is the major component of the extracellular matrix of
multicellular animals. In humans, the collagen molecules are
classified into 28 types (Table 1). In addition, other proteins
contain collagen-like triple helical domains (Table 2). Most
mammals have a similar set of these proteins. Collagens in
vertebrates are numbered in the order of their discovery using
Roman numerals as type I, type II, type III, and so on. In inver-
tebrates, collagens vary from one species to another including
differences in posttranslational modifications. The Caenorhab-
ditis elegans genome has upward of 150 distinct collagen genes
(1). If a collagen molecule of an invertebrate is highly homol-
ogous to a specific type of the vertebrate collagens, then it is
referred to the specific number type of the vertebrate collagen.
For example, one of the basement membrane collagens, type
IV collagen, is found in both vertebrates and also invertebrates
such as Drosophila melanogaster and C. elegans as highly

homologous primary structures. In that case, the molecule is
called a type IV collagen. In general, the genes of collagen
molecules of invertebrates are different from those of verte-
brates. Most proteins with a collagen triple helix were found
as a component of the extracellular matrix (ECM). However,
some proteins contain a transmembrane domain, for example,
type XVII collagen molecule is a type II transmembrane protein
in hemidesmosomes. In addition, some triple helical proteins
are found in the serum as soluble proteins such as collectins
and complement C1q. Usually, they are related to natural in-
nate immunity. The most abundant collagen protein in verte-
brates is type I collagen. It is distributed ubiquitously in the
vertebrate body and forms fibrils with a variety of diameter
(25 nm–200 nm). Type I collagen molecules self assemble at
physiologic temperature to fibrils in vitro. When type I collagen
molecules are denatured into single polypeptides at higher tem-
peratures, they form a gel at lower temperature (gelatin), which
consists of partially refolded molecules. Type I collagen inter-
acts with a wide range of other extracellular matrix molecules
to form the specific tissue. The local concentration of the col-
lagen molecules, pH, temperature, the direction of mechanical
force, and the order of interactions with other molecules affect
the supramolecular organization of the collagen fibrils and the
entire ECM. Tendon, skin, and cornea are composed mainly of
type I collagen, but their physical properties, such as the length
and the diameter of collagen fibrils and the direction of col-
lagen fibrils are different. Cells and ECM interact with each
other. The homeostasis of cell-ECM interaction is essential for
all biologic phenomena of multicellular animals.
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Structure of the Collagen
Triple Helix

The general sequence of the collagen triple helix requires a
repeat of -Gly-Xaa-Yaa- where the Xaa and the Yaa residues
can be any amino acid. Glycine in every third residue is
required to form the triple helix. Figure 1 shows a model of
the collagen triple helix. In the triple helix, all residues in the
Xaa and the Yaa positions are exposed to the molecular surface.
Each polypeptide forms a polyproline-II like left-handed helix.
Three chains are staggered by one residue, and they form a
right-handed superhelix (Fig. 1). The carbonyl group of the
collagen helix is almost perpendicular to the molecular axis.
This orientation is different from the alpha-helix, in which the
carbonyl groups are almost parallel to the helical axis.

In the analysis of crystals of collagen model peptides, the
carbonyl oxygen of the Yaa position residue has two hydrogen
bonds with water molecules and that of Gly has one, because
the other site for a hydrogen bond is hindered stereochemically
by the neighboring peptide chain. In addition, the carbonyl
oxygen in the Xaa position of Pro is directed to the center
of the triple helix and participates in a direct hydrogen bond
with the NH of Gly in the neighboring chain. This interchain
Gly(NH . . . OC)Xaa hydrogen bond is almost perpendicular to
the molecular axis. Based on the diffraction data of crystals,
the left-handed 7/2-helical structure (Fig. 1) with a 20 Å axial
repeat is obtained when both the Xaa and the Yaa positions
are occupied by imino acids (2). (Here, left-handed 7/2-helical
symmetry means the seven Gly-Xaa-Yaa- tripeptide units from
three chains make two left-handed turns in an axial repeat).
Each peptide strand forms a right-handed 7/1-helix in which
seven tripeptide units and one helical unit turn in a 60 Å axial
repeat. Therefore, the tripeptide unit twist and the tripeptide
unit height of the strand are 51.4 (= 360/7) and 8.57 Å (=
60/7), respectively. The type I collagen molecule has a major
triple helical domain with 1,014 amino acid residues of repeated
-Gly-Xaa-Yaa- sequence. The pitch of each residue is 2.85 Å
along the molecular axis. Therefore, the length of type I collagen
molecule is about 300 nm. In collagen fibrils or the crystals of
collagen model peptides, the distance between each triple helix
is almost 1.5 nm.

The triple helical domain of collagen has a unique amino
acid composition. Glycine accounts for one third of the to-
tal amino acid content. In homothermal animals, proline and
4(R)-hydroxyproline (Hyp) accounts for almost 10% each.
These three residues comprise more than half of the amino acids
in collagen. Glycine and proline are usually regarded as two
exceptional residues in proteins. Glycine is the only nonchiral
amino acid, and it has only a hydrogen atom as side chain; usu-
ally, the composition is less than the other amino acid residues
in globular proteins. Because of the smallest side chains, the
dihedral angles of glycine are the most conformationally flexi-
ble among the 20 amino acids. In contrast, proline is the least
conformationally flexible because of the five-membered pyrro-
lidine ring structure that restrict the phi angle. Proline is the
only imino acid among the 20 coded amino acids. The high
content of Gly and Pro/4(R)Hyp give the collagen triple helix

(a) (b)

(c)

Gly

Hyp

Pro

Gly

Hyp

Pro

Gly

Figure 1 Collagen triple helix structure. (a) Side view of the single
peptide of collagen helix. (b) Side view of collagen triple helix (PDB: 1V4F,
crystal structure of collagen model peptides with the repeated
-Pro-4(R)Hyp-Gly- sequence). The carboxy-terminal is on the top, and the
amino-terminal is on bottom. (c) Top view of the collagen triple helix
(PDB: 1V4F, crystal structure of collagen model peptides with the repeated
-Pro-4(R)Hyp-Gly- sequence). The carboxy-terminal is in the front, and the
amino-terminal is in the back. Only the C alpha atoms are shown. Each
polypeptide is a left-handed helix, and the three-chains form right-handed
super helix. Glycine residues are located near the center of the helix.

unique properties not found in globular proteins. The content of
hydrophobic residues in the triple helix is much lower than in
globular proteins. In the collagen triple helix, more positively
charged residues exist (Lys + Arg) than negatively charged
residues (Glu + Asp). Because of the highly extended rod-like
structure of the collagen triple helix, the accessible surface area
per residue is much larger than that of globular proteins. All
residues in the Xaa and the Yaa position are exposed to the
molecular surface in a radial pattern.

Proline ring puckering

The pyrrolidine ring of (hydroxy)proline is not planar. The
analyses of model collagen peptides at high resolution have
revealed that there is distinct propensity of ring puckering in the
Xaa and the Yaa position. In most cases, the imino acid residues
in the Xaa position have the Cγ-endo (down) puckering (Fig. 2).
In contrast, most of imino acid residues in the Yaa position have
the Cγ-exo (up) puckering conformation.
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(a) Cγ-endo (down) (b) Cγ-exo (up)

N N
Cα Cα

CβCβ

Cγ Cγ
Cδ Cδ

Figure 2 Proline ring pucker. Ball and stick model of the proline ring
structures (a) Cγ-endo (down) puckering of Pro and (b) Cγ-exo (up)
puckering of 4(R)-hydroxyproline from PDB:1V4F

Posttranslational Modifications

Collagen molecules undergo extensive posttranslational modi-
fications (Fig. 3) in the rough endoplasmic reticulum during
biosynthesis (3). These modifications include 4-hydroxylation
of proline to 4(R)-hydroxyproline (enzymes: prolyl-4- hydrox-
ylases, P4H 1, 2 & 3 EC 1.14.11.2) at most - Gly-Xaa-Pro-Gly-
sequences, 3-hydroxylation of proline to 3(S )-hydroxyproline
(prolyl 3-hydroxylases P3H 1, 2, and 3; EC 1.14.11.7) in
some -Gly-Pro-4Hyp-Gly- sequences, and 5-hydroxylation
of lysine to 5-hydroxylysine (5-lysylhydroxylases, ly-
syl hydroxylases (LHs), procollagen-lysine 2-oxoglutarate
5-dioxygenases LH 1, 2a/2b & 3: EC 1.14.11.4) in some
Gly-Xaa-Lys-Gly- sequences. In almost all mammals and
avians, prolyl 4-hydroxylation occurs in almost all Pro
residues in the Yaa position; however, prolyl 3-hydroxylation
is much less frequent. Each type I collagen polypep-
tide chain has one 3-hydroxyproline. About a quarter of
Lys in the Yaa position is modified to 5-hydroxylysine.
Sometimes hydroxylysine is modified even more to O-β-
galactosylhydroxylysine (enzyme: galactosyltransferase, EC
2.4.1.50) and 2-O-α-D-glucosyl-O-β-D-galactosylhydroxylysine
(enzyme: galactosylhydroxylysyl glucosyltransferase, EC
2.4.1.66). This type of glycosylation has been found only
in the collagen triple helical domain. LH3 also possesses
relatively low levels of collagen glucosyltransferase activity
and very low levels of collagen galactosyltransferase activity in
addition to the lysyl hydroxylase activity. The posttranslational
modifications of invertebrate collagens are more complex than
in vertebrates. The cuticle collagen of the sea hydrothermal
vent tube worm Riftia pachyptila contains glycosylated threo-
nine (4) residues in the Yaa position and very few proline or
hydroxyproline residues. Some species have 4-hydroxyproline
in the Xaa position that is not found in vertebrates.

After the secretion into the extracellular space, collagen
molecules may be modified chemically even more. Some col-
lagen processing enzymes cleave the procollagen molecules
to mature tissue type molecules. Lysine and 5-hydroxylysine
residues can be modified enzymatically to allysine (alpha-
aminoadipic-acid delta-semialdehyde) and hydroxyallysine
(delta-hydroxy, alpha-aminoadipic acid delta-semialdehyde), re-
spectively, by lysyl oxidase (protein-lysine 6-oxidase) (EC
1.4.3.13). The aldehyde group then interacts with the amino
group of an adjacent lysine residue to form a Schiff base. Many

intermolecular cross-links between collagen triple helices are
found in the tissues (Fig. 4) (5). Some cross-links are necessary
for the tensile strength of tissues. In contrast, some are the re-
sult of chemical deterioration of tissues (6, 7) and are related to
senescence and the various kinds of diseases such as diabetes
mellitus. The half-life of human skin collagen is estimated to
be 15 years by the racemization of aspartic acid, which indi-
cates that collagen molecules have potentially more chances to
be modified chemically in vivo.

Stability of the Collagen
Triple Helix

The temperature where one half of the polypeptide exists as
a triple helix is termed the melting temperature (Tm), and is
specific for different collagens from different species. The Tm

of soluble collagen at neutral pH physiologic salt solution is
around the body temperature of the organism from which it is
isolated. The thermal unfolding of interstitial fibrillar collagens,
type I, II, and III, occurs in a very narrow temperature inter-
val of less than 3 degrees in passing from a 90% native to a
90% denatured conformation. Also, the guanidinium chloride
induced transition of collagens is very sharp and occurs after
increasing the concentration of the denaturant by only 0.2 M.
The denaturation of these types of collagen is highly coopera-
tive. The enthalpy change of the triple helix ↔ coil transition
for type I collagen was determined to be ∆H = 15-18 kJ/mole
tripeptide unit. The enthalpy change per residue of triple helix is
significantly greater than that of globular proteins. The source
of this greater enthalpy change is still controversial. Another
unique thermodynamic property of collagen molecules is the
absence of a change in heat capacity after the denaturation.

The stability of the collagen triple helix depends on the se-
quence and the length of the three polypeptide chains. The
thermal stability of collagen from different animal species is
correlated with their highest environmental temperature. In gen-
eral, the thermal stability of collagen is increased with the
content of imino acid, praline, and 4(R)-hydroxyproline. Es-
pecially, the contribution of 4(R)-hydroxyproline in the Yaa
position is important. An additional stabilization of the col-
lagen triple helix occurs on the formation of fibrils. The
melting temperature of the collagen triple helix in fibrils is
around 55 ◦ C.

To clarify the mechanism of the stability of the triple helix,
synthetic collagen model peptides have been used. The effect
of 20 types of amino acid residues on the stability of the triple
helix was analyzed in the context of host-guest system, that
is, acetyl-(Gly-Pro-4(R)Hyp)3-Gly-Xaa-4(R)Hyp-(Gly-Pro-4(R)
Hyp)4-Gly-Gly-NH2 and acetyl-(Gly-Pro-4(R)Hyp)3-Gly-Pro-
Yaa-(Gly-Pro-4(R)Hyp)4-Gly-Gly-NH2 (8).

Some residues, such as Gly and aromatic residues signifi-
cantly destabilize the triple helix. Galactosylations of threonine
(9) and that of the lysine (10) increases the stability of the triple
helix.Regarding the stabilizing effect of 4(R)-hydroxyproline on
the triple helix, studies with model peptides showed that the or-
der of the stability of the triple helix is -Gly-Pro-4(R)Flp- >
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(a) 3(S)-hydroxyproline

(d) O-beta-galactosyl-5-hydroxylysine (e) 2-O-alpha-D-glucosyl-O-beta-D-
galactosyl-5-hydroxylysine

(b) 4(R)-hydroxyproline (c) 5-hydroxylysine

Figure 3 Posttranslational modifications in collagen. (a) 3(S)-hydroxyproline. (b) 4(R)-hydroxyproline. (c) 5-hydroxylysine.
(d) O-β-galactosyl-5-hydroxylysine. (e) 2-O-α-D-glucosyl-O-β-D-galactosyl-5-hydroxylysine.

-Gly-Pro-4(R)Hyp- > Gly-Pro-Pro-, where Flp is fluoroproline.

Fluorine is the most electronegative atom, and organic fluorine

forms only weak hydrogen bonds. Neither -Gly-4(R)Hyp-Pro

nor -Gly-Pro-4(S)Hyp- form a triple helix. These properties can

be explained by a stereoelectronic effect of the 4-substitution

(11). The inductive effect, the gauche effect of the pyrrolidine

ring (4-subsitution and the amide group), and an n → π* in-

teraction. These effects adjust the optimum phi and psi angles

of both the Xaa and the Yaa positions of collagen peptides and

the puckering of the pyrrolidine ring.

Solvent affects the stability of collagen molecules and the

triple helix of collagen model peptides. Polyols, such as glyc-

erol, 1,2- and 1,3-propanediol, polyethylene glycol, sugars, and

glycosaminoglycans increase the melting temperature of the

triple helix. Trimethylamine N -oxide (TMAO) also stabilizes

the triple helix of collagen model peptides. Urea and guani-

dinium hydrochloride decrease the Tm of collagen concentration

linearly with increasing concentrations.

The stability of the triple helix is not affected as much by

pH as globular proteins. There is a slight destabilization of the

triple helix at acid pH. The effect of salt ions on the stability is

similar to the Hofmeister series (12).

Chemical Tools and Techniques for
Collagen Research
Collagen is one of the most popular proteins for biophysical and
biochemical analysis because of its unique shape, ease of ac-
quisition, and stability. The structure of the collagen triple helix
seems more homogeneous and simpler than that of globular pro-
teins. However, the difficulties of collagen preparations for bio-
chemical and biophysical analysis are the heterogeneity of the
sample by posttranslational modifications, intermolecular cova-
lent cross linking, the large molecular weight, the aggregation
properties at physiologic temperatures, and the hysteresis of the
folding-refolding reaction. Almost all biochemical and biophys-
ical techniques have been applied to collagen such as circular
dichroism (CD), analytical ultracentrifugation, differential scan-
ning calorimetry (DSC), isothermal titration calorimetry, trans-
mission electron microscopy, scanning electron microscopy,
atomic force microscopy, scanning tunneling microscopy, sec-
ond harmonic generation microscopy, laser scattering, electric
birefringence, X-ray analysis, IR and NMR.

The collagen triple helix has a unique CD spectrum. The
spectrum shows a positive peak at 220–225 nm, and a negative
peak at 195–200 nm. In contrast, the polyproline II helix has a
positive peak at 228 nm, and a negative peak at 206 nm. The
polyproline II like poly-4-hydroxyproline helix has a positive
peak at 219 nm and a negative peak at 205 nm (13). The thermal
stability of the triple helix can be monitored easily by the CD

8 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.
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lysine allysine hydroxyallysyine 2-aminoadipic acid
2-amino-5-hydroxy
adipic acid

dehydrohydroxylysinonorleucine hydroxylysino-5-ketonorleucine (HLKNL)

hydroxylysinonorleucine (HLNL) Histidinohydroxylysinonorleucine (HHL)

Figure 4 Structure of collagen cross-links. The 6-amino group of (hydroxy)lysinie is modified to the oxidative deamination allysine Hydroxyallysine.

signal at 221 nm. The CD signal monitored as a function of
temperature shows a sigmoidal denaturation curve.

NMR is used for the characterization of the triple helical
structure and also for the folding kinetics of the triple helix.
NMR studies with synthetic model peptides of the triple helix
are difficult because of overlapping resonances of the repeated
sequence and by peak broadening from the shape. Isotopic
labeling is used to observe specific residues using heteronuclear
NMR techniques. Hydrogen exchange studies are used to show
the Gly amide exchange. The exchange is faster in the imino
acid-poor regions of a synthetic peptide compared with the
Gly-Pro-4(R)Hyp region.

DSC was used to characterize the thermodynamic proper-
ties of the collagen triple helix to coil transition in individual
molecules and in fibrils. Many microscopy techniques were used
to visualize individual collagen molecules and their supramolec-
ular assemblies.

Collagen model peptide synthesis

Because the natural collagen molecules are large, heteroge-
neous, and difficult to purify, collagen model peptides are used
for many analyses. Recent developments in solid-phase pep-
tide synthesis techniques have made the synthesis of longer
peptides easier than before. The commercial availability of
Fmoc-derivatives of 4(R)-hydroxyproline, 4(R)-fluoroproline
and 3(S)-hydroxyproline, the synthesis of glycosylated-Fmoc-
threonine and glycosylated-Fmoc-hydroxylysine, and other un-
usual amino acids have extended the range of collagen-like pep-
tides that have been synthesized. Overlapping cysteine linked
peptides of type III collagen have been made, which covers the
whole triple helical region of type III collagen (1029 amino
acids) (14). Several cross-links were introduced to stabilize the
three chains of the triple helix (see below).

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 9
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(j)

1,2,3-propane tricarboxylic acid (PTC)

R=C12H25, C14H29, C16H33

(h)

(i)

6 Cys form three pairs disulfide links.

Figure 5 Oligomerization of collagenous model peptides.

Trimerized triple helical model design

In vivo, collagen molecules have domains that initiate trimeriza-
tion of the synthesized alpha chains. Usually, globular domains
at the carboxyl terminal end of the molecule have this role.

Once this domain is removed, refolding of the three collagen
polypeptides to the correctly staggered molecules is very diffi-
cult or impossible. The folding reaction from three polypeptides
into a triple helix is affected by the concentration of the pep-
tides. For the kinetic refolding analysis of triple helical model

10 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.
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peptides, several techniques have been developed to link the
three polypeptides (Fig. 5). These are

a The type III collagen homotrimeric disulfide knot
(-Gly-Pro-Cys-Cys- sequence)

b Regioselective artifical cystine knot for heterotrimers
(15)

c The foldon domain of T4 phage fibritin (16)
d A di-lysine scaffold (17)
e cis,cis-1,3,5-trimethylcyclohexane-1,3,5-tricarboxylic

acid (Kemp tri acid) (18)
f TREN (Tris(2-aminoethyl)amine) succnic acid (19)
g 1,2,3-propane carboxylic acid (20)
h A coordination of Fe(II) ions to built-in bipyridine

ligands (21)
i Monoalykyl chains (22)
j 18-membered cyclic hydropyran oligolide
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Recently, computational approaches have been considerably appreciated in
drug discovery and development. Their applications span almost all stages
in the discovery and development pipeline, from target identification to
lead discovery, from lead optimization to preclinical or clinical trials. In
conjunction with medicinal chemistry, molecular and cell biology, and
biophysical methods as well, computational approaches will continuously
play important roles in drug discovery. Several new technologies and
strategies of computational drug discovery associated with target
identification, new chemical entity discovery, and lead optimization will be
the focus of this review.

Drug research and development (R & D) is a comprehensive,
expensive, and time-consuming enterprise, and it is full of risk
throughout the process (1). Numerous new technologies have
been developed and applied in drug R & D to shorten the
research cycle and to reduce the expenses. Among them, com-
putational approaches have revolutionized the pipeline of dis-
covery and development (2). In the last 40 years, computational
technologies for drug R & D have evolved very quickly, espe-
cially in recent decades with the unprecedented development of
biology, biomedicine, and computer capabilities. In the postge-
nomic era, because of the dramatic increase of small-molecule
and biomacromolecule information, computational tools have
been applied in almost every stage of drug R & D, which has
greatly changed the strategy and pipeline for drug discovery
(2). Computational approaches span almost all stages in dis-
covery and development pipeline, from target identification to
lead discovery, from lead optimization to preclinical or clinical
trials (see Fig. 1). In this review article, we highlight some re-
cent advances of computational technologies for drug discovery
and development; emphases are put on computational tools for
target identification, lead discovery, and ADME/T (absorption,
distribution, metabolism, excretion, and toxicity) prediction.

Target Identification

Target identification and validation is the first key stage in the
drug-discovery pipeline (see Fig. 1). By 2000, only about 500
drug targets had been reported (3, 4). The completion of human

genome project and numerous pathogen genomes unveils that
there are 30,000 to 40,000 genes and at least the same number
of proteins; many of these proteins are potential targets for drug
discovery. However, identification and validation of druggable
targets from thousands of candidate macromolecules is still a
challenging task (5).

Numerous technologies for identifying targets have been de-
veloped recently. Experimental approaches such as genomic and
proteomic techniques are the major tools for target identification
(6, 7). However, these methods have been proved inefficient in
target discovery because they are laborious and time consum-
ing. In addition, it is extremely difficult to get relatively clear
information related to drug targets from enormous information
produced by genomics, expression profiling, and proteomics (5).
As complementarities to the experimental methods, a series of
computational (in silico) tools have also been developed for
target identification in recent two decades (6, 8–12). In gen-
eral, they can be categorized into sequence-based approach
and structure-based approach. Sequence-based approach con-
tributes to the processes of the target identification by providing
functional information about target candidates and positioning
information to biological networks. Such methods include se-
quence alignment for gene selection, prioritization of protein
families, gene and protein annotation, and expression data anal-
ysis for microarray or gene chip. Here, we only introduce a
special structure-based method for target identification—reverse
docking.

Molecular docking has been a promising approach in lead
discovery (2, 13) (also see discussion below). Reverse docking,
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Figure 1 Computational approaches cover the drug-discovery pipeline, spanning from target identification to lead discovery to preclinical test.

which is opposite to the process of docking a set of ligands
into a given target, is to dock a compound with certain biolog-
ical activities into the binding sites of all the three dimensional
(3-D) structures in a given protein database. The identified pro-
tein “hits” through this method then served as potential target
candidates for further validation study. This computational ap-
proach in target identification has demonstrated to be efficient
and cost effective (14–16). In general, identifying protein target
by using reverse docking includes four steps: inverse docking
of a small molecule to a series of selected proteins; hit proteins
postprocessing through bioinformatics analysis to select can-
didates; experimental validation by using biochemical and/or
cellular assays; and finally, if it is possible and necessary, de-
termination of the X-ray crystal (or nuclear magnetic resonance)
structures of the small molecule-protein complexes to verify the
target at the atomic level. To this end, it requires a sufficient
number of known protein structures that cover a diverse range
of drug targets (17). The protein structures are usually selected
from the Protein Data Bank (PDB) or constructed with protein
structure prediction method.

Based on DOCK4.0, we developed a reverse docking method,
TarFisDock (Target Fishing Docking) (16), and we constructed
a corresponding drug target database with 3-D structures, po-
tential drug target database (PDTD) (17). Based on TarFisDock
and PDTD, we also developed a reverse docking web server
(http://www.dddc.ac.cn/tarfisdock/ ). TarFisDock has proved to
be a tool of great potential value for identifying target by more
than 400 users from over 30 countries and regions. One typi-
cal example of TarFisDock application is that we found peptide
deformylase (PDF) is a target for anti-H . pylori drugs.

Colonization of the human stomach by the bacterium
H. pylori is a major causative factor for gastrointestinal illnesses
and gastric cancer. However, discovering anti-H. pylori agents
is a difficult task because of a lack of mature protein targets.
Therefore, identifying new molecular targets for developing new
drugs against H. pylori is obviously necessary. In a random
screening of a diverse small-molecule and herbal extract library
by using agar dilution method to identify active components
against H. pylori , compound 1 (N -trans-caffeoyltyramine) iso-
lated from Ceratostigma willmottianum, a folk medicine used
to remedy rheumatism, traumatic injury and parotitis (18),
showed inhibitory activity against H. pylori with MIC value

of 180µg/mL. Chemical modification on compound 1 af-
forded a number of analogs, among which, compound 2
((E )-4-(3-oxo-3-(phenethylamino)-prop-1-enyl)-1,2-phenylene
diacetate) is the most active one with improved MIC value
of 100µg/mL against H. pylori (see Fig. 2). Potential bind-
ing proteins of compound 1 were screened from PDTD using
TarFisDock. Fifteen protein targets with interaction energies
to compound 1 under −35.0 kJ/mol were identified (19). Ho-
mology search indicated that only two proteins of the fifteen
candidates, diaminopimelate decarboxylase (DC) and PDF, have
homologous proteins in the genome of H. pylori . Enzymatic as-
say demonstrated compounds 1 and 2 are the potent inhibitors
against the H. pylori PDF (HpPDF) with IC50 values of 10.8
and 1.25 µM, respectively. X-ray crystal structures of HpPDF
and the complexes of HpPDF with compounds 1 and 2 were
determined, which reveal that these two inhibitors exactly locate
at the HpPDF binding pocket (see Fig. 2). All these indi-
cate that HpPDF is a potential target for screening new anti-
H. pylori agents. In a similar approach, Paul et al. (15) suc-
cessfully recovered the corresponding targets of four unrelated
ligands with reverse docking method.

The advantage of reverse docking is obvious, in addition to
identifying target candidates for active compounds, it is also
possible to identify potential targets responsible for toxicity
and/or side effects of a drug under the hypothesis that the target
database contains all the possible targets (20). However, reverse
docking still has certain limitations. The major one is that the
protein entries in the proteins structure databases like PDB are
not enough for covering all the protein information of disease
related genomes. The second one is that this approach has not
considered the flexibility of proteins during docking simulation.
These two aspects will produce false negatives. Another lim-
itation is that the scoring function for reverse docking is not
accurate enough, which will produce false positives (16). One
tendency to overcome these shortages is to develop new dock-
ing program including protein flexibility and accurate scoring
function. Another tendency is to integrate sequence-based and
structure-based approaches together.
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Figure 2 Chemical structures of compounds 1 and 2 and their X-ray crystal structures in complex with HpPDF. Data inside the parentheses are inhibition
activities (IC50 values) of the compounds.

Lead Discovery

Computational approaches for lead discovery are more mature
than those for target identification. Some methods such as virtual
screening and library design have become promising tools for
lead discovery and optimization (2, 13). Here, we introduce
two computational techniques, virtual screening, and focused
combinatorial library design.

Virtual screening

The drugs developed in the past 100 years are found to inter-
act with approximately 500 targets; in the same period, about
20,000,000 organic compounds including natural products have
been synthesized or isolated. Moreover, the genomic and func-
tional genomic projects have produced additional 1500 drug-
gable targets for drug intervention to control human diseases
(21). Therefore, it is believable that a large number of new
drugs, at least many leads or hits, hide in the existing chemi-
cal mine. However, how to dig out this source is a hard task.
Collecting all the existing compounds and screening them ran-
domly against all the potential targets one by one are extremely
unpractical, because it is intolerably expensive and time con-
suming. However, virtual screening shows a dawning to satisfy
this requirement. Indeed, virtual screening has been involved
into the pipeline of drug discovery as a practical tool (22).

In essence, virtual screening is designed for searching large-
scale hypothetical databases of chemical structures or virtual
libraries by using computational analysis for selecting a lim-
ited number of candidate molecules likely to be active against a
chosen biological receptor (23). Therefore, virtual screening is a
logical extension of 3-D pharmacophore-based database search-
ing (PBDS) (24) or molecular docking (25), which is capable
of automatically evaluating very large databases of compounds.
Two strategies have been used in virtual screening (see Fig. 3):
1) using PBDS to identify potential hits from the databases,
mostly in the cases that 3-D structures of the targets are un-
known and 2) using molecular docking approach to rank the
databases if the 3-D structures of the targets are available.

Normally, these two approaches are used concurrently or se-
quentially, because the former can filter out the compounds
quickly and the latter can evaluate the ligand-receptor binding
more accurately.

For the pharmacophore-based screening, a 3-D-pharmaco-
phore feature is constructed by structure-activity relationship
analysis on a series of active compounds (26) or is deduced from
the X-ray crystal structure of a ligand-receptor complex (27).
Taking this 3-D–pharmacophore feature as a query structure,
3-D database search can be performed to select the molecules
from the available chemical databases, which contain the phar-
macophore elements and may conform to the pharmacophore
geometric constraints. Then the selected compounds are ob-
tained either from commercial sources or from organic synthesis
for the real pharmacologic assays (see Fig. 3).

Docking-based virtual screening (DBVS) requires the struc-
tural information of both receptors and compounds. The gen-
eral procedure of DBVS includes five steps: receptor model-
ing (virtual screening mode construction), compound database
generation, computer screening, hit molecules postprocessing,
and experimental bioassay. The core step of virtual screen-
ing is docking and scoring. Docking is a process to place
each molecule from a 3-D small-molecule database into the
binding site of a receptor protein, optimize the relative orien-
tation and conformation for a ligand interacting with a protein,
and select molecules from the database that may bind to the
protein tightly. Billions of possible conformations can be cre-
ated for a flexible ligand even with a few freedom degrees in
the rotation space alone, current optimization algorithms can-
not sample exhaustively for all conformations and orientations,
needless to say to account for the flexibility of protein with
thousands of degrees of freedom. Therefore, instead of search-
ing exhaustively in the search space, an optimization algorithm
should sample the solutions effectively and rapidly close to the
global optimum (28). Basically, the optimization algorithms em-
ployed widely by molecular docking program can be divided
into three categories: numerical optimization methods, random
or stochastic methods, and hybrid optimization methods. Es-
sentially, there are three types of scoring functions (29), which
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Figure 3 The flowchart for virtual screening.

include force-field based scoring functions, empirical scoring
functions, and knowledge-based scoring functions. However,
no single scoring function can perform satisfactorily for every
system because many physical phenomena determining molec-
ular recognition were not fully accounted for, such as entropic
or solvent effects (13). Since Kuntz et al. (30) published the
first docking algorithm DOCK in 1982, more than 20 docking
programs have been developed in recent two decades. Of the ex-
isting docking program, DOCK, FlexX, AutoDock, and GOLD
are most frequently used, other programs such as Glide, ICM,
and Surflex have been applied successfully in virtual screen-
ing. However, many limitations and challenges still exist for
molecular docking, such as accurate prediction of the binding
conformation and affinity, protein flexibility, entropy, and sol-
vent effects. Without doubt, the molecular docking process is
still a complex and challenging project of computational chem-
istry and biology (25, 31).

Virtual screening has discovered numerous active compounds
and leads, more than 50 compounds have entered into clinical
trials, and some have been approved as drugs (2). Virtual screen-
ing enriched the hit rate (defined as the quotient in percentage
of the number of active compounds at a particular concentration
divided by the number of all compounds experimentally tested)
by about 100-fold to 1000-fold over random screening (22, 32).
Additionally, virtual screening provides an alternative way in
fleetly finding new leads of some targets, whereas the tech-
niques for high-throughput screening remain in development
(e.g. potassium ion (K+) channels). By using docking-based
virtual screening in conjunction with electrophysiological as-
say, we discovered 10 new blockers of the eukaryotic Shaker
K+ channels, 4 natural product blockers (33), and 6 synthetic
compounds (34).

Focused combinatorial library design

What big pharmas and medicinal chemists are seeking is new
chemical entities (NCEs), which can be strictly protected by
compound patents. Nevertheless, all hits discovered by screen-
ing the existing compounds databases can only find the new
medical usages for the existing compounds or old drugs. At
least two kinds of computational approaches are available for
NCE discovery: de novo drug design (35, 36) and combinato-
rial library design (37). The de novo drug design does not start
from a database of complete molecules but aims at building a
complete molecule from molecular bricks (“building blocks”)
to fill the binding sites of target molecule chemically. The com-
plete chemical entries could be constructed through linking the
“building blocks” together, or by growing from an “embryo”
molecule with the guidance of evaluation of binding affinity.
The “building blocks” could be either atoms or fragments (func-
tional groups or small molecules). However, using atoms as
“building blocks” is thought to be inefficient, which is seldom
used currently. In the fragment-linking approach, the binding
site is mapped to identify the possible anchor points for func-
tional groups. Then, these groups are linked together to form
a complete molecule. In the sequential-growing approach, the
molecule grows in the binding site controlled by an appropri-
ate search algorithm, which evaluates each growing possibility
with a scoring function. Different from docking-based virtual
screening, fragment based de novo design can perform sampling
in whole compound space, which can obtain novel structures
that are not limited in available databases. Nevertheless, the
quality of a growing step strongly depends on previous steps.
Any step chemically growing wrongly would lead to an unac-
ceptable result. For the fragment linking approach, it remains a
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problem how to choose linkers to connect fragments together to
form complete structures. The most remarkable drawback of this
approach might be the synthetic accessibility of the designed
structures.

To overcome the disadvantages of de novo design approaches,
we developed a target-focused library design method to adopt
the advantages of focused library and targeted library, as well
as integrating technologies of docking-based virtual screening
and drug-like (ADMET) analysis. A software package called
LD1.0, was also developed (37) based on this technology. Start-
ing with the structures of active hits and therapeutic target, the
overall skeleton of potential ligands is split schematically into
several fragments according to the interaction mechanism and
the physicochemical properties of the binding site. Individual
fragment library is constructed for each kind of fragment tak-
ing into account of the binding features of the fragments to the
binding site. Finally, target-focused libraries regarding the stud-
ied target are constructed with the judgments from structural
diversity, druglikeness (ADME/T) profiles, and binding affini-
ties (37). During the target-focused library design, library-based
genetic algorithm was applied to optimize our focused library,
and our newly developed drug-likeness filter was used to pre-
dict the drug-like profile of the library. The molecular docking
approach was employed to predict the binding affinities of the
library molecules with the target.

One application example of target-focused library design
is the discovery of new cyclophilin A (CypA) inhibitors
(38, 39). CypA inhibitors are of therapeutic significance in or-
gan transplantation. However, inhibitors of CypA are mainly
derived from natural sources (such as cyclosporin A, FK506,
rapamycin and sanglifehrin A) and peptide analogs, which
are all structurally complex molecules, and little has been re-
ported regarding the small-molecule CypA inhibitors. By using
docking-based virtual screening, organic synthesis, and bioas-
say, we discovered dozens of binders of CypA with binding
affinities under submicromolar or micromolar level, and 14 of
them showed high CypA peptidyl-prolyl isomerase (PPIase) in-
hibition activities with IC50s of 2.5–6.2 µM (38). To discover
new chemical entities of CypA inhibitors with more potent ac-
tivities, a focused library was designed based on the structures
of the 14 inhibitors and their binding modes to CypA. Based
on binding mechanism, each inhibitor was divided into three
fragments, and three fragment sublibraries were constructed
with sizes of 5, 3, and 17 fragments, respectively. Therefore,
255 molecules could be formed by conventional combinatorial
library approach. With LD1.0, a CypA-focused library was op-
timized with a size of 2 × 2 × 4. Thus, the 16 compounds in the
library were synthesized for bioassay. All these 16 molecules
were determined to be CypA binders with binding affinities (K D

values) that ranged from 0.076 to 41.0µM, and five of them
(3a–3f) are potent CypA inhibitors with PPIase inhibitory ac-
tivities (IC50 values) of 0.25–6.43 µM (see Fig. 4). The hit rates
for binders and inhibitors are as high as 100% and 31.25%, re-
spectively. Remarkably, both the binding affinity and inhibitory
activity of the most potent compound increase ∼10 times than
that of the most active compound discovered previously. The
high hit rate and the high potency of the new CypA inhibitors
demonstrated the efficiency of the strategy for focused library

design and screening. In addition, the novel chemical entities re-
ported in this study could be leads for discovering new therapies
against the CypA pathway.

ADME/T Optimization

It has widely been appreciated that ADME/T should be involved
in the early stage of drug discovery (lead discovery) in par-
allel with efficacy screening (40, 41). Many high-throughput
technologies for ADME/T evaluation have been developed, and
the accumulated data make it possible to construct models for
predicting the ADME/T properties of compounds before struc-
tural modifications. These computational models may reduce
the redesign–synthesize–test cycles. Hereinafter, we will show
how computational approaches predict and model the most rel-
evant pharmacokinetic, metabolic and toxicity endpoints, which
thereby accelerate the pace of new drug development.

Prediction of intestinal absorption

Absorption of drugs from the gastrointestinal tract is a complex
process that can be influenced by not only physicochemical and
physiological factors but also by formulation factors. Some pub-
lished models and commercially available computer programs
have been developed for predicting the intestinal absorption.
Among them, physiologically based approaches are of particu-
lar interest because the human physiological environment and
the processes involved in drug absorption are simulated.

Mixing tank models describe the intestine as one or more
well-mixed tanks, in which dissolved and solid forms of
drug have a uniform concentration and are transferred be-
tween the mixing tanks by first-order transit kinetics. This
model has been implemented in commercial program In-
tellipharm PK (http://www.intellipharm.com) and OraSpotter
(http://www.zyxbio.com). Tube models assume the intestine to
be a cylindrical tube with or without changing radius, which in-
cludes the mass balance models and the models used in PK-Map
and PK-Sim (http://www.bayertechnology.com). In the mass
balance model, the difference between the mass flows in and
out of the tube represents the mass absorbed per time unit, and
it is proportional to the permeability and the concentration of
the drug in the intestines. In models of PK-Map and PK-Sim,
a transit function was introduced and the intestinal permeabil-
ity coefficient can be calculated solely by the lipophilicity and
molecular weight of the investigated compound.

Yu et al. (42) developed an absorption and transit (CAT)
model, which formed a basis of many models and commer-
cially available computer programs, such as GITA (GI-Transit
Absorption), iDEA (http://www.akosgmbh.de) and GastroPlus
(http://www.simulations-plus.com). iDEA uses an absorption
model proposed by Grass et al. (43), and GastroPlus uses the
ACAT (advanced compartmental absorption and transit) model
developed by Agoram et al. (44). Parrott et al. (45) compared
these two commercial programs both in their ability to predict
fraction absorbed for a set of 28 drugs and in terms of the func-
tionality offered. The results suggested that iDEA may perform
better with measured input data, whereas GastroPlus presents a
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Figure 4 Chemical structures of the five CypA inhibitors discovered using focused library design. Left and right parts are the LD1.0 optimized fragments
respectively binding to the small and large pockets of CypA, middle fragment is the LD1.0 optimized link binding to the saddle cleft between the two
binding pockets of CypA (39). Data inside the parentheses are inhibition activities (IC50 values) of the compounds.

more sophisticated user interface, which shows strengths in its
ability to integrate additional data.

Prediction of blood–brain barrier (BBB)
permeability
The blood–brain barrier (BBB) is a physiological barrier in
the circulatory system that restrains substances from entering
into the central nervous system (CNS). The orally administrated
drugs that target receptors and enzymes in the CNS must cross
the BBB to produce desired therapeutic effects. At the same
time, the peripherally acting agents should not cross it to avoid
the side effects (46). To date, various methods that have been
applied for model generation include the traditional statistical
approaches and state-of-art machine-learning techniques.

Generally, current BBB models have shown acceptable ca-
pabilities depending on the approaches used and particularly
the type and the size of the dataset under investigation. Some
insights into the molecular properties that determine the brain
permeation have also been gained. However, most current in sil-
ico modeling of BBB permeability start with the assumption that
most drugs are transported across the BBB by passive diffusion.
Absence of data regarding active transport or P-glycoprotein
(P-gp) efflux limits the development of accurate and reliable
BBB models that can more closely mimic the in vivo situation.
Recently, Adeno et al. (47) reported their studies based on a
large heterogeneous dataset (∼1700 compounds) including 91
P-gp substrates. Likewise, Garg and Verma (48) took the active
transport of the molecules into consideration in the form of their
probabilities of becoming a substrate to P-gp, and their results
indicated that the P-gp indeed plays a role in BBB permeability
for some molecules.

Prediction of CYP-mediated metabolism
The human cytochromes P450 (CYP450) constitute a large fam-
ily of heme enzymes. In drug development, the CYP-mediated
metabolism is of particular interest because it may profoundly
affect the initial bioavailability, desired activity, and safety pro-
file of compounds. A great variety of in silico modeling ap-
proaches have been applied to CYP enzymes. Connections and

integrations between the “ligand-based,” “protein-based,” and
“ligand-protein interaction–based” groups of methods have been
extensively described in the review of Graaf et al. (49). Apart
from this methodological categorization, current in silico mod-
els mainly address the following three aspects of metabolism:
CYP inhibition, isoform specificity, and site of CYP-mediated
metabolism.

Inhibition of CYP enzymes is unwanted because of the risk
of severe side effects caused by drug–drug interactions. A novel
Line-Walking Recursive Partitioning method was presented that
uses only nine chemical properties of the shape, polarizability,
and charge of the molecule to classify a compound as a
3A4, 2C9, or 2D6 inhibitor (50). Recently, Jensen et al. (51)
constructed Gaussian kernel weighted k-NN models to predict
CYP2D6 and CYP3A4 inhibition, resulting in classification
models with over 80% of overall accuracy.

CYP isoform specificity predicts the subtype responsible
for the main route of metabolism. This type of study started
from the work by Manga et al. (52), in which the isoform
specificity for CYP3A4, CYP2D6, and CYP2C9 substrates was
investigated. Terfloth et al. (53) reported a similar study on the
same dataset using ligand-based methods, and the accuracy of
prediction was improved substantially.

The site of metabolism (SOM) refers to the place in a
molecule where the metabolic reaction occurs, which is usu-
ally a starting point in metabolic pathway investigation. Re-
cently, Sheridan et al. (54) reported a study addressing the
SOM mediated by CYP3A4, CYP2C9, and CYP2D6. In this
study, pure QSAR-model was constructed with only substruc-
ture and physical property descriptors. The cross-validated ac-
curacies range from 72% to 77% for the investigated datasets,
which are significantly higher than that of earlier models
and seem to be comparable with the results from MetaSite
(http://www.moldiscovery.com), which is a more mechanism-
based method of predicting SOM.
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Prediction of toxicity

At present, a variety of toxicological tests needs to be conducted
by the drug regulatory authorities for safety assessment. Compu-
tational techniques are fast and cheap alternatives to bioassays
as they require neither experimental materials nor physically
available compounds. Some examples of available computer
programs that predict toxicity are Deductive Estimation on Risk
from Existing Knowledge (http://www.lhasalimited.org), Mul-
tiple Computer Automated Structure Evaluation (http://www.
multicase.com), and Toxicity Prediction by Komputer Assisted
Technology (current DS TOPKAT, http://accelrys.com/products/
discovery-studio/toxicology). Recently, developments in artifi-
cial intelligence research and the improvement of computational
resources have led to efficient data-mining methods that can
automatically extract structure toxicity relations (STRs) from
toxicity databases with structurally diverse compounds. Helma
et al. (55) described some general procedures used for gener-
ating (Q)STR models from experimental data. Here, we briefly
present a study made to model the mutagenic probability (56).

Mutagenicity is the ability of a compound to cause mutations
in DNA, which is one of the toxicological liabilities closely
evaluated in drug discovery and their toxic mechanisms have
been relatively well understood. In the development of (Q)STR
models, it is essential to select the structural or chemical proper-
ties most relevant to the endpoint of interest. For mutagenicity,
we designed a molecular electrophilicity vector (MEV) to de-
pict the electrophilicity of chemicals, which is a major cause
of chemical/DNA interaction. A model for the classification
of a chemical compound into either mutagen or nonmutagen
was then obtained by a support vector machine together with
a F -score based feature selection. For model construction, the
SVM+MEV method shows its superior efficiency in the data
fitting, with a concordance rate of 91.86%. For validation, a
prediction accuracy of 84.80% for the external test set was
yielded, which is close to the experimental reproducibility of the
Salmonella assay. The F -score based feature weighting analyses
highlight the important role of atomic partial charges in de-
scribing the noncovalent intermolecular interactions with DNA,
which is usually a hard part in the mutagenicity prediction.

The Future

The technological progress of computational chemistry and bi-
ology brought a paradigm change to both pharmas and research
institutions. Computational tools have been considerably appre-
ciated in drug discovery and development, which play increas-
ingly important roles in target identification, lead discovery, and
ADME/T prediction. In the future, in addition to improving
individual existing computational techniques, such as perfec-
tion of the accuracy and effectiveness of virtual screening, one
major tendency is to integrate computational chemistry and bi-
ology together with chemoinformatics and bioinformatics. This
research is leading to a new topic known as pharmacoinformat-
ics, which will impact the pharmaceutical development process
and increase the success rate of development candidates (57).

Another tendency is to use more accurate computational ap-
proaches, such as molecular dynamics simulation, to design
specific inhibitors or activators against the pathway of target
protein folding (58). By using this strategy, Broglia et al. (59)
obtained inhibitors that may block HIV-1 protease monomer to
fold into its native structure, which causes the inhibitors not to
create resistance. Similarly, by targeting the C -terminal β-sheet
region of an Aβ intermediate structure extracted from molecu-
lar dynamics simulations of Aβ conformational transition (60),
we obtained a new inhibitor that abolishes Aβ fibrillation using
virtual screening in conjunction with thioflavin T fluorescence
assay and atomic force microscopy determination (61).

After the completion of the human genome and numerous
pathogen genomes, efforts are underway to understand the role
of gene products in biological pathways and human diseases
and to exploit their functions for the sake of discovering new
drug targets (62). Small and cell-permeable chemical ligands
are used increasingly in genomics approaches to understand
the global functions of genome and proteome. This approach
is referred to as chemical biology (or chemogenomics) (63).
Another emerging field is computational systems biology to
model or simulate intracellular and intercellular events using
data gathered from genomic, proteomic, or metabolomic ex-
periments (64). This field highly impacts drug discovery and
development.
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Controlled drug delivery applies interdisciplinary approaches to engineer
systems that improve the therapeutic value of drugs. This review addresses
the biological basis of drug delivery, the pharmacokinetic/
pharmacodynamic considerations important to the design of controlled
release delivery systems, and the methods to fabricate them. The focus of
this review will principally be on oral and transdermal applications. Systems
at various stages of development for the delivery of more complex
molecules, such as proteins, oligonucleotides, genes, and sRNA’s will also
be discussed.

The frequency of drug dosing is usually determined by the
drug’s duration in the body. For drugs that are inherently
long lasting, once daily oral dosing is sufficient to sustain
adequate drug blood levels and the desired therapeutic effect.
Formulation of these drugs as conventional, immediate-release
dosage forms is used for the patient. However, many drugs are
not inherently long lasting and require multiple doses each day
to achieve the desired therapeutic results. Multiple daily dosing
often is inconvenient for the patient and can result in missed
doses, made-up doses, and patient noncompliance with the
therapeutic regimen. In addition, sequential therapeutic blood
level peaks and valleys (troughs) are associated with each dose.
The traditional approach to modifying drug release is to control
the rate of drug delivery, as exemplified by extended-release
tablets and capsules, which are commonly taken only once or
twice daily. Modern drug delivery systems provide an additional
targeted drug release dimension at a specific site in the body,
spanning subcellular to organ. Thus, the term “controlled drug
delivery” has a much broader meaning than just controlling
the rate of drug delivery. Controlled drug delivery to the right
site of action at the right time can be achieved by either
1) controlling the release rate and duration or 2) controlling
the release site (i.e., localized delivery or targeted diseased
organs, tissues or cells). Figure (1) has summarized the scheme
for the design of the controlled drug delivery. The commonly
used types of controlled drug delivery products in terms of its
targeted diseases and specific delivery technology involved are
summarized in Table (1).

General Introduction
of Pharmacokinetics/
Pharmacodynamics
Fate of a drug In vivo: ADME process
After administration, the fate of the drug will be determined
by four key steps in vivo, namely, absorption (A), distribution
(D), metabolism (M), and excretion (E). Effects of the four
steps on the administered drug will influence the levels of drug
exposure to the site of action and will eventually influence the
pharmacological activities of the drug. The details of the four
steps are described briefly as follows.

Absorption (A)
Before a compound can exert its pharmacological effect in tis-
sues, it has to be taken into the bloodstream usually via mucosal
surfaces such as the digestive tract for intestinal absorption.
In addition, uptake of drugs from the blood stream into tar-
get organs or cells needs to be ensured. However, this task
is not always easy given the natural barriers that exist, like
the blood-brain barrier. Extent of absorption for a drug varies
with the way it has been administered. Factors such as poor
compound solubility, chemical instability in the stomach, and
inability to permeate the intestinal wall can all reduce the extent
to which a drug is absorbed after oral administration. Absorp-
tion critically determines the compound’s bioavailability. Drugs
that absorb poorly when taken orally must be administered in
some less desirable way, like intravenously or by inhalation.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 1
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Figure 1 Scheme for the design of controlled drug delivery system.

Distribution (D)

Once the drug gets into the bloodstream, it will be carried to
various parts in the body including different tissues and organs,
as well as its site of action. Depending on the physicochemical
and biological properties of the drug, its degree of distribution
to various tissues and organs differs by varying extents.

Metabolism (M)

As soon as the drug enters the body, in addition to being
distributed to other parts of the body, it begins to break down.
Most small-molecule drug metabolism occurs in the liver by
enzymes termed cytochrome P450 enzymes. As metabolism
occurs, the parent compound is converted to metabolites, which
could be pharmacologically inert or active.

Excretion (E)

Compounds and their metabolites need to be removed from
the body via excretion, usually through the kidneys or the
feces. Unless excretion is complete, accumulation of foreign
substances can affect normal metabolism adversely.

Role of transporters in ADME

The extent of absorption for a drug varies with the way it has
been administered. Over the last decade, several important trans-
porters responsible for drug uptake/disposition in various organs
have been discovered. They mainly include organic anion trans-
porter, organic cation transporter, multidrug resistant protein,
and multidrug resistance-associated protein. Many transporters
function in the uptake of drugs into cells, which leads to in-
creased permeability of the drug into cells; other transporters
function to export drugs out of cells, which thereby decreases
the apparent permeability of the drug. Transport mechanism of
drugs and substrate specificities of drug transporters in drug de-
velopment have become increasingly important. Identification
of drugs that are the substrates of the transporters can help
to elucidate the pharmacokinetic profiles of these drugs and
drug–drug interactions, as well as to improve the therapeutic
safety of drugs. Therefore, research that focuses on such mem-
brane transporters is promising, and it leads to rational design
strategies for drug targeting delivery. Drug targeting to specific
transporters and receptors using carrier-mediated absorption has
demonstrated immense significances in the ocular drug delivery
(1) and targeted drug delivery across the blood–brain barrier (2).

Concept of pharmacodynamics,
biomarkers and pharmacogenetics

Pharmacodynamics is the study of the mechanisms of drug
action and the biological and physiological effects of these
drugs. Compared with pharmacokinetics, which reveals what
the body does to a drug, pharmacodynamics focuses more on
what a drug does to the body.

Traditionally, the level of drug in vivo is assumed to be pro-
portional to its pharmacodynamic effect. The identification of
various biomarkers provides a more relevant indicator than the
in vivo drug concentrations as far as clinical efficacy of a drug
is concerned. Biomarkers enable the characterization of patient
populations and the quantization of the extent to which new
drugs reach intended targets, alter proposed pathophysiologi-
cal mechanisms, and achieve clinical outcomes. In genomics,
the biomarker challenge is to identify unique molecular sig-
natures within complex biological mixtures that can be unam-
biguously correlated to biological events to validate novel drug
targets and to predict drug response. Biomarkers can stratify
patient populations or quantify drug benefit in primary preven-
tion or disease-modification studies in poorly served areas such
as neurodegeneration and cancer. Appropriateness of biomark-
ers depends on the strategy and the stage of development,
as well as the nature of the medical indication. Biomarkers
are perhaps most useful in the early phase of clinical devel-
opment when measurement of clinical endpoints may be too
time-consuming or cumbersome to provide timely proof of con-
cept or dose-ranging information (3).

With the disclosure of the map of the human genome, the
effect of human genetic variations on drug metabolism and
its related clinical efficacy has become a major concern for
clinical practice. Pharmacogenetics is an area of study on the
genetic variation in response to drug metabolism with an em-
phasis on improving drug safety. The aim of drug delivery is
to achieve an appropriate drug concentration at the targeted site
that can elicit a desired level of response. The concentration
of a drug in vivo is highly dependent on the ADME pharma-
cokinetic processes, whereas the level of response for a drug
usually results from the interaction of a drug with a target re-
ceptor protein. More and more studies have revealed genetic
polymorphisms in drug-metabolizing enzymes, transporters, and
target receptors. The genetic basis underlying pharmacokinetic
and pharmacodynamic inter-individual variability is essential in
the consideration of the design of drug delivery systems (4).
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Table 1 Summary of representative products using controlled release delivery system

Type of controlled
Disease state Active ingredient delivery system Product (manufacturer)

Endocrinology
Postmenstrual syndrome Estradiol TDD Estraderm (Novartis), Vivelle (Novartis), Climara (Berlex)
Hypogonadism in males Testosterone TDD Testoderm (Alza), Androderm (SmithKline Beecham)
Birth control Estradiol/Norethindrone TDD CombiPatch (Noven/Aventis), Ortho-Evra

Progesterone IUD insert Progestersert (Alza)
Hormone replacement therapy Estrogen/Progesterone TDD Nuvelle TS (Ethical Holdings/Schering)
Pain, inflammatory
Moderate/severe pain Fentanyl TDD Duragesic (Janssen)
Central nervous system
Smoking cessation Nicotine TDD Habitrol (Novartis Consumer), Nicoder CQ (SmithKline

Beecham Consumer)
Motion sickness Scopolamine TDD Transderm Scop(Novartis Consumer)
Attention deficit hyperactivity disorder Methylphenidate HCL Osmotic pump Concerta
Cardiovascular disease
Calcium channel antagonist for

hypertension, ischemic heart
disease, hypertrophic
cariomyopathy, arrhythmias

Nifedipine Diffusion, osmotic pump,
erosion

Procardia, Procaria XL, Adalat CC

Diltiazem Diffusion, erosion Cardizem, Cardizem CD, Cardizem SR, Discor XR,
Verapamil Verelan, Calan SR, Isoptin SR
Felodipine Diffusion, erosion Plendil
Nicardipine Erosion Cardene SR

Nitrates for angina pectoris, ischemic
heart disease, congestive heart
failure.

Nitroglycerin TDD (Monolithic and
membrane controlled)

Nitrodisc (Searle), Nitro-Dur (Key Pharmaceutical),
Transdermal-Nitro (Summit Medical), Deponit (Schwarz
Pharma), Minitran (3 M Pharmaceuticals), etc.

Isosorbide mononitrate Matrix tablet Imdur (Schering-Key)
Hypertension Clonidine TDD Catapres-TTS
Arrhythmia Procainamide Matrix tablet Procan SR (Parke Davis)

Disopyramide phosphate Multipellet Norpace CR
Hypercholesterolemia Nicotinic acid Polygel matrix delivery system Slo-Niacin (Upsher-Smith)
Cancer
Recurrent ovarian cancer Doxorubincin Stealth liposome Doxil, Caelyx
Infectious disease
Fungal infection, AIDS Amphotericin B Liposome AmBisome
Ophthalmic disease
Glaucoma Pilocarpine Reservoir insert Ocusert PILO (Alza)
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Pharmacokinetic/Pharmaceutical
Dosage Form/Pharmacodynamic
Considerations in the Design of A
Controlled Drug Delivery System
An ideal controlled-release product is expected to release the
drug from the dosage form at a predetermined rate, to maintain
the released drug at a sufficient concentration in the gastroin-
testinal fluids, and to provide sufficient gastrointestinal resi-
dence time prior to the absorption of the drug. In general, not
every drug is suitable to be developed as a controlled-release
product.

Traditionally, the pharmacokinetic properties of drug candi-
dates has always played an important role in their design as a
controlled release dosage form. From the pharmacokinetic point
of view, the best suited drug candidates should have neither
very slow nor very fast rates of absorption and excretion. Drugs
with slow rates of absorption and excretion with half-lives of
greater than 8 hours are usually inherently long acting, and
their preparation into extended release dosage forms is not nec-
essary. Drugs with very short half-lives (i.e., < 2 hours) are
poor candidates for extended-release dosage forms because of
the large quantities of drug required for such a formulation. An-
other pharmacokinetic consideration is that the drugs prepared
in extended-release forms must have good aqueous solubility,
must maintain adequate residence time in the gastrointestinal
tract, and must be uniformly absorbed from the gastrointestinal
tract. In addition, from the classic dosage form design point of
view, the drug candidate should be administered in relatively
small doses because each oral dosage unit needs to maintain a
sustained therapeutic blood level of the drug.

As indicated in Table 1, because of the nature of the du-
ration of action for a controlled drug delivery system, another
important pharmacodynamic consideration for drug candidates
is that the drugs are used in the treatment of chronic rather
than acute conditions. Regardless of how it is achieved, the
prolonged and controlled pharmacodynamic effect is the even-
tual outcome expected for the controlled drug delivery system.
The appropriate drug candidate should possess a reasonable
therapeutic index (i.e., the median toxic dose divided by the
median effective dose). It should be noted that drugs possess-
ing a longer acting quality than indicated by their quantitative
pharmacokinetic half-lives might not be good candidates for
a controlled drug delivery system either. Therefore, monitor-
ing the controlled release drug more reliably and accurately
in vivo is becoming a challenge and the traditional pharma-
cokinetic/pharmacodynamic correlations as a standard compo-
nent of drug development are becoming more complicated than
what is usually expected (5). An integrated pharmacokinetic
and pharmacodynamic approach for rate-controlled drug de-
livery has been proposed (6). Should pharmacodynamic mea-
surements eventually replace the traditional pharmacokinetic
measurements? With the availability of various biomarkers, the
measurements of related biomarkers rather than the plasma con-
centrations of specific drugs are believed to provide more direct
and accurate monitoring of the behavior of the controlled drug
delivery system in vivo.

Methods and Systems of
Controlled Drug Delivery:

Natural and synthetic polymers, both erodible and nonerodible,
play an important role in the fabrication of systems to control
drug release. The method of combining polymers with a drug
candidate, together with the manufacturing process, provides
even more control on the release profile desirable of the drug
candidate.

Systems to control the release rate and
duration of the drug

The rate of drug release from solid dosage forms may be
modified by the technologies described below, which in general
are based on 1) modifying drug dissolution by controlling access
of biologic fluids to the drug through the use of barrier coatings,
2) controlling drug diffusion rates from dosage forms, and
3) chemical reactions or interactions between the drug substance
or its pharmaceutical barrier and site-specific biological fluids.
The commonly used systems and the related techniques are
illustrated as follows.

Coated beads, granules, or microspheres
This system aims to distribute the drug onto beads, pellets, gran-
ules, or other particulate systems. The rate at which body fluids
can penetrate the coating to dissolve the drug will be adjusted
by varying the thickness of the coats and the type of coat-
ing material used. The coating techniques include conventional
pan-coating or air-suspension coating techniques by which a so-
lution of the drug substance is placed onto small inert nonpareil
seeds or beads made of sugar and starch or onto microcrystalline
cellulose spheres. Naturally, the thicker the coat, the more resis-
tant to penetration and the more delayed will be the drug release
and dissolution. Typically, the coated beads are about 1 mm in
diameter. However, the beads are combined to have three or
four release groups among the more than 100 beads contained
in the dosing unit. This technique provides the different desired
sustained or extended release rates as well as the targeting of
the coated beads to the desired segments of the gastrointestinal
tract. An example of this type of dosage form is the Spansule
capsule from SmithKline Beecham (King of Prussia, PA).

Microencapsulated drug
Microencapsulation is a process by which solids, liquids, or
even gases may be encapsulated into microscopic sized parti-
cles through the formation of thin coatings of “wall” material
around the substance being encapsulated. Gelatin is a common
wall-forming material, but synthetic polymers, such as polyvinyl
alcohol, ethylcellulose, polyvinyl chloride, and other materials,
may be used. The typical encapsulation process usually begins
with the dissolving of the prospective wall material, such as
gelatin, in water. The material to be encapsulated is added and
the two-phase mixture is stirred thoroughly. The material to be
encapsulated is then broken up into the desired particle size
via addition of a solution of a second material, which is usu-
ally acacia. This additive material can concentrate the gelatin
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into tiny liquid droplets. These droplets (the coacervate) then
form a film or coat around the particles of the substance to
be encapsulated as a consequence of the extremely low in-
terfacial tension of the residual water or solvent in the wall
material so that a continuous, tight, film coating remains on the
particle. The final dry microcapsules are free-flowing, discrete
particles of coated material. Different rates of drug release may
be obtained by changing the core to wall ratio, the polymer
used for the coating, and the method of microencapsulation.
One advantage of microencapsulation is that the administered
dose of a drug is subdivided into small units that are spread
over a large area of the gastrointestinal tract, which may en-
hance absorption by diminishing localized drug concentration.
An example of a drug commercially available in a microen-
capsulated, extended-release dosage form is potassium chloride
(Micro-K Extencaps; Wyeth, Madison, NJ).

Embedding drug in hydrophilic or biodegradable
matrix systems
By this process, the drug substance is combined and made into
granules with an excipient material that slowly erodes in body
fluids, progressively releasing the drug for absorption. Drugs
without excipients provide an immediate drug effect, whereas
drug-excipient granules provide extended drug action. The gran-
ule mix may be tableted or placed into gelatin capsule shells for
oral delivery. Hydroxypropyl methylcellulose (HPMC), which
is a free-flowing powder, is commonly used to provide the hy-
drophilic matrix. Tablets are prepared by distributing HPMC in
the formulation thoroughly, preparing the granules by wet gran-
ulation or roller compaction, and manufacturing the tablets by
compression. After ingestion, the tablet is made wet by gastric
fluid, which hydrates the polymer. A gel layer forms around
the surface of the tablet and an initial quantity of drug is ex-
posed and released. As water permeates further into the tablet,
the thickness of the gel layer is increased, and the soluble drug
diffuses through the gel layer. As the outer layer becomes fully
hydrated, it erodes from the tablet core. If the drug is insolu-
ble, then it is released as such with the eroding gel layer. Thus,
the rate of drug release is controlled by the processes of dif-
fusion and tablet erosion. An example of a proprietary product
using a hydrophilic matrix base of HPMC for extended drug
release is Oramorph SR Tablets from Roxane Laboratories, Inc.
(Columbus, OH), which contains morphine sulfate.

Scientists have been working for decades to expand the
number of biodegradable polymers for clinical use, which in-
clude polyhydroxyacids, polyanhydrides, polyorthoesters, and
polyesteramides. Of these polymers, polylactide (PLA) and
poly(D,L-lactide-co-glycolide) (PLGA) are most often used be-
cause of their relatively good biocompatibility, easily controlled
biodegradability, and good processability. In fact, they belong to
one of the two classes of FDA approved synthetic biodegrad-
able polymers to date. These polymers can be used either as
matrix devices or as reservoirs. In matrix systems, the drug is
dispersed or dissolved in the polymer, whereas the drug is en-
capsulated in a biodegradable membrane in the reservoir. The
release rate of the drug is generally dependent on the degrada-
tion of the polymer. Poly(ortho)esters and polyanhydrides erode
from their surface, whereas the PLGA and PLA follow bulk

erosion (i.e., degradation occurring throughout the whole poly-
mer). By varying the ratios of monomers in the copolymer mix,
nearly zero-order drug release produced by matrix degradation
at steady rate can be achieved (7).

A few commercial available drug delivery systems are based
on biodegradable polymers. Glidadel is a white, dime-sized
wafer made up of biodegradable polyanhydride polymer [poly
(1,3-bis(carb-oxyphenoxy)propane-co-sebacic acid)] (PPCP-SA)
to deliver carmustine for the treatment of brain cancer. ReGel
is an aqueous filter sterilizable ABA tri-block polymer system
that consists of PLGA and polyethylene glycol (8). Its suitability
to provide sustained interleukin-2 (IL-2) delivery for cancer im-
munotherapy has been reported. Atrigel is a proprietary delivery
system that contains PLA or PLGA dissolved in a biocompati-
ble carrier and can be used for both parenteral and site-specific
drug delivery. The system is placed in the body using con-
ventional needles and syringes and solidifies on contact with
aqueous body fluids to form a solid implant. For a drug incor-
porated into such polymer solution, it becomes entrapped within
the polymer matrix as it solidifies followed by being slowly re-
leased as the polymer biodegrades. Products that have already
been approved by the FDA using the Atrigel technology in-
clude the Eligard (leuprolide acetate for injectable suspension)
prostate cancer products that provide systemic release of leupro-
lide acetate for 1-, 3-, and 4-month duration and the Atridox
(8.5% doxycyline) periodontal treatment product for localized
subgingival delivery of doxycycline. With the clinical success
of the current available products using biodegradable polymers,
their additional applications in the delivery of small molecules,
peptides, proteins, monoclonal antibodies, and vaccines are an-
ticipated.

Embedding drug in an inert plastic matrix

By this method, the drug is granulated with an inert plastic ma-
terial, such as polyethylene, polyvinyl acetate, or polymethacry-
late, and the granulation is compressed into tablets. The
compression of the tablet creates the matrix or plastic form that
retains its shape during drug diffusion and its passage through
the alimentary tract. An immediate-release portion of the drug
may be compressed onto the surface of the tablet. The inert
tablet matrix, which is expended of drug, is excreted with the
feces. The primary example of a dosage form of this type is the
Gradumet from Abbott Pharmaceutical (Abbott Park, IL).

Ion-exchange resins

A solution of a cationic drug may be passed through a column
that contains an ion-exchange resin, which forms a complex by
the replacement of hydrogen atoms. The resin-drug complex is
then washed and may be tableted, encapsulated, or suspended
in an aqueous vehicle. The release of the drug is dependent on
the pH and the electrolyte concentration in the gastrointestinal
tract. Release is greater in the acidity of the stomach than in
the less acidic environment of the small intestine. Examples of
drug products of this type include hydrocodone polistirex and
chlorpheniramine polistirex suspension (Tussionex Pennkinetic
Extended Release Suspension; Medeva) and phentermine resin
capsules (Ionamin Capsules; Pharmanex, Provo, UT).
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Osmotic controlled release systems

The pioneer oral osmotic pump drug delivery system is the Oros
system, which was developed by Alza Corporation (Mountain
View, CA). The system is composed of a core tablet surrounded
by a semi-permeable membrane coating with a 0.4-mm diame-
ter hole in it that was produced by a laser beam. The core tablet
has two layers: one contains the drug and the other contains
a polymeric osmotic agent. The system operates on the prin-
ciple of osmotic pressure. When the tablet is swallowed, the
semi-permeable membrane permits water to enter from the pa-
tient’s stomach into the core tablet, which dissolves or suspends
the drug. As pressure increases in the osmotic layer, it forces or
pumps the drug solution out of the delivery orifice on the side
of the tablet. Only the drug solution can pass through the hole
in the tablet. The rate of inflow of water and the function of the
tablet depends on the existence of an osmotic gradient between
the contents of the bilayer core and the fluid in the gastrointesti-
nal (GI) tract. Drug delivery is essentially constant as long as the
osmotic gradient remains constant. The drug release rate may
be altered by changing the surface area, the thickness, or the
composition of the membrane, and/or by changing the diameter
of the drug release orifice; the rate is not affected by gastroin-
testinal acidity, alkalinity, fed conditions, or GI motility. The
biologically inert components of the tablet remain intact during
GI transit and are eliminated in the feces as an insoluble shell.
This type of osmotic system, which is termed the “gastrointesti-
nal therapeutic system” (GITS; Pfizer, New York), is employed
in the manufacture of Glucotrol XL Extended Release Tablets
and Procardia XL Extended Release Tablets (Pfizer).

Gastro-retentive systems

Gastric emptying of dosage forms is an extremely variable pro-
cess, and the ability to prolong and control the emptying time
is a valuable asset for dosage forms, which reside in the stom-
ach for a longer period of time than conventional dosage forms.
Gastro-retentive systems can remain in the gastric region for
several hours, and hence, they significantly prolong the gas-
tric residence time of drugs. Prolonged gastric retention would
therefore improve the bioavailability of drugs by reducing drug
waste and by improving solubility for drugs that are less soluble
in a high pH environment. It has applications also for local drug
delivery to the stomach and proximal small intestines. The con-
trolled gastric retention of solid dosage forms may be achieved
by the mechanisms of mucoadhesion, flotation, sedimentation,
expansion, modified shape systems, or by the simultaneous ad-
ministration of pharmacological agents that delay gastric emp-
tying. Based on these approaches, classification of floating drug
delivery systems has been investigated extensively. Several re-
cent examples have been reported that show the efficiency of
such systems for drugs with bioavailability problems. Gastrore-
tention helps to provide better availability of novel products
with many therapeutic possibilities and substantial benefits for
patients. However, because of the complexity of the pharma-
cokinetic and pharmacodynamic factors for certain drugs, some
researchers suggest that the rationale for continuous administra-
tion obtained by controlled-release gastroretentive dosage forms
should be assessed and established in vivo (5).

Transdermally controlled drug delivery systems

Because of the large surface area of the skin and its bypass of
the liver as a first pass step in metabolism, many drug delivery
systems have been developed that control the rate of drug deliv-
ery to the skin for subsequent absorption. Effective transdermal
drug delivery systems of this type deliver uniform quantities of
drug to the skin over a period of time. Technically, transdermal
drug delivery systems may be classified into monolithic and
membrane-controlled systems (9).

Monolithic Systems

The systems incorporate a drug matrix layer between backing
and frontal layers. The drug-matrix layer is composed of a poly-
meric material in which the drug is dispersed. The polymer
matrix controls the rate at which the drug is released for per-
cutaneous absorption. In the preparation of monolithic systems,
the drug and the polymer are dissolved or blended together, cast
as the matrix, and dried. The gelled matrix may be produced
in a sheet or cylindrical form, with individual dosage units cut
and assembled between the backing and the frontal layers. Most
transdermal drug delivery systems are designed to contain an
excess of drug and thus drug-releasing capacity beyond the time
frame recommended for replacement.

Membrane-Controlled Transdermal Systems

The system is designed to contain a drug reservoir, usually
in liquid or gel form, a rate-controlling membrane, and back-
ing, adhesive, and protecting layers. This system has an ad-
vantage over monolithic systems in that as long as the drug
solution in the reservoir remains saturated, the release rate
of drug through the controlling membrane remains constant.
Membrane-controlled systems are generally prepared by pre-
constructing the delivery unit, filling the drug reservoir, and
sealing it off, or by a process of lamination, which involves a
continuous process of construction, dosing, and sealing.

The first transdermal therapeutic system designed to control
the delivery of a drug to the skin for absorption was devel-
oped in 1980 by the Alza Corporation. The system, marketed
as Transderm-Scop by CIBA, is a circular, flat adhesive patch
designed for the continuous release of scopolamine through a
rate-controlling microporous membrane. Soon after, nitroglyc-
erin, which is a drug substance used for the treatment of angina,
became another candidate for transdermal delivery. The drug
has a relatively low dose, short plasma half-life, high-peak
plasma levels, liver first pass metabolism, and inherent side ef-
fects when taken sublingually (a popular route for its administra-
tion). Since then, several nitroglycerin-containing systems have
been developed including: Deponit (Wyeth-Ayerst), Minitran
(3 M Riker, St. Paul, MN), TransdermNitro (CIBA-Geigy, Sum-
mit, NJ), Nitro-Dur (Key Pharmaceuticals, Kenilworth, NJ), Ni-
trocine (Schwarz Pharma, Monheim, Germany), and Nitrodisc
(Searle). As indicated in Table 1, the application of the trans-
dermal therapeutic system products covers various aspects with
the most emphasis on its use in central nervous system disease,
cardiovascular disease, and hormonal therapy.

Future developments in the field of transdermal drug delivery
should address problems that relate to irritancy, sensitization,
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and impermeability of the stratum corneum. These hurdles
currently exclude several therapeutic entities from delivery
via this route. An active area of research is breaching the
integrity of the stratum corneum by various means, which
include small molecule penetration enhancers, microneedles,
and the use of various external energy sources such as electric
current and ultrasound (10, 11). The recent approval of lidocaine
hydrochloride and epinephrine combined iontophoretic patch for
localized pain treatment by FDA has invigorated the gaining
interest in iontophoretic drug delivery systems for drug delivery
(12). In addition, additional innovations in matrix compound
and formulation will likely expand the number of candidate
drugs suitable for transdermal delivery (13).

Systems to control the location of drug
release: target drug spatially

Liposomes

A liposome is a spherical vesicle with a membrane composed
of a phospholipids and cholesterol bilayer. Liposomes can be
composed of naturally derived phospholipids with mixed lipid
chains, such as egg phosphatidylethanolamine, or of pure surfac-
tants, such as dioleolylphophtidylthanolamine. Liposomes can
be made by sonicating phospholipids in water followed by ex-
trusion. Usually, a liposome contains a core of aqueous solution,
in which the hydrophilic drug substances could be dissolved.
For hydrophobic substances, the drug can be dissolved into the
lipid membrane.

Liposomes are used for drug delivery because of their unique
properties. To deliver the molecules to sites of action, the lipid
bilayer can fuse with other bilayers such as the cell membrane,
which delivers the liposomal contents into the cell. For drugs
that do not have diffusion capabilities across the cell membrane,
formulating the drugs into a liposome would enable them to be
delivered past the lipid bilayer. Liposomes can also be designed
to have various ways of delivering drugs into cells. It could
possess various pH’s, charges, or even made to be within a
particular size range such that they would be viable targets for
natural macrophage phagocytosis. These liposomes may then
be digested while in the magrophage’s phagosome followed by
releasing the drug.

Additional advances in liposome research have resulted in
the generation of liposomes that can avoid detection by the
body’s immune system, specifically the cells of the reticuloen-
dothelial system (RES). These liposomes are known as “stealth
liposomes” and are constructed with polyethylene glycol (PEG)
studding the outside of the membrane. The PEG coating, which
is inert in the body, allows for a longer circulatory life for the
drug. In 1995, Doxil, the liposomal doxorubicin, became the
first commercially available liposomal anticancer drug. It has an
enhanced circulation half-life compared with the free drug be-
cause of its surface-grafted polyethylene glycol coating. Doxil
passively targets solid tumors, and once the liposomes local-
ize to the tumor interstitial space, the cytotoxic drug is slowly
released within the tumor (14). AmBisome is a sterile, nonpy-
rogenic lyophilized antifungal product for intravenous infusion.
It consists of unilamellar bilayer liposomes that are less than

100 nm in diameter with amphotericin B intercalated within the
membrane.

Injectable liposome-based drug delivery systems of anti-
cancer drugs are the most widely used drug nanoparticle in
cancer (15). In addition to a PEG coating, most stealth lipo-
somes also have some sort of biological species attached as a
ligand to the liposome to enable binding via a specific recep-
tor for the targeted drug delivery site. These targeting ligands
could be monoclonal antibodies (named as immunoliposome),
vitamins, or specific antigens. Targeted liposomes can hone to
nearly any cell type in the body and deliver drugs that would
otherwise be systemically delivered. It is expected that the side
effects of extremely toxic drugs could be drastically reduced
if the drugs were only delivered to diseased tissues using such
techniques (16).

Nanoparticles
A nanoparticle is a microscopic particle with a diameter less
than 100 nm. Nanoparticles were first developed around 1970,
and initially they were devised as carriers for vaccines and
anticancer drugs. Nanoparticle research is currently an area
of intense scientific research because of a wide variety of
potential applications in biomedical, optical, and electronic
fields. To enhance tumor uptake, the strategy of drug target-
ing was employed, and as a first important step, research fo-
cused on the development of methods to reduce the uptake of
the nanoparticles by the RES cells. Simultaneously, the use of
nanoparticles for ophthalmic and oral delivery was investigated
(17, 18). Recent advancement of nanoparticles and nanosus-
pensions was caused by their application for pulmonary drug
delivery (19, 20).

The size of nanoparticles generally varies from 10 to 1000 nm.
The drug is usually dissolved, entrapped, encapsulated, or at-
tached to a nanoparticle matrix, and depending on the method
of preparation, nanoparticles, nanospheres, or nanocapsules can
be obtained. Nanocapsules are vesicular systems in which
the drug is confined to a cavity surrounded by a unique
polymer membrane, whereas nanospheres are matrix systems
in which the drug is physically and uniformly dispersed.
In recent years, biodegradable polymeric nanoparticles using
poly(D, L-lactide), PLA, poly(D,L-glycolide) (PLG), PLGA,
and poly(cyanoacrylate) (PCA) have attracted considerable at-
tention as potential drug delivery devices in view of their ap-
plications in the controlled release of drugs, their ability to
target particular organs/tissues, as carriers of DNA in gene ther-
apy, and in their ability to deliver proteins, peptides, and genes
through a peroral route of administration. The PLA, PLG, and
PLGA polymers have been used as controlled release formula-
tions in parentral and implantation drug delivery applications.

Nanomedicine is undergoing explosive development as it
relates to the development of nanoparticles for enabling and
improving the targeted delivery of therapeutic and diagnostic
agents. The use of nanoparticles for specific delivery to ma-
lignant cancers, to the central nervous system, and across the
gastrointestinal barriers has received great attention (21). The
additional development of nanoparticles is highly dependent
on the advancement of the material sciences. For nanotechnol-
ogy rationally to generate materials useful in human therapy,
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it will need to progress in full recognition of all the require-
ments biology places on the acceptability of exogenous ma-
terials (22). In particular, nanostructured porous materials, in
particular silicon-based photonic and templated materials, offer
a degree of control in both the rate and the location of drug
delivery that is just beginning to be recognized (23).

Dendrimers
Dendrimers are macromolecules characterized by their highly
branched structure and globular shape. They are attractive drug
carriers by virtue of the flexibility in precisely controlling their
molecular size, shape, branching, length, and surface func-
tionality. An active area of research is the development of
nontoxic, biodegradable, and biocompatible dendrimers. Var-
ious kinds of dendrimer-drug conjugates have been tried us-
ing polyamidoamine, polyphenylether, and polyester dendrimers
and anticancer drugs such as doxorubicin, methotrexate, and
5-fluorouracil. The hydrophobic core and hydrophilic shell of
dendrimers could encapsulate hydrophobic drugs or diagnostic
agents in their interior and release them slowly. With an interior
of basic environment, dendrimers could also encapsulate acidic
drugs, such as methotrexate.

A unique characteristic of dendrimers is that they can act
as a particulate system while retaining the properties of a
polymer. Dendrimers can significantly improve pharmacoki-
netic and pharmacodynamic properties of low molecular weight
and protein-based therapeutic agents. The surface modified den-
drimers with various kinds of ligands, such as sugars, folate
residues, and poly (ethylene glycol), could serve as a drug car-
rier with targeted cell specificity. Poly (ethylene glycol) modi-
fied (PEGylation) dendrimers can generally overcome clearance
by RES system. Attachments of targeting moiety on the sur-
face of partially PEGylated dendrimer raised the possibility of
a delivery system that can cross biological barriers and deliver
the bioactive agent near the vicinity of its target site. Recent
successes also demonstrate potential of PEGylated dendrimers
in magnetic resonance imaging contrast agent and in carbonyl
metallo immunoassay (24, 25).

Erythrocytes/Cells
Erythrocytes, which are also known as red blood cells, have
been studied extensively for their potential carrier capabili-
ties for the delivery of drugs and drug-loaded microspheres.
Such drug-loaded carrier erythrocytes are prepared simply by
collecting blood samples from the organism of interest, sepa-
rating the erythrocytes from the plasma, entrapping the drug
into the erythrocytes, and resealing the resultant cellular carri-
ers. Hence, these carriers are called resealed erythrocytes. The
overall process is based on the response of these cells to os-
motic conditions. On reinjection, the drug-loaded erythrocytes
serve as slowly circulating depots and target the drugs to the
RES system. The advantage of erythrocytes as drug carriers is
mainly caused by their biocompatibility within the host, partic-
ularly when autologous cells are used, and hence triggering an
immune response is not possible.

Several methods, that include physical (e.g., electrical-pulse
method), osmosis-based systems, and chemical methods (e.g.,
chemical perturbation of the erythrocyte membrane), can be

used to load drugs or other bioactive compounds into erythro-
cytes.

Resealed erythrocytes have several possible applications in
various fields of human and veterinary medicine. Such cells
could be used as circulating carriers to disseminate a drug over
a prolonged period of time in circulation or in target-specific
organs, including the liver, spleen, and lymph nodes. Most drug
delivery studies that use drug-loaded erythrocytes are in the
preclinical phase. In a few clinical studies, successful results
have been obtained.

The ability of resealed erythrocytes to accumulate selectively
within RES organs makes them a useful tool for the treatment
of hepatic tumors and for the treatment of parasitic diseases.
Moreover, the first report of successful clinical trials of the
resealed erythrocytes loaded with enzymes for replacement ther-
apy was that of (beta)-glucoserebrosidase in the treatment of
Gaucher’s disease, in which the disease is characterized by
an inborn deficiency of lysosomal (beta)-glucoserebrosidase in
RES cells. This deficiency thereby leads to an accumulation of
(beta)-glucoserebrosides in macrophages of the RES. Recently,
the same concept was also extended to the delivery of biophar-
maceuticals that include therapeutically significant peptides and
proteins, nucleic acid-based biologicals, antigens, and vaccines
(26). In addition, the possibility of using carrier erythrocytes for
selective drug targeting to differentiated macrophages increases
the opportunities to treat intracellular pathogens and to develop
new drugs. Moreover, the availability of an application that
permits the encapsulation of drugs into autologous erythrocytes
has made this technology available in many clinical settings and
competitive with other drug delivery systems (27).

Summary

During the past four decades, formulations that control the
rate and the period of drug delivery (i.e., time-release medi-
cations) and that target specific areas of the body for treatment
have become increasingly common and complex. Because of re-
searchers’ ever-evolving understanding of the human body and
because of the explosion of new and potential treatments that re-
sult from discoveries of bioactive molecules and gene therapies,
pharmaceutical research hangs on the precipice of yet another
great advancement. However, this next leap poses questions and
challenges not only for the development of new treatments but
also for the mechanisms by which to administer them.

The current methods for drug delivery exhibit specific prob-
lems that scientists are attempting to address. Therefore, the
goal of all sophisticated drug delivery systems is to deploy
medications intact to specifically targeted parts of the body
through a medium that can control the therapy’s administra-
tion by means of either a physiological or a chemical trigger.
To achieve this goal, researchers are turning to advances in the
worlds of microtechnology and nanotechnology. During the past
decade, systems that contain polymeric materials, such as poly-
meric microspheres and nanoparticles, have all been shown to be
effective in enhancing drug targeting specificity, lowering sys-
temic drug toxicity, improving treatment absorption rates, and
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providing protection for pharmaceuticals against biochemical
degradation.

Peptides, proteins, and nucleotides or DNA fragments are the
new generation of drugs. They are becoming attractive because
of fast development within the biotechnology field. The admin-
istration of such molecules, however, may pose problems such
as sensitivity of the molecules to certain temperatures, instabil-
ity of the molecules at some physiological pH values, a short
plasma half-life, and a high molecular dimension, which hin-
ders diffusive transport and makes, at the moment, the parenteral
route the only possible way of administering such molecules.
Controlled drug delivery that uses the development of new
administration routes could be the answer to the problems in ad-
ministration of these molecules. The rationale of drug delivery
is to change the pharmacokinetic and pharmacodynamic prop-
erties of drugs by controlling their absorption and distribution.
Rate and time of drug release at absorption site could be pro-
grammed using a so-called delivery system. Various techniques,
that include chemical technologies (such as pro-drugs), biolog-
ical technologies, polymers, and lipids (such as liposomes) as
well as the invention of new routes of administration, have been
proposed to achieve controlled drug release. In fact, it could
increase drug absorption and reduce the effects of the active
ingredient in those regions not requiring therapy. Drug deliv-
ery systems that allow for an effective in vivo release of new
molecules, such as recombinant anti-idiotypic antibodies with
antibiotic activity devoted to the treatment of pulmonary (tuber-
culosis and pneumocystosis) and mucosal (candidiasis) diseases,
fall into that category (28).
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Peptide-bond formation requires activation of a carboxyl group followed by
aminolysis of the activated carbonyl. The reagents and methods employed
for activation, the intermediates and activated forms generated and their
aminolysis are described. Rationalization of the strategy employed to avoid
isomerization during coupling is presented. Approaches for minimizing
aggregation that interferes with coupling are also given.

Peptides are employed for therapeutic purposes and for research
in the development of new drugs, vaccines, biomarkers, diag-
nostic agents, and so on. The demand for these peptides has
experienced double-digit annual growth over recent years (1).
Most peptides are obtained by chemical synthesis. Chain assem-
bly is effected by successive addition of single residues always
starting from the carboxy-terminus, which eliminates the danger
that isomerization might occur during coupling. If the peptide is
long enough, then two or more segments may be combined to
produce the final product. Moreover, the chain may be assem-
bled in solution or on a solid phase. Many methods are available
for linking two amino acids together. Each has its own pecu-
liarities as well as favorable and unattractive features. Some
methods of coupling are of general use, some are not applicable
to solid-phase synthesis, and some are employed only for spe-
cific purposes. The choice of method depends on circumstances
that vary considerably; every method seems to find its place
among the armaments employed for synthesis. An intriguing
observation is that five different coupling methods are involved
in the synthesis in kilogram amounts of the nine-residue drug
Atisoban (2).

Peptide-Bond Formation

A peptide bond is formed by reaction of the carboxyl group
of one amino acid with the amino group of a second amino
acid (Fig. 1A). A combination of the two occurs when the car-
boxyl group is activated, which means it has been rendered
deficient in electrons or electrophilic, and the amino group is
electron rich or nucleophilic. The amino group is nucleophilic
when it is not protonated; the carboxyl group is activated by
affixing an electron-withdrawing moiety to it. The latter is
achieved by use of compounds called coupling reagents or
by one or more chemical reactions. Peptide-bond formation is
slower when the activated residue is valine, isoleucine, or thre-
onine protected on the side chain; these are known as hindered

residues. During the process of aminolysis, a competing reac-
tion may occur (Fig. 1B) because the carbonyl on the amino
group of the activated residue is also nucleophilic. The result
is the formation of a five-membered cyclic structure, which is
referred to as a 5(4H )-oxazolone that contains nitrogen and
oxygen atoms and a carbonyl group, with substituents on car-
bons 2 and 4. The substituent at C-4 is the side chain of the
amino acid; the substituent at C-2 originates from the acyl
group of the activated residue. When the acyl group is an-
other amino-acid residue, that is, if the activated component is
a peptide, then the structure is a 2-alkyl-5(4H )-oxazolone that
is chirally unstable. It readily tautomerizes (Fig. 1F) to give
a mixture of the two enantiomers of the oxazolone. When the
acyl group is that of the protector of an amino acid, the ox-
azolone that is formed is a 2-alkoxy-5(4H )-oxazolone, which
is chirally stable and does not isomerize (3). These alkoxy-
carbonyl protectors (ROCO, often referred to as “urethane”
protectors, which is incorrect; urethane = ROCONH-), namely
benzyloxycarbonyl (Cbz or Z; benzyl = C6H5CH2) cleaved
by hydrogenolysis, tert -butoxycarbonyl (Boc) cleaved by aci-
dolysis, and 9-fluorenylmethoxycarbonyl (Fmoc) cleaved by
beta-elimination have been designed, in that order, so that the
activated residue does not enantiomerize during couplings. The
effect of the tautomerization of the 2-alkyl-5(4H )-oxazolone is
the production (Fig. 1E′) of some other isomer of
the peptide product because the oxazolone also undergoes
aminolysis. Hence, coupling of an N -alkoxycarbonylamino acid
occurs without enantiomerization of the residue because even
if the 2-alkoxy-5(4H )-oxazolone is formed, it does not iso-
merize. However, there is a danger to produce epimeric pep-
tides during the coupling of an N -protected peptide because
of the severe tendency of the activated peptide to form the
2-alkyl-5(4H )-oxazolone that isomerizes readily and is also a
precursor of the product. In all cases, the product of isomer-
ization is a mixture of epimeric peptides. When the activated
residue is isoleucine or threonine that have two stereogenic cen-
ters and when the activated component is a peptide, which does
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Figure 1 Coupling in peptide synthesis. Aminolysis (A) of the activated residue gives the L-L peptide. A competing intramolecular reaction (B) may occur
giving the 5(4H)-oxazolone. When R = alkoxy (BzlO, tBuO, or FmO), the oxazolone is aminolyzed (E) giving the L-L peptide. When R = peptidyl
(-Xaa-NHCHR3) the oxazolone tautomerizes (F) and is then aminolyzed (E, E′) giving also the D-L peptide.

not have glycine at the terminus, the process is an epimeriza-
tion. When the activated component bears an N -alkoxycarbonyl
group and the amino acid is other than glycine, isoleucine, or
threonine, the process is an enantiomerization (4), but it is also
referred to as racemization. The process of isomerization of an
activated peptide is also often referred to as racemization, but
it is careless usage of the term and an unwarranted extension
of the meaning of the word.

Activated Forms
A multitude of activated forms of amino acids and peptides
is available (Fig. 2), which have varying stabilities. Some are
shelf-stable reagents; some can be prepared and manipulated,
but they are not stable enough to be stored; and others are
intermediates that have been postulated to explain the results.
In fact, the most popular coupling reagents generate activated
forms that have never been detected; hence, they are hypoth-
esized structures. Noteworthy among these structures is the
O-acylisourea that comes from carbodiimides (5), the acy-
loxyphosphonium cation that comes from the phosphonium-salt
reagents, and the O-acyluronium cation that comes from the
uronium-salt reagents (Fig. 2). The mixed (MxAn) and sym-
metrical (SyAn) anhydrides are compounds that can be purified
and characterized, but they are usually prepared and used im-
mediately. The SyAn is the anhydride formed from the com-
bination of two molecules of N -alkoxycarbonylamino acid.
The MxAn is formed by reaction of the latter with an alkyl
chloroformate (chlorocarbonate). Both structures occasionally
surface as intermediates in reagent-mediated reactions, namely
the SyAn in carbodiimide-mediated reactions and the MxAn in
EEDQ-mediated (see Fig. 4) reactions. Acyl azides and halides
are prepared in solution and used immediately. Some activated
esters are shelf-stable reagents. They are of two kinds, which
originate from substituted phenols and substituted hydroxamic
acids (Fig. 3).

Auxiliary Nucleophiles
Peptide-bond formation involves reaction of the nucleophilic
amino group of one residue with the activated carboxyl group

of a second residue (Fig. 1). In many cases, the activated
residue reacts first with another molecule to produce a com-
pound that is activated by another moiety; the latter then
undergoes aminolysis to give the peptide. These molecules
are referred to as auxiliary nucleophiles. The original ones
were incorporated into coupling reactions when it was real-
ized that their presence had beneficial effects. The common
auxiliary nucleophiles (Fig. 3) (6–9), which are also known
as additives, appear in Fig. 4. Each possesses a hydroxyl
group; all except the HOSu are slightly acidic with pKs in
the 3.4–4.6 range. They participate in coupling reactions in
one of two forms. Either they are added in their original
form HOW, or they are present by virtue of the fact that the
coupling reagent employed is composed of the deprotonated
moiety -OW attached to a positively charged atom that is a
strong electrophile (Fig. 5). HOSu serves primarily as a nucle-
ophile for the preparation of activated esters (10); that is, it is
added to an activated amino acid without the simultaneous pres-
ence or subsequent addition of an amino-bearing residue. The
other auxiliary nucleophiles are added to carbodiimide-mediated
reactions to suppress the side reactions of isomerization (7)
(Fig. 1) and N -acylurea formation (Fig. 4). They protonate the
intermediates that are formed, namely the O-acylisourea (Fig. 4)
and the oxazolone (Fig. 1), which prevents their rearrangement
and tautomerization, respectfully, that lead to undesired conse-
quences. The protonated intermediates are strong nucleophiles
that readily yield the peptide product. Hence, the additives trap
activated intermediates that prevent the side reactions. When
the additives are incorporated into coupling reagents, they are
released as the anion −OW as soon as the reaction is initiated.
The anion is a strong nucleophile that can react with or trap
any activated intermediates that are formed. The compounds
generated are activated esters that undergo aminolysis to give
the peptide. The traditional additive has been HOBt (7); HOAt
(HOaBt) (9) is of more recent development. HOObt (8) was
not employed in the past because of the known side reaction
of aminolysis at the carbonyl of the additive. However, this
reaction occurs in negligible amount, and the additive has re-
ceived renewed interest. Although it was dormant for many
years, HOcBt (7) has surfaced with a vengeance as it is be-
ing employed in multikilogram amounts in the synthesis of
cephalosporin and the fusion inhibitor Fuzeon. It and HOAt
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Figure 2 Activated forms of N-alkoxycarbonylamino acids (RCO = R1OCONHCHR2CO) and Nα-protected peptides. Some are aminolyzed (A) to give the
peptide, and some may generate (B), a second activated form that is also a source of the product. Experience indicates that acyl halides and symmetrical
anhydrides of peptides do not exist.

Figure 3 Auxiliary nucleophiles (additives) that suppress side reactions by reacting with activated intermediates, and the two acylated forms of
benzotriazole that are produced.

are often superior to HOBt as additives; their hydroxyl groups
are slightly more acidic, which provides better leaving groups
in the esters. HOcBt is less expensive. The addition of HOBt
to a carbodiimide-mediated reaction minimizes the dehydration
of side-chain amides that occurs in its absence.

Coupling Methods

Peptide-bond formation is achieved in two ways. In the first
approach, a reagent is added to a mixture that contains a
component with a free carboxyl group and one with a free
amino group. Such coupling reagents include carbodiimides,
EEDQ (Fig. 4), and onium-salt based reagents (Fig. 5). The
other approach involves preparing the activated component after
which the amino-bearing component is added. Here, one can
distinguish two separate cases. In one case, the activated form
is a shelf-stable compound such as an activated ester or an
N -carboxyanhydride (NCA). In the other case, the activated

form is employed as soon as it is prepared. Examples include
MxAn as well as SyAn and azides.

Dialkylcarbodiimides

The compounds implicated in carbodiimide-mediated reactions
(11, 12) appear in Fig. 4A. The reaction is postulated to be
initiated by protonation of one of the slightly basic nitrogen
atoms by the acid followed by attack at the central carbon atom
by the acid anion that generates the O-acylisourea (OAIU).
Aminolysis the OAIU gives the peptide with liberation of
N,N ′-dialkylurea. A side reaction of N -acyl-N,N ′-dialkylurea
(NAU) formation by O-to-N acyl shift of the OAIU can occur.
The latter is avoided by adding an auxiliary nucleophile that
protonates intermediates. The acyl shift is promoted by heat
and tertiary amine that assures a deprotonated nitrogen atom,
and delay in the aminolysis caused by bulkiness in the reacting
residues. The three common carbodiimides are dicyclohexyl-
carbodimide (R4 = R5 = C6H11, DCC) (11) giving urea DCU,
diisopropylcarbodimide (R4 = R5 = C(CH3)2, DIC) giving urea
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DIU, and ethyl(dimethylaminopropyl)carbodiimide hydrochlo-
ride (R4 = C2H5, R5 = (HCl . (CH3)2NCH2CH2CH2, EDC) giv-
ing urea EDU (12). All carbodiimides are allergenic, which
cause skin irritation, so they should be handled with care. DCC
is an inexpensive, brittle solid that produces DCU that is bulky
and insoluble in most solvents. DIC is a moderately expensive
liquid employed in solid-phase synthesis because DIU is soluble
in organic solvents. Contact of eyes with fumes from spills of
DIC can cause temporary blindness. The soluble EDC is excel-
lent for synthesis in solution because EDU and the NAU are sol-
uble in water. It is available as crystals that are expensive. Reac-
tions are usually effected by adding the reagent to a mixture of
the reacting components and the auxiliary nucleophile if desired.
In a variant, the acid is allowed to react with itself and possi-
bly an additive after which the amino-containing component is
added. In this case, the N -alkoxycarbonylamino acid is con-
verted into the SyAn and the activated ester, respectively, prior
to the aminolysis. The efficiency of a carbodiimide-mediated
coupling of a peptide that is effected in the presence of an aux-
iliary nucleophile is enhanced by the presence of cupric ion
(13). Cupric ion prevents a 2,4-dialkyl-5(4H )-oxazolone from
isomerizing (13).

1-Ethoxycarbonyl–2-ethoxy-
1,2-dihydroquinoline (EEDQ)

This reagent (14) (Fig. 3B) is employed in the same way as
carbodiimides and occasionally by operators who have devel-
oped a skin irritation after contact with DCC. The acid displaces
the ethoxy group after which spontaneous rearrangement to the
MxAn occurs with expulsion of quinoline. Aminolysis of the
MxAn gives the peptide. Unavoidable aminolysis at the other
carbonyl gives a small amount of irreversibly substituted amino
component as impurity.

Symmetrical anhydrides (Fig. 2)

In a variant (15) of the carbodiimide method, two moles of
an N -alkoxycarbonylamino acid are reacted with one mole
of DCC in dichloromethane (DCM). After 30 minutes, the
DCU is removed by filtration and the solution is mixed with
the aminolyzing component. The DCM is sometimes replaced
with dimethylformamide (DMF) for the aminolysis step. SyAn
formation is very slow in DMF. The method is wasteful of
substrate but gives clean reactions. Some SyAn have been
isolated and stored (16, 17), but the practice is no longer
in vogue. SyAn are less reactive and hence more selective
than OAIU; they do not acylate hydroxy groups that have not
been deprotonated. They are especially effective for acylating
secondary amines such as N -methylamino-acid residues.

Mixed anhydrides (Fig. 2)

The MxAn method is popular for synthesis in solution; it
is inexpensive and simple to effect. Chloroformate R6OCOCl
[R6 = ethyl, C2H5 or isobutyl, CH(CH3)2] is added to a small
excess of the acid at −5 ◦C in the presence of tertiary amine
and after 30–60 seconds, the aminolyzing component is added
(18). The reaction is complete within 30–60 minutes. Traditional

solvents have been tetrahydrofuran and DMF; the favored ter-
tiary amine is N -methylmorpholine (NMM). NMM is believed
to act as an acceptor of the acyl group that forms the acylmor-
pholinium ion (RCO-N+MM), which is the acylating reagent. It
was thought for many years that halo-containing solvents were
unsuitable; however, DCM is a good solvent provided the ter-
tiary amine is not triethylamine as this combination retards the
formation of the MxAn (19). Strictly anhydrous conditions are
also not essential because a MxAn can be purified by washing
it with aqueous solutions (19). MxAn have not been employed
in solid-phase synthesis because a side reaction of aminlyosis
occurs at the wrong carbonyl (Fig. 4B) in the range of 1–10%
that is unavoidable. The larger amounts develop when the acti-
vated residue is hindered. The urethane produced is stable to all
conditions used for deprotection; hence, the impurity cannot be
readily eliminated. Isopropyl chloroformate seems to be a supe-
rior reagent for MxAn reactions (20). MxAn can be employed
for acylation of an amino acid or peptide with an unprotected
carboxyl group in polar or partially aqueous solvent

Phosphonium and uronium salt-based
reagents

A revolution in coupling occurred with the introduction of BOP
(21) (Fig. 5). Numerous related reagents followed (Fig 5) (22,
23). All reagents react according to the same mechanism. An
equi-mixture of the reagent, acid, and amino-containing com-
ponent is prepared, and two equivalents of a tertiary amine are
added. No reaction takes place without the tertiary amine, which
creates the carboxylate ion RCO2

−. The anion displaces the ring
structure of the reagent generating the acyloxy-phosphonium
(Fig. 1) or -carbenium cation, never detected but postulated,
which then undergoes nucleophilic attack by one or both of
the available species, the amino-containing component that pro-
duces peptide and the benzotriazolyl BtO− or equivalent anion
AtO− that gives the activated ester RCO2Bt, RCO2At, and
so on, which undergoes aminolysis to produce peptide. The
HOBt/HOAt that is liberated is neutralized by the second equiv-
alent of base that had been added. Many assume that the acti-
vated ester is the source of the peptide, but indisputable evidence
suggests peptide originates also from some other intermediate
(24), which means the initial intermediate. The preferred ter-
tiary amine is diisopropylethylamine (DIEA) and not NMM as
originally employed because the more basic amine is necessary
to drive the reaction to completion. A variant involves the addi-
tion of an equivalent of HOBt or HOAt to encourage formation
of the activated ester. However, this ester formation is not al-
ways beneficial as the benzotriazolyl esters of hindered residues
undergo aminolysis much more slowly to the point that the ben-
zotriazolyl ester of N -protected-N -methylvaline is resistant to
aminolysis (25). The hexamethyl-substituted reagents generate
the toxic hexamethylphosphor-trisamide as side product. The
tripyrrolidino-containing reagents generate an amide that is en-
vironmentally acceptable. The tetramethylurea that is produced
from the uronium-based reagents is soluble in water and easy to
dispose of. The phosphonium-based reagents are more reactive
than the carbenium-based reagents, hence, they are less sta-
ble for storage. For this reason, the carbenium (uronium)-based
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Figure 4 (A) Compounds implicated in carbodiimide-mediated reactions. The acid is postulated to add to the carbodiimide generating the O-acylisourea.
Aminolysis occurs at the point indicated by the dashed arrow. (B) Compounds implicated in EEDQ-mediated reactions. The acid is postulated to displace
the ethoxy of the reagent generating 6 which rearranges to the MxAn. Aminolysis (a) gives the desired peptide and (b) the ethoxycarbonylated
nucleophile as impurity.

Figure 5 Structures and examples of nomenclature for phosphonium and carbonium salt-based reagents. Rules of nomenclature dictate that the latter be
named as modified ureas; see text for revised structures; ‘‘ino’’ indicates a ring linked at the nitrogen atom.

reagents are more attractive for solid-phase synthesis. The
chemistry of the uronium-based reagents is complex. In fact, the
BTU of HBTU and TBTU does not have the structure given in
Fig. 5, but it is 1-(bis(dimethylamino)methylene-1-H -benzotri
azolylinium 3-oxide, that is, the tetramethycarbenium moiety
is linked to the other nitrogen atom of the ring, analogous to
structure 5 (Fig 3) (26). Acylated HOBt had originally been
shown to exist in solution as two forms in equilibrium, the es-
ter (RCO2-Bt) and the N -acyl N ′-oxide (RCO-Bt→O) (6). In
model experiments, the uronium forms of HBTU and HATU
reacted more quickly and led to less epimerization than the
guanidinium forms (27). Other reagents are continuously be-
ing developed, typical examples being BtO-CH=N+Me2 . PF6

−

(28) and PyCOP (Fig. 5) (29). Reagents based on HODhbt Fig 3
have also been described. All have their unique properties. The
azabenzotriazolyl-containing reagents seem to be particularly
effective for performing difficult couplings (30).

Acyl halides (Fig. 2)

A straightforward method of coupling involves conversion of
an Fmoc-amino acid (Fmoc-Xaa-OH) to the chloride Fmoc-
Xaa-Cl, using thionyl chloride (SO2Cl) in DCM (31, 32) or
triphosgene (O=C(OCCl3)2, which is a source of phosgene
(COCl2) (33). Only the latter allows preparation of derivatives
with acid-sensitive side-chain protectors tBu but not trityl. Also
available are Cbz–, Boc– and Fmoc-amino-acid fluorides ob-
tained from the acids using cyanuric fluoride (cyclic C3N3F3),

diethylaminosulfur trifluoride (DAST, Et2NSF3), or tetram-
ethylfluoroformamidium hexafluorophosphate (TFFH, Me4

N2C+F . HF6
− which is activated in DMF by tertiary amine.

The amino-containing component is added after removal of
excess reagent and side products. TFFH is employed for gener-
ating the fluoride in the presence of the incoming nucleophile.
The Fmoc-Xaa-Cl are highly activated reagents that gener-
ate the strong acid HCl on aminolysis. Neutralization by ter-
tiary amines causes formation of the 5(4H )-oxazolone that is
aminolyzed more slowly, so it is best to avoid this structure
by use of KOBt for neutralization or by destruction (reduc-
tion) of the acid with powdered zinc (34). For this and other
reasons, Fmoc-Xaa-Cl are not used routinely, but they are par-
ticularly suited for couplings between hindered residues, and for
esterifying a hydroxymethyl-linker-resin. Acyl fluorides are less
reactive, hence, are more stable to oxygen nucleophiles such as
water or methanol; they have a lower tendency to cyclize to
the 5(4H )-oxazolone and can be employed in the absence of
base. Their properties resemble those of activated esters. They
are also suited for coupling hindered residues, but the possible
deleterious effects of prolonged exposure to base because of
their lesser reactivity must not be disregarded.

Acyl azides (Fig. 2)

The preparaton of acyl azides involves conversion of acid
RCO2H to ester RCO2Me and subsequent hydrazinolysis with
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excess N2H4 to give acyl hydrazide RCONHNH2 (35). The lat-
ter is purified by crystallization and treated at +5 ◦C with a solu-
tion of aqueous AcOH that contains NaNO2 or tert -butylnitrite.
The acyl azide (RCON3) that is formed is extracted into an
organic solvent, which is dried and added to the aminolyzing
component. An acyl azide can be produced directly from the
anion of an acid in the presence of the aminolyzing compo-
nent by use of diphenyl phosphorazidate [(PhO)2PON3] (36),
which is a reagent that is especially good for converting a
linear peptide to a cyclic peptide. The acyl azide reaction is
generally applicable to Boc- or Z-Xaa-OH, which includes in-
stances when Xaa = Ser, Thr, or His with unprotected side
chains. For coupling peptides, activation of the hydrazide is
performed with tert -butyl nitrite (tBuNO2) and nitrosyl chlo-
ride (NO2Cl) (37). Because hydrazine destroys protectors such
as trifluoroacetyl (CF3C=O), o-nitrophenysulfanyl (O2NPhS),
and nitro of nitroarginine, a variant that circumvents the prob-
lem assembles the chain starting with a protected hydrazide
(H-Xaa-NHNH-O2CR2) obtained in solution or on a solid sup-
port (H-Xaa-NHNH-linker-resin) (38). Aminolysis of an acyl
azide is very slow. tert -Butyl nitrite with HOAt converts the
hydrazide to an activated ester that allows aminolysis to occur
in 4 hours instead of 2–3 days (39). Acyl azides are sensitive to
tertiary amines; however, they do not form oxazolones, hence,
proper manipulation of the coupling species just about guaran-
tees products that are enantiomerically pure. Caution: Azides
tend to explode under certain conditions.

Activated esters (Fig. 2)
Two types of activated esters exist, those in which the ac-
tivating moiety is a substituted phenol and those in which
the activating moiety is a substituted hydroxylamine (Fig. 2).
Common examples of the former are p-nitrophenyl, pen-
tachlorophenyl and pentafluorophenyl; common examples of the
latter are succinimido, benzotriazolyl, 7-azabenzotriazolyl, and
4-oxo-3,4-dihydrobenzotriazinyl (Fig. 3). All (RCO2W) react
with an amino group (NH2R′) to produce tetrahedral inter-
mediate R(−O)C(OW)-N+H2R′ that collapses to the product
RC(=O)NHR′ at a speed that is the limiting rate of the reac-
tion (40). The reaction is catalyzed by mild acid, and the rate is
much greater in polar solvents; a difference of a hundred times
for reactions in DMF versus DCM is typical. Penta-substituted
phenyl esters are more reactive than p-nitrophenyl esters. With
the exception of succinimido esters, the aza-containing es-
ters are encountered as intermediates in reactions mediated
by carbodiimides or onium-salt reagents (see above). Occa-
sionally, the intermediate is generated intentionally, by adding
the amino-containing component after a delay. These esters
are highly reactive species because of the phenomenon of an-
chimeric assistance, which is a favorable juxtaposition of the po-
tentially reactive atoms (41). Succinimido esters (10) are unique
in that the moiety liberated, HONSu, is soluble in water; hence,
they are easier to purify. They are less reactive and are more
stable than other aza-containing esters. Activated esters are usu-
ally prepared by reaction of the acid with the phenol or HONSu
and a carbodiimide, or by ester interchange. Caution must be
taken in the preparation of succinimido esters. Use of an excess
of HONSu to drive the reaction can result in the formation of

an impurity that develops from the condensation of three moles
of HONSu, SuNO2C-NHCH2CH2C(=O)-ONSu (42), which is
an activated ester that causes the incorporation of beta-alanine
into a chain. p-Nitrophenyl esters are employed instead of DCC
for activating asparagine and glutamine derivatives during chain
assembly to avoid the dehydration of the carboxamide groups
by the carbodiimide. Pentafluorophenyl esters are employed for
temporary protection during the formation of a bond between
the anomeric carbon of a hexose and the nitrogen on the side
chain of asparagine. Succinimido esters are useful for acylat-
ing amino-acid or peptide anions in polar or partially aqueous
solvents. 2-Chloro-4,6-dimethoxy-1,3,5-triazine is a reagent that
produces superactive triazine esters from acids (43).

Amino-acid N-carboxyanhydrides
(Fig. 2)

A unique form of activation of an amino acid but not of a
peptide is the N -carboxyanhydride (NCA) (Fig. 2), which is
the cyclic anhydride formed between the carboxyl group and
a carboxyl group bound to the amino group. These anhydro
N -carboxyamino acids are obtained by reacting the amino acid
with phosgene in tetrahydrofuran (44). Addition of Xbb-NCA to
H-Xaa– gives peptide H-Xbb-Xaa– after acidifiction to release
CO2 from the amino-terminus (45). It is possible that the
NCA oligomerizes, so the reaction must be effected under very
controlled conditions of pH and temperature. For this reason,
NCAs are not employed routinely. An option that eliminates the
dimerization is use of the N -alkoxycarbonyl- or “urethane-”
protected amino-acid NCA, Boc, Cbz or Fmoc serving as
useful substituents (46). These structures also are not employed
routinely but have proved advantageous in certain cases. They
decompose in the presence of tertiary amine.

Tactics for Avoiding Aggregation

The coupling of a protected residue to a peptide chain is inef-
ficient or occasionally fails once the chain has been extended
to five or more residues (47). Based on the observation that
replacement of the pertinent residue by a secondary amino acid
eliminates the difficulty (48), it has been postulated that the
problem occurs because of the chain folding on itself or the
binding of two chains because of the tendency of functional
groups to form hydrogen bonds (>C=O - - - NH<). The re-
sulting aggregation interferes with the merger of the reacting
groups. Tactics to prevent the formation of hydrogen bonds
and hence aggregation have been developed. These tactics in-
volve elimination of the hydrogen atom on a peptide bond at
the fifth or sixth residue of a chain and the use of microwave
energy. Peptides that contain serine and are insoluble in aque-
ous medium can be administered to an organism in the soluble
O-acyl form H-Ser(peptide1)-peptide2-OH that immediately un-
dergoes O-to-N acyl shift to H-peptide1-Ser-peptide2-OH at
above neutral pH (49).

6 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



Coupling Methods for Peptide Synthesis

O

CH2

OMe

NCHCOPhF5Fmoc

OR3

Fmoc O

CH2

OMe

NCHCFmoc

OR3

Fmoc

Xaa

O

CH2

OMe

NCHCH

OR3

Xcc

Xaa

Fmoc HO

CH2

OMe

NCHCXcc

OR3

XaaFmoc

8

10 11

9

Figure 6 Synthesis of a peptide chain with a bond protected by the 2-hydroxy-4-methoxybenzyl (Hmb) group.
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Figure 7 The use of pseudo-prolines. (i) Fmoc-dipeptide containing the pseudo-proline at the COOH-terminus is coupled to a chain, (ii) the chain is
extended, and (iii) the original amino-acid residue is regenerated.

N-Alkylation of the Peptide Bond

Elimination of the hydrogen atom at a peptide residue to prevent
hydrogen-bond formation involves replacing it with a functional
group that can be removed at the end of the synthesis. The pro-
tector must be stable to all the conditions employed during as-
sembly of the chain, be easy enough to introduce on to the amino
group, and must allow efficient coupling of the residue bearing
between the two N -protectors as well as the subsequent aminol-
ysis reaction by the N -alkylamino-acid derivative. Producing
such a protector has not been an easy task. The protector of
choice for Fmoc/tBu chemistry is 2-hydroxy-4-methoxybenzyl
(Hmb) (50) (see Fig. 6). Coupling is achieved by HOBt-assisted
aminolysis by H-Xaa- of the pentafluorophenyl ester of the
N ,O-disubstituted-derivative 8 giving 9. The two protectors
are removed, the next residue is introduced as the SyAn
[(Fmoc-Xcc)2O], which acylates the 2-hydroxy group of the
Hmb giving 10. The residue then migrates spontaneously to
the amino group via the O-to-N acyl shift giving N -substituted
peptide 11. The protector of choice for Boc/Bzl chemistry is
2-hydroxybenzyl.

Pseudo-prolines as alkylated dipeptide
precursors

A different approach that involves N -alkylated residues to
prevent hydrogen bonding is the use of cyclic structures called
pseudo-prolines (51). These structures are compounds formed
by reaction of serine, threonine, or cysteine residues with
formaldehyde, acetaldehyde, or an acetone equivalent. The
products are oxazolidines or thiazolidines that bear a carboxyl
group and one or more methyl groups on the other carbon
atoms of the rings (Fig. 7). The pseudoprolines are employed
in synthesis as the Fmoc-dipeptides, with the cyclic structure
at the carboxy-terminus. The Fmoc-amino acid is combined
with the terminal residue either before or after formation of
the ring. The pseudo-proline-containing dipeptide is coupled to
the amino group of the peptide that is being assembled. At the
end of the synthesis, the pseudo-proline is converted back to
its precursor amino acid by acidolysis (Fig. 7). The strength of
acid necessary is dictated by the nature of substituents R1, R2

that originate from the carbonyl compound and the hetero atom
O or S of the ring. Methyl groups render the cyclic structures
more sensitive to acid; the thiazolidine ring is much more stable
to acid than the oxazolidine ring.
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Microwave-assisted couplings

The new technology of facilitating chemical reactions by use
of microwave energy has been applied to the synthesis of pep-
tides (52, 53). The theory is that the energy excites the growing
peptide chain, which prevents aggregation during chain exten-
sion. Coupling times are substantially reduced, and products of
enhanced purity have been obtained.

Other Peptide-Bond Forming
Approaches

A new approach to the synthesis of activated esters of peptides
is through alkyl thio esters R(O=C)SR′ obtained by solid-phase
synthesis (54). The segment Fmoc-Xcc-Xxxx-Xaa-S-CH2

spacer-↓-linker-resin is assembled using Boc/Bzl chemistry ex-
cept for the last residue, thio ester Fmoc-Xcc-Xxxn-Xaa-S-CH2

spacer-H is released by acidolysis with HF at the bond in-
dicated by the arrow and converted into activated peptide
Fmoc-Xcc-Xxxn-Xaa-ODhbt by reaction with HODhbt in the
presence of silver ion. These esters react with amino compo-
nents, but side-chain amino groups have to be protected. They
are used for chemoselective ligation, in which two unprotected
peptides, each possessing a uniquely reactive functional group
at one of the two termini, are allowed to combine in denaturing
aqueous solvent (55, 56). One type involves reaction of the thio
ester with a side-chain sulfur atom at the terminus of the other
segment followed by an S -to-N acyl shift.
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Cyclooxygenases (COXs) are key enzymes of bioactive lipid metabolism
that catalyze the committed step in prostaglandin biosynthesis. Inhibition
of COX catalysis is a principal mode of action of nonsteroidal
antiinflammatory drugs (NSAIDs). The combination of structural and
functional analysis of COX-inhibitor interactions has provided important
insights into the molecular determinants of inhibition. Although COX
protein structure does not change significantly on inhibitor binding, a
surprising variety of binding modes and molecular interactions are
observed with different NSAIDs. This article focuses on recent advances in
our understanding of these interactions with emphasis on arylcarboxylic
acid-based inhibitors and their derivatives.

Cyclooxygenases (COX-1 and COX-2) are bifunctional en-
zymes that carry out two sequential reactions in spatially distinct
but mechanistically coupled active sites—the double dioxygena-
tion of arachidonic acid to prostaglandin G2 (PGG2) and the
reduction of PGG2 to PGH2 (Eq. 1) (1). Arachidonic acid oxy-
genation occurs in the cyclooxygenase (COX) active site, and
PGG2 reduction occurs in the peroxidase (POX) active site. The
COXs are homodimers of 70 kDa subunits, and dimerization is
required for structural integrity and catalytic activity (2). The
first crystal structure solved for a COX enzyme (ovine COX-1
with the bound inhibitor flurbiprofen) revealed an asymmetric
unit containing two identical monomers that exhibit extensive
contacts in a large subunit interface; each subunit contains the
inhibitor bound only in the COX active site (3). Although it
has been assumed that both subunits are active simultaneously,
recent work suggests that substrate or inhibitor binding in the
COX active site at one subunit precludes the binding of another
molecule at the other subunit (4). This cooperativity between
subunits is consistent with the observation that COX-2 dimers
only bind a single molecule of flurbiprofen tightly, and this is
sufficient to inhibit all COX activity (4). The molecular details
of the communication between subunits are not yet understood,
but their elucidation will have a significant impact on defining
COX-inhibitor interactions.

CO2H

O
O

OOH

CO2H

O
O

OH

AH2

Arachidonic Acid PGG2

PGH2

CO2H

2O2

Cyclo-
oxygenase

Peroxidase

(1)

Ligand Binding to COX Enzymes

Each monomer of COX consists of three structural domains: a
short N-terminal epidermal growth factor domain, a membrane-
binding domain, and a large, globular C-terminal catalytic
domain (Fig. 1a) (3). The COX and POX active sites are
located on opposite sides of the catalytic domain with the
heme prosthetic group positioned at the base of the peroxidase
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(a) (b)

Figure 1 (a) Structural representation of the murine COX-2 dimer. The N-terminal epidermal growth factor domain is designated in pink and leads into
the four α-helices of the membrane binding domain (yellow). Helix D projects up into the COX active site, which is located at the base of the large,
globular catalytic domain (cyan). The heme prosthetic group (red) lies in the POX active site. (b) Arachidonic acid bound in the active site of COX-1. The
carboxylate of the substrate ion-pairs with Arg-120 and hydrogen-bonds with Tyr-355 at the constriction site, projects up the hydrophobic channel, and
makes an L-shaped bend around Tyr-385. The heme prosthetic group is designated in red. Residues that contact arachidonic acid in the active site channel
are shown in yellow.

site. The epidermal growth factor domain and catalytic domain
create the dimer interface and place the two membrane-binding
domains on the same face of the homodimer about 25 Å apart
(5, 6). The membrane-binding domain of cyclooxygenase is
composed of four amphipathic alpha helices, with hydrophobic
and aromatic residues that project from the helices to create
a surface that interacts with one face of the lipid bilayer (3).
Three of the four helices lie in the same plane, whereas the last
helix (helix D) projects up into the catalytic domain (5). The
catalytic domain constitutes the majority of the COX monomer
and is the site of substrate binding and NSAID action.

Substrate and inhibitor gain access to the COX active site
(Fig. 1b) at the base of the membrane-binding domain, which
leads into a long hydrophobic channel that extends deep into
the catalytic domain interior (3). This hydrophobic channel
narrows at the interface between the membrane-binding domain
and the catalytic domain to form a constriction composed of
three residues (Arg-120, Tyr-355, and Glu-524) that separate
the “lobby” from the active site. The active sites of COX-1
and COX-2 are nearly identical in the amino acid residues
that constitute the primary shell of the active site but differ
in the presence of a side pocket in COX-2 bordered by Val-523
(isoleucine in COX-1) that is located above the constriction site
(7, 8). The solvent-accessible surface available in the COX-2
active site is larger than that in COX-1 because of one Val-523 to
Ile substitution in the primary shell and several key substitutions
in the secondary shell (Arg-513 to His and Val-434 to Ile) (7).
The single Val-523 to Ile substitution in the primary shell and
the key substitutions in the secondary shell confer selectivity
for the diarylheterocycle class of COX-2 selective inhibitors
(e.g., celecoxib and rofecoxib). In addition, the last helix of the
membrane-binding domain (helix D) is positioned differently in
COX-2 and shifts the location of Arg-120 at the constriction
site, which allows for a larger solvent-accessible surface at the
interface between the membrane-binding domain and the COX
active site in COX-2.

Time-Dependent Inhibition of COX
by Indomethacin and its
Ethanolamides

Kinetic studies of COX inhibition reveal that many NSAIDs
interact with COX through a multistep mechanism in which a
rapid, reversible step is followed by one or more slow steps that
may be poorly reversible (Eq. 2) (9, 10):

(2)E + I E−I E−I*
k1

k−1

k2

k−2

Although dissociation of the E−I∗ complex is often too
small to be measured, none of the NSAIDs other than as-
pirin cause covalent modification of COX enzymes. Rather,
the final step of binding for many NSAIDs corresponds to
the formation of a tightly bound and functionally irreversible
protein-inhibitor complex, E−I∗. Indomethacin (INDO) is a
highly potent, time-dependent inhibitor of COX (10). Although
its time-dependent kinetics were first reported over 30 years
ago, the mechanism of its tight binding was not understood. A
crystal structure of the complex of INDO with murine COX-2
provides a detailed view of the binding orientation and critical
protein–ligand interactions (8). The carboxylic acid of INDO
binds at the constriction site of COX, forming an ionic bond
with Arg-120. The heterocyclic scaffold occupies the oxyge-
nase channel, with the methoxy group projecting toward Val-523
and the para-chlorobenzoyl moiety projecting toward Tyr-385
and Trp-387. A small, hydrophobic pocket formed by Val-349,
Ala-527, Ser-530, and Leu-531 surrounds the 2′-methyl group
on the indole ring (Fig. 2a).

The importance of the interaction with the 2′-methyl group
was revealed by a combination of protein mutagenesis and in-
hibitor modification (11). Site-directed mutants of COX-2 were
generated, which altered the size of the hydrophobic pocket via
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(a)

(b)

Figure 2 Importance of the 2′-methyl group for inhibition of COX by
indomethacin and sulindac sulfide. (a) Indomethacin bound in the active
site of COX-2. The 2′-methyl group of indomethacin, shown with its Van
der Waals surface, sits in a hydrophobic pocket that consists of Val-349,
Ala-527, Ser-530, and Leu-531. Hydrogens are included on the residues of
the hydrophobic pocket and the 2′-methyl group of indomethacin. (b)
Structures and inhibitory activities of indomethacin, sulindac sulfide, and
their des-methyl analogs.

substitution of Val-349 by Ala, Ile, and Leu. Enlarging the size
of the pocket (V349A) did not significantly alter the potency
or binding kinetics of INDO. Although INDO exhibited dimin-
ished potency toward V349I, the binding kinetics for V349I
were similar to the wild-type COX-2 and V349A. However,
mutation of Val-349 to Leu seems to block access to the hy-
drophobic pocket in an efficient manner. The potency of INDO
inhibition of V349L was reduced 50-fold when compared with
wild-type COX-2. Even more striking is the difference in ki-
netics displayed by V349 L. The values of k2, the forward rate
constant for formation of the tightly bound complex E−I∗, were

similar for wild-type COX-2 and all Val-349 mutants. Disso-
ciation of this complex, as judged by k−2, is not measurable
for wild-type COX-2, V349A, or V349I. However, a measur-
able and, in fact, rapid k−2 was observed with V349 L. As a
result, most of the inhibitor was competed off within a few min-
utes after the addition of arachidonic acid. This finding suggests
that the reversibility of the second step in the time-dependent
mechanism is the primary determinant of the potency of COX
inhibition by INDO and that this is largely defined by interac-
tions between the 2′-methyl group and the hydrophobic pocket.

A derivative of INDO that lacks the 2′-methyl group was
synthesized, and its interactions with COX-1 and COX-2 were
studied (Fig. 2b) (11). This compound, des-methyl INDO
(DM-INDO), is a poor inhibitor of wild-type COX-1 and COX-2
and all Val-349 COX-2 mutants. Again, potency is dependent on
the reversibility of the second step of the binding mechanism.
Curiously, DM-INDO displays COX-2 selectivity, despite com-
plete sequence conservation within the hydrophobic pocket in
COX-1 and COX-2. Although selectivity may be related to the
magnitude of k−2, which is an order of magnitude faster for
COX-1 than for COX-2, the structural basis of selectivity of
DM-INDO inhibition has not been elucidated.

Sulindac sulfide, the bioactive metabolite of sulindac, is
structurally very similar to INDO and is a slow, tight-binding
inhibitor of COX (Fig. 2b) (12, 13). As with INDO, removal
of the methyl group from sulindac sulfide results in loss of
COX-1 and COX-2 inhibition (14). However, it should be noted
that the benzylidine double bond of des-methyl sulindac sulfide
(DM-SS) exists in the E -conformation, whereas sulindac sulfide
exists in the Z -conformer.

Many clinically relevant NSAIDs exert off-target effects un-
related to their ability to inhibit COX enzymes. For example,
INDO and SS induce apoptosis of tumor cells and modu-
late γ-secretase activity (15, 16). INDO also activates the
nuclear transcription factor PPARγ (17). The complexity of
in vivo pharmacologic effects makes it a challenge to sepa-
rate the contribution of COX inhibition from other effects in
a given pharmacologic response. Thus, the removal of COX
inhibitory activity by a minor modification, such as the re-
moval of a methyl group, provides an opportunity to dis-
sect COX-dependent and COX-independent effects of certain
NSAIDs. In fact, DM-INDO and DM-SS activate PPARγ in
HCA-7 cells with dose responses similar to those of the parent
drugs (14). Likewise, the des-methyl compounds exhibit po-
tency similar to the parent compounds in their ability to induce
apoptosis in RKO cells, a human colon cancer cell line, and to
activate PPARγ in cellular reporter assays.

Gastrointestinal toxicity is a classic side effect of INDO
and other potent, nonselective COX inhibitors. It is widely
accepted that this toxicity arises from inhibition of PGE2 pro-
duction in the gastric mucosa; however, other mechanisms
have been proposed (15, 18). C57BL6 mice were adminis-
tered INDO or DM-INDO at 5 mg/kg, a dose above the LD50

of INDO. Whereas the gastric mucosa of INDO-treated an-
imals exhibited significant tissue necrosis, the gastric tissue
from DM-INDO-treated animals was identical to that of healthy
control animals (14). Furthermore, the LD50 of DM-INDO in
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C57BL6 mice was 20-fold higher than that of INDO, which sug-
gests that toxicity of INDO is closely associated with inhibition
of COX.

Understanding how a drug works on the molecular level is
critical to elucidating its pharmacologic effects. INDO provides
a striking case study of how subtle interactions, revealed by
protein structure–function analysis, can be exploited to dissect
the off-target effects of drugs. DM-INDO and DM-SS may
provide scaffolds for probing or fine-tuning the beneficial side
activities of the parent drugs, while reducing dose-limiting
toxicity.

For many NSAIDs, including flurbiprofen and INDO, the
ionic bond between Arg-120 and the carboxylic acid of the
inhibitor is absolutely required for time-dependent inhibition
of COX-1 (10, 19); the methyl esters of INDO and other
NSAIDs were shown to be very poor inhibitors of COX-1 (10).
However, this interaction is not a universal requirement for
inhibition of COX-2 (20). Conversion of the INDO carboxy-
late group to neutral esters and amides provides a general and
facile method for generating COX-2-selective inhibitors (21).
A notable exception is a series of α-substituted ethanolamides
of INDO, which exist as R/S -enantiomeric pairs (22). Across
a range of α-substitutions, the R-enantiomers are consistently
COX-2-selective. However, the S -enantiomers efficiently in-
hibit both COX-1 and COX-2.

Crystal structures of the pair of α-ethyl-substituted enan-
tiomers bound to COX-1 provide a surprising structural basis
for the enantioselectivity of inhibition (23). The R-enantiomer
(8) binds in a conformation similar to that of INDO bound to
COX-1 or COX-2 (Fig. 3). The para-chlorobenzoyl group is

oriented toward Tyr-385 and Trp-387, the methoxy projects to-
ward the side pocket, and the ethanolamide is positioned at the
constriction site. The hydroxyl group of the ethanolamide forms
a hydrogen bond to the guanidinium of Arg-120. To accommo-
date the hydroxyethyl substituent, Arg-120 must rotate away
from Tyr-355 and toward Glu-524. The ethyl group extends
through the constriction.

The S -enantiomer (9) adopts a very different conformation
(Fig. 3). In this case, the methoxy group projects toward the
apex of the channel, with the para-chlorobenzoyl wedged into
a groove below Leu-531 and the 2′-methyl group positioned
above Tyr-355. The ethanolamide moiety inserts into the side
pocket, which consists of His-90, Gln-192, Leu-517, Phe-518,
and Ile-523. The substituted ethanolamide of 9 makes several
hydrophobic interactions with Phe-518 and Ile-523. The hy-
droxyl group can hydrogen bond to His-90 and Gln-192. In
COX-2, the sulfone or sulfonamide moiety of the diarylhetero-
cyles use this side pocket, which is enlarged by conservative
amino acid substitutions in the primary and secondary shells,
and provide the basis for COX-2-selectivity of this class of in-
hibitors (7, 8). Notably, attempts to model 8 in a conformation
similar to the noncanonical conformation of 9 indicate that the
R-enantiomer cannot take advantage of the same network of
interactions and could not avoid steric clashes with protein side
chains.

The kinetics of 8 and 9 binding and inhibition with COX-1
reveal an interesting profile. Pre-steady state kinetic measure-
ments indicate that binding of 8 and 9 proceeds by a multistep
mechanism like that of INDO (Eq. 2). Although KI, the ratio
of k−1 to k1, is similar for 8, 9, and INDO, formation of E−I∗

proceeds at a much faster rate (10-fold) for 8 and 9 than for

Figure 3 Structural basis of COX inhibition by α-substituted indomethacin ethanolamides. Structures and inhibitory activities of indomethacin and the
α-ethyl indomethacin ethanolamides are shown. The crystal structures of indomethacin bound to COX-2 and 8 and 9 bound to COX-1 reveal differences in
the binding of the R- and S-enantiomers to COX-1.
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INDO (11, 23). To attain maximal inhibition in vitro, INDO
must be preincubated with COX for at least 10 minutes before
the addition of substrate (9). However, maximal inhibition of
COX-1 by 8 and 9 can be achieved by a 30 second preincu-
bation with the protein (23). The potency of inhibition once
again is determined by the dissociation of the E−I∗ complex.
As with INDO, k−2 could not be detected for 9, and substrate
cannot compete efficiently with INDO or 9 for the oxygenase
site, even after prolonged incubations. In contrast, k−2 for 8 is
measurable and of the same order of magnitude as k2. Even
when COX-1 is preincubated with 8, most enzymatic activity is
recovered following incubation with substrate.

These results demonstrate that the side pocket of COX-1,
which has been considered sterically inaccessible, can bind cer-
tain (S )-hydroxyethylamide derivatives of INDO. This study
also offers insight into the selective binding of amide deriva-
tives of INDO to COX-2. It seems that the amides associate
with COX-1 and COX-2 but only bind tightly to COX-2. If
all INDO-amides adopt a conformation in both enzymes analo-
gous to that of the (R)-hydroxyethylamide 8, then this complex
is only stable in COX-2. Because the orientation of Arg-120
is altered in the COX-1-compound 8 complex relative to other
COX-1 inhibitor complexes, it may be that COX-2 can better ac-
commodate this conformation than COX-1. It will be interesting
to test this hypothesis and to identify the protein determinants
responsible for the differential stability.

Inhibition by Aspirin and Salicylate

The development of aspirin in the late 1890s is a landmark in
the evolution of the pharmaceutical industry (24). Many decades
later, aspirin was shown to inhibit prostaglandin biosynthesis
by covalently modifying COX (25, 26). Inactivation results
from acetylation of Ser-530, which is located above Arg-120
and across from Tyr-385 in the COX active site (27). Muta-
genesis of Tyr-385 to Phe in COX-2 reduces acetylation of
Ser-530 by greater than 90%, which suggests the importance
of hydrogen-bond formation in acetylation (28). Indeed, a crys-
tal structure of COX-1 acetylated by bromoacetylsalicylic acid
reveals a hydrogen bond between Tyr-385 and the carbonyl oxy-
gen of the bromoacetyl group (29). It has been proposed that
hydrogen bonding by Tyr-385 stabilizes the incipient anion of
the transition state during acetylation of Ser-530 (Fig. 4) (28).

Tyr-385 is a critical residue for cyclooxygenase catalysis.
Reaction of the heme prosthetic group with a hydroperoxide
(e.g., peroxynitrous acid or PGG2) generates a higher oxidation
state of the heme that oxidizes Tyr-385 to a tyrosyl radical
(30). This radical oxidizes arachidonic acid in the first step
of cyclooxygenase catalysis. At the end of the catalytic cycle,
the tyrosyl radical is regenerated. Thus, Tyr-385 only exists
in the fully covalent state in the resting, catalytically inactive
enzyme but is oxidized to a tyrosyl radical in the active enzyme.
This finding may have implications for the ability of NSAIDs
to interact with the enzyme if the conformation of the active
site residues changes during catalysis. For example, treatment
of COX enzymes with fatty acid hydroperoxides reduces the
potency of salicylate and acetaminophen as inhibitors (31, 32).

Figure 4 Putative mechanism of aspirin acetylation of COX enzymes.
Arg-120 positions aspirin adjacent to Ser-530 by ion-pairing; then Tyr-385
stabilizes the transition state for acetylation by hydrogen-bonding to the
developing oxyanion.

This reduction seems to be caused by the peroxide oxidation
of the heme prosthetic group (and presumably the oxidation of
Tyr-385) because substitution of Mn3+-protoporphyrin IX for
heme eliminates hydroperoxide antagonism of salicylate and
acetaminophen inhibition (31, 32). Hydroperoxide-antagonism
of COX inhibition may be related to the purported differential
sensitivity of COX-1 and COX-2 to certain NSAIDs because
COX-1 requires approximately a 10-fold higher concentration
of peroxide than COX-2 to achieve full activation (33, 34).

Acetylation of COX-1 completely abolishes cyclooxygenase
activity presumably by blocking the binding of arachidonic acid
in the COX active site. However, acetylated COX-2 can oxi-
dize arachidonic acid to a 15(R)-hydroperoxy derivative (35).
This ability is because of the greater size of the COX-2 ac-
tive site. Mutagenesis of the side pocket residues, Val-523,
Arg-513, and Val-434, to the COX-1 variants (Ile-523, His-513,
and Ile-434) eliminates the ability of acetylated COX-2 to ox-
idize arachidonic acid (36). This finding indicates that acety-
lated COX-2 can accommodate arachidonic acid in its active
site in a binding mode that allows oxygenation at carbon-15
to 15-hydroperoxyeicosatetraenoic acid. This finding may be
pharmacologically important because 15-hydroperoxyeicosate-
traenoic acid is a substrate for oxygenation by lipoxygenases to
lipoxin A4 (37). Lipoxin A4 and related compounds have potent
antiinflammatory activity, and the contribution to its formation
by acetylated COX-2 may account for some of the antiinflam-
matory activity exhibited by aspirin.

Diclofenac and Lumiracoxib: Novel
Mechanisms for Inhibition and
COX-2 Selectivity

The importance of Tyr-385 in aspirin acetylation of Ser-530
suggests that it may play a broader role in interacting with
electron-rich centers. In fact, the crystal structure of a catalyti-
cally inactive mutant of COX-2 with bound arachidonic acid
reveals the arachidonate bound in an inverted, noncanonical
orientation in which its carboxylate group is hydrogen-bonded
to both Tyr-385 and Ser-530 (38). This conformation is not
a productive conformation for arachidonate oxygenation, but
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it provides insight into the binding of COX-2 (and possibly
COX-1) to other alkyl or aryl carboxylic acids.

Many crystal structures are available of COX-1 or COX-2
with bound carboxylic acid-containing inhibitors, and for the
most part the inhibitors are bound with their carboxylates
ion-paired to Arg-120 and hydrogen-bonded to Tyr-355 at the
base of the cyclooxygenase active site (3, 8). However, a crystal
structure of diclofenac bound in the active site of COX-2
(Fig. 5) demonstrates an inverted binding mode of the inhibitor
with its carboxylic acid moiety coordinated to Ser-530 and
Tyr-385 at the top of the active site and not ion-paired nor
hydrogen-bonded to Arg-120 and Tyr-355 (39). This binding
mode seems to be the binding mode responsible for inhibition
because mutagenesis of Ser-530 to Ala abolishes diclofenac
inhibition whereas mutagenesis of Arg-120 to Gln is without
effect (39). Interestingly, diclofenac also seems to make use of
the small hydrophobic binding pocket composed of Ala-527,
Val-349, Ser-530, and Leu-531 that INDO uses to insert its
2′-methyl group. Mutations of Val-349 in this pocket to alanine
or leucine alter the size of the pocket and lead to changes in
the potency of indomethacin and diclofenac (11, 40).

A close structural analog of the non-selective COX inhibitor
diclofenac, lumiracoxib displays a 500-fold greater selectivity
for COX-2 than COX-1 in vivo and exhibits a unique pharma-
cologic profile that includes rapid absorbance and a relatively
short plasma half-life (41, 42). Lumiracoxib lacks the tricyclic
structure of the diarylheterocycle class of COX-2 selective in-
hibitors (e.g., celecoxib and rofecoxib) and does not contain
a sulfonamide or sulfone group. Although structurally related,
lumiracoxib and diclofenac exhibit large differences in the se-
lectivity of COX-2 inhibition, and the molecular basis for this

Figure 5 Crystal structure of diclofenac bound in the active site of
COX-2. The carboxyl group of diclofenac is chelated by Tyr-385 and
Ser-530 through hydrogen bonding. The structures of diclofenac and
lumiracoxib are shown below. The 5′-methyl group of lumiracoxib is a
determinant of COX-2 selectivity, and the dihaloaryl group determines the
potency of binding.

difference in the selectivity of COX inhibition only recently was
elucidated.

As expected from its structural resemblance to diclofenac,
lumiracoxib binds to COX-2 in an inverted orientation similar to
that of diclofenac with hydrogen-bonding interactions between
the carboxylate of the inhibitor and Ser-530/Tyr-385 at the top
of the active site (43). A comparison of this crystal structure
with a model of lumiracoxib bound to COX-1 leads to the
conclusion that the COX-2 selectivity of lumiracoxib arises
from the insertion of the methyl group on the phenylacetic
acid ring of the inhibitor into a small groove provided by the
movement of a primary shell leucine residue (Leu-384) in the
COX-2 active site. The movement of Leu-384 is thought to be
restricted in the active site of COX-1 because of the presence
of bulky secondary shell residues lying behind it (Ile-525 and
Phe-503) that prevent the movement of Leu-384 with inhibitor
bound.

Prior structure–activity studies with diclofenac analogs indi-
cate that methyl or chlorine substituents on the lower aniline
ring of the inhibitor in the ortho position are required for po-
tent inhibition of COX (44). Analogs with halogen substitutions
(fluorine or chlorine) at the 5′ position of the phenylacetic
acid ring demonstrate an even higher potency for COX inhibi-
tion (44).

Although the selectivity of lumiracoxib for COX-2 has long
been demonstrated in vivo, the chemical and structural basis
for the balance that exists between potency and COX-2 se-
lectivity was determined only recently for this inhibitor (40).
An extensive structure–activity analysis with a library of lu-
miracoxib analogs indicates that the 5′-methyl group on the
phenylacetic acid ring of the inhibitor is the major determi-
nant for COX-2 selectivity and that the chemical nature of the
substituents in the ortho positions on the lower aniline ring
exert the major influence on the potency of COX inhibition
(2,6-dichloro, 2,6-dimethyl, or 2-chloro-6-methyl substitutions
are preferred). Interestingly, the structure–activity study also
suggests a contributory role for the chlorine atom of lumira-
coxib in COX-2 selectivity, a key finding not divulged by the
crystal structure determination. Site-directed mutagenesis of the
small hydrophobic binding pocket valine residue (Val-349 to
Ala, Ile, or Leu) in COX-2 also supports a role for lumira-
coxib binding interactions in this region of the active site (40).
The resultant structure–activity analysis of lumiracoxib analogs
with the V349 mutants indicates a preference for a chlorine
substituent on the lower aniline ring for potent inhibition of
COX-2, with F-Cl, Cl-Cl, or Cl-CH3 substitutions allowed at
the 2,6 position to maintain potency. These data suggest that
the chlorine atom on lumiracoxib (similar to diclofenac) binds
in the small hydrophobic pocket that consists of V349, S530,
A527, and L531 and that this interaction may contribute to the
potent inhibition of COX.

The structure–activity studies with diclofenac and lumira-
coxib reveal that the COX-2 inhibitory activity of lumiracoxib
results from a fine balance between potency and selectivity. The
principal determinant of potency is the dihaloarylamine ring,
whereas the meta-methylarylacetic acid ring primarily controls
selectivity. An F→Cl substitution in the dihaloarylamine ring
of lumiracoxib increases the tightness of binding (potency of
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inhibition) but also reduces selectivity for COX-2. Introduction
of the meta-methyl group in the arylacetic acid ring enhances
COX-2 selectivity but reduces potency. In kinetic analyses,
this reduction in potency is manifest by a measurable reverse
rate constant (k−2) that allows detectable inhibitor exchange
with substrate, especially at elevated concentrations of arachi-
donic acid. This behavior differs significantly from potent slow,
tight-binding NSAIDs, such as indomethacin, sulindac sulfide,
and diclofenac, and the COX-2-selective diarylheterocycles, ro-
fecoxib and celecoxib. Despite its reduced potency of COX-2
inhibition compared with other NSAIDs and COXIBs, lumira-
coxib is the most selective COX-2 inhibitor in vivo. This finding
illustrates that multiple factors (such as inhibitor-protein inter-
actions and kinetics of inhibitor association and dissociation)
control the selectivity and potency of inhibition in vivo.

The interactions of a variety of selective and nonselective
inhibitors with COX-1 and COX-2 have been probed by a
combination of crystallography, mutagenesis, and chemical
modification. Although the macromolecular protein structure is
essentially the same in all COX-inhibitor complexes, seemingly
understated differences exist in side-chain conformations, dis-
placement of main-chain protein atoms, and kinetics of inhibitor
binding. Different inhibitors use different sets of interactions to
optimize their binding in the COX active site, which can afford
significant perturbations of selectivity and potency (45). This
situation gives rise to a striking variety of bound orientations
that illustrate the impact of subtle interactions on ligand–protein
association. Problems remain to be solved with this fascinating
class of enzymes that should provide additional insights into the
potency and selectivity of different classes of inhibitors. The
challenge will be to use this information to create novel classes
of inhibitors or to address the pharmacologic deficiencies of
extant inhibitors (e.g., gastrointestinal toxicity, cardiovascular
toxicity, and renal toxicity).
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Cytochromes P450 monooxygenases represent a large superfamily of heme
enzymes, which require a dioxygen molecule and two electrons supplied
by a NAD(P)H-dependent protein redox partner to form catalytically active
high-valent ferryl-oxo intermediate. These heme enzymes are found in
most organisms from all biological kingdoms and catalyze various oxidative
chemical transformations important for the biosynthesis of steroid
hormones, vitamins, signaling molecules, and many other compounds, as
well as for the metabolism of xenobiotics.

Cytochromes P450 represent a superfamily of heme enzymes
with a common fold and mechanism that requires an atmo-
spheric dioxygen molecule, two electrons from NAD(P)H, and
one or two protons available from solvent water to form an ac-
tive catalytic ferryl-oxo intermediate (1). All cytochromes P450
have one heme b (protoporphyrin IX) buried deeply in the pro-
tein globule, with molecular masses in the range 45–60 kDa. In
the resting state, heme iron is oxidized (Fe3+) and is coordi-
nated with the thiolate sulfur atom of cysteine as the fifth axial
ligand with the sixth position vacant or occupied by water. The
iron serves as a sole redox center in the catalytic cycle, which
accepts two electrons sequentially and channels them to coor-
dinated dioxygen to form a (hydro)peroxo-ferric intermediate.
Second protonation of the distal oxygen atom and transient for-
mation of the iron coordinated oxo-water, Fe–OOH2, results in
the heterolytic scission of O–O bond and formation of the fer-
ryl oxo porphyrin-cation radical, which is termed Compound I,
by analogy to the same active intermediate first documented in
peroxidases and catalases (2).

Reactions Catalyzed By
Cytochromes P450

Although they are termed “monooxygenases,” cytochromes
P450 catalyze multiple chemical transformations that include
hydroxylation, demethylation, epoxidation, C–C bond cleavage,
deamination, and many others (3, 4). Most reactions performed
by cytochromes P450 can be catalyzed effectively by Com-
pound I, which is formally the same high-valent intermediate
in all isozymes (5, 6). Substrate binding at the distal site of the
heme brings the target chemical group into the close proximity
of the reactive iron-oxygen catalytic intermediate, often in the

regiospecific and stereospecific mode, to provide the selectiv-
ity of the chemical transformation. Thus, the broad range of
metabolized substrates and the unprecedented variability of the
chemical reactions catalyzed by cytochromes P450 can be at-
tributed largely to the differences in substrate binding properties
of different isozymes.

With respect to their functional roles in living organisms, cy-
tochromes P450 can be separated tentatively into the enzymes
essential for biosynthetic pathways and the xenobiotic metab-
olizing enzymes (1). The former group includes cytochromes
P450 involved into the biosynthesis of steroid hormones, an-
tibiotics, and the transformation of vitamins and cofactors such
as retinoids, carotenoids, eicosanoids, and fatty acid derivatives
as well as those involved in endogenous intracellular and ex-
tracellular signaling. Most reactions are catalyzed with narrow
substrate specificity, and they afford products with high regios-
electivity and stereoselectivity. As a result, some cytochromes
P450 from this group are critical for normal life cycle, and
deficiencies can lead to serious diseases (7). In contrast, most
cytochromes P450 that belong to the latter group can metabolize
a variety of substrates of different sizes through multiple chem-
ical mechanisms and even can form several different products
from one substrate. Some enzymes may also bind simultane-
ously two or three substrate molecules, same or different, and
various cases of the resulting activation or inhibition of the
product turnover were documented both in vivo and in vitro
(4, 7). Cytochromes P450 from both groups are represented in
all biological kingdoms; although in many cases, the informa-
tion about their biological functions and underlying chemical
mechanisms is incomplete and fragmented at best.

Despite the unprecedented variability of chemical reactions
catalyzed by cytochromes P450, all the important features of
their mechanism can be attributed to the oxidative transfor-
mations driven by the main catalytic intermediate, which is a
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ferryl-oxo heme complex with the porphyrin pi-cation radical,
or Compound I (3, 4, 8). Some important exceptions involve
the hydroperoxoferric complex, Compound 0, and perhaps the
one-electron reduced Cpd I, ferryl oxo heme complex Com-
pound II (1, 3, 4, 9). Nonclassic reactions catalyzed by some
cytochromes P450, which do not use oxygen, and thus deviate
from the main P450 mechanism, include direct reductive pro-
cesses driven by the heme iron (conversion of nitric oxide to
nitrous oxide by CYP55, reductive dehalogenation, reduction
of azo compounds and quinines, etc.). Another important role
of cytochrome P450 activity is that they can react with per-
oxides with no consumption of external redox equivalents and
perform peroxidase-type chemistry with the O–O bond scission,
or afford rearrangements of fatty acid hydroperoxides.

Hydroxylation of hydrocarbons

Oxygen atom from Cpd I is inserted into the C–H bond of sat-
urated hydrocarbons (Scheme 1a) by means of hydrogen atom
abstraction followed by recombination of the transient hydroxyl
with the carbon radical [the so-called “oxygen rebound” mech-
anism proposed by Groves in 1976 (8, 10)]. Another possibility
can be the concerted oxygen insertion into the C–H bond. Both
pathways are rationalized by the two-state mechanism devel-
oped by Shaik et al. (6, 9), which describes different reactivities
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Scheme 1 Typical reactions catalyzed by cytochromes P450: (a)
hydroxylation of saturated hydrocarbons; (b) heteroatom oxidation and
dealkylation; (c) olefin epoxidation; (d) aromatic hydroxylation; (e)
desaturation; (f) aldehyde deformylation.

of Cpd I in the high-spin and low-spin states. The possibility
of involvement of Cpd 0, which is the ferric-hydroperoxo in-
termediate, into the carbon hydroxylation is also debated in the
literature, but this species is much weaker oxidant and may
participate in catalysis only in rare cases when the barrier for
hydroxylation by Cpd 0 is lower than the barrier for the Cpd I
formation. Carbon hydroxylation is one of the most common
reactions for all cytochromes P450, with substrates that include
steroid hormones, fatty acids, vitamins, and antibiotics (5, 11).

Oxidation and dealkylation
of heteroatoms

Oxidative transformation of the heteroatom attached to the car-
bon (Scheme 1b) may result in direct electron abstraction from
the former and formation of oxide (-NO, -SO, -PO, etc.) or may
proceed through the hydrogen abstraction from the latter with
subsequent hydroxylation as in the previous section. The sec-
ond pathway is often followed by the heteroatom elimination
and formation of carbonyl group. Substrates that contain ni-
trogen (i.e., alkylamines and amides) are easier to oxidize and
give more various products in P450 catalyzed reactions than
compounds that contain oxygen. An example is the reaction of
N-demethylation of caffeine catalyzed by the human CYP1A2.

Olefin oxidation (epoxidation)

Insertion of oxygen atom from Cpd I into the carbon–carbon
double bond with formation of epoxide (Scheme 1c) reveals
features characteristic for a concerted process, although for-
mation of radical intermediates is possible in many cases. A
unified description of this alternative is also provided by the
two-state mechanism of catalysis by Cpd I (see the section on
Hydroxylation of hydrocarbons). Essentially, the concerted oxy-
gen insertion represents a low-spin reaction surface, whereas the
distinct radical intermediate is formed on the high-spin reaction
pathway. In the latter case, the carbon radical may attack the
nearby heme nitrogen and modify the heme covalently. This re-
action is also an important inactivation pathway of cytochromes
P450 during oxidative transformations of terminal double and
triple bonds.

Aromatic oxidation and hydroxylation

Aromatic compounds may be oxidized either through epoxida-
tion or via addition of oxygen atom from Cpd I (Scheme 1d).
Usually, both pathways afford more stable phenols or quinones
as the end product through rearrangements and/or addition of
another nucleophile. Direct abstraction of an electron from
aromatic moiety is viable in the presence of strong electron-
donating substituents. The oxidative metabolism of polycyclic
aromatic compounds is represented by CYP1A1 in humans.

Dehydrogenation and desaturation

Desaturation, or formation of double bonds after hydrogen ab-
straction (Scheme 1e), is an important class of transformations
of steroids, flavones, and drugs with heterocyclic compounds.
These reactions do not involve insertion of oxygen into the
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substrate molecule and deviate in this sense from the canonical
stoichiometry of P450 monooxygenase catalysis. Desaturation
reactions are common in the metabolism of heterocyclic xeno-
biotics and in biosynthesis of fatty acid derivatives. Aromatase
CYP19 also performs a complex desaturation reaction at the
third and last step of the transformation of androgens to es-
trogens. The aromatization reaction of the steroid ring A is
catalyzed by the hydroperoxo-ferric intermediate, whereas Cpd I
is responsible for the first two hydroxylation steps of this pro-
cess.

Other oxidative transformations

Cleavage of C–C bonds can be catalyzed by cytochromes P450
involved in biosynthetic pathways and by xenobiotic metabo-
lizing enzymes. The former case is exemplified by the con-
version of cholesterol to pregnenolone catalyzed by the human
CYP11A. This and other transformations of steroids with C–C
bond cleavage involve three sequential steps with one dioxygen
and one NADPH molecule consumed at each step. The mech-
anism similar to the last step is responsible for deformylation
of aldehydes catalyzed by CYP2B4 and other hepatic enzymes
(Scheme 1f). Oxidative decarboxylation reactions and decom-
position of alcohols often afford C–C bond scission through
rearrangement of various transient intermediates.

Atypical chemistry—reductive,
peroxidative, and so on

In addition to the variety of oxidative transformations, cy-
tochromes P450 can catalyze reduction reactions. Self-sufficient
CYP55 (nitric oxide reductase) reduces nitric oxide NO to form
nitrous oxide N2O and water via hydride transfer directly from
NADH molecule to the Fe3+-NO complex and subsequent re-
action of this intermediate with the second NO molecule. Fer-
rous cytochromes P450 can reduce azo compounds, N-oxides,
quinines, and can perform reductive dehalogenation with the re-
lease of halide and concomitant hydrogenation or the formation
of olefins. Another important class of reactions catalyzed by cy-
tochromes P450 includes rearrangements of fatty acid peroxides
(CYP74 family) and prostaglandin peroxides (CYP5 and CYP8
families), which usually do not involve NADPH and oxygen
consumption.

Reaction Cycle and Intermediates

Substrate binding and spin shift

In the resting state 1 (Fig. 1) with no substrate at the active
site of cytochrome P450, the low potential heme iron (–400
through –250 mV) is mostly in the low-spin state (S = 1/2) with
the water coordinated as the sixth ligand trans to the proximal
thiolate. When the substrate binds in the vicinity of the heme,
water ligation is destabilized, and the heme iron may turn to the
pentacoordinated configuration 2 with the concomitant shift of
the spin equilibrium to the high-spin (S = 5/2). As a result of
the loss of the sixth ligand by the heme iron, the cytochromes
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Figure 1 Catalytic cycle of cytochromes P450. Main path (1) through (7)
is shown in bold arrows forming a circle. Uncoupling pathways are shown
in dashed lines. Reproduced with permission from the American Chemical
Society from Reference 2, p. 2257.

P450 saturated with substrates are reduced much faster than
in the substrate-free state because of the positive shifts of the
redox potential by ∼100 mV. Such control over the rate of
the first electron transfer by the substrate binding represents
an important feature of the overall steady-state kinetics of
many cytochromes P450; although some isozymes exist in a
predominantly high-spin state, even without substrates, and they
presumably lack this switch.

Some cytochromes P450 can bind two or three molecules
of substrate or inhibitor simultaneously (CYP107, CYP158A1,
CYP158A2, CYP2B4, CYP2C8, CYP3A4, CYP245) and as a
result may reveal non-Michaelis turnover kinetics. Functional
homotropic and heterotropic cooperativity (i.e., the perturba-
tion of the activity of the enzyme with respect to one substrate
molecule by the binding of another molecule of the same or
different type, respectively) typically is observed for such cy-
tochromes P450. This allosteric behavior of xenobiotic metab-
olizing cytochromes P450 constitutes the important aspect of
the drug–drug interaction problem in the pharmaceutical and
medicinal chemistry and industry.

First electron transfer—reduction
of ferric heme
Reduction of the heme iron of cytochromes P450 to the ferrous
state 3 is necessary for the binding and subsequent activation of
atmospheric dioxygen. Initially, two electrons are derived from
NAD(P)H by flavin adenine dinucleotide (FAD)-containing pro-
teins and then are used sequentially via one-electron transfers.
All cytochromes P450 can be divided into two main classes with
respect to the reduction mechanism and the structure of their
immediate redox partner. The first class includes most soluble
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bacterial cytochromes P450 and mitochondrial P450 systems.
In these systems, the electron transfer from the FAD-containing
reductase to the heme enzyme cytochrome P450 is mediated
by the soluble iron-sulfur protein ferredoxin. In bacteria, all
three proteins are soluble, whereas in mitochondria of eukary-
otic cells, cytochromes P450 and reductases are associated with
the inner membrane. The systems that belong to the second class
include only two proteins, and the cytochrome P450 is reduced
directly by the cytochrome P450 reductase (CPR), which con-
tains both FAD and flavin mononucleotide. Variations of these
systems include fusion enzymes in which a single polypep-
tide chain folds into two or three domains that correspond
to the heme protein, iron-sulfur protein, and/or flavoprotein
components of cytochrome P450 catalytic system (12). Many
CPR flavoproteins strongly favor the usage of either NADH or
NADPH, whereas some flavoproteins can use both efficiently.

Electron transfer in Class I systems is studied in detail for
CYP101 and its redox partner putidaredoxin (2Fe-2S), which
contains protein with molecular mass 12.6 kDa. Binding of puti-
daredoxin at the heme proximal site of CYP101 and formation
of the transient electron transfer complex is accompanied by
subtle conformational changes of both proteins and concomitant
changes in their redox properties that stimulate the reduction of
the heme iron to the ferrous state. The complex of CYP101–Pd
is not very tight (Kd is in micromolar range), because facile
dissociation is necessary to maintain the fast overall turnover.
However, this complex is highly specific and can be perturbed
significantly by single point mutations at the protein–protein in-
terface. The apparent first-order rate of the first electron transfer
in this system measured in kinetic experiments is in the range
of 50–100 s−1.

Oxygen binding and autoxidation—first
uncoupling

Ferrous cytochromes P450 bind dioxygen as the sixth ligand
to the heme iron, and the resulting diamagnetic oxy-ferrous
complex 4 is similar to that in myoglobin and hemoglobin.
Quantum chemical studies show that the wave function of this
complex predominantly is a mixture of approximately sim-
ilar fractions of Fe2+- O2 (closed shell, Pauling configura-
tion) and Fe3+- O2

− (open shell singlet, Weiss configuration),
with the minor contribution of other configurations. Results
of vibrational spectroscopy reveal that both O-O and Fe-O
bonds are slightly weaker in oxyP450 (1128–1139 cm−1 and
539–541 cm−1) than in oxygenated myoglobin and hemoglobin
(1148 and 572 cm−1, respectively) (13). This difference is
caused by more electron-rich thiolate ligand and the excess do-
nation of electron density to the antibonding orbitals of Fe-O-O
moiety in cytochrome P450. Similar effects were observed in
nitric oxide synthase, which has the same thiolate ligand for the
heme iron.

A comparison of available X-ray structures of oxy-ferrous
complexes in CYP101, CYP107, and CYP158 reveals very
similar structural arrangements of the heme iron and axial ligand
with major differences concerning the detailed stereochemistry
of the amino acid side chains and water molecules in the
immediate vicinity of the bound dioxygen (14, 15). The main

difference is caused by the replacement of the mostly conserved
alcohol functionality of T252 residue in CYP101 by methyl
groups of A245 (CYP107) and A245 in CYP158. The absence
of T252 hydroxyl within the hydrogen bond distance to the
distal oxygen atom of the coordinated dioxygen is compensated
in the latter two enzymes by the specific positioning of hydroxyl
groups on the bound substrates, which in turn stabilize water
molecules assumed to be the ultimate source of protons for the
oxygen activation (see below).

Usually, oxygen binding is faster than other steps in the en-
zymatic cycle, and it is not rate limiting in the overall substrate
turnover. However, the lifetime of oxy-ferrous complex in cy-
tochromes P450 at physiologic temperatures is in the range
of seconds, because it decomposes spontaneously back to the
resting ferric state with the formation of superoxide ion in an
autoxidation reaction. Usually, the rate of autoxidation is lower
by one or two orders of magnitude for the enzymes saturated
with substrate. Higher stability of substrate-bound oxy-ferrous
cytochromes P450 is explained in part by their higher redox po-
tentials (i.e., by thermodynamic stabilization of the oxygenated
heme enzyme in the enzyme-substrate complex). In addition, the
presence of substrates in the active site was shown to impose dy-
namic constraints on the superoxide escape and to increase the
kinetic stability of oxy-ferrous P450. Inhibition of autoxidation
is an essential part of the regulatory role played by substrates
in the overall optimization of the P450 cycle via minimization
of this uncoupling reaction.

Second electron transfer and
protonation, compound 0

Direct observation of the reduction of oxy-ferrous cytochrome
P450 and formation of peroxo-ferric (5a) or hydroperoxo-ferric
(5b) complex was never accomplished at ambient conditions
because this intermediate, termed Compound 0, undergoes ad-
ditional transformations and disappears faster than it is formed.
However, it was isolated and studied by electron param-
agnetic resonance (EPR), optical absorption, and resonance
Raman spectroscopy at low temperatures using radiolytic re-
duction of oxy-ferrous cytochromes P450. As expected, the
hydroperoxo-anion forms a relatively strong bond with the
heme iron, and the resulting complex reveals the typical fea-
tures of low-spin heme-thiolate complexes with the narrow
span of g-values in EPR spectra and red-shifted Soret band
(436–440 nm) (2). Spectroscopic and theoretical studies reveal
that the length and strength of the O–O bond in Compound 0
are similar to those observed in the low-spin oxygen activating
nonheme (hydro)peroxo-ferric complexes. The presence of the
distinct hydroperoxo-ferric heme intermediate in the frozen so-
lutions and in crystals of cytochromes P450 and several other
heme proteins indicates that the spontaneous homolysis or het-
erolysis of O–O bond is unfavorable. Thus, the efficient for-
mation of the main active intermediate Compound I requires
catalytic delivery of the second proton to the distal oxygen atom.
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Second protonation and O-O- scission.
peroxide dissociation–second
uncoupling
The second protonation of Compound 0 at the distal oxygen
atom catalyzes fast scission of O–O bond with the leaving water
molecule. In cryoradiolytic experiments, Compound 0 is sta-
ble below the glass transition temperature, 180–190 K, which
means that the second proton delivery requires sufficient mo-
bility as well as possibly relaxation and diffusion of the solvent
molecules. Experiments with the native CYP101 and D251N
mutant proved that at higher temperatures, Compound 0 dis-
appears with formation of Compound I (6) and concomitant
product formation (16). For the T252A mutant CYP101, in
which the native proton transfer mechanism is perturbed, the
dissociation of peroxide with no product formation is the dom-
inant path of Compound 0 decomposition. The latter reaction
is considered as the main source of reactive oxygen species in
the poorly coupled P450 systems, in which the redox equiva-
lents from NADPH oxidation are not used efficiently for the
product formation. In general, the coupling efficiency measured
by the ratio of the product molecules formed per one con-
sumed NADPH molecule can be very different for the same
cytochrome P450 with different substrates. The efficient proton
delivery requires specific positioning and stabilization of wa-
ter molecules near dioxygen moiety, which can be perturbed
significantly by variations in the structure of substrate.

Compound I—properties and activity
Compound I (6) is the main catalytically active intermediate. A
description of the main chemical reactions is given above. Com-
pound I has yet to be characterized on the natural P450 pathway,
although the transient formation of the short-lived ferryl-oxo in-
termediate with porphyrin-cation radical has been documented
using reaction with peroxides. The electronic configuration of
this intermediate, as evaluated by quantum chemical methods,
represents it as a triradicaloid with two possible spin states
S = 1/2, 3/2, with closely spaced energies. In addition to the
almost degenerate ground state with doublet and quartet rela-
tive stability regulated by the protein matrix, the sextet S = 5/2
can also be involved. The presence of high spin and low spin
states of Cpd I provides variability in the reaction pathways
and product distributions. This concept of two-state and mul-
tistate reactivity of Cpd I in cytochromes P450 developed by
Shaik et al. (6, 9) provides basis for the unified explanation of
the plethora of apparently contradictory experimental results in
P450 chemistry.

Structures—Common Fold
and Variations
All cytochromes P450, from soluble enzymes in archae and
bacteria to the mammalian integral membrane proteins, have
essentially the same fold, which is specific for this superfamily
despite their functional diversity (17) (Fig. 2). Only several en-
zymes with this fold do not follow classic P450 mechanism

Figure 2 Structure of the human hepatic cytochrome P450 CYP3A4 (18)
is shown from the distal site of the heme in cartoon representation. The
spacious substrate-binding cavity is represented as a mesh. The heme is
shown in sticks, which can be observed under the mesh grid. Helices are
labeled by letters according to the common notation for all cytochromes
P450 that share the same fold (17). Prepared using PyMol (DeLano
Scientific LLC, San Carlos, CA)

based on activation of dioxygen (i.e., nitric oxide reductase
CYP55 and CYP152, which uses hydrogen peroxide). Approx-
imately 50% of the residues are located in helical fragments,
which are designated by letters A to L with the addition of
B’, F’, G’, and J’ in some isozymes, and 7–10% are found in
small beta-sheets interspersed with flexible loops. As compared
with the soluble bacterial enzymes, membrane-bound proteins
usually have an extra N-terminal fragment that is thought to be
incorporated into the membranes and longer loops with one or
two small additional helical fragments.

The heme (protoporphyrin IX, heme b) is buried in the
protein matrix between the long I-helix on the distal side and
L helix on the proximal side. The loop at the N-terminus
of L-helix contains absolutely conserved cysteinate with the
deprotonated sulfur atom that serves as the proximal axial
ligand of the heme iron. Three hydrogen bonds with this sulfur
atom are formed by the amide groups of the highly conserved
neighboring residues. These bonds are necessary to raise the
redox potential of cytochrome P450 to the range accessible for
the ultimate physiologic reductant NAD(P)H. Hydrogen bonds
between propionic carboxyls and the side chains of protein
amino acids prevent the loss of the heme and stabilize the native
conformation.

Another important and highly conserved feature in all struc-
tures of cytochromes P450 with only a few exceptions is the
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presence of the acid-alcohol pair (i.e., sequential acid and al-
cohol side chains at the I-helix just next to the dioxygen coor-
dinated to the heme iron). An acidic side chain is provided by
Asp or Glu residue (n), whereas alcohol (n + 1) is from Thr or
Ser. The hydroxyl of the latter is very often hydrogen bonded
to the peptide carbonyl of the Gly (n – 3) forming a kink,
which interrupts the regular α-helical structure and is thought
to be essential for the efficient oxygen activation. Structures
of the oxy-ferrous complexes resolved for CYP101, CYP107,
and CYP158 reveal the appearance of specifically positioned
water molecules, which are stabilized by the appropriate rear-
rangement of the side-chains of the acid-alcohol pair described
above. These water molecules play an important role in the di-
rected proton delivery provided by protein for the formation
of Compound 0 and Compound I, although the details of the
mechanism and specific pathway of this proton delivery are still
debated.

Helices B, B’, F, F’, G’, and G and connecting loops are
involved in substrate binding and in general are much more
variable and flexible (upper part of the substrate binding cavity
shown in Fig. 2). These parts have different length in different
classes of P450, with longer disordered insertions typical for
eukaryotic enzymes and shorter and more compact structures
characteristic for the proteins from extremophilic organisms. In
all classes, however, the protein has to experience a large-scale
conformational change to open access to the substrate-binding
cavity. Comparison of the X-ray structures of cytochromes
P450 with and without substrates and the results of molecu-
lar dynamics studies suggest that these conformational changes
involve concerted movement of the fragments, which form the
substrate-binding cavity that includes helices F and G and frag-
ments between them, as well as B and C helices. Such an
“opening” movement was first observed in the X-ray struc-
tures of CYP101 with the “wired” substrates (19). In these
structures, the diaminoalkane chain traced the tentative sub-
strate access channel that connects adamantane positioned in the
substrate-binding pocket and the fluorescent group on the sur-
face of the protein. However, in many cases, the conformations
of cytochromes P450 with the bound substrates or inhibitors
are even more compact than in substrate-free state, in which
the flexible fragments rearrange to provide additional interac-
tions with the hydrophobic molecule bound in the active center.
In general, the high plasticity of P450 fold provides basis for
their ability to bind multiple organic molecules with different
sizes and chemical structures, which is critically important for
the efficient metabolism of xenobiotics.
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O-GlcNAcylation is a prevalent posttranslational modification that occurs
when a molecule of the monosaccharide N-acetylglucosamine (GlcNAc) is
adjoined to a serine or a threonine residue of a cellular protein. This
modification can influence a protein in many of the same ways that a serine
or threonine phosphorylation can. In addition, much like the kinases and
phosphatases involved in phosphorylation/dephosphorylation, unique
enzymes are responsible for the addition and removal of O-GlcNAc
modifications, with an O-GlcNAc transferase that catalyzes the addition and
an O-GlcNAcase that is responsible for the removal. This review will give a
summate description of the diverse biochemical roles that this
O-GlcNAcylation can play on individual proteins, and on whole animal
systems, and will detail the current understanding of the enzymes involved
in its maintenance. Finally, we discuss here the recent advances that have
been made in the development of tools to study O-GlcNAcylation.

O-GlcNAcylation, which was first described just over 20 years
ago, is a ubiquitous posttranslational modification, whereas a
sugar molecule, N -acetylglucosamine (GlcNAc), is added to
precise serine or threonine residues on cellular proteins. This
modification can alter the physical properties of a protein in
several ways, and it is highly analogous to posttranslational
phosphorylation. The study of, and the understanding of, phos-
phorylation is well established, and in recent years, it has
resulted in many advances in the comprehension of several
proteins that are O-GlcNAc modified, as well as how this
modification influences individual protein activities. The last
five years have also brought about a wealth of biochemical
information that concerns the enzymes accountable for the reg-
ulation of this modification, the O-GlcNAc transferase and the
O-GlcNAcase, which includes their domain structures and the
characterization of their catalytic activities. The mapping of
O-GlcNAcylation sites has also experienced highly significant
progress. Although O-GlcNAcylation still lags behind phospho-
rylation in popularity, this profusion of information is leading
to the firm establishment of the importance of O-GlcNAc in
cell and molecular biology.

Biologic Background

When glucose enters a cell, its primary fate is to be
phosphorylated and converted to glucose-6-phosphate. The
glucose-6-phosphate is then converted to fructose-6-phosphate,

whereby it awaits one of several fates. The greater per-
centage will eventually be converted either to glycogen for
storage in skeletal muscle and in liver or broken down
for energy in the glycolytic pathway. Approximately 2–5%
of the fructose-6-phosphate, however, enters the hexosamine
biosynthetic pathway (HBP), where it ultimately will be con-
verted to the high energy compound UDP-N -acetylglucosamine
(UDP-GlcNAc). These sugar residues are linked commonly to
proteins in two different ways. N -linked glycosylation occurs
when the attachment is made to the amide nitrogen of asparagine
side chains. N -linked glycosylations contain a minimum of four
sugars in addition to the terminal GlcNAc, and this modifica-
tion typically is implicated in the directing of proteins through
the endoplasmic reticulum–Golgi–plasmalemma pathway. The
second fate of the UDP-GlcNAc is its O-linkage to proteins
(Fig. 1).

O-GlcNAc as a posttranslational
modification

First described in 1984, O-linked GlcNAcylation is a form
of posttranslational modification where a single sugar, the
monosaccharide GlcNAc, is affixed via a beta linkage to the
hydroxyl group of specific serine and threonine residues on tar-
get proteins (1). In rare cases, O-linked N -acetylglucosamine
(O-GlcNAc) linkage can occur on lysine side chains. Although
this modification has not been witnessed in bacteria, it is other-
wise ubiquitous in all eukaryotic cells that have been studied.
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O-GlcNAcase

Figure 1 When entry into a cell occurs, glucose is converted to glucose-6-phosphate (Glc-6-P) and then into fructose-6-phosphate (Fruct-6-P).
Approximately 5% of the fructose-6-phosphate enters the hexosamine pathway, where the enzyme GFAT converts it to glucosamine-6-phosphate
(GlcN-6-P), in a process that requires glutamine’s (Gln) conversion to glutamate (Glu). Eventually, the glucosamine-6-phosphate is converted to
UDP-GlcNAc, and this can be added to protein serines or threonines by the enzyme O-GlcNAc transferase (OGT). O-GlcNAcase is the enzyme that removes
this modification.

O-GlcNAcylation can occur on both extracellular and intracel-
lular proteins and can be found on both cytosolic and nuclear
members of the latter (1). O-GlcNAc additions are reversible,
highly dynamic, and occur on proteins involved in most, if
not all, processes of fundamental importance to a cell, includ-
ing transcription, DNA replication, protein-folding, cytoskeletal
regulation, translation, metabolic and signaling pathways, nu-
clear import–export, protein degradation, and vesicular traffick-
ing, among many others. In addition to these downstream roles,
the HBP is speculated to act as a global cell nutrient sensor.
Given the makeup of the substrate UDP-GlcNAc, its levels are
governed by the availability and the metabolism of amino acids
(glutamine is used as the amine donor), fatty acids (which sup-
ply the eventual acetate), nucleotides (for UDP), and glucose in
particular (for the sugar backbone). The global accumulation of
O-GlcNAcylated proteins, as a result of an increase in glucose
uptake and therefore UDP-GlcNAc availability, may act as neg-
ative feedback, directly or indirectly, to downregulate proteins
involved in additional glucose import (2, 3). This may be the
case with catabolism and anabolism of the other constituents of
UDP-GlcNAc as well.

O-GlcNAcylation in disease states

As a result of all of the above, the deregulation of
protein-O-GlcNAc homeostasis has been linked to several dis-
ease pathologies, particularly diabetes, cancer, and Alzheimer’s
disease. For example, increases in protein-O-GlcNAc—either
by increasing the flux through the HBP, an overexpress-
ing the enzyme responsible for its addition to proteins
(β-N -acetylglucosaminyl transferase or OGT), or inhibiting the
enzyme responsible for its removal (O-GlcNAcase)—can re-
capitulate several hallmark features of type II diabetes (OGT

and O-GlcNAcase will be discussed). In fat or muscle tis-
sue, increased O-GlcNAc leads to insulin resistance and to
the hyperleptinemia associated with increased fat synthesis and
storage (4). In liver cells, an increase in O-GlcNAc results
in an upregulation of glycogen storage, impaired glucose tol-
erance, and whole animal hyperlipidemia and obesity (5). In
pancreatic β-cells, inflations in O-GlcNAc produce apoptosis
(6), hyperinsulinemia, and insulin resistance (7); this inflation
is postulated to be primarily because many proteins involved
in the insulin-signaling pathways are O-GlcNAced, including
IRS-1, Akt, and PI-3 kinase. Finally, the O-GlcNAcase gene
is located in a characterized diabetes susceptibility locus, and
a naturally occurring single nucleotide polymorphism discov-
ered within this gene was found to correlate with an increase in
diabetic risk (8).

Second, because several proteins have been demonstrated to
be O-GlcNAced in a cell-cycle-dependent manner, and because
cellular O-GlcNAc levels are highly correlative to the cell cycle
(9), as well as in response to mitogens, growth factors, and cell
stresses [see review by Zachara and Hart (10)], the disruption of
O-GlcNAc pathways can be tumorigenic. Altering flux through
the hexosamine pathway, providing more O-GlcNAc substrate
for target proteins, has been shown to modify the growth rate
of various cell types (11). In addition, overexpression of OGT,
which results in more protein-O-GlcNAcylation, can result in
polyploidy and defects in cytokinesis. Overexpression of the
converse enzyme, O-GlcNAcase, influences cell cycle, which
results in mitotic exit delays, altered cyclin expression, nuclear
morphological differences, and delayed mitotic phosphoryla-
tion (9). Thus, cancerous phenotypes can result from faulty
O-GlcNAcylation.

Finally, much evidence indicates that O-GlcNAc signaling
is involved in neurodegenerative diseases. The potential role of
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O-GlcNAc in the pathogenesis of Alzheimer’s disease, in par-
ticular, has drawn much attention. The OGT and O-GlcNAcase
enzymes are highly enriched in the brain and are particularly
high in the Purkinje cells. The pathogenesis of Alzheimer’s
disease involves, among other events, the accumulation of
β-amyloid and tau aggregates, both of which have been shown
to be O-GlcNAc modified and increasingly are modified in
Alzheimer’s stricken cells (12). Their ability to be degraded
and cleared by the proteosomes in hippocampal cells is in-
hibited by increased O-GlcNAc levels (13, 14). In addition to
being a hot spot for diabetes susceptibility genes, the chromo-
somal locus for the O-GlcNAcase gene is a candidate locus
for late-onset Alzheimer’s disease. Interestingly, the locus for
the single OGT gene is very near the locus responsible for
dystonia-Parkinsonism syndrome.

The Roles of an O-GlcNAc
Modification

Although the explication of O-GlcNAc as a posttranslational
modification has taken time (it has been just over 20 years
since its discovery), the rate of its appreciation is similar
to that of phosphorylation after its discovery. Hundreds of
proteins have been demonstrated to be O-GlcNAc modified
(Table 1), with a great many more as yet untested that possess
potential O-GlcNAcylation sites. The roles that an O-GlcNAc
modification can play on a protein have been found to be
comparable to those of O-phosphorylation. Although GlcNAc
is a neutral molecule, and does not possess the strong negative
charge of a phosphate, its possession of numerous negatively
polar hydroxyl groups allows it to perform many of the same
reversible functions.

The addition of O-GlcNAc can alter protein–protein interac-
tions. For example, adding it to the ubiquitous transcription fac-
tor Sp1 can inhibit its binding to TAFII110 and can prevent gene
transcription (15), and its addition to the chaperone HSP60 can
obstruct HSP60-Bax interaction, which results in Bax translo-
cation to the mitochondria in initiating steps of the apoptotic
response (16). Conversely, O-GlcNAc modification on the sig-
nal transducer Stat5a can enhance the interaction of Stat5a with
the transcriptional coactivator CBP (17). Protein–DNA inter-
actions can also be influenced by an O-GlcNAc addition or
loss, as is observed, for example, on the PDX-1 transcription
factor, where increased O-GlcNAcylation on PDX-1 increases
its DNA binding affinity (18). Within the transcription fac-
tor Oct-2, O-GlcNAcylation likewise regulates DNA-binding
specificity (19).

O-GlcNAc modifications can also lead to the stabilization of
a target molecule. O-GlcNAcylation of plakoglobin, which is
a component of adherens junctions and desmosomes, increases
the stability of the protein and thereby promotes cell–cell ad-
hesion (20). Another example occurs with eIF2-p67 complexes,
where an O-GlcNAcylation event on p67 leads to an increased
half-life of these components, which allows the subsequent ac-
tivation of the eIF2 α subunit required for protein translation
(21). Furthermore, O-GlcNAc can contribute directly to global

protein stability by modifying the ATPase subunit Rpt2 within
proteasome caps, which results in the inhibition of proteasomal
degradation (14).

Like phosphorylation, O-GlcNAcylation can activate or inac-
tivate a protein through conformational changes. It is suggested
that O-GlcNAc modifications on Stat5 are involved in its tran-
sient activation (22), and its addition to β3 integrin is expected
to increase the protein’s outside-in signaling necessary for cy-
toskeletal rearrangements and cell spreading (23). Conversely,
O-GlcNAc modification can inhibit the signaling activity of
PLC-β1, which is an enzyme involved in the generation of im-
portant second messengers that trigger intracellular Ca2+ release
(24) or can result in the inactivation of the nitric oxide synthase
eNOS (25).

Along with the above phenomena, the addition of O-GlcNAc
influences a target protein’s cellular localization. According to
several studies, it seems that O-GlcNAc may act as a nuclear
localization signal. O-GlcNAcylated proteins seem to be more
prominent in nuclear over cytosolic fractions (26), and proteins
such as Akt1, mTOR α4, and Sp1 translocate to the nucleus
after O-GlcNAc modification. Exceptions exist, as witnessed
with a viral protein vJun, where O-GlcNAc added near the NLS
influences nuclear import (27) negatively. The nuclear pore is
considerably O-GlcNAc modified, and this can influence the
transport into or out of the nucleus. The direct influence of
O-GlcNAc on pore components is still being explored.

Finally, because this modification occurs on serine and threo-
nine residues, it can also compete directly with an O-phosphory
lation event at an identical or nearby site to provide an additional
level of regulation on a specific protein. To date, all described
O-GlcNAc-modified proteins have been found to be phospho-
proteins (28, 29, 30). Such competition between O-GlcNAc and
O-phosphate binding occurs with many examples listed above
as well as with others.

The Enzymes that Regulate
O-GlcNAcylation

O-GlcNAc transferase

The enzyme that catalyzes the reaction between the target
protein and the UDP-GlcNAc, with UDP being the leaving
group, is OGT. OGT is a highly conserved, 1036-amino-acid
protein found in all metazoans, and it is expressed ubiquitously
in all tissues, although mRNA and protein levels can vary. OGT
can be found in both the nucleus and the cytosol; however,
localization studies have revealed a slight preference for the
nucleus (31). The OGT protein is encoded by a single, highly
conserved gene mapped to a location on human chromosome
Xq13.1. Murine as well as cell knockouts have proven to be
lethal, which indicates that the ability to glycosylate proteins is
essential to complete embryogenesis and overall individual cell
viability (32, 33). Conversely, overexpression of OGT is also
toxic to cells, which suggests that, in addition to the necessity
of the presence of O-GlcNAc modification, the maintenance of
proper protein–O-GlcNAc levels is also essential for cellular

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 3



Cytosolic Glycosylated Proteins, Chemistry of

Table 1 Current listing of identified OGlcNAc modified proteins

survival. O-GlcNAc transfer is mediated by two C-terminal
catalytic domains (CD I and CD II) that form a pocket together
with both UDP–GlcNAc binding sites and a catalytic center (34,
35). In addition to its catalytic domains, OGT contains 11.5
tetratricopeptide (TPR) motifs in the protein’s N-terminus. TPR
motifs are 34-amino-acid structures with several electrostatic
surfaces that function primarily in protein–protein interactions,
and this allows OGT to interact with a large number of proteins
and with itself (36). OGT has at least three known isoforms with
different cellular localizations (37). These isoforms all contain
the catalytic domains; however, they differ in their number
of TPR motifs, which suggests that the variations in cellular
localization are in part caused by the targeting of its binding
partners (37).

Because OGT has several binding partners, substrates, and
varying expression levels and localization, it is not surprising
that it is regulated tightly. To date, OGT has been shown to
be O-GlcNAc modified as well as tyrosine phosphorylated (35,

38). The roles and sites of these modifications have not yet been

elucidated, but studies suggest the tyrosine phosphorylation may

have an activating effect on the enzyme’s catalysis (39). OGT

substrate specificity and localization are regulated by its bind-

ing partners as well as by its own multimerization (35). Finally,

OGT activity can also be influenced by feedback mechanisms.

OGT is highly responsive to intracellular UDP–GlcNAc lev-

els (35), and free UDP is a potent inhibitor of this substrate

recognition (35). OGT catalytic activity has also been demon-

strated to be inhibitable by the drug compound alloxan, which

is a uracil analog (40). Naturally, neither of these inhibitors is

specific for OGT activity within a cell. Currently, the devel-

opment of OGT-specific inhibitors has only been preliminarily

characterized (41).
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O-GlcNAcase

β-O-linked N -acetylglucosamidase, or O-GlcNAcase, is a
917-amino-acid enzyme responsible to remove O-GlcNAc mod-
ifications on a protein selectively. Like OGT, O-GlcNAcase can
be found in the nucleus and in the cytosol of all tissues and
organisms higher than yeast. Also, like OGT, O-GlcNAcase
is expressed by a single gene product at a chromosomal lo-
cus at 10 q24.1-.3 (in humans) that encodes at least three
alternative splice variants in addition to the full-length prod-
uct. The O-GlcNAcase active site, a TIMα/β 8 barrel (42,
43), resides in the protein’s N-terminus (44, 45) and is part
of a larger enzyme that contains an acetyltransferase (AT)
domain in the protein’s C-terminus. O-GlcNAcase has been
shown to have acetyltransferase activity, at least for histone
substrates, and therefore, it is sometimes referred to as NCOAT
(nuclear-cytoplasmic O-GlcNAcase and acetyltransferase) to re-
flect both activities (46). Two naturally occurring splice variants
of this enzyme lack a portion of the O-GlcNAcase active site
(exons 8 and 9, encoding amino acids 250–345 and 250–398,
respectively), and therefore, they are defunct for O-GlcNAcase
activity (46). The third variant lacks the AT domain (47) com-
pletely. O-GlcNAcase/NCOAT has been shown to be a substrate
of the pro-apoptotic protease caspase-3. The cleavage site flanks
the C-terminus of the O-GlcNAcase domain, and because the
cleaved products retain their respective activities (46, 48), this
may regulate/deregulate these activities as well as disconnect
their locality within a cell (48).

Although it is speculated that O-GlcNAcase activity must
be regulated highly, little progress has been made to reveal
posttranslational modifications that may occur on the protein.
O-GlcNAcase has been shown to be O-GlcNAc modified,
although it has not been elucidated as to whether this would
have an activating or inhibiting effect on the enzyme (37).
Like with OGT, O-GlcNAc modification on O-GlcNAcase may
represent a unique feedback mechanism to help regulate cellular
protein O-GlcNAc levels by regulating the enzymes responsible
for the modification themselves. In addition to the variants and
caspase cleavage products mentioned above, it is interesting that
O-GlcNAcase exhibits strong direct interaction with OGT. It
does so via a domain in the middle of the enzyme and through
the N-terminus and first six TPRs of OGT (49). To prevent
a futile cycle of glycosylation/deglycosylation that surrounds
these complexes, the regulation of these enzymes becomes of
paramount importance.

Several O-GlcNAcase inhibitors have been described, the
most popular are streptozotocin (STZ) and PUGNAc. Both
of these compounds are substrate mimetics that inhibit
O-GlcNAcase activity by resembling the natural substrate’s ox-
azoline transition state after its entrance into the active site (50,
51). Unfortunately, the above inhibitors are nonselective and can
inhibit other glycosyl hydrolases; therefore, they are a detriment
to a multitude of cell pathways. Another, more potent transition
state analog, N -acetylglucosamine-thiazoline (NAG-thiazoline),
has been described recently (5). The increased potency likely
is because the compound already resembles the oxazoline in-
termediate before it is exposed to the enzyme. Macauley et al.

(52) have began recently to generate NAG-thiazoline deriva-
tives with augmentations to the thiazoline ring. In particular,
the addition of a butyl chain to the ring caused a dramatic in-
crease in potency over the NAG-thiazoline parent compound
and exhibited a selectivity toward O-GlcNAcase over lysoso-
mal hexosaminidases. In addition, Stubbs et al. (53) and Kim
et al. (54) have begun to characterize PUGNAc derivatives.
These analogs involve alkyl extensions, and whereas the exten-
sions are the same and in a position analogous to those of the
NAG-thiazoline derivatives, the extensions are somewhat less
potent and specific for O-GlcNAcase, although their usefulness
may yet be evident in different contexts. The increased potency
and selectivity of these compounds over their precursors repre-
sent important advances and will make them invaluable tools
in the study of O-GlcNAcylation. Furthermore, Kim et al. (55)
have exploited this butyl-extension to increase the sensitivity of
a fluorogenic O-GlcNAcase substrate, giving the field a promis-
ing high-throughput imaging tool for the analysis of O-GlcNAc
functions.

Emerging approaches for the
Study of O-GlcNAcylation

Until the last decade, proficient methods to study
O-GlcNAcylation on a target substrate had been slow to de-
velop. In whole-cell systems, the use of OGT or O-GlcNAcase
inhibitors—or the overexpression of these proteins—is toxic
or affects too many cellular pathways to interpret re-
sults directly. In isolatable systems, recombinant OGT or
O-GlcNAcase, together with their respective inhibitors, can
be used to identify target substrates, either by radiolabel-
ing using UDP-(3H)GlcNAc or by Western blotting us-
ing protein–O-GlcNAc specific antibodies such as RL2 or
CTD110.6. In several cases, the subsequent effect of the
O-GlcNAc modification on the protein’s function could be de-
termined in isolatable in vitro assays. More commonly, the
effect of the O-GlcNAc modification on the protein was never
fully understood, because the sites of O-Glc NAcylation could
not be detected. This limitation prevents mutational analysis,
and the direct investigation of the role of the O-GlcNAc in
purified assays, in signaling pathways and in whole-cell and
animal contexts.

Traditional methods to map posttranslational modification
sites, like those of phosphorylation, have been anchored by
protein digest and mass spectroscopic (MS) approaches (for
a review on the classic evaluation and for MS analyses
of O-glycans, see Reference (56)). Unfortunately, like many
posttranslational modifications, O-GlcNAcylation occurs rou-
tinely on a protein population with substoichiometric frequency,
which results in a very small detectable population of a
O-GlcNAc-modified product. Also, much like O-phosphate ad-
ditions, the protein–O-GlcNAc bond is labile and is detached
by collision-induced dissociation (CID) during MS analysis.
Often, the bond is lost before it can be detected on the pep-
tides analyzed (57, 58). Phosphate modifications, however, can
overcome this limitation by enriching the peptide mixtures
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through chromatographic approaches, for example, by using im-
mobilized metal ion affinity columns. Such methods to enrich
O-GlcNAc-modified peptides specifically are beginning to be
optimized.

Recent advances have been developed to enrich
O-GlcNAcylated peptides by using a lectin weak affinity
chromatography (LWAC) approach. In the LWAC approach, a
column of wheat germ agglutinin (WGA), which has binding
affinity for GlcNAc as well as sialic acid, is used to separate
and enrich GlcNAcylated peptides from the non-GlcNAcylated
population (57). Although the binding affinity is weak, with
dissociation constants in the 10-millimolar range, the interac-
tion is sufficient to retard the rate of flow of GlcNAcylated
peptides by HPLC enough to separate them for MS analysis
and for sequencing. It has also been shown that such WGA
chromatography is sufficient enough to purify proteins for 2-D
gel electrophoresis and for subsequent MS proteomic analyses
(59). These protocols can be used both on purified protein
digests as well as in cellular extracts, and they represent a key
advance in identifying O-GlcNAc modification sites.

A second promising method for mapping of
O-GlcNAcylation sites involves a β-elimination/Michael
addition with the DTT (BEMAD) approach (57, 58). This
technique can be used alone, or in conjunction with, the
above LWAC method. Briefly, the use of a strong base such
as sodium hydroxide can result in the β-elimination of the
C–CH2–O–GlcNAc to C=CH2, where the first C is within
the protein backbone on the digested peptides. This technique
is followed by a Michael addition of DTT to the CH2 group
(other “tags” can be added through this technique as well). The
result is a formerly O-GlcNAced site modified so that it can be
enriched by chromatography (and is less labile), as mentioned
above for O-phosphate peptide enrichment. In the case of BE-
MAD, an activated thiol-Sepharose can purify the DTT-tagged
peptides, although a variety of columns can be used depending
on the tag chosen. These affinity-tag methods have advanced
enough so that they can be used to label O-GlcNAc sites
selectively, whereas other β-elimination susceptible sites, like
those of O-phosphate, are left undisturbed.

Affinity tags have also been developed to circumvent the
β-elimination. The first uses an engineered galactosyltransferase
to apply a UDP-ketone analog in the place of O-GlcNAc,
which can be biotinylated for purification (60, 61). This strat-
egy has been implemented successfully in both pure protein
preparations and whole cell lysates. The second strategy ex-
ploits a phenomenon first reported by Vocadlo et al., in which
N -azidoacetylglucosamine can be used as a substrate for both
OGT as well as O-GlcNAcase (62). This method can be applied
to cell culture, where a peracetylated GlcNAc azide analog is in-
cubated with the cells (along with an O-GlcNAcase inhibitor to
prevent deglycosylation). After the incorporation of the analog
at O-GlcNAc sites, the mixture can be treated with a biotiny-
lated phosphine reagent to tag the sites of incorporation for
streptavidin purification (63).
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The discovery and optimization of small-molecule inhibitors for the
treatment of human disease has been the major focus of the
pharmaceutical industry for more than a century. In the last decade, they
have also attracted increased attention from academia because they
provide a powerful means to interrogate biologic systems in an acute
fashion. Although pharmaceutical companies have identified
many small-molecule inhibitors for drug targets, to find a desirable
small-molecule inhibitor for a specific target is still a major challenge for
drug discovery and for chemical biology. Here, we present an overview of
the computational approaches that can be exploited to discover
small-molecule inhibitors for protein targets of interest.

Small molecule inhibitors are of special value to chemical bi-
ology and to drug discovery. Thousands of small molecules
have been developed as drugs to treat various human diseases.
Increasingly, small-molecule inhibitors are used to perturb the
function of proteins to elucidate their biologic functions (1, 2).
Complementary to the conventional genetics, small molecules
allow rapid, conditional, and tunable inhibition. Furthermore,
small molecules can often be identified that alter specifically
one particular function of a multifunctional protein. The re-
cent completion of the human genome sequencing project has
resulted in the identification of a plethora of new protein tar-
gets for which small-molecule modulators could be developed
as potential therapeutics and as biologic “tools.” Identifying a
selective small-molecule inhibitor for each protein in human
genome is a formidable challenge for drug discovery and for
chemical biology. Experimentally, high-throughput screening is
the most widely used technology currently to identify hits for a
target. On the other hand, computational methods, such as vir-
tual screening and structure-based design, have become equally
important to identify and to optimize small-molecule inhibitors.
In Fig. 1, we illustrate how computational and experimental
approaches can complement each other in the compound dis-
covery and optimization process. The numbers of compounds
associated typically with each method is indicated. At early
stages of hit identification, high throughput methods such as vir-
tual ligand screening (VLS) and ultra high-throughput screening
(uHTS) are used frequently. At later stages, high accuracy al-
gorithms combined with biologic assays can be used to guide
the selection and the synthesis of a limited set of analogs. As

shown in Fig. 1, computational and experimental approaches
are not mutually exclusive processes. They are best exploited
by using computation and experiment in an iterative fashion
to optimize compounds progressively for a particular target of
interest. Without these interactions, none of the methods can
achieve its maximum potential. In this review, we focus on
computational approaches depicted in Fig. 1. As will become
clear later in the article, most computational methods are not
associated exclusively with predefined processes or protocols.
Significant redundancies exist in terms of when and what meth-
ods should be applied. The structure of the article follows the
common flow of identifying small-molecule inhibitors. We will
discuss the particular computational methodologies used at dif-
ferent stages of the process in subsequent sections.

Virtual Screening in Selecting
Small Molecule Inhibitors

Virtual screening (VS) uses computational or theoretic methods
to select molecules with desired biologic properties. It has broad
applications in pharmaceutical industry. In this article, we limit
ourselves to VS to identify biologically active small molecules.
The estimated chemical space for small organic molecules is
over 1060, and the registered organic and inorganic molecules
in CAS are already over 30 million. Despite advances in ex-
perimental high throughput screening technologies, currently it
is impossible to screen more than a few million compounds.
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Figure 1 Overview of computational methods used in the process of identifying small-molecule inhibitors.

With the rapid improvement of computational power and algo-
rithms, VS methods have become an important complementary
technique to experimental uHTS. It has many distinct advan-
tages, such as investigating virtual molecules that can cover a
broader area of chemical space. Compared with uHTS, VS is
also a relatively inexpensive means to probe many molecular
structures.

Generally, two types of virtual screening are used. One is
receptor based, such as docking, and the other is ligand based,
such as similarity search. In practice, both methods are often
used synergistically. In Fig. 2, we illustrate how these two types
of methods are used to select “hits” from a given small-molecule
library.

Receptor-Based VLS

In receptor-based VLS, the atomic coordinates of receptor
molecules are known experimentally or theoretically (e.g., ho-
mology models). The interactions between a small molecule
and a protein are often characterized by a “lock-key” mech-
anism, in which high affinity small molecules often fit the
protein-binding site well. The shape complementarities provide
important enthalpy contributions from favorable van der Waals
interactions. In addition, correctly positioned charges, hydrogen
bonds, and hydrophobic contacts usually are required for higher
affinity. Based on computational efficiency, receptor-based VLS
can be divided into three tiers. The first tier is the popular
high-throughput docking and scoring that can be computed for
each ligand molecule within a few minutes on a typical desktop
computer. In the rest of this article, we refer to high-throughput
docking as docking and scoring for simplicity. The second
tier includes the medium throughput methods that calculate the
interactions more thoroughly and accurately. It often includes

algorithms that account more accurately for desolvation ener-
gies, entropic penalties, and receptor flexibility. For example,
detailed implicit solvent models usually are applied in these
calculations. It normally takes tens of minutes for each calcula-
tion. The third tier represents the slowest method but ultimately
offers more accurate results. The typical examples are atomistic
molecular dynamics (MD) or Monte Carlo simulations with ex-
plicit water molecules. The details of these calculations are out
of the scope of this review. Interested readers can consulate
recent reviews on these specific topics (3).

Among the three classes of methods, docking is the most
widely used method in pharmaceutical industry. Many high
throughput docking software packages are available publicly,
such as Dock, Autodock, Gold, Glide, FlexX, QXP, and ICM.
In addition, many companies have built their own proprietary
docking technologies. A docking based VLS calculation usually
consists of three stages: preparing, computing binding modes,
and scoring. Currently, most docking programs treat receptors
as rigid molecules. Under this approximation, a receptor field
can be calculated for the binding site. A receptor field is the
interaction potential created by receptor atoms. It consists of
van der Waals, electrostatic, hydrogen bonding, and solvation
contributions. Without atom thermal motions, the receptor field
is also static, so it can be precalculated in the absence of ligand
molecules. This feature provides enormous savings of compu-
tational time over explicit atom models. Different programs
employ very different algorithms to sample ligand conforma-
tions, to orient small molecules in the binding site, to retain
preferred binding modes, and to increase the computational ef-
ficiency (4–7). The predicted binding configuration is selected
based on molecular interaction energies or an empirical scoring
function. Finally, docking ranks all ligand molecules based on
binding poses that possess the highest score, and virtual “hit”
molecules are selected from the top of the list. This method
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allowed Hopkins et al. (8) to identify submillimolar Kinesin in-
hibitors from an 110,000 compound library. Novel casein kinase
II inhibitors (9) and BCR-ABL tyrosine kinase inhibitors (10)
were also discovered by docking. Docking can also be applied
to discover small-molecule inhibitors for protein–protein inter-
actions. Bonacci et al. (11) used docking (FlexX) to screen the
chemical diversity set of 1990 compounds. Among 85 virtual
hits, 9 of them inhibited SIGK binding with Gβ1γ2 with IC50

that ranged from 100 nM to 60µM. It was also used by Trosset
et al. (12) to identify β-Catenin inhibitors for Wnt signal path-
way from 177,000 compounds. Among 22 tested virtual hits,
3 hits were confirmed as binders to β-Catenin and Tcf4 competi-
tors. Without experimental receptor structures, docking can be
carried out using carefully constructed model structures. Becker
et al. (13) and Salo et al. (14) reported the successful identifica-
tion of small-molecule inhibitors of several G-protein coupled
receptors (GPCR) systems based on docking.

One major challenge in docking-based VLS is the accuracy
of scoring functions. Conceptually, binding free energy is a rig-
orous measure for correct binding conformation and compound
affinity. However, the inherent errors in classic force fields and
the extremely lengthy computation required preclude its imme-
diate use for VLS. In practice, an empirical function (i.e., a

scoring function) normally is used to estimate free energy of
binding. A few examples of commonly used scoring functions
are PMF (15), Chemscore (16), Drugscore (17), Goldscore (18),
and Glidescore (19). The specific mathematic forms of Chem-
score, Goldscore, and PMF are shown here to highlight their
similarity and difference. Other scoring functions can be found
in respective references.

∆GChemscore = ∆G0 + ∆Ghbond + ∆Gmetal + ∆Glipo + ∆Grot,

where ∆G0 is a fitting constant, ∆Ghbond is hydrogen bond
energy between ligand and receptor, ∆Gmetal is the energy
between ligand atoms and metal ions in a receptor active site,
∆G lipo is the ligand receptor lipophilic interaction, and ∆G rot

is for the rotatable bond penalty.

∆GGoldscore = ∆Ghbond + ∆Evdw + ∆Einternal,

where ∆E hbond is the hydrogen bond energy between ligand
and receptor, and ∆E vdw is the van der Waals energy of ligand
and receptor, and ∆E internal is the van der Waals energy and
torsional strain of the ligand molecule.
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∆GPMF score =
∑
kl ,

r < r ij
cutoff

Aij (r) + ∆Evdw,

Aij (r) = −kB T ln

[
fj (r)

ρ
ij
seg (r)

ρ
ij
bulk

]
,

where kl is a ligand receptor atom pair of type ij , f j(r) is
ligand volume correction factor, ρij

seg(r) is the number den-
sity of a ligand receptor atom pair of type ij at inter atomic
distance r , ρij

bulk is the reference number density of ligand re-
ceptor pair of type ij , and ∆E vdwis the van der Waals interaction
between ligand and receptor. Although common features exist
within different scoring functions, they often emphasize differ-
ent aspects of the protein–ligand interaction. These empirical
scoring functions bear significant errors because of crude ap-
proximations. Currently, no scoring functions exist that are able
to rank diverse compound libraries consistently and accurately.
The performance of docking based VLS varies considerably
from system to system and from program to program (20). Al-
though some programs tend to perform better than others do,
it is difficult to predict the performance a priori on a specific
system. In addition to ranking molecules based upon a single
scoring function, combination of several scores (i.e., consensus
score) or statistical methods (e.g., Bayesian statistics) are also
used to select virtual hits.

Often, rigid receptor models provide a reasonable approx-
imation and offer tremendous practical value. The majority
of docking calculations used in industry adopt this approxi-
mation. In reality, however, receptor atoms undergo constant
thermal motions, and some proteins have significant plasticity.
One example is inactive and active conformations of kinases in
which the activation loop moves in and out of active sites (21)
with some atoms that move well over 10 Å. It is common to see
a variety of conformational states for a given protein in PDB
databank. It is also possible that such conformations observed
crystallographically represent only a fraction of the transient
dynamic states that may exist in solution. Although several
methods (22–24) have been developed to account for protein
flexibility, considerably more computational and experimental
work will be required to create algorithms that can incorporate
receptor flexibility accurately. In addition to receptor plasticity,
another complicating factor is the difficulty to account accu-
rately for the enthalpic and entropic contributions of discrete
water molecules in the ligand bound and unbound states. Wa-
ter molecules have been observed crystallographically to play
important roles in mediating hydrogen bonds between protein
atoms and between protein atoms and ligands. In most dock-
ing calculations, the water molecules are removed from binding
sites, which assumes that to displace these water molecules
by small molecules would give favorable entropic contribution.
However, the entropic gain comes at the expense of enthalpy
loss if the water molecules make strong hydrogen bonds to
receptor atoms or mediate ligand–protein interactions. Several
programs exist that attempt to include movable water molecules
in docking calculations, however, often this results in a signifi-
cant loss of computational efficiency.

Besides virtual screening of ligand libraries, docking is ex-
tremely useful for lead optimization. Successful docking can
elucidate the important interactions between lead molecules
and the target, explain important features of the structure ac-
tivity relationships (SAR), and consequently help to design
new molecules. Other than docking, useful receptor based VLS
tools include MD simulation, MC simulation, and QM/MM
calculation.

Ligand-Based Virtual Screening
(2-D Similarity Search, 3-D
Pharmacophore Search)

Another category of VLS methods is to identify ligands for
targets that have unknown 3-dimensional (3-D) structures. Gen-
erally, these methods are called ligand-based VLS. The most
simple and probably the most used searches involve a physical,
chemical, or topological similarity search based on one or sev-
eral active compounds. The similarity between two molecules
can be defined in various ways. Two-dimensional (2-D) meth-
ods refer to those that only consider atom connection tables to
describe molecular structures, because atom connection tables
are best represented by 2-D pictures such as the ones in the
top panel of Fig. 2. These methods consider topological rela-
tionships between atoms in a molecule regardless their actual
3-Dl coordinates. The simplicity of these methods allows com-
putationally efficient comparisons. It can screen millions of
molecules in seconds. Here, we outline a few representative
examples.

1. Molecular 2-D fingerprints are a class of methods that
use chemical substructures to characterize similarities
between molecules. A fingerprint is a signature that
encodes the chemical topological information of a
small molecule. It is usually a long binary bit string
in which each bit represents the presence 1 or ab-
sence 0 of a particular chemical substructure. For
example, an ATP molecule has substructures such as
a pyrimidine and imidazole heterocycle but not ben-
zene; therefore, the bits that represent pyrimidine and
imidazole would be set to “1” and the bit that repre-
sents benzene would be set “0” in the fingerprint bit
string of ATP. Many variations in detailed definitions
of 2-D fingerprints exist. In one straightforward way,
molecular similarities are measured by the number of
bits two compounds have in common.

2. Pharmacophores are defined as essential structural
features in a molecule that are responsible for its
binding activity, and they can also be used to generate
2-D fingerprints. Examples of commonly used phar-
macophores are specific molecular fragments (i.e., an
isopropyl group), hydrogen bond donors and accep-
tors, and negatively and positively charged atoms or
groups. In two dimensions, the minimum number of
bonds between two pharmacophores can be used as
a distance metric. For example, the exocyclic amino
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group of ATP is located 3, 4, and 5 bonds away to
the three acceptor nitrogens in the purine ring. This
information is coded readily in a fingerprint bit string.

3. In addition to 2-D fingerprints, the topological re-
lationships of atoms in a molecule can be explored
in high feature dimensions and nonlinear fashion by
other means, such as kernel methods (25), support
vector machines (26), and self-organizing maps (27).

However, molecular recognition occurs in a 3-D world. It is
well known that minor chemical modifications can alter the ac-
tivity of a molecule drastically. On the other hand, very different
chemical structures can have similar activity against the same
target. The mere existence of particular pharmacophores and/or
their topological relations are not sufficient for a molecule to
be active against its target. To account for 3-D information,
various VLS techniques based on activities of small molecules
without receptor structures have been developed, such as 3-D
quantitative structure activity relationship (QSAR) models. It is
commonly accepted that a small molecule must exhibit a high
degree of shape complementarity to bind to its protein target
with high affinity. Finding the correct superposition of active
ligand molecules is the key to a successful 3-D QSAR model.
Of course, shape alone does not account for all contributions
of small molecules. Other factors such as locations of hydrogen
bond donors and acceptors, types of functional groups, elec-
trostatic properties, and polarizabilities all play important roles
for small-molecule activities. One attempt to capture this in-
formation is 3-D pharmacophore method. Like docking, many
software programs exist to develop 3-D pharmacophore models,
such as DISCO (28), Catalyst (28), GASP (28), PHASE (29),
and many others (30, 31). Pharmacophore features are not mu-
tually exclusive; for instance, a hydrogen bond acceptor (i.e.,
donating electron pair) can be negatively charged (e.g., side
chain carboxylate from Asp or Glu). Most programs provide
users with the flexibility to define their own pharmacophore
features. The main merit of 3-D pharmacophore models is the
ability to identify lead compounds that are diverse structurally.

Although software packages differ in how they construct
pharmacophore models, they go through the following common
steps: generate conformers, enumerate pharmacophore features,
generate a hypothesis, and screen the ligand library. Usually,
the active conformation of a small molecule is unknown with-
out experimental evidence. A key component of a good phar-
macophore method is to sample active conformations rapidly.
Studies have shown that the active conformation of a small
molecule may not necessarily be the same as the lowest energy
one in the unbound state (32). Therefore, a set of possible con-
formers within a certain energy window (e.g., 15 kcal/mol above
the lowest energy conformer) are collected and clustered. The
feature-enumerating step is relatively straightforward. It identi-
fies all the possible pharmacophore features in small molecules.
Hypothesis generation is another challenging step in building
pharmacophore models. In essence, this step involves finding
a proper alignment of active molecules with a high degree of
overlap in 3-D space in terms of their pharmacophore features.
During this step, the spatial arrangements of pharmacophore
features are identified so that they are common for all or a

significant subset of active molecules. This step assumes that
active molecules must satisfy a common pattern of pharma-
cophore features. However, it should not require a molecule
to have all the features defined in a model to be active. The
proper alignment of active molecules determines the quality of
a 3-D pharmacophore model. Several algorithms have been de-
veloped to identify pharmacophore patterns (33–36) among the
set of possible conformations for each active molecule. Pharma-
cophore hypothesis algorithms try to find and to rank the most
probable pharmacophore models for known active molecules.
It should also be noted that active molecules do not necessar-
ily share a common pharmacophore pattern. Distinct binding
modes have been observed in cocrystal structures (37). More-
over, different small molecules may bind to different binding
sites of a receptor. Although a few algorithms exist to iden-
tify multiple pharmacophore patterns within a set of actives
(29, 36), more robust methods are needed. The conformations
of small molecules can be precomputed or sampled “on the
fly.” Once a valid pharmacophore model is constructed, it can
be used to screen millions of small molecules. This strategy
was used successfully by Singh et al. to identify some potent
and novel VLA-4 antagonists (38). Three-dimensional pharma-
cophore models are used commonly for GPCR systems because
generally, these membrane-localized target structures are un-
known. A three-point pharmacophore model was constructed
for Urotensin II receptor (39) and was used to search Aventis
compound collection. Of 500 virtual “hits,” 10 hits were active
with the most potent compound exhibiting an IC50 of 400 nM.
Recently, the first GPR30 specific agonist was discovered by
2-D and shape similarity in combination with a pharmacophore
search (40).

Not only can active molecules be used in pharmacophore
modeling, structures of inactive molecules can also provide
valuable information. In common pharmacophore models, in-
formation provided by inactive compounds is captured in the
concept of “excluded volume” (29, 41). An “excluded volume”
is a region that is so close to the receptor that no ligand atoms
are tolerated. “Excluded volume” can be obtained automatically
or defined manually. The method relies on the assumption that
the binding modes of the compound series are similar to each
other. Although many examples from cocrystal structures and
SAR have confirmed this assumption, many exceptions to this
empirical observation exist. Chemical similarity does not always
predict similarity in biologic activities. When active compounds
consist of multiple scaffolds because of different modes of ac-
tion, it is very challenging to develop pharmacophore models
and to classify the actives into proper categories automatically.
In addition, a compound that satisfies a good pharmacophore
model is not guaranteed to have activity. For example, entropic
contributions, solubility, cell permeability, and stability can also
have important implications on a compound’s biologic activity.

Even though most pharmacophore models are built without
receptor structures, binding site structures do help to construct
proper pharmacophore models. The critical residues provide
a complementary image of ligand pharmacophore field. This
“negative image” can be converted to a ligand pharmacophore
model. One advantage of receptor structure based pharma-
cophore models is the natural definition of “excluded volume.”
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The pharmacophore model derived from a receptor structure can
be used not only to search small-molecule libraries directly,
but also to guide docking calculations (42). Similarly, dock-
ing can help to derive receptor based pharmacophore models
as well. For instance, docking active compounds can help to
identify the important pharmacophore features. Submicromolar
tRNA-guanine transglycosylase inhibitors were discovered by
combinations of pharmacophore searching and docking (43).
Pharmacophore models can also be used for de novo design
(44, 45) and building 3-D QSAR models (29, 46).

Design of Small Molecule Inhibitors

VLS is a cost-effective and time-efficient approach to identify
inhibitors for a given target from a small-molecule library. How-
ever, the hits from virtual screening usually are of low affinity
and have properties that are not ideal for drug development or
even for use as research tools (such as lacking cell permeabil-
ity, potency, selectivity, and solubility). Furthermore, VLS is
often performed using existing small-molecule libraries, which
are biased heavily toward thoroughly explored regions of chem-
ical space. An alternative and very important method to identify
small-molecule inhibitors is through design. Two strategies are
used in lead design. One strategy is based on known scaffolds
or fragments from VLS, HTS, and fragment based screening to
improve potency and desired pharmacological properties. The
other strategy is de novo design, which generates small molecule
leads from scratch. Figure 3 shows the relationships between
these strategies and shows when they can be used appropriately.

Scaffolds and Fragments-Based
Lead Design

Computational methods offer ways to investigate chemical mod-
ifications automatically and rapidly that may be beneficial to the
small-molecule binding. Based on a core fragment or scaffold
of a hit, substituents are introduced to the core structure from
a small fragment library to the core structure. The selection
of substituents is biased toward favorable binding interactions.
For each modification, a local energy optimization or full dock-
ing can be carried out. The new molecule is then evaluated
based on a scoring function that measures interactions with the
protein-binding site. The scoring function is similar to the one
used in docking with necessary modifications to accommodate
additional property requirements. The substituents can be added
continuously until a given criteria, such as the number of itera-
tions, desired score, or maximum size of a molecule, is satisfied.
LUDI (47) by Accelrys, Rachel and LeapFrog by Tripos, and
molecular evolution developed internally at GNF are examples
of the method. Programs differ in the details of how molecular
structures are modified, optimized, and ranked. This strategy
has been used to improve activities of HIV protease inhibitors
(47) and other molecules (48).

Besides obtaining scaffolds from VLS, experimental fragm
ent-based screening by NMR and crystallography offers a good
starting point to design novel small-molecule inhibitors. The
key to this method is cocrystal structures of the target pro-
tein and low-molecular-weight compounds, typically limited to
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molecular weights of between 120–250 Da to allow for subse-
quent additions. Usually, these compounds have weak affinities
(Kds = 10 µM–10 mmol/L). To explore modifications that have
the potential to increase binding affinities, the aforementioned
computational methods can be applied readily. For structures
with a single small molecule in a complex, the small compound
can be extended automatically to maximize its interaction with
target protein. During the progressive modifications, the binding
mode for the initial fragment can be altered. However, certain
constraints are applied to avoid drastic changes to the bind-
ing modes unless substantial modifications are introduced to
the original structure. When evidence exists that multiple lig-
ands bind to different pockets of an extended binding site in
one or multiple crystal structures, computational methods can
be used to propose proper linkers or fuse-disjointed fragments
to yield the synergistic effects. Gill et al. (49) have used this
strategy to design P38α MAP kinase inhibitors based on hits
with affinities in the millimolar range. For example, they iden-
tified a lead molecule with IC50 = 65 nM by extending the
base fragment to acquire additional interactions, and also to
achieve a 100-fold increasing in potency rapidly by cojoining
two overlapping fragment hits for an indole-derived compound.
The structures are depicted in Fig. 4. It should be emphasized

that crystal structures are extremely important in fragment-based
design iterations. Because fragment hits are usually small and
possess low affinity for the targets, to predict the correct binding
modes by docking is difficult. In addition, the modifications to
the base fragment may alter its binding modes fundamentally.

Hybrid Design Based on Known
Inhibitors

Through many years of drug discovery efforts, pharmaceu-
tical companies have synthesized millions of small-molecule
inhibitors. A large amount of information has been accumu-
lated on how these inhibitors bind to their protein targets and
to the QSAR of these inhibitors. Hybrid design is an emerging
technique that attempts to take full advantage of this informa-
tion to design new inhibitors for existing or new protein targets
(50). The essence of the hybrid design is to recombine known
inhibitors for a particular target in a rational way to create new
inhibitors for the same target or for a new target. In a manner
analogous to the evolutionary recycling of protein domains, the
hope for chemical evolution through hybrid design is to create
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new inhibitors by recombining pharmacophores derived from
different classes of compounds. Hybrid design starts by using
inhibitor-receptor binding information obtained experimentally
from crystallography or computationally by docking to overlay
multiple known ligands, and then to predict how to recombine
inhibitor substructures to create new compounds. This strategy
is illustrated in Fig. 5, in which a potent Aurora A kinase in-
hibitor can be thought of as a hybrid of two inhibitors developed
originally for two other kinases. This strategy has also been ap-
plied successfully to design novel kinase inhibitors that bind to
a specific inactive kinase conformation (51, 52). Gleevec is a
Bcr-Abl inhibitor that has been demonstrated crystallographi-
cally to bind to the nucleotide binding cleft of Abl, which uses
both the adenine binding region and an adjacent hydrophobic
pocket created by the activation loop being in a unique inac-
tive conformation (53). A hybrid strategy involved appending
a 3-trifluoromethylbenzamide group to a known ATP binding
site inhibitor (51). Of the hybrid compounds thus created, po-
tent and selective inhibitors have been identified for Abl, c-Kit,
p38, PDGFR, and Aurora kinases (52). Figure 5 shows how a
benzamide group is attached to a quinazoline scaffold to create
an inhibitor that binds to an inactive Aurora kinase conformation
similar to that observed on Abl-Gleevec complex.

A computer program named BREED automates the process
for hybrid design (54). The method imitates the common medic-
inal chemistry practice of joining fragments of two known lig-
ands to generate a new inhibitor. The known active ligands are
superimposed in their active conformation to identify all over-
lapping bonds, and the fragments on each side of each matching

bond are swapped to generate a large set of novel inhibitors.
This method has been demonstrated to have a high rate of suc-
cess to identify novel inhibitors for HIV protease and protein
kinases (54).

De Novo Design
Small molecule inhibitors can also be generated by de novo
design without the prior knowledge of other active ligands. In
essence, the procedures are similar to those mentioned previ-
ously. For example, LeapFrog can start without a given small
molecule. It will select a core randomly and will grow a ligand
from its fragment library. Although it is still rare for a computer
program to generate practical and active molecules from scratch,
reports of novel molecules from “raw” output of automated
computer program exist. SkelGen (55) was able to generate
small-molecules inhibitors for estrogen receptor binding sites
without hints from known actives. Among the 17 highest scor-
ing structures, 5 structures were active with 4 structures that
posses novel structures. We have also implemented a de novo
ligand design algorithm in our in-house software GModE using
evolutionary algorithm. A molecule is represented by a unique
genetic code that is subject to normal genetic operations such
as mutation, addition, deletion, and translocation. The popula-
tion of ligand molecules is evolved toward increasing fitness.
Our retrospective studies have shown that the method can pro-
duce lead molecules that are extremely similar to experimental
nanomolar inhibitors.

Imatinib 
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active EGFR inhibitor
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Figure 5 Illustration of hybrid design strategy for small-molecule inhibitors. The activation loops of the proteins are colored differently to indicate active
(blue) and inactive (orange) states. The important fragments of inhibitors are colored blue and orange to highlight the hybrid design concept.
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If the target binding site structure is unavailable, de novo de-
sign can be carried out based on known active molecules. This
circumstance may occur because none of the known actives that
pose desired properties or that pose novel inhibitors are sought
for patentability. However, the known inhibitors provide a basis
to construct 3-D pharmacophore and other models such as Com-
parative Molecular Field Analysis (CoMFA) that can provide a
template to guide the computational algorithm to maximize the
fitness of the molecule “population” toward a given model. For
example, LeapFrog can use CoMFA models in place of target
binding site structures. It is also straightforward to apply phar-
macophore models to novel molecular design with and without
starting fragments. Novel structures are chosen based on its fit-
ness to the given model. Unlike de novo design with known
binding site structures, it is important to minimize the possibil-
ities for resulting molecules to have steric clashes with receptor
atoms. Even though these programs have produced promising
results, the major drawback for such automated computer al-
gorithms is that the “raw” computer derived molecules often
are undesirable synthetically or implausible chemically. Some
programs (55) have implemented chemistry rules to guide the
generation of new molecules, but it is still far from satisfactory.
Moreover, because a drug molecule interacts with its intended
target in a complex biologic environment, a good lead molecule
is selected by not only its binding affinity to its intended target,
but also other properties such as crucial physical chemical prop-
erties, ability to expand SAR, selectivity relative to undesired
off targets such as cytochrome P450 enzymes, and ion channels
such as HERG. All are important considerations to advance a
molecule toward clinical development. Various computational
methods have been developed to predict these properties; how-
ever, normally they are not integrated into automated de novo
design program.

Hit and Lead Optimization
Computational algorithms and modeling have advanced signif-
icantly over the last two decades in terms of accuracy, effi-
ciency, and ease of use. Many modeling procedures are auto-
mated; however, they are far from replacing the intuition and
knowledge of an experienced computational chemist. Although
automated programs are used widely in early stages of lead
discovery with limited human intervention, lead optimization
is a process in which a computational chemist makes most
contributions out of his knowledge, insight, experience, and in-
tuition. Before lead optimization, computational algorithms are
designed to explore wide areas of chemical space and a wide
range of activity data. During lead optimization, focus is placed
on one or a few particular compound series. Small modifica-
tions are introduced to investigate local SAR and to improve
other pharmacologic properties. Incremental improvements are
often the objectives at this stage. Whereas the automated com-
putational methods described previously are still important, they
are not sufficiently precise to distinguish between modifications
that result in 2 kcal/mol changes in binding affinities. Manual
intervention, such as visual inspection and manual docking from
an experienced chemist, are often of great importance for this
phase.

Structure Based

As we can observe from previous discussion, protein struc-
tures have played invaluable roles in small-molecule inhibitor
selection and design. Currently, over 40,000 biomacromolec-
ular structures are deposited in RCSB protein databank. Over
5000 new structures were deposited in 2006. The atomic level
structural information provides an enormous wealth of mecha-
nistic insights with regard to protein function. Approximately
6500 protein structures in the database are in complex with
an inhibitor or substrate to provide chemists with important
insights into the mechanism of ligand recognition. Because bio-
logic systems are very diverse, each system requires specialized
knowledge and treatment. Successful ligand design requires an
intimate knowledge of all known inhibitors, which include how
their activity and selectivity is changed as a function of chemi-
cal modification (SAR), rules for which interactions are required
for high affinity binding, knowledge about the potential for con-
formational rearrangements, and insight into what is tractable
synthetically. Success therefore requires the close collaboration
of computational chemists, medicinal chemists, and structural
biologists. Here, we will attempt only to describe a few com-
mon techniques that computational chemists use to optimize the
activity of a small-molecule inhibitor.

Visual inspection is probably one of the oldest and most
powerful methods in computer modeling. Large amounts of in-
formation can be acquired by looking at the 3-D structures of
an inhibitor and a protein complex, such as important hydrogen
bonds, hydrophobic contacts, and strong electrostatic interac-
tions. It allows one to design a derivative to make stronger or
additional hydrogen bonds, to explore unoccupied pockets, and
even to alter the scaffold while maintaining important interac-
tions. Of course, regular molecular modeling methods are used
here to ensure the proposed molecules possess sensible con-
formations. In contrast to the automatic molecular generating
programs mentioned previously, the modifications here are pro-
posed directly by chemists; therefore, the molecules are tractable
synthetically and often follow a particular experimentally de-
rived SAR series. The iterative use of model building, synthesis,
and biologic evaluation is the most powerful and efficient means
to obtain small molecules with a desired biologic activity. When
multiple cocrystal structures with different ligands exist, one can
gain even more insights into conserved interactions. This insight
can be very useful to identify key interactions and to help de-
sign new compounds to maximize possible key interactions. An
algorithm developed by Deng et al. (56) uses a binary string to
represent ligand protein interactions. By clustering the binary
strings of different small-molecule binders, the authors were
able to illustrate the similarity and diversity of small-molecule
binding modes. This information can be used to select correct
binding modes as well as to propose new molecules.

“Anchored docking” is another common technique used in
lead optimization. Unlike automated docking, “anchor” points
such as particular hydrogen bonding are specified by the user
to limit the configuration space sampled by docking program.
This limit is to ensure that the knowledge of a chemist about
the system is enforced, because usually automated docking is
sufficiently accurate to find correct binding modes consistently.
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The “anchor” points can be defined for a receptor, a small
molecule, or both. The correct definition of “anchor” points
largely relies on the users’ knowledge of the system.

Qsar Based

Even with amount of protein structures available, many inter-
esting protein targets without 3-D structural information exist.
GPCRs are typical examples. In this case, only SAR derived
from the biologic assay can be used to guide optimization. Un-
der these circumstances, QSAR has been an important tool. It is
probably one of the earliest tools for computer aided drug de-
sign. Properly choosing descriptors for QSAR models is much
like an art and requires a deep understanding of the system of
interest. Most common descriptors are based on physical, chem-
ical, geometric, and topological properties. Three-dimensional
QSAR models may require active ligands to be aligned properly
just like the pharmacophore model building. In fact, 3-D QSAR
models can be generated directly by pharmacophore models,
and many pharmacophore-generating programs provide this ca-
pability. One method developed early and widely used for 3-D
QSAR is CoMFA.

Design of Selective Small Molecule
Inhibitors

For a small-molecule inhibitor to be useful as a therapeutic drug
or as a tool for chemical biology study, it must have specificity
for its intended target. A small-molecule drug often causes side
effects or toxicity if it also modulates other proteins in the
body (i.e., off-targets). Nonselective inhibitors will confound the
analysis of resulting phenotypes. Therefore, the selectivity is a
very important feature when considering design and selection
of small-molecule inhibitors. Because ∼30,000 proteins are
encoded in the human genome, which can possess multiple
ligand binding sites and can be present in vastly different
concentrations, finding specific inhibitors can be an extremely
difficult task. Analyzing the sequence and structural differences
between a targeted protein and its closely related homologs is
an effective way to design selectivity rationally.

Targeting the Differences in the
Binding Pocket

The binding affinity of a ligand is determined by its comple-
mentarity to the size, shape, and physicochemical properties of
the protein-binding site. To design selective small-molecule in-
hibitors rationally, the 3-D structure of the target-binding site is
required. In principle, the structure of a protein-binding pocket
is determined by its amino acid sequence, and it is straight-
forward to identify unique amino acids by sequence alignment.
Once the unique residues are identified, they can be analyzed in
the context of small-molecule binding to determine the residues
that are important for protein ligand interaction. The inhibitors

can then be designed to target them specifically for selectiv-
ity. Taunton et al. have used this approach to design selective
inhibitors for p90 ribosomal protein S6 kinases (RSKs) (57).
They identified two key selective determinants for RSKs rela-
tive to other kinases: One determinant is a small “gatekeeper”
The amino acid, and the other is a Cys in the glycine-rich loop.
Targeting these two residues, they were able to make very potent
and selective inhibitors for RSKs.

Although successful for RSKs, it is often very difficult to
identify unique residues suitable for selectivity for all proteins
in a family. In many cases, a mono-selective inhibitor among the
protein family members is not feasible, so selectivity against a
subset of the family members is desired. In this case, selectivity
can be achieved by targeting the sequence differences in the
binding sites between the target protein and the unwanted
proteins. This strategy has been applied successfully to design
selective inhibitors for targets within a closely related subfamily,
such as p38 kinase α, β, γ, and δ isoforms (58); protein kinase
CDK2, and CDK4 (59); and COX-1 and COX-2 (60).

For protein targets that are closely related, the binding sites
may look the same and no sequence difference is around
the binding pocket. Therefore, a small molecule that binds to
this primary site has very little selectivity. In these cases, a
commonly used strategy is to search for a secondary site near
the primary binding pocket. If it is less conserved, selective
inhibitors can be designed by targeting the secondary site.
For example, it is very difficult to develop a selective protein
tyrosine phosphatase-1 B (PTP-1B) inhibitor, but a crystal
structure of PTP-1B in complex with bis-(para-phosphophenyl)
methane reveals a secondary aryl phosphate-binding pocket
adjacent to the active site that can be targeted to design selective
PTP-1B inhibitors (61).

Many protein structures are highly dynamic, and induced-fit
effects are well known in small-molecule and protein binding
(21). Although two proteins can have very similar binding pock-
ets in static form, they can have different plasticity. Although
protein flexibility is one major obstacle to predict the bind-
ing mode and the affinity of a ligand accurately, it provides a
structural basis to design selective inhibitors. Usually, the con-
formations of the active enzymes within a family are more alike,
but the inactive conformations are more different. For example,
the ATP binding pockets of protein kinases in active states are
highly similar, but considerable conformational variability ex-
ists among kinases in the inactive state that can be exploited
for selective inhibitor design. The unique “DFG-out” inactive
conformation has been applied already to the design of selec-
tive kinase inhibitors, which includes the already approved drug
Gleevec and Nexavar. Lapatinib, one of the most selective ki-
nase inhibitors, achieves its high selectivity by binding to an
inactive conformation of EGFR with a methionine in the α-C
helix moved away from its normal position to accommodate
the benzyloxy group of lapatinib (62). Exploiting differentially
accessible conformational states among closely related targets
has also been the structural basis for observed high selectivity
of PI3δ kinase inhibits (63).
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Figure 6 Flowchart of methods employed for designing selectivity of small-molecule inhibitors.

Engineering Selectivity Using
Chemical
Genetics

Identifying a selective small-molecule inhibitor can be time
consuming. For a target in a large protein family, it is almost
impossible to achieve monoselectivity. Inhibiting multiple tar-
gets by a small molecule leads to a significant complication
in the analysis of target validation and studies of protein func-
tions. To overcome the difficulty of identifying monoselective
small-molecule inhibitors, a chemical genetic approach is ap-
plied to design as orthogonal receptor-ligand pairs (64, 65).
In this approach, the targeted protein is mutated in the active
site to create a structural distinction between the target and all
other members of proteins in the same family. Then, a small
molecule is designed to target the distinct structure so that it
only binds the mutated protein. The first step is to study the
binding mode of a small molecule to its target and identify
an important interaction that is highly conserved for the ligand
binding to all members in the protein family. Then, the ligand
is modified in the conserved interaction region to disrupt the
interaction so that it cannot bind effectively to any wild type
protein, which includes the target. Two modifications are used
commonly. One is to add a bulky substitute (a “bump”) at the
interacting position to create steric clashes, and the other is to
disrupt the critical hydrogen bonding between the ligand and
the protein. The next step is to mutate the residues around the

bump to smaller ones (which creates a “hole”) to accommo-
date the “bump” or to mutate residues to restore the critical
hydrogen bonds. Although both approaches have introduced
orthogonal protein–ligand pairs successfully, the “bump-hole”
strategy is more suitable for design and is applicable to many
different protein families. Shokat’s lab has successfully applied
the “bump-hole” strategy to generate monospecific inhibitors for
engineered kinases (64). The monospecific inhibitors have been
used widely in kinase signaling pathway elucidation and target
validation (66). Figure 6 outlines the strategies and workflows
that we discussed for selective inhibitor design, in which the
method details of each step in the flow chart have to be tailored
towards specific systems.

Summary

In this review, we described briefly some common computa-
tional techniques to select and to design small-molecule in-
hibitors. It is not a comprehensive list of all methods available.
Instead, we focused on basic methods that are used commonly
in drug discovery research. Because of the size limitation, it
is also impossible to discuss all the details in each method.
We hope that this short review can provide some fundamen-
tal concepts used in virtual screening and rational design, and
can provide the interested reader with an entry point to ex-
plore the field of computational inhibitor design and selection.
Although we described the computational methods in a linear
flow, the methods used in one stage of small-molecule inhibitor
discovery process can be applied at different stages whenever
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appropriate. To choose the proper methods for different pur-
poses at different stages is crucial for computational modeling
to be effective. In addition, computational modeling should
always interact tightly with experimental investigation in or-
der to make significant contributions. VS and rational design is
also an ever-changing field. New algorithms and strategies are
emerging continuously. We believe that computational meth-
ods will play increasingly important roles in discovering new
small-molecule inhibitors.

References

1. Shogren-Knaak MA, Alaimo PJ, Shokat KM. Ann. Rev. Cell Dev.
Biol. 2001;17:405–433.

2. Schreiber SL. Nat. Chem. Biol. 2005;1:64–66.
3. Adcock SA, McCammon JA. Chem. Rev. 2006;106:1589–1615.
4. Kuntz ID, Blaney JM, Oatley S, Langridge R, Ferrin TJ. Mol.

Biol. 1982;161:269–288.
5. Morriss GP, Goodsell D, Halliday R, Huey R, Hart W, Belew R,

Olson A. J. Comp. Chem. 1998;19:1639–1662.
6. Abagyan R, Totrov M, Kuznetsov DJ. Comp. Chem. 1994;15:

488–506.
7. Che J. Chem. Theory Comput. 2005;1:634–642.
8. Hopkins SC, Vale RD, Kuntz ID. Biochemistry 2000;39:

2805–2814.
9. Vangrevelinghe E, Zimmermann K, Schoepfer J, Portmann R,

Fabbro D. Furet PJ. Med. Chem. 2003;46:2656–2662.
10. Peng H, Huang N, Qi J, Xie P, Xu C, Wang J, Yang C. Bioorg.

Med. Chem. Lett. 2003;13:3693–3699.
11. Bonacci TM, Mathews JL, Yuan C, Lehmann DM, Malik S, Wu

D, Font JL, Bidlack JM, Smrcka AV. Science 2006;312:443–446.
12. Trosset J, Dalvit C, Knapp S, Fasolini M, Veronesi M, Mantegani

S, Gianellini LM, Catana C, Sundströ m M, Stouten PFW, Moll
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By mimicking Darwinian evolution in the test tube, directed evolution has
become a powerful tool for engineering novel enzymes for basic and
applied biology research and medicine. Unlike structure-based rational
design, directed evolution is capable of altering single or multiple
functional properties such as activity, specificity, selectivity, stability, and
solubility of naturally occurring enzymes in the absence of detailed
knowledge of enzyme structure, function, or mechanism. More recently,
directed evolution has also been used to engineer metabolic pathways,
viruses, and whole microorganisms, and to address fundamental problems
in biology. The success of directed evolution has been largely fueled by the
development of numerous molecular biology techniques that enable the
creation of genetic diversity through random mutagenesis or homologous
or nonhomologous recombination in the target genes and the
development of powerful high throughput screening or selection methods
as well as by novel applications. This review will highlight the key
developments in directed evolution and focus on the design and
engineering of novel enzymes through directed evolution and their
implications in chemical biology.

Enzymes are truly remarkable catalysts that are essential to ev-
ery biological process. They can catalyze a broad range of chem-
ical transformations with exquisite selectivity (stereo-, regio-,
and chemo-) and specificity. In addition, most enzymes are
very efficient and operate at mild conditions. It is, therefore,
not surprising that enzymes have been increasingly used as bi-
ological catalysts or therapeutic agents in various industries,
including the chemical, pharmaceutical, agricultural, and food
industries. However, the number and diversity of enzyme-based
applications are still modest compared with the total number of
enzymes identified so far (∼5000 enzymes) (1). One main rea-
son for this functional gap is that naturally occurring enzymes
are the products of Darwinian evolution and are not designed

∗These two authors contributed equally.

for optimal industrial applications. To address this limitation,
several enzyme engineering approaches have been developed
in the past few decades, among which directed evolution stands
out as a particularly attractive approach. This entry discusses
the brief history of directed evolution, the main methods of di-
rected evolution, and their applications in engineering enzymes
for basic and applied biology research. For more in-depth in-
formation on directed evolution, interested readers are referred
to the Further Reading list.

A Primer for Directed Evolution

Before the advent of recombinant DNA technology in the 1970s,
the ability to engineer novel enzymes was limited to chemical
modification methods in which specific residues in an enzyme
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Figure 1 General scheme of directed evolution.

are modified by chemical agents. With the development of
recombinant DNA technology, site-directed mutagenesis, and
polymerase chain reaction (PCR) technology coupled with ad-
vances in X-ray crystallography, structure-based rational design
became a dominant approach for engineering novel enzymes
in the 1980s (2). Although rational design has achieved some
notable successes, the requirement for extensive structural and
mechanistic information on a target enzyme beset this method.
Despite decades of research in protein science, it is still very
difficult to identify the molecular determinants for the desired
enzyme feature(s) even when the structure of the target enzyme
is available, let alone the vast number of enzymes without crys-
tal structures.

Directed evolution bypasses the bottleneck of rational design
and mimics natural evolution in a test tube to evolve proteins
without knowledge of their structures. What fundamentally dif-
ferentiates directed evolution from natural evolution is its power
to significantly accelerate the process of evolution. As shown
in Fig. 1, directed evolution uses various methods to gener-
ate a collection of random protein variants, called a library, at
the DNA level. Followed by screening/selection of the library,
protein variants with improvement in desired phenotypes are ob-
tained. Usually, the occurrence of these functionally improved
protein variants is a rare event; thus, this two-step procedure
has to be iterated several rounds until the goal is achieved or
no further improvement is possible.

One of the very first directed evolution experiments can be
traced back to as early as 1967 (3), but directed evolution did not
become an established field until the mid-1990s. Advances in
molecular biology have promoted rapid development of a wide
variety of methods aimed at generating genetic diversities and at
searching the molecular reservoir in a high throughput manner.
In the past few years, directed evolution has been used to suc-
cessfully engineer many enzymes for commercial and industrial
applications (4), and the targets for directed enzyme evolution
have been focused on activity, stability, specificity, and selectiv-
ity. It should be noted that the field of directed evolution is not
limited only to enzyme engineering, but it can be applied to any

single protein. In addition, more research has recently started
addressing more complex systems, such as pathways (metabolic
engineering), viruses, and even genomes.

Methods for Directed Evolution

A successful directed evolution experiment involves two key
components: creating genetic diversity and developing a high
throughput screening or selection method. In the past decade,
many experimental methods and protocols for library construc-
tion and screening/selection have been developed. For more
information on this topic, interested readers are referred to the
two books edited by Arnold and Georgiou in the Further Read-
ing list.

Library creation

Numerous molecular biology methods have been developed to
introduce genetic diversity into the target gene, all of which can
be grouped into three categories: methods of random mutage-
nesis, methods of gene recombination, and methods of semira-
tional design. As shown in Fig. 2, random mutagenesis starts
from a single parent gene and randomly introduces point muta-
tions or insertions/deletions into the progeny genes. In compar-
ison, gene recombination usually starts from a pool of mutants
from a single gene or a pool of closely related or even non-
related parental genes of different origin and creates blockwise
exchange of sequence information among the parental genes. Fi-
nally, semirational design combines rational design and directed
evolution by focusing mutagenesis on a few selected important
residues or regions in a target gene.

Random mutagenesis

As a result of its simplicity and efficiency, error-prone poly-
merase chain reaction (EP-PCR) is the most widely used random
mutagenesis method. It is essentially a variation of the standard
PCR with slightly modified reaction conditions (5). There are
many different protocols to implement EP-PCR, and the most
popular one includes the following adjustments to normal PCR
conditions: 1) use of nonproofreading DNA polymerases, such
as Taq DNA polymerase; 2) use of low or unbalanced amount
of dNTPs; 3) use of high concentration of Mg2+ (up to 10 mM);
and 4) incorporation of Mn2+. The fourth modification has made
EP-PCR more popular, because the error rate can be controlled
precisely by the Mn2+ concentration (6). In general, 1–2 amino
acid substitutions are introduced during each round of EP-PCR,
which requires approximately 1–5 base mutations per kilobase
of DNA. Higher mutagenic rates are not normally used because
they often damage enzyme function and lead to an increased
tendency to negate positive mutations. In addition, higher mu-
tagenic rates result in a larger library size, which in turn requires
an often unattainable robust screening/selection method to iden-
tify positive variants. On the other hand, a higher mutation rate
increases the frequency of multiple mutations with synergistic
effects, resulting in an overall enrichment of unique protein vari-
ants, and up to 30 mutations per gene have been reported (7).
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(a) (b) (c)

Figure 2 Comparison of (a) random mutagenesis, (b) gene recombination, and (c) semirational design.

The great success of EP-PCR in engineering all aspects of en-
zyme properties has established this method as a cornerstone in
directed evolution. It should be noted, however, that this tech-
nique is not truly random and suffers a number of limitations. In
addition to the intrinsic bias of DNA polymerases (transitions
are favored over transversions), EP-PCR can only access 5–6
amino acids substitutions on average at each residue because of
the degeneracy of genetic codons and the low probability of two
mutations occurring right next to each other. Another limitation
of EP-PCR is associated with the low mutation rates normally
used, such that the progeny protein variants have similar pheno-
type to the parent. Thus, novel functions are difficult to evolve
using this method alone even after several rounds of iteration.
To search the sequence space more extensively, EP-PCR is used
in combination with other DNA diversity generation methods,
such as gene recombination.

Gene recombination

Gene recombination can be implemented both in vivo and in
vitro. However, the latter is used much more often because
of its simplicity, higher recombination efficiency, and flexibil-
ity. Therefore, only in vitro methods will be discussed here.
Note that all the available in vitro gene recombination meth-
ods fall into two main categories: homology-dependent and
homology-independent.

Homology-dependent gene recombination

As nature has found homologous recombination a useful evolv-
ing tool, biologists have also recognized its power of achieving
“long jump” in adaptive molecular evolution (8). And the ad-
vances in molecular biology made it possible to mimic this
process in vitro. The first and most frequently used gene recom-
bination method, DNA shuffling, also known as “sexual PCR”,
was developed by Stemmer in 1994 (9). As shown in Fig. 3,
the target gene is digested by DNaseI into random fragments,
of which 100–300 bp fragments are purified and reassembled
in a self-priming (no primers are added) PCR reaction accord-
ing to their sequence homology. Recombination occurs when
a fragment derived from one sequence anneals to a fragment
derived from another sequence. This method was later adapted

to recombine a family of naturally occurring homologous pro-
teins from diverse species under modified conditions, which is
called “family shuffling” (10). It was demonstrated that family
shuffling significantly accelerated the rate of improvement of
enzyme functions in comparison with EP-PCR and DNA shuf-
fling.

As with every method, both DNA shuffling and family shuf-
fling have their own limitations. First of all, both methods
require relatively high homology, typically more than 70–75%,
between the parental genes, because libraries created from more
divergent sequences have a strong tendency to reassemble into
parental genes. Various homology-independent methods have
been developed to address this issue and will be discussed in
the next session. Second, crossovers during template switch-
ing are favored in regions of high sequence identity, restricting
the sequence space that can be explored. Third, fragments gen-
erated by DNaseI are not truly random, thus the diversity of
the shuffled library is further decreased. Finally, there are also
some nontechnical problems, such as limited access to natural
sequence diversity and patent issues.

To address some of these limitations, a group of homologous
gene recombination methods that do not involve DNA frag-
mentation but require addition of primers were developed, and
staggered extension process (StEP) (11) was the first among
them (Fig. 3). This method is essentially a modified PCR that
uses very short extension time so that the elongation of short
DNA fragments is staggered. During the subsequent rounds
of DNA amplification, the fragments are repeatedly separated
from the parental strand and prime a different one, resulting
in multiple crossovers. StEP has several advantages over the
original DNA shuffling method: 1) It needs only a small quan-
tity of parental genes; 2) no digestion or DNA purification is
needed, thus it is easy to be carried out; and 3) it avoids the
DNaseI-induced bias. However, it should be noted that the StEP
PCR conditions need to be optimized before a good library can
be obtained, which might take a considerable amount of time.

Nonhomologous gene recombination
Incremental Truncation for the Creation of Hybrid enzymes
(ITCHY) was the first developed homology-independent recom-
bination method (12). Incremental truncation of two parental
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Figure 3 Comparison of various gene recombination methods, including (a) DNA shuffling, (b) StEP, (c) ITCHY, and (d) SHIPREC.

genes from both ends by exonuclease III under nonideal condi-
tions generates a collection of all possible truncated fragments,
which are subsequently blunt polished and ligated to give genes
of various lengths. There are several limitations of ITCHY.
First, the key to creating a successful ITCHY library is the tight
control of the exonuclease digestion conditions, and aliquots of
digestion mixture have to be taken at various time points to
quench the reaction. Therefore, it can be very time-consuming
and labor-intensive. To address this issue, the same group de-
veloped a modified method, called THIO-ITCHY (13). The
incorporation of α-phosphothioate nucleotide analogs at low
frequency in genes inhibits exonuclease III activity, thus avoid-
ing the requirement for frequent removal of digestion samples.
The second limitation of ITCHY is that because it is a single
crossover process, the diversity of the created library is rather
limited. Another method, named SCRATCHY (14), was devel-
oped by the same group to achieve multiple crossovers by shuf-
fling two ITCHY libraries, thus increasing the diversity of the
library. Third, the ITCHY library of hybrids is not full-length
and thus the two truncated genes are not necessarily fused at
sites where the gene sequences align (15). It was shown previ-
ously that although insertions or deletions at the fusion portion
of two parental genes might not necessarily have a deleterious
effect on the enzyme function, the predominance of crossovers
at positions of precise alignment in the selected active hybrids
(12) indicates the importance of the alignment. This problem led
to the birth of another method, sequence homology-independent
protein recombination (SHIPREC) (15). In this method (Fig. 3),
two parental genes are fused by a linker containing multiple re-
striction sites. After digestion by DNaseI at both ends of the
fusion gene, full-length genes are selected, circularized, and di-
gested by restriction enzyme in the linker region to give linear
chimerical genes. The selection of a full-length gene helps main-
tain the sequence alignment of two genes and gives a larger
fraction of functional hybrids. Finally, not only ITCHY, but all
the methodologies discussed above, have one common limita-
tion: only two parental genes can be recombined. Therefore, a

few other multiple-parental homology-independent recombina-
tion methods have been developed, such as exon shuffling (16)
and nonhomologous random recombination (NRR) (17).

Semirational design
Although rational design enables efficient targeting at criti-
cal protein sites, this approach is often hindered by limited
availability of crystal structures and poor understanding of the
structure–function relationship. To circumvent the limitations
of rational design, directed evolution found its position as the
“blind watchmaker.” However, as it is a “blind” searching pro-
cess, the diversity pool must be as extensive as possible, which
leads to the bottleneck of directed evolution: library screening.
Therefore, any means to decrease the library redundancy would
be beneficial. More importantly, when the engineering goal is to
dramatically alter an enzyme function, it usually requires mul-
tiple close mutations in the active site, which are difficult to
access by full-length gene random mutagenesis and require an
even larger library to be screened. Therefore, to allow a more
focused and more useful sequence space to be explored, the
most logical way would be to combine the best features of the
two extreme methodologies. This process gave birth to the third
library creation method, called semirational design.

The most popular semirational design strategy is targeted sat-
uration mutagenesis. Functionally important residues are iden-
tified by analysis of protein crystal structures and mutated
individually (18) or in combination (19) into the other 19 nat-
ural amino acids using degenerate primers (NNN or NNS, N =
A/T/G/C, S = G/C). It should be noted that protein crystal struc-
tures are no longer the only source for identification of function-
ally important residues. When no protein structure information
is available, key residues can be identified by EP-PCR, bioin-
formatics, or homology modeling. Another expanding area is
in silico directed evolution, the ability of which to rationalize
a huge protein database and to guide engineering experiments
holds the possibility to create novel enzymes beyond the natu-
ral realm. Various algorithms have been developed recently to
optimize library creation conditions, library design, and library
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prescreening. Interested readers are referred to a more compre-
hensive review (20) on computational protein design methods.

Library screening/selection

Advances in molecular biology have made it possible to gen-
erate protein variants at the DNA level, and a library size of
greater than a billion members can be achieved. The real chal-
lenge lies in the ability to find the needle with desired properties
in the haystack; therefore, a sensitive and high throughput as-
say is highly desirable for directed evolution. For each directed
evolution experiment, the analysis method must be prudently
chosen or developed, because of the first principle of directed
evolution “you get what you select (screen) for.” There are
two main categories of library analysis methods: screening and
selection. Screening involves examining every mutant individ-
ually for the desired property, whereas selection is a method
whereby only proteins with the desired property are carried
through. Although various technologies have been developed
in each category, a common principle underlying these assays
exists: tagging the DNA (genotype) and the protein it encodes
(phenotype) followed by screening/selection (phenotype analy-
sis) that is compatible with the tagging. Physical linkage and
spatial compartmentalization are two ways of tagging.

Screening technologies

As screening requires individual analysis of each protein variant,
its throughput is relatively low and it can only be used to screen
small libraries (up to a size of ∼104). The 96-well plate is
the most widely used screening format due to its versatility,
although higher spatial density formats can be used, such as
384- or 1536-well microtiter plates or even protein microarrays.
In a microtiter plate assay, not only are the protein and its
encoding DNA compartmentalized in one well, but also the
whole reaction; therefore, it is most suitable for enzyme activity
assays. In addition, the enzyme is analyzed in the same way as in
traditional biochemical assays: Each protein sample in the form
of cell cultures, crude lysates, or purified proteins is transferred
into one well and then examined, thus the reaction conditions
can be controlled to mimic the final practical conditions as
closely as possible. With the aid of an automatic colony picker
and liquid handler, the assays can be easily adapted into this
high throughput format and automated. Although the microtiter
plates only provide compartmentalization for the DNA–protein
pair, methods are needed to analyze the proteins. Currently,
colorimetric or fluorometric assays are the most popular and
convenient screening methods, whereby the positive variants
can be easily identified by visual check or by measuring UV-Vis
absorbance or fluorescence using a plate reader. However, they
are not available for all enzymes. Other generic screening tools,
such as HPLC, capillary electrophoresis, and thermistor arrays,
have also been applied to engineering of enzymes (21).

To address the low throughput limitation associated with most
screening methods, various fluorescence-activated cell sorting
(FACS) based screening methods have been developed. Unlike
the above mentioned screening methods, FACS can analyze and
sort up to 100,000 cells per second in a quantitative manner

(22). The first application of FACS to directed enzyme evolution
was demonstrated by Georgiou and his coworkers in 2000 (23).
By coupling with bacterial surface display (see the Surface
Display subsection to follow), FACS was successfully used to
engineer a protease variant with improved catalytic activity. A
fluorescence resonance energy transfer (FRET) substrate was
designed to assay the protease activity in which a fluorescent
dye is quenched by its FRET quenching partner via a target
scissile bond recognized by the protease. Enzymatic cleavage
of the scissile bond results in the release of the FRET quenching
partner while the fluorescent dye is retained on the cell surface,
allowing isolation of active clones by FACS. Remarkably, this
method achieved 5000-fold enrichment of active clones in a
single FACS round.

Selection technologies
Compared with screening technologies, library selection applies
certain selection pressure/criteria to the mutant library so that
only positive variants are carried to the next round while un-
wanted variants are discarded. Therefore, a much larger library
of enzyme variants (more than 1011) can be assessed. However,
the selection methods are normally developed for a specific
system or for analyzing a particular enzyme property. Many
properties, such as enzyme activity at extreme temperatures or
pH, or organic solvents, are not directly amenable to selection.
As a result, screening is usually more applicable than selec-
tion. Based on the DNA–protein pair tagging method, selection
methods can be divided into two categories: surface display and
compartmentalization.

Surface display
Display technologies, employing nucleic acids, phage, yeast,
or bacteria, were initially developed for binding assays and
have made great success in engineering high affinity receptors,
such as antibodies and T-cell receptors (24). Several inherent
features of the display technologies made them suitable for
directing enzyme evolution. First of all, display of proteins on
the surface establishes a physical linkage between DNA and
protein. Second, the proteins on the surface are accessible to
external molecules, such as substrates or other target molecules.
Finally, the DNA is restricted inside the phage particle or
microbial cells, enabling easy tracking of the genotype. With the
need for enzyme engineering growing, researchers recognized
the potential of display technologies and progressively adapted
them for enzyme engineering.

Phage display is the most commonly used technique for
in vitro selection. Filamentous bacteriophages (e.g., M13) are
used for protein display for their ability to infect host cells
without killing them (25). In a practical enzyme phage display
experiment, a phagemid DNA library is constructed first in
vitro and then transformed into competent bacterial cells. The
DNA that encodes the enzyme of interest is fused to one of
the coat protein genes (pVIII for high copy display, pIII for
low copy display), thus the enzyme is expressed as a fusion to
the phage coat protein. During the phage assembly process, the
target DNA is encapsulated inside the nascent phage particle as
a part of its genome while its encoding enzyme is displayed
on its surface; as a result, a physical linkage is established

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 5



Directed Evolution, Novel and Improved Enzymes through

Figure 4 Schematic representation of a phage display-based selection method for directed enzyme evolution E: enzyme, S: substrate; P: product.

between the phenotype and genotype through the phage particle.
Phage particles are then harvested as a batch and selected
for those displayed enzymes with improved/novel functions.
Phage display selection is naturally based on binding. More
specifically, a phage library is selected by passing it through
an affinity matrix whereby binding phages are captured while
nonbinding phages are washed away. Therefore, to adapt the
phage display technique to engineer enzyme properties such as
activity, selectivity, and stability, the key is to couple enzyme
properties to the capture or release of the phage from the
affinity matrix, for example, by codisplaying the enzyme and
substrate on the same phage particle. As shown in Fig. 4, upon
catalysis, the product is displayed on the surface and recognized
by the solid support. In contrast, phages displaying inactive
enzymes cannot bind the affinity matrix and are washed away.
Phage display has been successfully used to engineer enzymes
with improved activity, altered substrate specificity, improved
stability, and even novel function (25–28). However, it is
almost impossible to develop a generic phage display system
for all applications and phages lack posttranslation modification
mechanisms that might be critical for functional expression of
some enzymes.

Compartmentalization

Just as in microtiter plate format based screening, compartmen-
talization is also used in selection methods; each DNA–protein
pair is spatially isolated in an individual compartment, which is
either a cell (in vivo selection) or a manmade compartment (in
vitro selection) instead of individual wells.

Whenever accessible, in vivo selection is very powerful and
can assess large numbers of mutants. The ultimate in vivo se-
lection method would be, under a given selection pressure, only
mutants harboring proteins with improvements could grow into
colonies or show a significant phenotypic difference. Although
it is a very powerful technique, the utility of in vivo selection is
very limited, because most enzymes are of little direct biolog-
ical relevance. Another reason is that the sophisticated genetic
regulation networks of the host microorganism have evolved
to encounter rapid changes in the environment, and thus the

applied selection pressure may result in mutations out of the tar-
get genes. In vitro selection overcomes some of the limitations
of in vivo selection. In vitro compartmentalization (IVC) (29)
links the genotype and phenotype by colocalizing single genes
together with necessary transcription and translation biochemi-
cal components in the aqueous compartments of a water-in-oil
emulsion droplet. In most compartments, there is either no gene
or only one gene that is later transcribed and translated in vitro
within the same compartment. The enzymatic reaction is later
carried out in the same droplet. To a certain extent, IVC is
similar to microtiter plates but on a much smaller size scale
with volumes close to those of bacteria (29). As the gene is
transcribed and translated in vitro, general cloning is avoided
and the library size is no longer limited by transformation effi-
ciency. However, it seems that IVC can only be used to select
enzymes that directly or indirectly act on DNA. For analyzing
other enzyme properties, the droplets still need to be screened
one by one, as in the case of 96-well plate screening. How-
ever, by combining with other technologies, such as FACS (30)
or microbeads (31), IVC still holds promise for future enzyme
engineering.

Applications of Directed Evolution

Directed evolution has been successfully used to alter ex-
isting enzyme properties and even to create novel enzyme
functions. In addition to creating enzymes for specific indus-
trial applications, directed evolution has also been increasingly
used to address fundamental questions in biology, such as
the evolutionary mechanisms of novel protein functions, pro-
tein structure–function relationship, and protein folding mecha-
nisms.

Improving enzyme properties
by directed evolution

Directed evolution has enjoyed great success in improving ex-
isting enzyme characteristics. In the following sections, only
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a few selected examples will be highlighted. Alterations have
been made for almost all aspects of enzyme properties, such
as substrate specificity, product specificity, selectivity, activity,
stability, or folding/solubility. Such alterations are required for
enzymes to become practically useful biocatalysts or therapeu-
tics.

Substrate specificity

Although the analogy of lock and key is sometimes used to
describe the relationship between an enzyme and its substrate,
in reality, the level of specificity varies. A particular enzyme
may perform similar reactions on a range of related substrates
or it may show tremendous specificity to one molecule. This
aspect of enzymes can be exploited to develop variants with al-
tered substrate recognition. In some cases, it may be beneficial
to expand the range of substrates acted on. For example, poly-
chlorinated biphenyls (PCBs) are a class of organic compounds
whose use is decreasing due to concerns over their long-term
environmental persistence and health effects. Certain bacteria
can degrade some of these compounds by oxygenation reac-
tions. Shuffling of two biphenyl dioxygenases from different
bacteria resulted in higher activity, and activity on novel sub-
strates such as toluene (32). In another example, EP-PCR was
used to convert E. coli aspartate aminotransferase into a valine
aminotransferase (33). A mutant enzyme with 17 amino acid
substitutions was created that shows a 2.1 × 106-fold increase
in the catalytic efficiency for a non-native substrate, valine.
Structural analysis of the mutant enzyme by protein crystal-
lography indicated a remodeled active site and altered subunit
interface caused by the accumulative effects of mutations. Most
surprisingly, only one of the mutations directly contacts the
substrate, which underscores our limited understanding of en-
zyme substrate specificity. These mutations would be difficult,
if not impossible, to be identified and introduced to the mutant
enzyme by a rational design approach.

Product specificity

In addition to altering an enzyme’s substrate, the product of
an enzymatic reaction can be modified by using directed evo-
lution. One example of product specificity engineering that has
received attention is that of carotenoid pathway enzymes. Farne-
sylgeranyl diphosphate synthase catalyzes the condensation of
isopentenyl diphosphate into a C25 isoprenoid molecule. The
chain length specificity of this enzyme was changed to produce
C20 geranylgeranyl diphosphate (34). The conversion of this
product into either lycopene or neurosporene by phytoene de-
saturase was investigated and shown to be amenable to almost a
complete reversal of product specificity (35). Another example
is directed evolution of γ-humulene synthase that acts on farne-
syl diphosphate to produce over 50 sesquiterpenes via different
cyclization reactions (36). Residues within the active site in-
fluence the reaction and were investigated by using saturation
mutagenesis. Based on a model incorporating effects from in-
dividual sites, variants with multiple mutations were generated
that showed increased specificity for particular products.

Selectivity
Chiral molecules have important roles in the pharmaceutical
and chemical industries. Enzymes have the capability to be
exquisitely enantioselective, and applications of directed evo-
lution in this area have recently been reviewed (37). Pioneering
work was carried out on a lipase from Pseudomonas aeruginosa,
by EP-PCR and saturation mutagenesis. Using a model reaction,
the hydrolysis of 2-methyldecanoic acid p-nitrophenyl ester, the
enantioselectivity was increased from E = 1.1 to E = 25.8 (38).
Carbohydrates are a large class of chiral molecules with essen-
tial roles in biology, and they can serve as useful precursors in
chemical synthesis of complex organic molecules. Directed evo-
lution has been used to alter the preferred stereoproduct of the
condensation of dihydroxyacetone phosphate and glyceralde-
hyde 3-phosphate (39). Depending on the enzyme, these sub-
strates can yield D-fructose-1, 6-bisphosphate or D-tagatose-1,
6-bisphosphate, which differ in the C4 stereochemistry. DNA
shuffling of tagatose-1, 6-bisphosphate aldolase shifted the pref-
erence from > 99:1 in favor of tagatose-1, 6-bisphosphate to
4:1 in favor of fructose-1, 6-bisphosphate, due to mutation of
four residues within the substrate binding pocket.

Activity
Enzymes show a wide variety of reaction rates, which can be
expressed in terms of either their turnover number or catalytic
efficiency. For practical purposes, a high reaction rate is desir-
able, and it can be achieved by increasing the k cat or decreasing
the Km. A high throughput screening system was used with fam-
ily shuffling of the thymidine kinase gene from herpes simplex
virus I and II to increase the specificity of AZT phosphory-
lation (40). The authors used a robot to pick around 10,000
clones at each of four rounds of family shuffling, and they
measured colony growth on different levels of AZT. Variants
were found that conferred sensitivity to E. coli when exposed
to 32-fold less AZT compared with HSV I thymidine kinase.
These variants contained multiple crossovers and mutations af-
fecting the binding site. Another high throughput screening sys-
tem, in vitro compartmentalization, was used with site-directed
saturation mutagenesis to screen libraries of phosphotriesterase
for increased activity (31). Despite this enzyme already being
very active, the k cat was increased from 2280 s−1 to 144,300
s−1(63-fold). The k cat/Km was only increased slightly due to an
increase in Km, but at 1.76 × 108 M−1s−1, it is approaching the
diffusion-limited rate of catalysis.

Stability
A common aim of directed evolution is to increase the stabil-
ity of an enzyme to conditions of practical use that may be
very different from those the enzyme naturally functions in.
Factors such as heat, altered pH, and the presence of oxidants
or organic solvents can lead to denaturation or loss of enzyme
function. Many researchers have successfully increased the sta-
bility of an enzyme to thermal denaturation (41, 42). Work
with p-nitrobenzyl esterase increased the melting temperature
14◦C after six rounds of EP-PCR and recombination without
forfeiting enzyme activity (41). As another example, phosphite
dehydrogenase catalyzes the formation of phosphate from phos-
phite, by reducing NAD+ to NADH. However, the usefulness
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of this enzyme as a means of regenerating NADH cofactors
for industry was impeded by the low stability of the wild-type
enzyme isolated from Pseudomonas stutzeri . Four rounds of
EP-PCR were used to identify 12 mutations that increased the
half-life of the enzyme at 45◦C by 7000-fold (42). Notably,
family shuffling of 26 subtilisin genes produced variants with
improved activity to either heat, pH 10, pH 5.5, or the presence
of 35% dimethylformamide (43). Certain clones also showed
better performance under combinations of these conditions.

Folding/solubility

Low solubility or improper folding may sometimes hamper the
use of enzymes, particularly when expressed in a non-native
host. A method of expressing proteins with a C -terminal GFP
fusion to use fluorescence as a measure of the amount of cor-
rectly folded protein has been introduced (44). DNA shuffling
produced variants of ferritin that showed increased solubility,
even when they were recloned without the GFP fusion. This as-
say has been used to produce proteins for X-ray crystallography
structure determination (45). The protein nucleoside diphos-
phate kinase from Pyrobaculum aerophilum is insoluble when
expressed in E. coli , but after DNA shuffling, a functional vari-
ant with six mutations was found to have 90% solubility, which
enabled its crystallization, and its structure was determined.

Creating enzymes with novel functions
by directed evolution

One of the aspirations of directed evolution is to create new
function in enzymes, which may be to carry out a reaction that
has not been found in nature or may involve adding new con-
trol modalities. The challenge that the field is embracing is a
significant one. Nature is conservative when it comes to the
generation of new enzymes, as it retools existing structures for
new functions rather than inventing a new scaffold for each dif-
ferent reaction. The (β/α)-8 barrel scaffold, for example, is the
most common protein structure found in enzymes, and different
enzymes with this scaffold carry out many different types of
reactions. Protein engineers can take hope and inspiration from
this in their attempts to create novel function in enzymes.

Novel substrate specificity

As already discussed, enzyme activity can be broadened to in-
clude substrates not previously acted on. But directed evolution
can also yield enzymes with substrate recognition different from
the starting point (46). DNA shuffling of two highly homologous
triazine hydrolases produced variants that acted on triazines that
neither parent had activity toward, which showed that examining
small differences in sequence space can reveal new activities.

Altering substrate specificity sometimes follows a process of
relaxing, followed by tightening. Collins et al. (47) used a clever
dual selection strategy to alter the response of the LuxR tran-
scription factor to different acyl-homoserine lactones. This type
of research can produce modifiers of transcription with fine con-
trol by a desired ligand chosen so as to not interfere with other
biological pathways. The response of LuxR was initially broad-
ened from 3-oxo-hexanoyl-homoserine lactone (3OC6HSL)

to accept a variety of straight-chain acyl-homoserine lac-
tones. Negative selection was performed against response to
3OC6HSL, resulting in a variant that responded to straight-chain
acyl-HSLs but not the original activator.

Novel activity

Novel functions can be incorporated within existing protein
scaffolds that naturally have no activity for the desired reaction.
Working within the αβ/αβ-metallohydrolase enzyme scaffold,
the activity of β-lactamase has been successfully introduced
into glyoxalase II by a combination of rational design and di-
rected evolution (48), which involved deletion of the original
glyoxalase II substrate-binding domain, followed by the intro-
duction of loops designed by examining metallo β-lactamases,
EP-PCR, and DNA shuffling. The resulting enzyme had ac-
tivity as a β-lactamase, albeit at much lower efficiency than
seen for the native enzyme. New activity can also be incor-
porated into a noncatalytic protein scaffold, as demonstrated
by the creation of triose phosphate isomerase activity within
ribose-binding protein by computational design and EP-PCR
(49). Current applications in this area rely on semirational de-
sign, with directed evolution typically used to increase the initial
activity produced.

New ways of controlling enzyme function can also be intro-
duced. Natural enzymes often exhibit some form of posttransla-
tional regulation that affects their activity, which could take the
form of interaction with a small molecule to enhance or inhibit
activity in a particular environment. The maltose-binding pro-
tein can function as a switch when inserted into a gene such as
β-lactamase (50), which enables a level of control over the de-
sired reaction, based on the presence or absence of a molecule
such as maltose.

Understanding natural enzyme evolution

The power of directed evolution to create and analyze tens of
millions of protein variants not only enables one to engineer en-
zymes with desired properties for practical applications and to
study the structure and function of proteins, but it also provides
researchers the means to understand natural evolutionary pro-
cesses. Rather than being restricted to the snapshot of sequence
space found in extant genes, researchers can conduct evolution-
ary experiments on catalytic mechanisms or protein structure
to better understand how current genes arose. As little as one
mutation has been shown to confer on an enzyme the ability
to carry out a new reaction. Single mutations were discovered
that allowed two members of the muconate lactonizing enzyme
subgroup of the enolase superfamily to catalyze an additional
reaction, that of the enzyme o-succinylbenzoate synthase (51).
Other work has revealed the ease through which a promiscuous
enzyme function can be improved by orders of magnitude, with
comparatively little effect on the enzyme’s main function (52).
Proposed pathways of protein fold evolution have been exam-
ined for the DNA methyltransferase superfamily, showing that
the circularly permuted variants seen in nature can be generated
in the laboratory via intermediates that retain function (53).
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Conclusions and Future Prospects

Directed evolution has been demonstrated to be very useful in
modifying enzymes for practical applications, producing better
stability, higher activity, and altered substrate specificity or
product formation. Its influence will only increase, by producing
enzymes for use as research tools in biology or therapeutics in
medicine, and as a means of improving chemical syntheses or
industrial processes. The future is likely to see an increased
pairing of rational design and directed evolution, as researchers
generate more protein structures and improve their ability to
identify optimal target areas of proteins for randomization.
Ambitious applications are also likely to continue, leading to
new ways of controlling enzyme activity and examples of
dramatic reconfiguration of the starting enzyme’s function. It is
still a long way off until researchers have the ability to design
from first principles an enzyme for any given task, and, as such,
directed evolution will continue to be an incredibly useful tool
for many years to come.
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DNA repair is the elimination of covalent DNA modifications
and the correction of base mismatches. There are six basic
repair categories: direct repair, base excision repair, nucleotide
excision repair, recombination, cross-link repair, and mismatch
repair.

Direct Repair

In direct repair the chemical modification that constitutes the
lesions is reversed without removing and replacing nucleotides.
There are four known direct repair enzymes: photolyase, spore
photoproduct lyase, methylguanine DNA methyltransferase, and
AlkB family oxidative demethylases (1).

Photolyase. Photolyase harnesses blue light (400–500 nm)
energy to repair ultraviolet (UV) (200–300 nm)-induced DNA
damage. Photolyase is a 55–65-kDa flavoprotein that contains
two noncovalently bound chromophores (2, 3). These chro-
mophores are a flavin in the form of FADH− and a pterin
in the form of methenyltetrahydrofolate (5,10-MTHF) in most
photolyases and in rare cases 8-hydroxydeazariboflavin. There
are two types of photolyases: cyclobutane photolyase, which
repairs cyclobutane pyrimidine dimers (Pyr<>Pyr), and 6–4
photolyase, which repairs pyrimidine 6-4 pyrimidone photo-
products. The structures and mechanisms of action of both
types of enzymes are similar (2). They bind damaged DNA
in a light-independent reaction and carry out catalysis by
light-initiated cyclic electron transfer. In cyclobutane pho-
tolyase, MTHF, which has a high extinction coefficient that
absorbs a blue light photon, transfers the excitation energy to
FADH− in the active site. The excited state FADH−∗ transfers
an electron to Pyr<>Pyr to generate a radical pair, FADH◦and
Pyr<>Pyr−

◦
. The cyclobutane radical undergoes bond rear-

rangement to yield two canonical pyrimidines concomitant with
back electron transfer to regenerate the catalytically compe-
tent FADH−. Then the enzyme dissociates from the repaired
DNA (Fig. 1). The (6-4) photolyase acts by a similar mech-
anism except that the (6–4) photoproduct is first converted to
a four-membered oxetane ring thermally (1, 3) (Fig. 1). Al-
though humans and other placental mammals do not possess
photolyase, they do possess two proteins with a high degree
of structural similarity to photolyase but no repair activity (1).
These proteins, named cryptochrome 1 and 2, are essential for
the regulation of the circadian clock (4, 5).

Spore Photoproduct Lyase. The DNA in spores is in A-form
because of dehydration. As a consequence, when spores are
exposed to UV, the stereochemistry of the bases is not con-
ducive to the formation of cyclobutane pyrimidine dimers
or (6-4) photoproducts. Instead, UV induces the formation
of 5-thyminyl-5,6-dihydrothymine or spore photoproduct (SP).
This lesion is repaired by a 40-kDa enzyme called SP lyase.
The enzyme is an iron-sulfur [4Fe-4 S] protein that employs
S-adenosyl-methionine (AdoMet) as a catalytic cofactor and
carries out repair by a radical mechanism (6) (Fig. 2). In
this mechanism, the reduced [Fe-S] center cleaves AdoMet to
generate a 5′-deoxyadenosyl radical intermediate and methio-
nine. The radical then abstracts an H-atom from C-6 of the
SP. The resulting substrate radical undergoes bond cleavage
to generate a product radical. The latter abstracts an H-atom
from the 5′deoxyadenosine to form canonical thymines and a
5′deoxyadenosyl radical. Finally, the catalytic cycle is closed
by electron transfer back to the [Fe-S] cluster concomitant with
the formation of AdoMet (6).

Methylguanine DNA Methyltransferase. Methylguanine
DNA methyltransferase (MGMT), which repairs the O6methyl-
guanine and O4methylthymine, is a 20–30-kDa protein that has
no cofactors and is ubiquitous in nature (1). It recognizes DNA
damage either by three-dimensional diffusion or, as recently
claimed, by two-dimensional diffusion along the duplex with 3′
to 5′ scanning bias, and it forms a low stability complex with
the backbone of the DNA at the active site (7). It then flips out
the O6methylguanine base into its active site (7). The methyl
group is then transferred to a nucleophilic cysteine residue in
the active site in a SN2 manner (8). The repair reaction gener-
ates methyl-cysteine and inactivates the enzyme (Fig. 3) (9–11).
The protein cannot be regenerated and is degraded after acting in
the reaction. In the reaction the enzyme acts as an alkyl transfer
reagent and not as a true enzyme (12). The MGMT encoded by
the ada gene is largely responsible for the so-called “Adaptive
Response” in Escherichia coli (13).

AlkB Family Oxidative Demethylases. These enzymes re-
pair 3-methylcytosine and 1-methyladenine that are introduced
by SN2-type methylating agents. They use molecular oxygen,
2-oxoglutarate, and Fe(II) to oxidize the methyl group and
release it in the form of formaldehyde. The enzyme is also
capable of repairing RNA. It has been shown that the human
homologues of AlkB, ABH2 and ABH3, prefer dsDNA and ss-
DNA, respectively, and that in the case of RNA, ABH2 prefers
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double-stranded substrates, whereas ABH3 prefers single-
stranded substrates. AlkB is widespread in nature, and at least
eight genes encoding the enzyme have been identified in humans
(Fig. 4) (14).

Base Excision Repair

In base excision repair, the damaged nucleotide is removed in
two steps. First, a glycosylase cleaves the glycosidic bond of
the damaged base and releases it; then a combination of AP
lyase/AP endonucleases cleaves the phosphodiester bonds on ei-
ther side of the resulting abasic site (AP = apurinic/apyrimidinic
site) to release the deoxyribose. The resulting gap is filled in by
a polymerase and sealed by DNA ligase. Base excision repair
as a general rule works on non-bulky DNA lesions that do not
cause gross structural alterations in the duplex (15).

Some glycosylases are simple glycosylases, which only cat-
alyze the hydrolytic removal of a base to form an abasic site,
whereas other glycosylases cleave off the base using a lyase
mechanism and catalyze an AP lyase reaction. In this AP lyase

reaction, a Schiff’s base is formed from the 1′ aldehyde of the
AP deoxyribose. This labilizes the 2′ hydrogen, resulting in
a β-elimination reaction, and leaving a 5′-phosphomonoester
and a 3′ unsaturated sugar phosphate residue. Lyase reactions
are usually associated with glycosylases that remove oxidized
bases, but not with glycosylases that remove alkylated or normal
bases (15).

Depending on the initial events in the removal of the damage,
in humans repair may proceed by two possible mechanisms:
short patch repair or long patch repair. In short patch repair,
the repair patch is a single base; in long patch repair, it
is 2–10 nucleotides long. In the short patch monofunctional
glycosylase pathway, APE1 makes a 5′ incision at an AP site
and the 5′-baseless sugar phosphate is trimmed by the dRP
lyase activity of Polβ to generate a ligatable 5′ end, which is
ligated by the Ligase III /XRCC1 complex. Long patch repair
occurs when hydrolytic glycosylases or spontaneous base loss
generates the AP site. In long patch repair, APE1 cleaves the
5′ phosphodiester bond, and then repair synthesis and nick
translation are carried out by DNA Polymerase δ or ε aided
by RFC/PCNA clamp loader/polymerase clamp. DNA synthesis
displaces several nucleotides. The flap that is generated is
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cleaved off by the Fen1 endonuclease and the repaired DNA
is ligated by Ligase I (1, 16, 17) (Fig. 5).

The damage recognition mechanism of DNA glycosylases is
similar to the mechanism of recognition of DNA photolyase.
The initial recognition by DNA glycosylases is by diffusion.
The distortions and H-bond changes that occur as a result of
DNA damage are recognized with a low affinity/specificity. This
recognition is followed by base-flipping, which forms a high
affinity/specificity complex (16, 18). The glycosylic bond is then
attacked by the active site residues. To achieve specificity, the
DNA glycosylases employ multiple proofreading mechanisms,
including initial recognition of the helix deformity, base shape
and charge, base flipping, and the chemical step. Despite these
safeguards, many glycosylases, especially alkylbase DNA gly-
cosylases, release all four normal bases at low, but measurable
and biologically relevant, rates (19).

Nucleotide Excision Repair

Nucleotide excision repair is the primary repair system for the
removal of DNA damage caused by chemicals that produce
bulky adducts or by the UV component of sunlight, which
produces cyclobutane pyrimidine dimers (Pyr<>Pyr) and (6–4)
photoproducts in DNA (1). These lesions, as well as other
bulky lesions induced by chemical carcinogens, are removed by

the universally conserved repair mechanism called nucleotide
excision repair. Nucleotide excision repair can be used to
repair almost all single base lesions in DNA. As a result, it
recognizes an extremely diverse substrate range, and rather than
recognizing the specific damage itself, the excision nuclease
tends to recognize the backbone conformations created by the
damage (1).

The basic steps of nucleotide excision repair are as follows:
1) damage recognition, 2) dual incisions, 3) release of the ex-
cised oligomer, 4) repair synthesis to fill in the gap, and 5)
ligation. In E. coli , nucleotide excision repair is carried out
by three proteins, UvrA, UvrB, and UvrC, which excise a
12–13 nucleotide-long oligomer containing the damaged base.
A (UvrA)2(UvrB)1 complex traces along the DNA backbone un-
til UvrA recognizes a damaged base. The complex then binds
to the damaged base. This binding activates the helicase func-
tion of UvrB, which unwinds the DNA around the damage
(about 5 bp on either side of the damage). The resulting sin-
gle stranded DNA leads to a tighter binding of UvrB to the
single-stranded DNA and a dissociation of the UvrA from the
tight UvrB–DNA complex. Therefore, UvrA is referred to as
the “Molecular Matchmaker” (1). The resulting UvrB-damaged
DNA complex then recruits UvrC, which initiates the dual inci-
sions of the DNA. The 3′ incision is performed first at the fourth
or fifth phosphodiester bond to the lesion by the GIY–YIC en-
donuclease domain of UvrC. In a concerted but asynchronous
reaction, the second active site in the C-terminal half of UvrC
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Figure 4 Direct repair through oxidative demethylation by the AlkB protein. AlkB uses molecular oxygen, 2-oxoglutarate, and Fe(II) to oxidize the methyl
group and then releases it as formaldehyde.

makes the 5′ incision. Helicase II (UvrD) releases the 12–13
nucleotide-long oligomer carrying the lesion along with UvrC.
The dissociation of UvrC leaves a free hydroxyl group at the
5′ incision. DNA Pol I binds to this hydroxyl group and fills in
the gap while releasing UvrB. DNA ligase then completes the
repair reaction (Fig. 6) (20).

In humans, excision repair is carried out by six factors: RPA,
XPA, XPC, TFIIH, XPG, and XPF-ERCC1, which are com-
prised of 15 proteins. These act in a coordinated manner to make
dual incisions bracketing the lesion and remove the damage in
24–32 nucleotide-long oligomers (13). Damage is recognized
by RPA, XPA, and XPC acting in a cooperative manner, fol-
lowed by recruitment of TFIIH by XPA and XPC. The resulting
complex is called pre-incision complex 1 (PIC1). Within this
complex, the DNA is unwound by about 25 bp around the dam-
age site by the XPB and XPD helicase subunits of TFIIH in a
reaction that requires ATP hydrolysis. Then, XPC is displaced
concurrent with binding of the XPG nuclease to form PIC2;
finally XPF–ERCC1 is recruited to form PIC3. In PIC3, XPG
makes the 3′ incision at the 6th ± 3 phosphodiester bond and
XPF makes the 5′ incision at the 20th ± 5 phosphodiester bond
and the excised 24–32 nucleotide-oligomer is released and the
complex dissociates. The excision gap is filled in by DNA poly-
merases and then ligated (21, 22) (Fig. 6).

Both the prokaryotic and the eukaryotic excision nucleases
employ thermodynamic discrimination and kinetic proofreading
to achieve high specificity. However, despite these elaborate
discriminatory mechanisms, excision nucleases do not have
absolute specificity and “gratuitous repair” of undamaged DNA
occurs at a low but potentially deleterious level (23–25).

Finally, in addition to nucleotide excision repair and base
excision repair, an alternative repair pathway exists to remove
Pyr<>Pyr and (6–4) photoproducts in some organisms, includ-
ing Schizosaccharomyces pombe. In this alternative pathway,
an enzyme called UV dimer endonuclease cleaves DNA imme-
diately 5′ to the damaged lesion. The damage is then removed
by a 5′ to 3′ exonuclease (26, 27). Additionally, AP endonucle-
ases, like Nfo in E. coli and APE1 in humans, have the ability
to incise immediately 5′ to nonbulky lesions caused by oxida-
tive damage and initiate excision of the lesion by a 5′ to 3′

exonuclease (28).

Double-Strand Break Repair
and Recombinational Repair

Double-strand breaks occur naturally in V(D)J recombination
to generate antibodies and during the immunoglobulin class
switching reaction, but they also occur improperly during repli-
cation as a result of the replication fork stalling and collapsing.
Double-strand breaks may also be caused by ionizing radiation,
chemicals, and reactive oxygen species. Homologous recombi-
nation (HR) and non-homologous end joining (NHEJ) are the
two mechanisms used to repair double-strand breaks (1).

Homologous Recombination (HR)

In homologous recombination, an intact homologous duplex is
used to retrieve information and fix the duplex with strand
breaks. The three basic steps in homologous recombination
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are strand invasion, branch migration, and Holliday junction
formation (Fig. 7). Strand invasion and branch migration are
carried out by RecA in prokaryotes (29) and Rad51 in eu-
karyotes (30). The Rad51 paralogs (XRCC2, XRCC3, Rad51B,
Rad51 C, and Rad51D) along with BRCA2 are considered the
mediators during homologous recombination in mammalian
cells. Before the initiation of strand invasion by Rad51, the
Mre11/Rad50/NSB1 (MRN) complex processes the termini of
double-strand break to facilitate strand invasion. After strand
invasion and branch migration, the two duplexes are linked
through the Holliday junction, which is the key intermediate of
homologous recombination. In the Holliday junction, the two
strands that are being recombined are joined together cova-
lently by single-strand crossovers. A heterodimeric resolvase,
Mus81/Mms4, then cleaves the Holliday junction to separate
the two duplexes (31) (Fig. 7). A key feature of HR is that

any information that is lost by double-strand break is retrieved
using the information from a sister chromatid or homologous
chromosome.

Nonhomologous End Joining

In NHEJ in eukaryotes, the Ku heterodimer binds to both ends
of the double-strand break (32) and recruits DNA–PKcs and
the ligase IV–XRCC4 heterodimer. These then ligate both ends
of the double-strand break regardless of whether they actually
come from the same chromosome (33). In NHEJ, Artemis is
the end-processing nuclease (34) (Fig. 8).

HR is important for the rescue of collapsed replication forks.
NHEJ is the physiological recombination mechanism in V(D)J
recombination and seems to be the major pathway of the repair
of double-stranded breaks induced by ionizing radiation and
radiomimetic agents in mammals.
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Cross-Link Repair

Chemotheraputic drugs such as cisplatin, psoralen, and mit-
omycin C and other DNA-damaging agents cause interstrand
DNA cross-links. These lesions pose unique problems for the
cellular machinery because both base excision repair and nu-
cleotide excision repair rely on the redundant information in the
undamaged strand to correctly fill in the gap resulting from the
damage removal. However, in cross-linked DNA, both strands
are damaged and the genetic information is therefore lost. The
cell overcomes this difficulty by using multiple repair systems
to repair the damage. Nucleotide excision repair and homolo-
gous recombination work either coordinately or in tandem to
remove these lesions in E. coli and Sacchharomyces cerevisiae
(35, 36), and the mechanism of removal of cross-links in mam-
malian cells is not well understood.

E. coli overcomes the dilemma of cross-link repair by

combining nucleotide excision repair with homologous re-

combination. First, dual incisions are made in one strand by

the Uvr(A)BC excision nuclease. Second, through homologous

pairing of the incised duplex with the intact sister chromosome,

a segment of the intact duplex is paired with the gap, generating

a three-strand noncovalent intermediate. The transferred strand

is ligated to form a three-stranded covalent intermediate. Third,

the “excised oligomer” remaining linked to the duplex through

the cross-link is recognized as a bulky adduct and is excised by

dual incisions. The gaps generated by repair and recombination

in the damaged and sister duplex, respectively, are filled in by

DNA polymerases and the newly synthesized DNA is ligated

(35) (Fig. 9). Genetic evidence indicates that the yeast S. cere-

visiae also employs combinations of nucleotide excision repair

and recombination to eliminate cross-links (37, 38).
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The role of nucleotide excision repair in cross-link repair in
humans is not currently clear. Replication fork collapse due
to cross-links can induce double-strand breaks during repli-
cation both in vivo and in vitro (39). Mutations in XPF and
ERCC1 render mammalian cells extremely vulnerable to DNA
cross-linking agents (40). This has led to the conclusion that
XPF•ERCC1, which is a structure-specific endonuclease, plays
a significant role in cross-link repair that is distinct from its role
in nucleotide excision repair. At the double-strand break induced
by replication, XPF•ERCC1 degrades one of the cross-linked
strands 3′ to 5′ though the cross-link (38). Recombination pro-
teins, which include Rad51, Rad52, XRCC2, XRCC3, and RPA
then act to generate a Holliday junction intermediate, which
would be resolved as described previously (40).

It has been found that patients with Fanconi’s anemia (FA)
are extremely susceptible to cross-links. Evidence has been
found that suggests that the FA complex (which is composed
of FANC-A, C, E, and F, 4 of the 12 Fanconi anemia proteins)
along with the M/R/N complex and BRAC1/BRAC2 use ho-
mologous recombination to participate in both cross-link repair
and double-strand break repair (41).
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Mismatch Repair
Mismatch repair removes mismatched bases from newly syn-
thesized DNA. The general strategy of mismatch repair fol-
lows. The repair reaction is usually coupled to DNA replication
and corrects errors introduced by DNA polymerases in the
newly synthesized strand. The mismatch is recognized by a
mismatch-specific protein, and the mismatched nucleotide in the
newly synthesized strand is removed by an exonuclease that ini-
tiates hydrolyses of the newly synthesized strand at a nick that
may be located up to 1000 nucleotides away from the mismatch
and that may be 3′ or 5′ to the mismatch. Exonucleolytic degre-
dation of DNA past the mismatch is coupled to DNA synthesis
to replace the excised DNA and substitute the correct nucleotide
in place of the mismatched one. The mismatch repair system
is evolutionarily conserved among organisms ranging from E.
coli to humans. The mismatch is recognized by MutS in E.
coli and by MutSα and MutSβ in humans (heterodimers of
MutS paralogs MSH2 and MSH6 and MSH2 and MSH3, respec-
tively). The strand-discriminating nick is introduced by MutH
in E. coli . This enzyme recognizes the transiently hemimethy-
lated GATC sequence in the newly synthesized strand. This
sequence is methylated by deoxyadenine methylase (Dam) at
the A residue, and shortly after synthesis, the newly synthesized
DNA is transiently unmethylated. In a hemimethylated GATC
site, MutH makes a nick at the 5′ side of G in the unmethy-
lated GATC. In humans there is no methyl-directed mismatch
repair and the enzyme responsible for introducing nicks is not
known (42, 43). It is thought that the terminus of the elongat-
ing leading strand and the termini of the Okazaki fragments of
the lagging strand may constitute sites of entry of the mismatch
removing exonuclease. In both E. coli and in humans, a protein
called MutL provides communication between the nick and the
mismatch and helps direct the exonucleolytic degradation from
the nick to the mismatch. MutL is a homodimer in E. coli ,
and there are two heterodimers of three MutL homologs in hu-
mans (MutLα = MLH1 plus PMS2 and MutSβ = MLH1 plus

PMS1). The DNA located between the nick and the mismatch
is removed by 3′ to 5′ or 5′ to 3′ exonucleases depending on
whether the nick is 3′ or 5′ to the mismatch. The gap is then
filled by DNA Pol III in E. coli (Fig. 10) by DNA Pol δ in hu-
mans and is ligated. Mismatch repair increases the spontaneous
mutation rate in E. coli and yeast. Humans defective in mis-
match repair exhibit a cancer-prone syndrome called hereditary
nonpolyposis colon cancer (HNPCC), and sporadic mutations
of mismatch repair genes are also associated with up to 50% of
all human cancers (42–44).
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Maintenance of genomic stability is essential for the survival of cells,
organisms, and species. Genomic stability relies on the complete and
accurate transmission of genetic materials from mother cells to daughter
cells and from one generation to the next. This task is daunting, however,
because the genome is constantly challenged by numerous intrinsic and
extrinsic stresses that damage deoxyribonucleic acid (DNA). If left
untreated, such damage can destabilize the genome by introducing gene
mutations, duplications, and chromosomal rearrangements such as
deletions and inversions, which fortunately does not normally happen as
cells evolve a complex damage sensing and signaling mechanism named
the DNA damage and replication checkpoint. Checkpoint activation
effectively pauses the progression of the cell cycle, allowing more time for
the removal of DNA lesion. Moreover, activated checkpoint also regulates
and coordinates a number of cellular processes including DNA repair, DNA
replication, and chromatin remodeling to alleviate the stress on the
genome. At the core of the checkpoint-signaling network, a family of
phosphoinositide-3-kinase (PI-3K)-like kinases and their regulatory partners
serve as both DNA damage sensors and initiators of checkpoint signaling.
In this article, we will discuss in detail how DNA damage is sensed and
processed by the DNA damage and replication checkpoint. We will also
discuss how signals generated at sites of DNA damage are propagated and
relayed through the checkpoint pathways to influence other cellular events.

The Biology of Checkpoint

Deoxyribonucleic acid (DNA) damage poses a constant and se-
rious threat to the stability and integrity of the genome. DNA
damage can develop from exposure to external sources such as
chemical carcinogens, ultraviolet (UV) light, or X ray. It can
also be caused by sources from within: metabolic byproducts,
free radicals, and interference with duplication and segregation
of genomic DNA. To maintain genomic stability in the face
of DNA damage, an intricate and elaborate signaling pathway
called the DNA damage and replication checkpoint is evolved.
Remarkably, essential components of checkpoint are largely
conserved throughout evolution, underlying the importance of
this pathway and making the study of checkpoint simultaneously
in different model systems rational. In eukaryotes ranging from
human to yeast, two signaling pathways, which are initiated re-
spectively by the ATM (ataxia telangiectasia mutated) kinase
and the ATR (ATM- and Rad3-related) kinase, are the major

guardians of genome stability (1). Although ATM primarily re-
sponds to double-stranded DNA breaks (DSBs), ATR regulates
the response to a wide spectrum of DNA damage, especially
those interfering with DNA replication (2). Through phospho-
rylation of signal transducer and effector proteins, ATM and
ATR relay the DNA damage signals to downstream cellular
processes. The effectors of ATM and ATR include proteins in-
volved in cell-cycle transitions, DNA replication, DNA repair,
chromatin remodeling, telomere maintenance, transcription con-
trol, and apoptosis. Collectively, the phosphorylation of these
effectors enhances the ability of cells to repair and to overcome
the encountered DNA damage. When the extent of damage
reaches an intolerable level, activated checkpoint can also lead
to programmed cell death.

What will happen if cells do not have a functional check-
point? The ATR checkpoint is essential for the survival of cells
and the embryonic development in mammals (3, 4), which is
likely a result of the important function of ATR in coping with
the intrinsic stresses during DNA replication. On the other hand,
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the ATM checkpoint is not essential, but its defects result in phe-
notypes associated with genomic instability, such as high cancer
risk, premature aging, and neuron degeneration (2). Mutations
in several other genes involved in the ATM or ATR checkpoint
response, such as p53, Brca1, and Nbs1, have also been found
to associate with cancer. Thus, it is clear that the ATM and
the ATR checkpoint are crucial for survival at both cell and
organism levels.

The Chemistry of DNA Damage
Sensing

In eukaryotic cells, a prototypical checkpoint cascade consists of
DNA damage sensors, signal initiators, signal transducers, and
effectors. Similar to many other signal transduction cascades,
the signaling of checkpoint pathways is primarily achieved by
protein phosphorylation. ATM and ATR are believed to be the
signal-initiating kinases in these pathways. Albeit related in se-
quence, ATM and ATR differ in their DNA damage specificity.
ATM responds primarily to DSBs, a rare but acute threat to
genomic stability. ATR, on the other hand, is more pleiotrophic
and indispensable for checkpoint responses to damage caused
by disturbance during normal DNA replication. With the help
of distinct sets of DNA damage sensors that recognize specific
DNA damage-induced structures (see below), ATM and ATR
are localized to sites of DNA damage in cells and phosphorylate
their substrates at these sites.

Activated ATM and ATR phosphorylate proteins of various
functions, two of which are the Chk1 and Chk2 kinases. Chk1
and Chk2 are pivotal signal transducers in the checkpoint path-
ways (5, 6). Phosphorylation and activation of Chk1 and Chk2
not only allow the checkpoint signals to reach additional effec-
tors, but also provide an additional layer of signal regulation. A
group of signal transducers, including Brca1, TopBP1, Claspin,
53 BP1, and Mdc1, mediate the signaling from ATR and ATM
to Chk1 and Chk2 in cells (7–15). These proteins are often re-
ferred to as the mediators. Many of the mediators are substrates
of ATM or ATR, and they contain phosphopeptide-binding
domains such as the breast cancer C-terminal (BRCT) and
the forkhead-associated (FHA) domains. These properties of
the mediators enable them to interact with other proteins in
a phosphorylation-dependent and damage-regulated manner,
thereby allowing the checkpoint signals to be relayed to down-
stream effectors. As a result of checkpoint activation, the cell
cycle can be temporarily halted at the G1/S or the G2/M transi-
tions, or even within the S phase. Furthermore, activated ATM,
ATR, and the CHK kinases also phosphorylate proteins involved
in DNA repair, DNA replication, chromatin remodeling, and
gene expression to facilitate the removal of DNA lesions and
to alleviate the stress on the genome.

DNA Damage Sensing by the
ATM Pathway

In response to ionizing radiation or certain types of DNA-
damaging agents (e.g., cisplatin), the activity of ATM is rapidly

Figure 1 Sensing of DSBs by the ATM checkpoint. DSBs trigger the
autophosphorylation of ATM and transform the inactive ATM oligomers to
active ATM monomers. The MRN complex is important for the recruitment
and the activation of ATM at DSBs. ATM phosphorylates the histone H2AX
adjacent to the DSBs, which in turn recruits the mediator Mdc1 and brings
in additional ATM molecules.

stimulated by DSBs (16). In undamaged cells, ATM molecules
exist as inactive oligomers. Upon DNA damage, autophospho-
rylation of ATM on a Serine residue (Ser1981) transforms the
latent oligomers into active monomers (Fig. 1) (17), which
appears to be an essential step for ATM-mediated checkpoint
activation as mutation of this residue renders the kinase func-
tionless. It should be noted that ATM autophosphorylation can
be triggered by very low doses of ionizing radiation or disrup-
tion of chromatin structure in the absence of detectable DSBs
(17). It was hypothesized that alterations of chromatin structure
might partially activate ATM. However, the exact mechanism
that leads to ATM autophosphorylation remains unclear.

Autophosphorylated ATM is capable of phosphorylating
non-DNA-bound substrates like p53, but the phosphorylation
of other substrates at sites of DNA damage requires actions
of the Mre11-Rad50-Nbs1 (MRN) complex (Fig. 1). In cells
lacking Mre11 or Nbs1, ATM does not associate with chro-
matin nor does it phosphorylate its substrates such as Brca1
and Smc1 (18). The MRN complex can directly associate with
double-stranded DNA ends in vitro (19, 20), and it possesses
a 3′ to 5′ exonuclease activity (21). Mre11, the nuclease of
the complex, stably associates with Rad50 to form a globular
DNA-binding head with two flexible arms comprising the coiled
coils of Rad50 (19, 20). The Mre11-Rad50 complex can bind
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to DNA ends and tether DNA fragments through the arms of
Rad50 (20, 22). Nbs1 interacts with both Mre11 and ATM, and
its ATM-binding domain in the C terminus is critical for the re-
cruitment of ATM to DNA damage (23). Interestingly, a recent
study using purified proteins demonstrated that the MRN com-
plex is able to stimulate the phosphorylation of substrates by
ATM in the presence of double-stranded DNA ends (24). These
findings suggest that the MRN complex, which not only recruits
ATM to DSBs but also directly stimulates its kinase activity, is
an important DNA damage sensor of the ATM pathway.

The recognition of double-stranded DNA ends is only the
first step of the DNA damage sensing by ATM. As soon as
ATM is activated at the DNA ends, it phosphorylates the hi-
stone H2AX in the adjacent nucleosomes (Fig. 1) (25). Phos-
phorylated histone H2AX recruits the mediator Mdc1 through
an interaction with its BRCT domain (12, 26, 27), allowing
Mdc1 to recruit additional ATM molecules with its FHA do-
main (26). This Mdc1-mediated recruitment mechanism enables
ATM to phosphorylate distant histone H2AX molecules farther
away from the DNA breaks, and eventually generate a large
chromatin region with phosphorylated histone H2AX. Phos-
phorylated histone H2AX may then bring in additional ATM
substrates involved in DNA repair, chromatin remodeling, and
checkpoint signaling to facilitate the functions of these proteins
at sites of DNA damage (26).

In addition to phosphorylated histone H2AX, methylated
histones H3 and H4 are also implicated in checkpoint signaling
(28–30). It was shown that the mediator 53 BP1 recognizes
methylated histone H3 through its tandem Tudor domains (28).
Interestingly, the methylation of histone H3 is not induced by
DNA damage, which led to the hypothesis that a change of
chromatin structure, which exposes the preexisting methylated
site on histone H3, is induced at sites of DNA damage.

It has become clear that the sensing of DNA damage by
the ATM pathway is a multistep process involving several
independent sensing mechanisms. The ATM pathway recognizes
not only DNA breaks but also protein modifications at sites of
DNA damage. These distinct sensing mechanisms ensure that
the signaling of the ATM pathway is tightly regulated at multiple
levels.

Recruitment of ATR to DNA Damage
Unlike ATM, which strongly prefers DSBs, ATR is a broad-
spectrum signal initiator. Various types of replication interfer-
ence, such as those induced by UV irradiation or ribonucleotide
reductase inhibitor Hydroxyurea (HU), strongly elicit the ATR
pathway. This versatility and the pivotal role of ATR in cell
viability and genomic stability has prompted an intensive inves-
tigation into the mechanism(s) by which ATR senses different
types of DNA damage and activates the checkpoint.

In human cells, ATR exists in a stable complex with an-
other essential checkpoint protein called ATRIP (3). In bud-
ding yeast Saccaramycies serevisiae, ATR’s homolog Mec1 also
functions in a complex with Ddc2, the budding yeast ATRIP ho-
molog (31–33). It has been shown that Mec1 can be activated
in the cdc13 temperature-sensitive mutant as well as by the
HO endonuclease (34, 35). Cdc13 is a telomere-binding pro-
tein. When mutated, telomere is unprotected and stretches of

Figure 2 Sensing of replication interference by the ATR checkpoint. Long
stretches of ssDNA are generated at replication forks when they encounter
DNA damage interfering with DNA polymerases. RPA-coated ssDNA is
recognized by the ATR–ATRIP complex. The Rad17 complex recognizes
the junctions of double- and single-stranded DNA and recruits 9-1-1
complexes to the stressed forks.

single-stranded DNA (ssDNA) are exposed because of cleav-
age by exonucleases (36). In the other scenario, ssDNA is also
generated at the exonuclease-processed DSBs induced by HO
((37)). Increasing amounts of ssDNA and ATR activation were
also observed when yeast replication forks are blocked by HU
and UV treatments (Fig. 2) (38, 39). All these findings sug-
gested a link between ssDNA and the activation of the ATR
pathway.

Replication protein A (RPA), a protein complex with affinity
to ssDNA, is a key player in many types of DNA metabolisms
such as DNA replication and DNA repair (40). In G2 yeast
cells, depletion of RPA abolished the localization of Ddc2 to
HO-induced DSBs (41), suggesting that RPA is important for
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the recruitment of Mec1 to sites of DNA damage. The distinct
functions of RPA in DNA replication and checkpoint activation
were demonstrated in rfa-t11, an RPA mutant strain proficient in
DNA replication yet partially defective in checkpoint activation
(41). In the African frog Xenopus egg extract, another model
system used in the study of DNA replication and checkpoint,
ATR associates with chromatin in a replication-dependent man-
ner (42). Depletion of RPA, however, ceased the association of
ATR with chromatin (43). In human cells, RPA is required for
the localization of ATR to DNA damage-induced nuclear foci
and the efficient phosphorylation of Chk1 (41). Collectively,
these findings suggest that ssDNA coated with RPA might be a
common structure recognized by ATR and ATRIP.

In a series of in vitro biochemical experiments aimed at
recapitulating the initial steps of DNA damage sensing in hu-
man cells, the roles of ssDNA and RPA were directly ana-
lyzed (41). In these experiments, single- or double-stranded
DNA of various lengths was biotinylated and immobilized on
streptavidin-tagged magnetic beads. The association of puri-
fied ATR and ATRIP with immobilized DNA was analyzed in
the presence or absence of RPA. It was found that 1) purified
ATRIP protein was efficiently recruited to ssDNA only in the
presence of purified RPA; 2) RPA confers ATRIP higher affin-
ity to ssDNA than dsDNA (double-stranded DNA); and 3) the
ATR-ATRIP complex, but not ATR alone, binds to ssDNA ef-
ficiently in the presence of RPA. Together, these experiments
demonstrated that ssDNA coated with RPA is a structure that ef-
ficiently recruits ATR–ATRIP (Fig. 2). As RPA-coated ssDNA
is commonly generated during different types of DNA repair
and when DNA replication was interrupted, it is highly possi-
ble that RPA-coated ssDNA is the key structure that enables
ATR–ATRIP to respond to a broad spectrum of DNA damage
(Fig. 2). These findings, however, do not rule out the possi-
bility that ATR–ATRIP can localize to specific types of DNA
damage through alternative protein–protein or protein–DNA in-
teractions.

Roles of Replication Factor C (RFC)- and
Proliferating Cell Nuclear Antigen
(PCNA)-like Complexes in Damage
Sensing

Although RPA-coated ssDNA is critical for the recruitment
of ATR–ATRIP to sites of DNA damage, RPA-ssDNA alone
is not sufficient for ATR–ATRIP to elicit a robust checkpoint
response. The function of ATR–ATRIP requires additional reg-
ulatory proteins including the RFC-like Rad17 complex and
the PCNA-like Rad9-Rad1-Hus1 (9-1-1) complex. During DNA
replication, the RFC complex recognizes the primer-template
junctions (the junctions of dsDNA and ssDNA) at replication
forks and recruits ring-shaped PCNA complexes onto DNA in
an ATP-dependent manner (44). Once loaded onto DNA, PCNA
functions as a sliding clamp allowing DNA polymerases to
stably associate with their template. Likewise, the PCNA-like
9-1-1 complex is recruited onto DNA by the RFC-like Rad17
complex (45). However, the recruitment of 9-1-1 occurs only
after DNA damage, suggesting that the Rad17 complex can

specifically recognize certain DNA structures induced by DNA
damage.

Single-strand DNA generated at sites of DNA damage or
stressed replication fork is always juxtaposed with junctions of
ssDNA and dsDNA (Fig. 2). To investigate whether the Rad17
and 9-1-1 complexes recognize such DNA junctions, these com-
plexes were expressed in engineered insect cells and purified
using affinity chromatography. In several in vitro biochemi-
cal assays, the Rad17 complex recruited 9-1-1 complexes onto
DNA structures with both ssDNA and dsDNA regions (46–49),
and this recruitment was enhanced by RPA (48, 49). Interest-
ingly, unlike RFC, which uses only the 3′ double/single-strand
DNA junctions to PCNA, the Rad17 complex can use the 5′
double/single-strand DNA junctions to recruit 9-1-1 complexes
(48, 49). This finding provides a possible explanation as to how
Rad17 and 9-1-1 complexes are recruited to resected DSBs and
telomeres that possess only 5′ double/single-strand DNA junc-
tions. As ssDNA gaps are observed at stressed replication forks,
both 5′ and 3′ double/single-strand DNA junctions are induced
by replication interference (Fig. 2). Together, these experiments
suggest that the Rad17 and 9-1-1 complexes are sensors of the
double/single-strand DNA junctions at sites of DNA damage
and stressed DNA replication forks.

Similar to the DNA damage sensing by the ATM pathway,
the sensing by the ATR pathway is also a multistep process.
ATR–ATRIP directly recognizes RPA-coated ssDNA, whereas
the Rad17 and 9-1-1 complexes recognize the junctions of
ssDNA and dsDNA. Additional checkpoint regulators may
also contribute to the sensing of different DNA structures at
sites of DNA damage. The co-localization of ATR–ATRIP and
its regulators on damaged DNA may enable the ATR to be
activated by these regulators and to phosphorylate its substrates.
Consistent with this idea, TopBP1, a protein that interacts with
the 9-1-1 complex, stimulates the kinase activity of ATR–ATRIP
in vitro (50). In summary, the ability to recognize certain shared
DNA structures at sites of DNA damage is most likely the
key for the versatility of the ATR pathway. Furthermore, the
involvement of multiple sensors in this pathway may enable it
to distinguish different types of DNA damage and generate a
signal accordingly.

Processing of DNA Damage
Many types of DNA damage that efficiently elicit the ATR
checkpoint interfere with DNA replication, suggesting that DNA
replication forks may play a particularly important role in the
processing of DNA damage to structures recognizable to the
ATR checkpoint (e.g., ssDNA and junctions of ssDNA and
dsDNA). Accumulating evidence has suggested that the uncou-
pling of DNA helicases and DNA polymerases at progressing
replication forks may lead to increased amounts of ssDNA at
the forks (51). The stalling of DNA polymerases can directly re-
sult from DNA lesions themselves or from those recognized or
processed by specific repair proteins. For example, xeroderma
pigmentosum group A (XPA), a protein involved in the recogni-
tion of UV-induced DNA damage, is required for the activation
of ATR checkpoint by UV during S phase (52).

In addition to the DNA damage that interferes with replica-
tion, the ATR checkpoint is also elicited by DSBs. These DSBs,
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however, need to be first recognized and processed by specific
factors. It was recently shown that the activation of ATR by
ionizing radiation, but not that by replication stress, requires
ATM and the MRN complex (53–55). In the absence of ATM
or the MRN complex, RPA can no longer localize to DSBs,
indicating that the formation of ssDNA at DSBs is compro-
mised. The processing of DSBs also requires CDK activity and
is restricted to the S and G2 phases of the cell cycle. Thus,
even with distinct DNA structure specificities, the ATM and the
ATR checkpoints may function together to mediate a coordi-
nated response to DNA breaks in the replicating or replicated
genome.

Tools and Techniques

The sensing of DNA damage by the checkpoint has been charac-
terized both in cells and in cell-free systems by using biochem-
ical approaches. Several methods are commonly used to intro-
duce different types of DNA damage in cells (56). For instance,
to generate DSBs in cultured cells, cells can be treated with
IR (ionizing radiation), laser beam, or therapeutic compounds
such as cisplatin and bleomycin. To introduce replication stress
to cells, cells are treated with UV or replication inhibitors such
as HU and aphidicolin. It should be noted that the actual DNA
damage induced by these methods are likely heterogeneous. For
example, IR induces not only DSBs but also single-strand DNA
breaks and other types of DNA lesion.

Many checkpoint-mediated protein phosphorylation events
can be detected by Western blotting with phospho-specific anti-
bodies or mobility shift on protein gels due to the modification.
As a result, the phosphorylational status of these proteins has
been exploited as markers for checkpoint signaling in cells.
Moreover, cell-cycle stage-specific checkpoint responses can
now be monitored by stage-specific assays such as the G1,
intra-S, and G2/M checkpoint assays (57–59). Checkpoint ki-
nase activities can be measured by using immunoprecipitation
and in vitro kinase assays. Immnofluorescence, chromatin frac-
tionation, and chromatin immunoprecipitation are commonly
used methodologies to analyze the recruitment of checkpoint
proteins to sites of DNA damage.

Several cell-free assay systems have been used to dissect the
mechanisms of DNA damage sensing in vitro. The most ex-
tensively applied system is the one using Xenopus extracts. As
DNA replication can occur efficiently in Xenopus extracts, this
system has been used to analyze how replication interference
is sensed by checkpoint sensors (60, 61) and how activated
checkpoint regulates DNA replication. The checkpoint can also
be elicited in a replication-independent manner by various syn-
thetic DNA structures in Xenopus extracts (9, 62). The check-
point response in Xenopus extracts is often monitored by the
phosphorylation of various checkpoint proteins. The association
of checkpoint proteins with damaged chromatin or DNA is used
to monitor the recognition of DNA damage in Xenopus extracts.

In vitro biochemical assays with purified proteins are devel-
oped to demonstrate the direct recognition of damage-induced
DNA structures by checkpoint sensors (41). Various checkpoint
proteins have been successfully expressed in bacteria, yeast,

insect, and mammalian cells and have been purified biochemi-
cally. The association of checkpoint proteins with various DNA
structures can be captured and visualized by using biotinylated
DNA or DNA labeled with radioactive isotopes. Finally, in vitro
kinase assay is performed to measure the effects of DNA on the
activity of checkpoint kinases and the phosphorylation of their
substrates.

Future Perspectives

Since Hartwell and Weinert first observed that DNA damage
led to cell-cycle arrest in budding yeast and proposed the con-
cept of the DNA damage checkpoint (63), the checkpoint field
has evolved quickly into a leading area of both basic biolog-
ical research and cancer and disease-oriented research. DNA
damage and replication checkpoint, as we now know, is an in-
dispensable and evolutionarily conserved cellular process. In all
species, checkpoint is an integral part of cell survival and or-
ganism development by maintaining genomic stability against
continuous insults from both outside and inside. Instability of
the genome in human cells is often both a prelude and a hall-
mark of cancer, a debilitating disease affecting millions and the
leading cause of death in many countries including the United
States. In fact, mutations (p53, Brca1, Chk2) or abnormality of
the checkpoint pathway have been found repeatedly to associate
with cancer or other cancer-prone genetic disorders. A thorough
understanding of the chemical and biochemical steps that lead
to checkpoint activation and its impact on other cellular pro-
cesses will surely generate much insight into tumorigenesis at
the molecular, cellular, and organ level. The study of the mech-
anism of action and specificity of the checkpoint kinases will
also help us design safer and better drugs to fight cancer. In-
deed, several inhibitors of the checkpoint kinases are already
in various stages of preclinical and clinical studies. From a
more fundamental standpoint, we still know very little about
the actual events leading up to the sensing of DNA damage and
the activation of ATM and ATR. The biochemical and func-
tional roles of a number of checkpoint proteins remain virtually
unknown. Furthermore, from examining the disease symptoms
and phenotypes of knockout mice, it is obvious that defects of
checkpoint intercept with development. Yet, how checkpoint in-
fluences development and the difference among specific organs
and systems is not clear at all. In summary, the DNA dam-
age and replication checkpoint is a fundamental and elaborate
cellular process. It protects cells from being genetically com-
promised by DNA damage. Uncovering the hidden secrets of
the checkpoint mechanism will lead us closer to cracking the
codes of cancer and other genetic and developmental diseases.
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Living organisms are constantly assailed by a host of harmful chemicals
from the environment. Because of the diversity of these ‘‘xenobiotics’’,
cellular survival mechanisms must deal with an immense variety of
molecules. Polyspecific drug transporters supply one such strategy. They
recognize a wide range of dissimilar substrates that may differ in structure,
size, or electrical charge, and they actively remove them from the
cytoplasm. As such, these transporters provide an essential survival strategy
for the organism. However, given that the substrates of these multispecific
transporters include many antibiotics as well as antifungal and anticancer
drugs, they are associated with the phenomenon of multidrug resistance
(MDR) that poses serious problems in the treatment of cancers and
infectious diseases, and some of them are coined multidrug transporters
(MDTs). As expected from their central role in survival, these transporters
are ubiquitous, and in many genomes, several genes coding for putative
MDTs have been identified. MDTs are found in evolutionary unrelated
membrane transport protein families, which suggests that they might have
developed independently several times during the course of evolution. In
this review, we discuss some basic concepts regarding drug transport from
bacteria to humans.

Drug elimination in living systems is a multistep process that

may involve metabolism, binding to proteins in the circula-

tory system and binding to specific receptors and excretion

processes. A common way by which living organisms, from bac-

teria to humans, protect themselves against the harmful effect

of a toxic compound is the removal of these molecules from the

cell, which thus reduces the amount of drug that reaches its tar-

get site of action. Membrane transport proteins recognize these

drug molecules and in an energy-dependent manner transport

them across the plasma membrane and away from the target,

either out of the cell or into subcellular organelles. The scope

of this review encompasses numerous biologic networks and a

variety of transport systems operating in concert. We will only

discuss some major systems involved in transport of so-called

drugs across biologic membranes in organisms from bacteria to

humans. We chose to focus on polyspecific drug transporters,

and by examination of some of the best characterized, we extract

some general concepts.

Multidrug Transporters (MDTs)

The discovery of P-glycoprotein (P-gp/MDR1) in the mid 1970s
introduced the concept of a single protein that can confer resis-
tance to a relatively large number of structurally diverse drugs
(1). In the following decades it has become clear that all liv-
ing cells, be it a bacterial cell avoiding the deleterious effect of
an antibiotic, a kidney cell eliminating an environmental toxin
such as nicotine from the body, or a cancerous cell evading
chemotherapeutic agents, express multidrug efflux transporters.
Multidrug transporters (MDTs) recognize a wide range of dis-
similar substrates that may differ in structure, size, or electrical
charge, and they actively remove them from the cytoplasm. As
such, these transporters provide an essential survival strategy
for the organism. However, given that the substrates of these
multispecific transporters include many antibiotic, antifungal,
and anticancer drugs, they are associated with the phenomenon
of multidrug resistance (MDR) that poses serious problems in
the treatment of cancers and infectious diseases (2–4).

The phenomenon of multidrug transport is an intriguing one
because it seems to challenge the basic model of an enzyme
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Table 1 MDTs: families, examples, and selected references

Superfamily Examples Recent reviews and additional reading

ABC P-Glycoprotein the article ATP binding cassette (ABC)
Transporters in this encyclopedia (9)

MFS MdfA OATs (SCL22 family) OCTs (SCL22 family) (10) (11) (12)
MATE NorM (13)
RND AcrB (14)
DMT EmrE (SMR family) (15, 16)

binding specifically to a single substrate in an optimized set of
interactions as a prerequisite to efficient catalysis. MDTs, on
the other hand, are polyspecific proteins that recognize a re-
markably broad array of substrates. The occurrence of MDTs
in evolutionary unrelated membrane transport proteins families
indicates that they have originated independently several times
during the course of evolution (5, 6). MDTs have been iden-
tified in several families, based on their amino-acid sequence
similarities [References (7) and (8); Table 1 (9–16)].

ATP binding cassette (ABC) superfamily

This superfamily contains primary active transporters that cou-
ple ATP binding and hydrolysis to substrate translocation across
the lipid bilayer.

This superfamily of transporters will be reviewed in a differ-
ent chapter in this encyclopedia and will not be discussed here
(see the article ATP binding cassette (ABC) Transporters in this
encyclopedia).

Multidrug and toxic compound extrusion
(MATE) family

A fairly newly identified family of MDTs called MATE includes
representatives from all domains of life (17). These transporters
contain 12 putative transmembrane helices. This family of
MDTs was first identified with the characterization of NorM,
which is a Na+/drug antiporter from Vibrio parahaemolyticus
(18, 19).

Major facilitator superfamily (MFS)

The MFS is one of the largest and most widespread families
of transporters and is composed of numerous subfamilies of di-
verse functions. This superfamily consists of single-polypeptide
transporters from bacteria to higher eukaryotes involved in the
symport, uniport, or antiport of a variety of small solutes.
Among the various substrates of MFS transporters are sug-
ars, drugs, neurotransmitters, Krebs cycle metabolites, amino
acids, and many more (20, 21). Most MFS transporters are
about 400–600 amino acids in length and possess either 12
or 14 transmembrane helices. Most proteins in this superfam-
ily are secondary-active transporters that couple ion gradients
to the translocation of a substrate. Evidence demonstrating that
proteins within several MFS families consist of duplicated six
transmembrane units supports the possibility that MFS perme-
ases developed by an internal gene duplication event (20).

One of the many families included in the MFS is the SLC
(solute carrier) superfamily. The SLC superfamily represents
approximately 300 genes in the human genome that encode for
either facilitated transporters or secondary active symporters or
antiporters. Members of the SLC superfamily transport various
ionic and nonionic endogenous compounds and xenobiotics. The
SLC22 family includes anion and cation transporters (Organic
Anion Transporters, OATs; Organic Cation Transporters, OCTs).

The organic anion and cation transporters of the SLC22 gene
family share a common theme with the MDTs discussed above.
These polyspecific transporters handle an impressive broad
substrate range. Many substrates are noxious to the organism,
and these transporters actively remove them. The reasons they
are not considered MDTs are therefore probably just historic.

Resistance–nodulation–cell division
(RND) superfamily

RND is a large ubiquitous superfamily of transporters with
representations in all domains of life. Composed typically of
about 1000 amino-acid residues, they are arranged as 12 trans-
membrane helices proteins with two large hydrophilic extra-
cytoplasmic loops between helices 1 and 2 and helices 7 and
8. It has been postulated that these proteins developed from
an internal gene duplication event. The members of the RND
family are also secondary active transporters that catalyze the
proton–motive–force driven transport of a range of substrates,
including hydrophobic drugs, bile salts, fatty acids, heavy met-
als, and more (22).

Small multidrug resistance (SMR) family

The smallest known secondary active transporters belong to
the SMR family within the drug metabolite transporter (DMT)
superfamily (23).

This family of small and tightly packed proteins of about
100 amino acids in length is arranged in 4 membrane span-
ning helices. Members of the SMR family are antiporters that
catalyze pH gradient-driven multidrug efflux. SMR transporters
have been found only in prokaryotic organisms. The best charac-
terized SMR member is EmrE from Escherichia coli that serves
as a model for SMR function. It is intriguing to understand how
the SMR proteins can accomplish the task that in other families
of MDTs needs much larger complexes. Studies of EmrE have
shown that the functional unit is a homodimer, and this seems
to be the case for several other homologues (24), whereas others
function as heterooligomers, probably heterodimers. Transport
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systems that function as heterooligomers are encoded by a pair
of genes that belong both to the SMR family and are located in
close proximity or even in an overlapping region in the genome.
The only heterodimer characterized thus far is the EbrAB trans-
port system from Bacillus subtilis (25).

Members of several RND, MFS, and ABC subfamilies have
been proposed to function in combination with a periplasmic
membrane fusion protein (MFP) and an outer membrane protein
(OMP) to generate a single energy-coupled tripartite efflux
system across both membranes of the gram-negative bacteria.
The best characterized tripartite systems are MexAB-OprM
from Pseudomonas aeruginosa and, by far, AcrAB-TolC from
Escherichia coli .

Insights Into Structures of MDTs

Much research is directed toward deciphering the mechanisms
by which MDTs confer resistance against cytotoxic drugs. Such
understandings hold promise for tremendous clinical implica-
tions. Our current knowledge of the multidrug transport mech-
anism is based on a wealth of data obtained from extensive
research using biochemical and genetic approaches and on re-
cently achieved structural data. In our attempts to understand
how these transporters confer multidrug resistance, several ques-
tions should be addressed. The first and most obvious question
regarding this class of transporters is the question of substrate
recognition: What is the architecture of a binding site that en-
ables the binding of numerous dissimilar drugs? Next to be
answered are questions regarding the drug translocation path-
way across the membrane, the coupling of ion/drug fluxes and
conformational changes that must occur throughout the transport
cycle. Acquisition of high-resolution structures of membrane
proteins using X-ray crystallography is not an easy task, and so,
to date, reliable high-resolution structural models were obtained
only for a few ion-coupled transporters from the MFS and RND
families. No structural information exists to date for transporters
from the MATE family. A low-resolution (7Å) projection map
of 2-D crystals of EmrE is the closest to atomic resolution data
that exists for the SMR class (26). Based on the combined ev-
idence gathered up to date, several general perceptions can be
drawn as to the function mechanism of MDTs.

The first structural evidence that approaches atomic resolution
of an MFS transporter was supplied by the interpretation of
the three-dimensional structure of the oxalate transporter, OxlT,
obtained at the low resolution of 6.5 Å (27, 28). Later on,
structures of two proteins from this superfamily were achieved
at higher resolution: LacY, the lactose permease (29), and GlpT,
the glycerol-3-phosphate transporter (30). While LacY and GlpT
are both MFS members, they share a mere 21% sequence
identity and differ in their mechanism of function. Although
LacY acts as a symporter of protons and β-galactosides, GlpT
is an organic phosphate/inorganic phosphate (Pi) antiporter.
Surprisingly, despite these differences, both structures present
a highly similar overall fold. In addition, also the general
overall structure of OxlT seems to be very similar to the
LacY and GlpT structures. The finding that the fold might

be better conserved than the sequence suggests the possibility
that a general architecture exists for the 12 transmembrane
MFS proteins and that the specific function of each transporter
is achieved by subtle changes in the substrate binding site
and translocation pathway. Following this line of thought,
various structural representations of MFS transporters have been
generated based on structural homology to LacY and GlpT,
among which we can find models of VMAT (31), TetAB (31),
MdfA (32), and rOCT1 (33).

Thus, although neither one of the solved MFS structures is
a multidrug transporter, it is reasonable to assume that general
insights can still be extracted and applied.

Recently, another structure of an MFS multidrug transporter,
the structure of EmrD from Escherichia coli solved to a 3.5
Å resolution, was published (34). Regrettably, the structure was
solved without any substrate bound, and, to date, no biochemical
data exist to support the mechanism speculated by the authors.

On the other hand, two newly solved structures of AcrB,
which is a well-characterized RND multidrug transporter from
Escherichia coli , with and without bound substrates, provide
valuable information regarding transport mechanisms of tripar-
tite multidrug efflux systems, alongside newly arising questions
(35, 36). Functional implications rising from these publications
will be discussed in more detail.

Substrate Recognition: Multiple
Drug Binding Proteins

Substrate recognition by MDTs is the first and most ob-
vious puzzle that arises when considering the remarkable
broad-ranged substrate specificity of these proteins. How can
a binding pocket accommodate so many structurally dissimilar
substrates? This characteristic of MDTs has long been consid-
ered paradoxical because of its ostensible contradiction to basic
dogmas of enzyme biochemistry (37, 38).

Soluble regulatory proteins

The first structural information to shed light on the nature of the
multi-specific binding pocket came from the solved 3-D struc-
tures of soluble multidrug-recognizing proteins. As membrane
proteins are not easy to crystallize, the focus of structural anal-
ysis attempts has been directed also to the soluble drug-binding
proteins that regulate the expression of MDR proteins. The
underlying rationale is that the regulatory proteins and the trans-
porters share some substrates, and so the information obtained
from these structures would be applicable to the binding sites
of the MDTs. BmrR, which is a transcription regulator from
Bacillus subtilis , promotes the expression of Bmr, which is an
MDR transporter of cationic lipophilic drugs. The structure of
BmrR bound to TPSb+, which is an analog of the coactiva-
tor TPP+, reveals the drug-binding domain. The drug-binding
pocket contains hydrophobic and aromatic residues that inter-
act with the drug molecule. The phenyl rings of the substrate
molecule interact via van der Waals and stacking interactions
with aromatic residues, and an essential electrostatic interac-
tion takes place between a negatively charged residue and the
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positively charged substrate. Complementary electrostatic inter-
actions are found between TPSb+ and carboxylate groups of
several acidic residues positioned in close vicinity (39). Valu-
able information was also achieved from the solved structures
of QacR, which is a Staphylococcus aureus multidrug binding
protein that represses the transcription of the QacA multidrug
transporter gene. Structures of QacR were obtained in complex
with six different lipophilic drugs, both monovalent and bivalent
cations and many of them substrates of QacA (40). The structure
of QacR exhibits a large drug-binding site with several aromatic
residues forming stacking interactions with the substrate’s rings,
and several polar residues that mediate drug-specific interaction
through hydrogen bonds. Four glutamate residues within the
binding pocket maintain electrostatic interactions with the sub-
strate’s positively charged moiety. The different structures of
QacR–drug complexes reveal a large, multifaceted drug-binding
pocket in which different drugs can bind to different and par-
tially overlapping sets of residues.

Transport proteins
With MDTs the only detailed structural evidence is provided by
AcrB. The recent structure of AcrB in the presence of substrates
reveals a substrate binding pocket in each of the three protomers
(35). Bound antibiotic-drug molecules, minocycline and dox-
orubicin, are observed only in one of the three protomers. The
substrate binding pocket is rich in aromatic amino-acid residues,
mostly Phe residues. Such aromatic side chains may interact
with the drug molecules through hydrophobic or aromatic in-
teractions. Several polar residues located in close vicinity may
form hydrogen bonds with the drug molecules. The structure
implies a voluminous binding pocket in which different sets
of residues are used for binding of the different kinds of sub-
strates. Such a strategy is similar to that previously observed in
the regulatory protein QacR.

The critical role of aromatic side chains in the binding of
lipophilic substrates is also demonstrated by site-directed mu-
tagenesis studies of other MDTs. Three aromatic residues (Tyr
40, Tyr60, and Trp63) in EmrE, which is an extensively char-
acterized SMR transporter from Escherichia coli , play a role
in substrate recognition (41, 42). The importance of aromatic
side chains in the equivalent positions has been demonstrated
for other SMR proteins as well (43).

A distinguishing feature of MDTs that recognize cationic
drugs seems to be the presence of a membrane-embedded nega-
tively charged residue, namely glutamate or aspartate, that neu-
tralizes the positively charged moiety of the drug. EmrE, which
is a proton-coupled SMR transporter, has only a single mem-
brane embedded charged residue, Glu14. Through site-directed
mutagenesis studies, Glu14 has been shown to be an essential
part of the binding site of both substrate and protons (44, 45). In
LmrP, which is an MFS multidrug transporter from Lactococcus
lactis , two acidic residues have been shown to be essential for
the recognition of the bivalent cation Hoechst 33342, whereas a
single negatively charged residue in the binding pocket is suf-
ficient for recognition of the monovalent cation ethidium (38).
Also in the soluble regulatory proteins the equivalent of such a
buried residue has been visualized. Glu253 of the transcription
factor BmrR contributes to the protein–drug interaction through

its carboxylate group (39, 47). In QacR, which is another regula-
tory protein, four partially buried glutamates in the drug-binding
site exist, at positions 57, 58, 90, and 120, that surround the
drug-binding pocket and interact with the positively charged
moiety of the substrates (40).

Another structure of the soluble regulatory protein QacR, this
time in complex with bivalent diamidine substrates, reveals a
novel manner of drug binding through electrostatic interactions.
In these structures the electrostatic neutralization of the posi-
tively charged substrate was achieved through drug interactions
with the negative dipoles of several oxygen atoms from nearby
side chains and the peptide backbone, and not through interac-
tion with the carboxylate of an acidic residue (48). QacA and
QacB are both MFS transporters from Staphylococcus aureus
that are closely related. Although QacA confers resistance to
both monovalent and bivalent cations, QacB confers resistance
to monovalent cations only. Site-directed mutagenesis studies
provided evidence that the substrate specificity differences are
caused by the presence of an acidic residue at position 323
in QacA that plays a critical role in conveying resistance to
bivalent cations (8).

In MdfA, however, an MFS multidrug transporter, it has been
demonstrated that no single acidic residue plays an irreplace-
able role, and although efficient transport of positively charged
substrates does require a negative charge at position 26 (either
Glu or Asp), neutralization of this position does not necessarily
abolish the interaction of MdfA with cationic drugs (49, 50). In
the recently solved structure of AcrB in complex with minocy-
cline and doxorubicin, no acidic residues seem to participate in
cationic-substrate binding, and this finding may be a reflection
of the fact that substrates of AcrB can be also uncharged and
negatively charged (35).

The organic anion (OATs) and cation (OCTs) and multidrug
transporters share a fundamental trait of polyspecificity. It is in-
teresting to compare, from the knowledge that has accumulated
so far, the strategy adopted by each such group of multispecific
transporters that allows for broad-range substrate recognition.

The OATs transport various small amphiphilic organic an-
ions, uncharged molecules, and even some organic cations
that are usually around the molecular weight of 400–500 Da
and include clinically relevant drugs such as anti-HIV ther-
apeutics, anti-tumor drugs, antibiotics, anti-hypertensives, and
anti-inflammatories (11). OCTs substrates are organic cations
and weak bases that are positively charged at physiologic pH,
as well as noncharged compounds, with molecular mass of
< 500 Da. Among transported substrates of OCTs are endoge-
nous compounds, drugs, and xenobiotics (12).

Many SLC22 family members are expressed in the boundary
epithelia of the kidney, liver, and intestines and play a major
role in drug absorption and excretion. Substrate translocation by
most OATs is energized by coupling the uptake of an organic
anion into the cell to the extrusion of another organic anion
from the cell; thus, OATs use the existing intracellular versus
extracellular gradients of anions, such as α-ketoglutarate, as a
driving force (11). Similarly, OCT1-3 from the SLC22 family
are exchangers of organic cations (12). Several OAT members
have been identified and cloned from various eukaryotic ori-
gins. Human OAT1-4 and Urate1 were more thoroughly studied
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than others, and so knowledge regarding substrate specificity,
drug transport, regulation, and overall characteristics has ac-
cumulated. In contrast, a description regarding the functional
characteristics of OAT5-9 is still lacking.

In the organic anion transporter rOAT3, site-directed muta-
genesis studies lead to the proposal that rOAT3 contains a large
binding pocket with several interaction domains responsible for
the high-affinity binding of structurally diverse substrates. Two
essential membrane-embedded basic residues (Arg 454 and Lys
370) attract negatively charged substrates through electrostatic
interactions, but their role in determining specificity is not iden-
tical. Interestingly, replacement of the basic amino acids at
positions 370 and 454 with the corresponding residues of OCTs,
thus generating the mutant R454DK370A, changed the charge
selectivity of the protein that could now transport the cation
MPP+ (41). Several conserved aromatic residues that have been
shown to be important for the transport of different substrates
by rOAT3 are assumed to mediate substrate recognition through
aromatic interactions that could include π-π interactions with
ring containing substrates (42). A conservative replacement of
Asp475 in rOCT1 to glutamate yielded a protein that exhib-
ited higher affinities for some of its cationic substrates but also
impaired transport rates. The authors suggested that the muta-
tion at position 475 from Asp to Glu alters the structure of the
cation binding site and harms the translocation step, thus al-
tering the selectivity of rOCT1 (53). Additional studies of the
binding site of rOCT1 reveal six more amino acids critical for
substrate affinity, among which are aromatic and polar amino
acids (33).

The general feature emerging is that of a multifaceted binding
pocket, in which different drugs bind to separate, yet overlap-
ping, sets of residues, many of them aromatic.

Transport Mechanisms of MDTs

AcrB

Structures of the RND transporter AcrB (35, 36) suggest a pos-
sible mechanism for this class of transporters. AcrB functions
together with the auxiliary MFP AcrA and the OMP TolC as
a tripartite transport system (Fig. 1). The AcrB structures re-
veal an asymmetric trimer, in which each protomer adopts a
different conformation according to its proposed role in the
catalysis of the transport reaction (Fig. 2) (54). The ”binding”
protomer is occupied by bound substrate, and the ”extrusion”
protomer is outwardly open in a way that suggests it is the
form present just after the extrusion of the substrate through
the TolC funnel; the ”access” protomer seems to be in the
state just before substrate binding. The three different protomer
conformations are suggested to represent consecutive states of
the transport cycle that result in the guiding of the substrate
through AcrB toward TolC. How is the proton gradient cou-
pled to the drug efflux and to the conformational changes that
shift the protomers between states? In AcrB it seems that the
proton translocation pathway is separate from that of the sub-
strate translocation pathway. Site-directed mutagenesis studies

in AcrB and MexB, which is an AcrB homolog from Pseu-
domonas aeruginosa, show that any replacements of either of
the three transmembrane charged residues Asp407, Asp408, and
completely abolishes the ability of the protein to confer drug
resistance (55, 56). No other charged residues reside within
the transmembrane domains making this triplet the most likely
proton translocation pathway. The structure reveals that in the
”access” and ”binding” protomers Lys940 is coordinated by salt
bridges with Asp407 and Asp408, whereas in the ”extrusion”
protomer, Lys940 is turned toward Thr978 and the salt bridges
are eliminated. Additional studies identify also Thr978, which
is close to the essential Asp–Lys–Asp network, as important
for AcrB’s function and as a putative part of the proton relay
network (57). Some unanswered questions remain on the way
to grasp fully the AcrB transport mechanism, among which is
how this movement caused by protonation and deprotonation is
transmitted to the large conformational changes that must occur
throughout the transport cycle. Also, the essential role of AcrA
and the interaction with TolC have yet to be decoded.

MFS transporters

In the case of MFS transporters (Fig. 1) it is tempting to
speculate that they may be acting by an alternative access
mechanism similar to that suggested originally by Jardetzky (58)
and recently supported for the extensively characterized MFS
transporter LacY, which is a lactose permease that cotransports
protons and sugar (29). The substrate and proton binding sites
and translocation pathways are proposed to be separate, and the
coupling is transmitted by a series of conformational changes
induced on substrate binding. The sugar-binding site located
in the approximate middle of the molecule at the apex of a
deep hydrophilic cavity has alternating access to either side of
the membrane as a result of reciprocal opening and closing of
hydrophilic cavities on either side of the membrane.

EmrE

The simplest coupling mechanism between drug and proton
transport has been described for the MDTs from the SMR family
(Fig. 1). A single membrane-embedded charged residue, Glu14
in the case of EmrE, an E. coli SMR, is evolutionary conserved
throughout the SMR family and is essential for function. This
residue provides the core of the coupling mechanism because its
deprotonation is essential for substrate binding (59, 60). Con-
versely, substrate induces proton release, and both reactions
(substrate binding and proton release) have been observed di-
rectly in the detergent solubilized preparation of EmrE (61). The
estimated pK a for Glu14 is unusually increased (about 8.3–8.5
compared with 4.25 for the same carboxyl in aqueous environ-
ment). The fact that the binding sites for both substrates and
protons overlap and that the occupancy of these sites is mutu-
ally exclusive provides the basis of the coupling mechanism (45,
59). The fine-tuning of the pK a is essential because replacement
of Glu14 with Asp results in a decrease in the pK a of the car-
boxyl and generates a protein that at physiologic pH has already
released the previously bound protons, can still bind substrate
but cannot longer couple the substrate flux to the proton gradient
(44, 61).
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Figure 1 Hypothetical mechanisms of transport by MDTs. Three mechanisms have been suggested for the function of MDTs from different families, and
they are discussed in the text.

SMR proteins function through a binding site shared by
protons and substrates, which can be occupied in a mutually
exclusive manner and provide the basis for the simplest coupling
of two fluxes (15, 59).

Physiologic Roles and Natural
Substrates

MDTs provide a survival strategy for living organisms that are
constantly assailed by a host of harmful chemicals from the
environment. Because of the diversity of these “xenobiotics”,
cellular survival mechanisms must deal with an immense vari-
ety of molecules. MDTs supply one such strategy. The patterns
of abundance of drug efflux systems in different organisms do

not correlate directly with the above-suggested role. Although
MDTs are highly abundant in the soil and environmental bacte-
ria, they exist in relatively large numbers in other organisms as
well, such as intracellular bacteria (5). It is not clear, however,
whether this is the primary function of all of those identified
as MDTs. It is also not clear why so many different ones are
required and why is there such a high redundancy in substrate
specificities among different MDTs within the same genome.
This may be from the necessity to cover a range as wide as pos-
sible of substrates, and overlapping provides a backup strategy
in case of failure of one of the systems.

In some cases, a direct correlation is found between MDTs
and adaptation to specific environments. The natural environ-
ment of an enteric bacterium such as E. coli is enriched in bile
salts and fatty acids. Bile acids are amphipatic molecules that
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Figure 2 The structure of the AcrB–drug complex and proposed mechanism of drug transport (from Reference 54). (a) The complex is observed from the
side, with the drug shown as a red hexagon. The dotted line indicates a possible pathway for substrates moving from the cytoplasm. The complex contains
three molecules of AcrB, AcrA accessory proteins, and the TolC channel to the exterior. The drug is proposed to enter AcrB when it is in the access (A)
conformation before binding more closely to the porter domain of AcrB in the binding (B) conformation. It is then transported to the opposite face and is
released from the extrusion (E) conformation of AcrB. Transport of the xenobiotic is powered by the proton (H+) gradient across the membrane. (b) The
proposed ordered multidrug binding change mechanism of the three-unit AcrB complex.

act as emulsifying agents, thus possessing antimicrobial activity.
Deletion of the acrAB operon leads to increased susceptibility
to bile acids and fatty acids, such as decanoate, which suggests
that efflux of these compounds may be one of the physiologic
roles of the AcrAB efflux system in E. coli . Consistent with
that, the expression of AcrAB was increased by growth in the
presence of 5 mM decanoate (62). In another study, both bile
and mammalian steroid hormones (estradiol and progesterone)
have been shown to be substrates of the two major efflux sys-
tems of E. coli , AcrAB-TolC and the MFS EmrAB-TolC (63).
CmeABC, which is a tripartite efflux pump from Campylobac-
ter jejuni , was also shown to contribute to the bile resistance
of the bacterium (64) and so have similar efflux systems from
other bacteria, including Salmonella typhimurium (65) and Vib-
rio cholerae (66). In some cases, deletion of MDTs decreases
the pathogenicity of given microorganisms, most likely because
of their impaired adaptability (67). It has been suggested that
some bacterial MDTs might be involved in export of signals
for cell–cell communication (68). For some MDTs, a specific
function has been well documented. BLT, which is an MFS mul-
tidrug transporter of Bacillus subtilis , has been shown to func-
tion as a substrate-specific transporter of the polyamine spermi-
dine, which is a natural cellular constituent. BLT is encoded in
an operon with BltD, a spermidine/spermine acetyltransferase,
which emphasizes its possible physiologic role in downregulat-
ing cellular spermidine levels through efflux, in concert with an
enzyme that chemically modifies spermidine (69).

The vesicular monoamine transporters (VMATs) from the
SLC18 family provide another example of polyspecific proteins
with a very defined physiologic role. These essential proteins
are involved in the storage of monoamines in the central
nervous system and in endocrine cells in a process that involves
exchange of 2H+ with one substrate molecule. The VMATs
interact with various native substrates and clinically relevant
drugs, and they display the pharmacologic profile of multidrug
transporters (70).

More recently possible roles in supporting pH homeostasis
and alkali tolerance have been suggested for TetL, which is
a tetracycline efflux protein from Bacillus subtilis , and the
multidrug transporter MdfA (71).

In higher multicellular organisms, the strategy for drug elim-
ination is a multistep process that may involve metabolism,
binding to proteins in the circulatory system and binding to spe-
cific receptors and excretion processes. A variety of polyspecific
transporters (from the ABC, MATE, RND, and MFS superfam-
ilies) are expressed throughout the organism. Some of these
transporters provide mechanisms that protect the brain and other
sanctuaries from exposure to toxins, both endogenous and ex-
ogenous. Others are found in the boundary epithelia of kidney,
liver, and intestine and play a major role in drug absorption and
excretion.

The discussion of the role of MDTs is tightly connected with
the question of the evolution of polyspecificity. One can suggest
two possible paradigms of multidrug transporter evolution: The
first one states that because MDTs confer broad-range drug
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resistance, they evolved to protect cells from environmental
“xenobiotics”. A second possible scenario is that each MDT
has evolved as a substrate-specific transporter, and its ability to
transport toxins is only an opportunistic side effect (72).

These issues and the others discussed above provide us with
a glimpse of this fascinating and complex world of polyspecific
proteins. These ubiquitous proteins in many cases play central
roles in survival of organisms by providing the means to remove
“xenobiotics” away from their targets. On the other hand, in
some cases, they present a serious threat for treatment of
drug-resistant cancers and infectious diseases. Understanding
of the molecular mechanisms that underly the mechanism of
action of these proteins is therefore highly relevant.
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Water plays multiple roles in biological electron transfer (ET): energy bath,
polarizable medium that defines the reaction coordinate, electronic
coupling bridge, and intimate participant in molecular recognition. This
article explores these many faces of water in ET. Links are drawn to
reactions in photosynthesis, oxidative phosphorylation, proton-coupled ET,
and DNA damage and repair.

Biological electron transfer (ET) reactions are ubiquitous in
nature. They define the fundamental reactions of bioenerget-
ics, biocatalysis, and nucleic acid synthesis and repair. These
reactions occur both in membranes and in aqueous environ-
ments. In both settings, water plays multiple roles in the ET
reaction kinetics and dynamics (1–5). The roles of water are di-
verse. Its roles vary from establishing a high dielectric screening
medium to supporting the solvation of counterions to estab-
lishing hydrogen-bonded relays to providing electron tunneling
pathways and proton wires for key transport reactions. Our aim
is to review the influence of water on biological ET and, as such,
examine some of the many roles of water in these reactions.

Biological Background: The Many
Roles of Water in Biology

Water is present in protein cavities as individual molecules,
water chains, and clusters. Indeed, tightly bound waters can be
resolved in X-ray crystallography experiments. Water molecules
in larger cavities, especially those with a hydrophobic surface,
are mobile and less readily resolved. In some proteins, such
as the cytochrome b6f complex or cytochrome c oxidase,
bound water molecules tend to form water chains. These water
molecules provide hydrogen-bonded relays for proton transfer,
and they may mediate donor-to-acceptor electronic coupling
(2–6).

ET reactions define the early elementary steps of bioener-
getics (2–5). These reactions capture energy from sunlight via
photosynthesis in plants and transduce energy through oxidative
phosphorylation in animals (2). ET reactions also drive much
of biocatalysis and DNA damage repair (2–5, 7). In biological
ET, an electron moves from one spatially localized chemical
group (the electronic donor) to another (the electronic accep-
tor). Typical donor and acceptor groups are hemes, chlorins,

iron–sulfur clusters, blue-copper centers, quinones, and flavins,
although small-molecule redox mediators are important as well
(2–5). Donor and acceptor groups may be located within the
same protein assembly, as in the photosynthetic reaction cen-
ter, or in different proteins. Biological ET reactions typically
occur over distances beyond van der Waals contact, where the
direct donor-to-acceptor electronic interaction is negligible. As
such, these rates depend on the strengths of this electronic cou-
pling and on the (nuclear) activation free energy. In contrast
to small-molecule chemistry, the structure of the intervening
protein, nucleic acid, or solvent medium is expected to have
a profound effect on reaction kinetics (1–5). Water influences
both the electronic coupling and the activation free energy of
ET reactions.

Chemical Roles of Water
in Biomolecular ET

The last 50 years have witnessed the establishment of a truly
molecular-level description of electron transfer chemistry. From
the Marcus description of how solvent polarization defines
the ET reaction coordinate, to fully quantum treatments that
describe electron and nuclear tunneling contributions to the
kinetics, to atomistic simulations of reaction coordinate motion,
a comprehensive view of biological ET is emerging (1–5).

Inner-and outer-sphere ET

Electron transfer reactions are categorized as outer or inner
sphere. In outer-sphere processes, structural changes during ET
largely involve solvent reorientation (polarization). Inner-sphere
reactions involve changes in the bonding to the redox unit
and are more difficult to describe using the ET theory as it
is explained here.
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Outer-sphere biological redox reactions occur between co-
factors beyond van der Waals contact distances, and they oc-
cur mostly via electron tunneling. The ET rate is proportional
to the product of an electron tunneling probability and an
Arrhenius-like activation factor (1–5). The electron tunneling
probability is proportional to the square of the donor–acceptor
electronic coupling, and the Arrhenius-like factor is given by
exp[−∆G∗/KB T ], where ∆G* is the activation free energy, K B

is Boltzmann’s constant, and T is the temperature. The activa-
tion factor arises from changes in nuclear polarization coupled
to the electron transfer event.

The activation free energy ∆G∗ is defined by two terms. One
term is the reaction free energy [∆G(0)], which is derived from
the redox potential difference of the donor and acceptor. The
second term is the medium reorganization energy (λ), which
is the energy stored in the solvent inertial degrees of freedom
when the electron is shifted suddenly from donor to acceptor
(1–5). Marcus theory predicts the activation free energy:

∆G∗ = (∆G (0) + λ)2/4λ (1)

Because ∆G* enters the rate expression in the argument of
an exponential, changes in driving forces and reorganization
energies sweep ET rates over many orders of magnitude. In
photoinduced electron-transfer reactions (as in the photosyn-
thetic reaction center and photolyase (2, 7), the thermodynamic
driving force for charge separation and charge recombination re-
actions are very different. Indeed, this difference is believed to
enhance the efficiency of photosynthetic charge separation (1).

The reorganization energy λ in Equation 1 has contributions
from “inner-sphere” and from “outer-sphere” (i.e., solvent)
motion. The outer-sphere reorganization energy (λout) often
dominates the activation free energy. The activation free energy
for ET depends on the match between −∆G(0) and λ. That
is, the reaction rate is maximized (for a fixed donor–acceptor
distance) when −∆G(0) = λ. In the regime where −∆G(0)

< λ, the “normal” regime, the reaction rate increases with
increasing thermodynamic driving force. When −∆G(0) > λ,
the reaction is “inverted,” and its rate slows with additional
increases in driving force. A great achievement of the 1980s
was to access both of these regimes (1, 3), which validated the
most dramatic prediction of the Marcus theory. Polar solvents
like water have larger λout than nonpolar solvents (λout for water
is typically a few electron volts and for nonpolar solvents is
typically tenths of electron volts). Therefore, the inverted regime
of ET in aqueous solvent is accessed at larger driving forces
than ET in low-polarity solvents, and aqueous ET reactions are
more likely to be in the “normal” regime. As such, docking or
association processes that exclude water would decrease λout

and accelerate the kinetics. This simple observation explains
a possible advantage for carrying out the charge separation
reactions of bioenergetics in nonpolar transmembrane proteins
rather than in aqueous media. Membranes also play a second and
important role by defining a simple directionality for electron
and proton transport.

Inner-sphere ET reactions are of great interest in chemistry
and biology (8). However, the kinetics of these reactions are
rather complex as they involve bond breakage and formation

with the redox group. For inner-sphere processes, electron
transfer need not be rate limiting and the reaction coordinate
may not be determined as described above for pure ET events.
ET kinetics may also be gated by conformational changes or
ion motion (9, 10).

When inner-sphere motion is coupled to ET but does not
control the reaction mechanism, it adds to the outer-sphere
reorganization energy to define a total λ value for Equation 1.
Changes in bond lengths and vibrational frequencies contribute
to the reorganization energy and are known as inner-sphere
components. Inner-sphere reorganization energies routinely are
computed with quantum chemical methods and are typically on
the scale of tenths of electron volts; outer-sphere reorganization
energies can be larger than this size and frequently are computed
using continuum dielectric methods (20).

In addition to bulk water, which contributes to λout, buried
water molecules can make significant contributions to the over-
all reorganization energy of biological ET reactions. The magni-
tude of the buried-water contribution depends on the location of
the waters relative to the D and A moieties and on their num-
ber. Finite-difference Poisson–Boltzmann calculations for the
R. viridis photosynthetic reaction center, which contains more
than 100 buried waters, show that the buried-water contribution
to the total reorganization energy varies from 0.05 to 0.27 eV
for different PRC ET reactions (Reference 11 and references
therein). The largest contribution (0.27 eV) is for the cytochrome
to the special pair ET reaction and constitutes 25% of the total
computed reorganization energy (total meaning bulk and buried
water, protein, and membrane). The effect of water on ∆G (0)

strongly depends on the ET system considered, for example, on
how deeply the D and A moieties are buried inside the protein
(which screens the bulk solvent) and on the positions of internal
waters relative to the D and A molecules.

Water-mediated molecular interactions
Water has C2v symmetry. In the gas phase, the measured O–H
bonds are 0.957 Å, and the H–O–H angle is 104.5◦ (12). Liquid
water and ice have structures controlled by the formation of
hydrogen bonds. These bonds make it possible for hydrogen
ions to exchange among water molecules on the millisecond
to picosecond time scale (13), depending on pH. The extensive
and dynamic hydrogen bond networks account for many unusual
properties of water and hydrated biomolecules (12).

Water-mediated molecular interactions, including hydrogen
bonding, hydrophobic effects, ion pairing, and cation-π interac-
tions, play a central role in biomolecular structure and function
(5). In soluble proteins, most nonpolar residues that cannot
form hydrogen bonds with water are located in the protein
core, whereas polar and charged residues form most of the pro-
tein surface, which increases the protein–solvent stability (14).
Cation-π interactions, which involve electrostatic attraction be-
tween a cation and the negative electrostatic potential associated
with the face of a π system, influence both the protein struc-
ture and the ion distribution in solvent (5). These factors play
a central role in protein–protein and protein–ligand binding,
particularly influencing the structure of the thin water layers
between biomolecules in an encounter complex and thereby in-
fluencing intermolecular ET reactions (15).
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Water and nonequilibrium solvation
Water also influences the nature of the motion along the ET re-
action coordinate (donor, acceptor, and solvent degrees of free-
dom that are coupled to ET). A measure of the short timescale
nonequilibrium solvation dynamics is the Franck–Condon time
τFC. This time is the time it takes for the ET system to
move away from the crossing point of the electron donor and
acceptor potential surfaces where the activation complex is
formed. For temperature T and reorganization energy λ, τFC is
τFC ≈ �/σ∆U = �/

√
λKB T , where σ∆U = √

λKB T is the root
mean square fluctuation in the donor to acceptor energy gap
(16) and references therein). For biological ET, τFC was com-
puted for azurin ET (Ru2+/Ru3+) (17) using a semiclassical
molecular dynamics (MD) methodology (18). The computed
τFC was 2.4 f sec with significant protein and solvent (water)
contributions. For protein alone, it was τFC ≈ 4.1 f sec, and from
solvent alone, it was τFC ≈ 3.0 f sec. Water solvation dynamics
are equally important for excited-state ET, in which the for-
mation of the D excited state by photoexcitation may induce a
large dipole moment change of the D moiety that is followed
by rapid protein matrix and solvent response. Excited-state ET
from (FADH−)* to DNA in DNA photolyase is an example of
an ET reaction in which the change in dipole moment of the
D moiety induced by photoexcitation [(FADH− → (FADH−)*]
is large because of a pi to pi* charge transfer transition of the
flavin ring (19). Experimental measurements of the solvation dy-
namics of (FADH−)* in DNA photolyase have shown very fast
and significant solvation dynamics induced by photoexcitation
with relaxation timescales ranging from 2 to 60 picoseconds
(20). This solvation dynamics, which is much faster than the
ET rate, is partially attributed to trapped water molecules in the
DNA photolyase active site (20). Solvent relaxation can limit
rates that are fast compared with the solvent relaxation timescale
(3). Bulk water is characterized by a broad distribution of relax-
ation timescales (subpicosecond and slower) and may therefore
act as a rate-limiting solvent for ET reactions (21).

Tunneling mediation
The tunneling characteristics of biological ET have placed con-
siderable recent focus on protein and solvent (3, 22). The en-
ergetic proximity of solvent and protein orbitals to the redox
active states of the donor and acceptor cofactors provides su-
perexchange pathways for tunneling (23). That is, the energy
cost of tunneling via these protein states is much lower than the
cost of tunneling through “pure” empty space. As such, the in-
tervening medium facilitates weak tunneling propagation of the
electron from donor to acceptor via coupling pathways (24). The
tunneling probability through this medium multiplies the Mar-
cus factor described above. Early models for protein–electron
tunneling predicted that rates would drop by about a factor of
10 for each 1.6 Å. In the 1980s and 1990s, approaches were
introduced to explore the influence of the specific medium struc-
ture on the tunneling. In recent years, the influence of medium
dynamics was added to complete the models (16, 25–29, and
references therein).

The role of disordered water as a tunneling medium has been
the subject of several electronic-structure computational studies.

Early calculations focused on the Fe(H2O)6
+3/+2 self exchange

reaction (30–32). These calculations concluded that disordered
water is not a very effective electron-tunneling medium. More
recently, one-electron pseudopotential analysis of electron tun-
neling through water layers placed between electrodes indicated
that water is a modest tunneling mediator (33). Another com-
putational study of aqueous ET between ion pairs used MD
simulations with INDO/S and CASSCF calculations of the elec-
tronic coupling (34). This study showed that water can be an
essential tunneling medium. The computed INDO/S tunneling
matrix element decay parameter was 2.0 A−1 and the ab ini-
tio values ranged from 1.5 to 1.8 A−1. Experiments in aqueous
glasses give average decay of 1.68 A−1 (22).

Of particular interest is how oriented water in confined spaces
contributes to tunneling. Several experiments indicate a special
role for bridging waters (22, 35–37). Recent studies of inter-
protein ET reveal details of how the ensemble of docked struc-
tures contributes to the observed rate. The “dynamic docking”
paradigm for ET between weakly associated proteins suggests
that minority population configurations dominate the electron
tunneling mediation (38). It seems likely that water can con-
tribute to dynamic docking by influencing donor–acceptor cou-
pling pathways or by modifying the reorganization energies as
the proteins approach a docked structure. Newly developed ex-
perimental methods enable the study of electron transfer kinetics
between cocrystallized proteins. These experiments are likely to
provide direct answers to some of the questions of how specific
waters at protein–protein interfaces may influence ET kinetics
(22, 39).

The fleeting nature of water structures in proteins makes it
extremely challenging to study their influence on ET by di-
rect means. Indications that a few key bridging waters seem
to accelerate protein ET reactions motivated a theoretical sim-
ulation of interprotein ET in the presence of explicit bridging
water molecules (35–37). Pathway studies indicated that wa-
ters between cytochrome c2 and the photosynthetic reaction
center serve as key mediators (Fig. 1) (40) Quantum stud-
ies of water mediation in protein–protein systems indicate that
spatially confined waters between proteins may enhance elec-
tronic coupling in a regime just beyond protein–protein contact
(Fig. 2) (41). In this regime, the distance permits entry of a
few intervening waters and the coupling is enhanced by con-
structive interference among multiple coupling pathways. At
larger distances, the effect rapidly dissipates. These studies are
motivating small-molecule studies of water-mediated electron
transfer in systems with well-defined cavities that may bind
water molecules (D. Waldeck, private communication).

Proton-coupled ET reactions

In bioenergetics, electron transfer drives proton transfer; proton
gradients in turn power ATP synthesis. In addition to coupling to
medium polarization, biological ET reactions may also couple
strongly to proton transfer. As such, rates may be limited
by proton transfer or electron transfer or may fall into an
intermediate regime. Rapid advances are being made in both
the theoretical and experimental investigation of these coupled
rate processes (42, 43, and references therein).
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(a) (b)

Figure 1 Water-mediated ET pathways between cytochrome c2 and the photosynthetic reaction center in an encounter complex (left panel) and the
more fully docked state (right panel) (40). The pathways are shown for 50 conformations obtained by MD sampling. Cofactor-mediated pathway
fragments are shown in green, protein-mediated fragments are shown in purple, and water-mediated fragments are shown in orange.
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Figure 2 Dependence of the mean square electronic coupling on
distance between two porphyrin rings in the cytochrome b5 self-exchange
ET reaction (41). For each distance, system conformations were sampled
using MD and the coupling was computed for each conformation at the
extended Hückel level. The black line marked XH(P, W) shows the
water-mediated coupling; for comparison, the red line marked XH(P)
shows the coupling computed for the same protein conformation in
vacuum. Conformational snapshots typical for the three coupling regimes
are shown.

Isotope effects on ET reactions

Substitution of H2O solvent by D2O generally leads to a change
in ET kinetics (44, 45, and references therein). In the simplest
model of ET coupled to a single solvent vibration involving H,
substitution of H by D lowers the frequency of the vibration
and increases the localization of the vibrational wave functions.
These changes influence the Franck–Condon factor for the ET
reaction in a way that depends on the temperature and on
reaction energetics. For example, at low temperatures, when the
vibrations are in their ground states, the increased localization
(for deuteration) of the vibrational wave functions is expected to

speed up an activationless reaction by enhancing the probability
of being at the crossing point between D and A potential
energy surfaces. In contrast, for an activated ET reaction at
low temperature, the increased localization will reduce the
probability of reaching the crossing point by nuclear tunneling,
which, thus, slows down the ET reaction.

Protein ET systems have large and somewhat flexible macro-
molecule assemblies with folded structure and motion strongly
coupled to the surrounding solvent. In these systems, isotopic
substitution of the solvent may affect multiple factors that in-
fluence the ET rate, and, generally, the overall isotope effect
on the ET rate is system-dependent. For example, D2O changes
protein solvation because the solvent–solvent hydrogen bonds
are stronger in D2O compared with H2O, which leads, there-
fore, to an increased hydrophobic effect. Changes in the fold and
volume of a protein may alter the donor–acceptor distance, the
redox potentials, and the tunneling-pathway networks, which all
influence the ET rate.

The strengthened hydrogen bond networks in D2O, which
lower molecular and solvent flexibility, produce larger reorgani-
zation energies and affect nuclear fluctuation timescales, which
are especially important in gated and solvent-controlled ET. For
proton-coupled ET reactions, D2O solvent substitution changes
the proton transfer–electron transfer equilibria and kinetics. The
literature on the isotope effect on ET is large and growing (44,
45, and references therein).

ET reactions controlled by
conformational transitions
and solvent viscocity

Because of the rapid decay of the electronic coupling with dis-
tance, very long-distance (>40 Å) ET reactions rarely occur in a
single step. Instead, extremely long range ET involves an array
of multiple redox centers, mobile electron carriers, or large-scale
motion of redox-active domains (46). All intermolecular ET re-
actions require either protein–protein docking or formation of
an encounter complex in which the two protein cofactors are
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within a few angstroms (40, 41). In these cases, protein diffu-
sion in solvent, influenced by solvent viscosity, pH, and other
factors, can be rate limiting if the formation of an encounter
complex is slower than the ET reaction itself.

In unimolecular ET, the rate can be controlled by large-scale
cofactor motion, such as the quinone motion in the photo-
synthetic reaction centers, the Rieske subunit motion in the
cytochrome bc1 complex (47), or the cytochrome b5-domain
in sulfite oxidase. Theoretical models for conformationally con-
trolled ET reactions have been suggested by Hoffman and Rat-
ner (48) and Brunschwig and Sutin (49). Large-scale protein
or domain motions are themselves linked to the movement of
water molecules.

Experimental and Theoretical
Methods

Experimental methods

Ultrafast ET reaction kinetics usually is measured using tran-
sient absorption or luminescence spectroscopy. ET reactions
are initiated by exciting the native or modified ET cofactor
or by injecting an electron or hole by a flash-quench technique
(22). Slower ET reactions can be studied by using a variety of
methods, including calorimetry, stopped flow, dipole relaxation,
redox titration, and other techniques (4). Recent experiments on
the structural relaxation of water provide intriguing observations
of its structure and dynamics. For example, the coexistence of
ordered surface water and crystallite-like ice structures follow-
ing exposure to a femtosecond-range infrared laser pulse was
observed with ultrafast electron diffraction methods (50). Stud-
ies of the first hydration shell of a water molecule in liquid
water using X-ray absorption spectroscopy and X-ray Raman
scattering reveal that water molecules typically form only two
hydrogen bonds (one donor and one acceptor bond), contrary
to predictions of MD simulations that suggest three or four
hydrogen bonds (51). Analysis of K-edge X-ray absorption ex-
periments provides an estimate of 1.5 ± 0.5 kcal/mol for the
average thermal energy required to effect an observable rear-
rangement between the fully coordinated (“ice-like”) and dis-
torted (“broken-donor”) local hydrogen-bonding configurations
(52). Although many questions regarding water structure and
dynamics remain open, experimental probes of water are rapidly
advancing our understanding (see Reference 53 and references
therein).

Theoretical methods

Theoretical approaches to calculating the electronic coupling
in proteins and DNA have significantly evolved in the past 20
years (3, and references therein). Early simple models treat pro-
teins as structureless one-dimensional tunneling media, resulting
in an electronic coupling decay exponential in distance. The
Pathways model (24) quantifies effects of the protein fold. This
model uses the fact that tunneling through bonds has a lower
barrier associated with it than tunneling through space. Path-
ways calculations find the optimal combination of bonded and

non-bonded links from the donor to the acceptor cofactors using
an X-ray-determined protein structure (24). Intriguingly, with
essentially one parameter (the ratio of through bond to through
space coupling decay), the Pathways model qualitatively de-
scribed the nature of ET rates in several redox proteins, facil-
itating an early phase of mapping structural effects on protein
ET reactions (24). Semiempirical Schrödinger equation-based
methods, such as commonly used extended Hückel-level calcu-
lations (25, 54, 55), incorporate the explicit effects of multiple
coupling pathway interferences, albeit also in an approximate
way. Although ab initio methods have a potential to provide
more accurate descriptions, they incur high computational costs
given the requirement for extensive geometry sampling in ET
reaction simulations (16, 19).

Theoretical methods for estimating the reorganization energy
have to account for its large variations in different environ-
ments. The Marcus model for λout assumes spherical donors
and acceptor moieties embedded in a dielectric continuum that
represents the solvent. λout is proportional to (1/εop − 1/εs),
where εop is the optical dielectric constant and εs is the static
dielectric constant of the medium. The dependence of λout on
εs and εop explains why λout is higher in water and highly po-
lar solvents compared with nonpolar solvents. In low dielectric
media like membranes, εs and εop are nearly matched, thus low-
ering the reorganization energy. The simple continuum model
cannot be used to compute accurate reorganization energies in
complex molecular environments. More sophisticated numerical
approaches have been developed for the computation of λ (e.g.,
References 11, 56, 57, and references therein). Numerical ap-
proaches permit the computation of reorganization energies for
cofactors of arbitrary shape (e.g., Reference 4). They can also
be combined with MD simulations to compute the reorganiza-
tion energy for different MD conformations of the ET system
to assess the influence of fluctuations. Different methods have
also been developed for computing ∆G (0) (e.g., References 11,
56, and references therein).

A variety of theoretical descriptions of hydrogen-bonding
water networks has been proposed, include flickering clusters,
percolation networks, fluctuating charges, random networks,
continuum models, and so forth. (58), yet many structural as-
pects of liquid water remain open to debate (59, 60). Since
the first explicit (atomistic) model for water was proposed by
Bernal and Fowler in 1933, a variety of water potential func-
tions (force fields) have been developed (61, 62). These water
potential functions typically include noncovalent interactions,
for example, Coulombic interactions among partial charges as-
signed to each atom (and to each electron lone pair in some
models) and van der Waals interactions among atoms. Some
force fields include elastic terms, namely O–H bond stretch-
ing and H–O–H angle deformations. Two force fields common
in biomolecular simulations are the SPC model and the TIP3
model (61, 62). Both force fields are rigid, three-site descrip-
tions that were parameterized to reproduce the bulk liquid water
phase structure and thermodynamics. However, none of these
(and similar) force fields accurately predicts the temperature
dependence of liquid water’s density (60). Later force fields in-
corporated intramolecular flexibility [e.g., the F3 C model (62)].
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Other improvements include adding fourth and fifth sites, polar-
izability, and quantum effects (62). Although models like TIP4P
and TIP5P provide a more accurate description of homogeneous
bulk water, they perform poorly in describing gas-phase clus-
ters and nonpolar solutes in polar solvents (62). In biomolecular
simulations, these models cannot correctly account for situations
when a nonpolarizable moiety is exposed to different electro-
static environments, either within a static structure or during
simulations. Another problem with nonpolarizable models is
that of including the average bulk polarization in the poten-
tials. Whereas polarizable force fields, such as the fluctuating
charge and related models, attempt to address these problems
with varying success, SPC and TIP3P remain the most appro-
priate force fields for simulations of large biomolecular systems
(61).

Sampling of the biomolecular conformations is usually per-
formed using MD simulations or Monte Carlo methods (61, 62).
The protonation state of titrateable amino acids can be treated
with constant pH dynamics, QM/MM calculations, or contin-
uum electrostatics methods (61, 62). Formation of a protein–
protein encounter complex is often studied using Brownian
dynamics (63). Studies of protein–protein docking involve elec-
trostatic potential analysis and, more recently, protein flexibility
models, for example normal mode analysis (64).

Frontiers in Biomolecular ET
Reactions

Protein-mediated ET reactions

The photosynthetic cytochrome b6f complex is an integral part
of the oxygenic photosynthetic electron–proton transport chain.
It transfers electrons from photosystem II to photosystem I and
moves two protons per electron transferred across the photo-
synthetic membrane to build a transmembrane proton gradient.
The solution of the crystal structure of the cytochrome b6f
complex (65) revealed the relative positions of its redox-active
subunits, cytochrome f , cytochrome b, and the Rieske 2Fe–2 S
protein, as well as the structural similarities with the respiratory
cytochrome bc1 complex. In the cytochrome b6f complex, a
lipid-soluble quinol transfers an electron to the Fe2S2 center of
the Rieske protein, an electron to the heme bp of cytochrome
b6, and two protons to the aqueous side of the thylakoid mem-
brane. The Rieske 2Fe–2 S protein subsequently reduces the
heme c center of cytochrome f that extends into the aqueous
side of the membrane. Cytochrome f reduces the Cu center of
water-soluble plastocyanin that in turn transfers the electron to
photosystem I. Cytochrome f contains a buried chain of five
water molecules inside its heme-binding large domain. The wa-
ters are hydrogen bonded to surrounding residues that are highly
conserved in cytochrome f sequences (66). It was shown that
mutations that affect this water chain impair electron transfer
and photosynthetic function (67). The mutations also affected
the redox potentials of cytochrome f (Fig. 3).

It is possible that the water chain interacts with the Rieske
2Fe–2 S protein when the latter approaches the hydrophobic

Figure 3 Ribbon diagram of cytochrome f from P. laminosum (66). The
heme cofactor is shown as sticks, and the five water molecules that form a
chain are shown as spheres. Conserved protein residues cluster around the
heme, the water molecules, and the C-terminal connection to the
transmembrane helix to form a proton translocation pathway.

edge of cytochrome f to transfer an electron to the heme (67).
Water chains (as long as 10–12 water molecules) and smaller
water clusters are also present in bacterial photosynthetic reac-
tion centers. They connect the secondary quinone to the cyto-
plasmic surface and are thought to participate in proton transfer
from the cytoplasm to the secondary quinone (6, and references
therein; Fig. 4). Water molecules seem to play a more com-
plex role in cytochrome c oxidase, the terminal component of
the mitochondrial and to other bacterial respiratory chains. The
protein performs the four-electron reduction of O2 to water and
couples it to transmembrane proton transport. The mechanism
of function for this enzyme is not fully understood and is the
subject of ongoing studies (6, and references therein; Fig. 1).
Apart from the role of the water molecules as proton wires, it
has also been suggested (although not demonstrated experimen-
tally) that internal waters are involved in redox-linked switching
of the proton wires. Electron transfer from the heme a of cy-
tochrome c oxidase to the binuclear CuB–heme a3 site may
invert the local electric field between the redox sites and thus
cause restructuring of internal waters and the switching of the
proton pathways (6, and references therein).

6 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



Electron Transfer, Chemical Roles of Water in

QB
−

Ser-L223

Asp-L213

Asp-L210

Asp-H124

Asp-M17

His-H126

His-H128

Glu-L212

H+

H−

Figure 4 Proton transfer pathway in the photosynthetic reaction center
from Rhodobacter sphaeroides connects the solvent-exposed part of the
protein (His126–His128) to the secondary quinone binding site QB (6).

DNA-mediated ET reactions

DNA is a polyelectrolyte with a tightly bound spine of water.
Both DNA damage and repair mechanisms involve ET (10).
Water is an important determinant of DNA structural stability,
both in the form of organized water that occupies the major
and minor grooves of the DNA double strand and as bulk
solvent (10).

The mechanism of DNA-mediated ET remains poorly un-
derstood. Theoretical and experimental studies are consistent
with a mechanism of superexchange (tunneling) mediation at
short distances and multistep hopping at longer distances. In-
tensive investigations are exploring the degree of delocalization
of “holes” in the DNA stack and the polaronic nature of the
transport (10). Water may influence DNA charge transport in
a variety of ways. Bulk and structured water around DNA and
structural distortions of the DNA molecule itself induce the lo-
calization of DNA holes to form polarons. The spatial extent
of these polarons has been a subject of debate, and predic-
tions of the polaron size in solvated DNA range from 4–5
adjacent base pairs to 2–3 adjacent GC pairs to a single GC
base pair (10). In all cases, solvation reduces the size of the
polaron as compared with dry DNA because it stabilizes local-
ized charges. The motion of water and counterions surrounding
DNA rather than intramolecular motions of DNA can also de-
termine the timescale of the activation dynamics for the polaron
hopping transition (10). Water may also react with DNA holes
on guanine bases, and such reactions compete with hole trans-
port (68). Recent neutron diffraction experiments on hydrated

DNA decamer duplexes determined the hydrogen and deuterium
atomic positions of the water molecules that hydrate the DNA
(69). These experiments show that the water network in the
DNA minor groove can form interstrand and intrastrand bridges
that connect different parts of the duplex by hydrogen bonds.
Density functional electronic structure calculations using the hy-
drated duplex structure identified in these experiments, showed
that the structure has three nearly degenerate highest occupied
molecular orbitals, each spatially distributed over the G bases,
and specific water molecules in the minor groove (70). These
results suggest that hydrating water molecules in DNA not only
influences the electronic structure of the polaron hole (10) but
also may mediate hole transfer by acting as a superexchange
bridge (Fig. 4).

Conclusions
A unified view of how water influences biological ET is yet
to emerge. Many qualitative effects are apparent: Water pro-
duces large reorganization energies, and structured water may
produce favorable electron and proton transport pathways. Wa-
ter at protein–protein interfaces can perturb docking energetics
and influence both the coupling mechanisms and ET reaction
coordinate. Structured water chains provoke intriguing ques-
tions regarding electron and ion communication, coupling, and
switching. In nucleic acids, water and DNA counter ions in-
fluence both the structure of “holes” and the kinetics of their
transport.
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Specific receptors on the surface of mammalian cells actively internalize
cell-impermeable ligands by the mechanism of receptor-mediated
endocytosis (RME). This process is critical for the acquisition of nutrients,
signal transduction, development, neurotransmission, and cellular
homeostasis. Binding of ligands to internalizing receptors on the plasma
membrane results in clustering of the complex in clathrin-coated pits or
other dynamic membrane regions. Invagination of these regions yields
intracellular vesicles that fuse to form membrane-sealed endosomes.
Receptors typically dissociate from ligands in these acidic compartments,
which allows the free receptor to cycle back to the cell surface, whereas
ligands are often degraded on delivery to lysosomes, which liberates amino
acids and other nutrients. By mimicking endogenous ligands, certain
protein toxins, viruses, and other pathogens exploit RME to enter the
cytoplasm or reach other intracellular destinations. Similarly, artificial
delivery systems that mimic ligands or receptors can enhance efficiently the
cellular uptake of impermeable molecules, including drugs, proteins, and
nucleic acids. Advances in small-molecule probes, structural biology, and
genetic methods are beginning to illuminate the complex mechanisms of
this process at the molecular level.

The plasma membrane of eukaryotic cells encapsulates the inner
cellular machinery, thereby protecting fragile biologic structures
from potentially toxic or opportunistic extracellular materials.
Only small hydrophobic molecules can penetrate rapidly this
lipid bilayer through passive diffusion. More polar essential
amino acids, sugars, and ions access the cell interior by in-
teracting with membrane proteins that function as selective
pumps or channels. For many other cell-impermeable small
molecules, macromolecules, and particles to access the cell in-
terior, cells must facilitate uptake actively, with regions of the
plasma membrane functioning to capture solutes by invaginat-
ing and pinching off to form intracellular vesicles. This process
is termed endocytosis, which represents multiple related mech-
anisms for the internalization of extracellular molecules (1).
Endocytosis is divided into two primary categories: phagocy-
tosis (cell eating) and pinocytosis (cell drinking). Phagocytosis
enables the uptake of large particles, including intact bacteria
and yeast, through an actin-mediated mechanism that is gen-
erally restricted to specific cell types, such as macrophages,
monocytes, and neutrophils. Pinocytosis, by contrast, occurs in
all nucleated mammalian cells and involves the active invagina-
tion of small regions of cellular plasma membranes to capture
solutes within vesicles of less than 200 nm in diameter. These

vesicles fuse in the cytoplasm to form membrane-sealed com-
partments termed endosomes, and their contents are sorted to
allow trafficking to specific destinations. Pinocytosis can in-
volve the nonspecific uptake of extracellular fluid, as well as
the uptake of specific molecules in the extracellular environ-
ment, mediated by receptors on the plasma membrane. Some
mechanisms of endocytosis operate rapidly and continuously.
In cultured fibroblasts, under physiologic conditions, membrane
equivalent to the entire cell surface is perpetually internalized
with a half-life of 15 to 30 minutes (2). Most pinocytic path-
ways involve specific interactions of receptors with ligands. In
receptor-mediated endocytosis (RME), internalizing receptors
on the cell surface bind cell-impermeable ligands to concentrate
ligands in the cell. This mechanism is thousands of times more
efficient than nonspecific pinocytosis for the cellular acquisi-
tion of nutrients and other impermeable molecules. The recep-
tors involved in RME comprise a structurally diverse group of
biomolecules that project ligand-binding motifs into the extra-
cellular environment. Cell-impermeable small molecules, lipids,
peptides, proteins, nucleic acids, and carbohydrates are inter-
nalized by RME, which enables the consumption of nutrients,
elimination of pathogens, and termination of signals initiated by
extracellular stimuli. RME followed by subsequent exocytosis
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of the ligand from one side of the cell to another is termed
transcytosis , and this mechanism allows the delivery of nutri-
ents across membrane barriers, such as the blood–brain barrier
(3). By exploiting RME, certain viruses, protein toxins, and
other pathogens invade cells and cause disease (4). However,
to our benefit, drug and other delivery systems that mimic prop-
erties of ligands or receptors can be used to access these natural
pathways across biologic membranes (5–8).

Internalizing Cell-Surface
Receptors and Their Ligands

Cell-surface receptors involved in RME range from macro-
molecular proteins, which span the plasma membrane, to small
glycolipids, which are anchored only to the plasma membrane
outer leaflet. Structural representations of several receptors and
ligands involved in this process are shown in Fig. 1. X-ray crys-
tal structures of the extracellular domains of the low density
lipoprotein (LDL) receptor (9), the transferrin receptor (TFR)
(10), the human growth hormone receptor (11), the bovine
rhodopsin (12), and the FcγRIIIB (CD16) (13) are shown as part
of a composite image that illustrates the nature of attachment
of the receptor to the plasma membrane. The small glycolipid
receptor ganglioside GM1 is shown to the right, rendered as a
molecular model (14). Structures of cognate ligands are posi-
tioned above or as a complex with receptor extracellular frag-
ments. These ligands include the structure of LDL determined
by cryoelectron microscopy (shown reduced in scale compared
with the receptor) (15), transferrin, human growth hormone,
the Fc fragment of human IgG, and cholera toxin (16). Brief
descriptions of these and related receptors and ligands are pro-
vided in the following sections. Other representative examples
of receptors and ligands involved in RME are listed in Table 1.

The LDL receptor: a macromolecular
membrane-spanning protein critical
for cellular uptake of cholesterol

Uptake of cholesterol-laden LDL particles by the LDL recep-
tor (LDLR, Fig. 1) is one of the best-characterized examples
of RME (9, 17–18–19). The mature LDL receptor is a sin-
gle pass transmembrane glycoprotein of 839 amino acids
(∼115 KDa, Fig. 1). LDL ligands are characterized as parti-
cles of ∼22 nm in diameter (∼2500 KDa) that comprise a core
of ∼1500 molecules of cholesterol esters, esterified primarily by
linoleic acid, encapsulated by a monolayer of free cholesterol,
phospholipids, triglycerides, and a single large protein termed
apolipoprotein B-100 (apo-B, ∼550 KDa). By recognizing the
protein component of LDL, the LDLR enables cells in all tis-
sues of vertebrate animals to internalize exogenous cholesterol,
which is a key building block required for the biosynthesis of
steroid hormones, bile acids, and cellular membranes. By in-
teracting with the protein clathrin, which forms coated pits on
the cytosolic face of the plasma membrane, the LDLR con-
stitutively delivers LDL into endosomes, followed by cycling
of the receptor back to the cell surface. Inherited mutations in

the LDLR that disrupt endocytosis, and thereby increase serum
LDL, have been shown to accelerate atherosclerosis in patients
with familial hypercholesterolemia (17). Rapidly proliferating
cells have a particularly high demand for cholesterol because
mammalian plasma membranes are composed of one-third pro-
tein and two-thirds lipid plus ∼30% of the cellular plasma
membrane lipids are cholesterol (20). For this reason, the LDL
receptor is often overexpressed on cancer cells, and LDL re-
ceptors provide a target for the selective delivery of anticancer
and tumor imaging agents (21, 22). The LDLR is also a portal
exploited by Hepatitis C virus and other Flaviviridae viruses to
penetrate into cells (23).

The transferrin receptor:
a homodimeric transmembrane protein
that enables cellular uptake of iron

Iron is an essential nutrient that functions as an enzyme cofactor
in redox reactions and plays a structural role through ligand co-
ordination. Under physiologic conditions, iron can be converted
readily between the ferrous (Fe2+) and the ferric (Fe3+) oxida-
tion states. However, ferrous iron is dangerous to living cells
because it can generate hydroxyl radicals that oxidatively dam-
age proteins, nucleic acids, and lipids. Additionally, iron in the
ferric (Fe3+) oxidation state forms a highly insoluble hydroxide
complex that is not readily available to cells. In vertebrate an-
imals, ferric iron is transported in serum bound to the protein
transferrin (TF), which is a bilobed glycoprotein of 80 KDa in
humans (Fig. 1) (10). This protein binds Fe3+ using a synergis-
tic anion, typically carbonate, two Tyr, one His, and one Asp
residue. Cellular uptake of TF is mediated by the transferrin
receptor (TFR, Fig. 1), which is a homodimeric transmembrane
protein of 85 KDa in humans that binds two diferric transferrin
ligands. Internalization of TF by RME results in the release of
Fe3+ in acidic endosomal compartments. However, the apo-TF
remains bound to TFR, the receptor–ligand complex cycles back
to the plasma membrane, and apo-TF is released from the TFR
at neutral pH. Ferric iron is reduced to the ferrous state within
endosomes, and the iron transporter DMT1 delivers the Fe2+

ion into the cytoplasm. Like the LDLR, the TFR is upregulated
on certain cancer cell lines, and drugs conjugated to transfer-
rin have been used as targeted delivery systems (5). In mice,
the mouse mammary tumor virus exploits the TFR to enter
cells (24).

Receptors for Growth Factors
and Hormones

Human growth hormone (GH1, Fig. 1), epidermal growth fac-
tor (EGF), insulin (INS), platelet-derived growth factor (PDGF),
and many cytokines bind receptors that activate intracellular ty-
rosine kinase activity. The major isoform of GH1 is a protein
of 191 amino acids (22 KDa) that functions in part to stimulate
the growth of bone and internal organs in children. As shown
in Fig. 1, the human growth hormone receptor (GHR), which is
a member of the cytokine-hematopoietin receptor superfamily,
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Figure 1 Representative structures of receptors and ligands involved in receptor-mediated endocytosis. The gray bar at the bottom of the figure
represents the cellular plasma membrane. From left to right, X-ray crystal structures of the extracellular domains of the human LDL receptor, the human
transferrin receptor, the human growth hormone receptor, bovine rhodopsin, and FcγRIIIB are shown illustrating the nature of attachment to the plasma
membrane. A molecular model of the glycolipid ganglioside GM1 is on the far right. A structure of LDL determined by electron cryomicroscopy (27 Å
resolution) is shown on the upper left (not drawn to scale; image courtesy of Dr. Wah Chiu, Baylor College of Medicine). Other ligands shown from left to
right include receptor-bound transferrin, receptor-bound human growth hormone, receptor-bound Fc region of human IgG, and the B-subunit of cholera
toxin.

comprises a transmembrane glycoprotein of 620 amino acids
(130 KDa) (25). Binding of GH1 results in dimerization and
conformational changes in the GHR that initiate cellular sig-
naling via recruitment and activation of tyrosine kinases. The
GHR is internalized constitutively via clathrin-coated pits, and
both this receptor and its ligand are degraded by proteolysis in
lysosomes, which provides a mechanism to terminate the extra-
cellular signal. The receptors for EGF and insulin are receptor
tyrosine kinases (RTKs) that become internalized only upon
binding of ligands. The EGFR family of RTKs includes EGFR
(HER1, erbB-1), HER2 (erbB-2), HER3 (erbB-3), and HER4
(erbB-4). Upregulation of expression or the production of acti-
vating mutants of this family is known to cause several cancers
(26). By binding its extracellular domain, the FDA-approved
monoclonal antibody drug Herceptin downmodulates HER2,
thereby inhibiting the proliferation of the subset of breast can-
cers that overexpress this receptor.

G-protein-coupled receptors

G-protein-coupled receptors (GPCRs), also known as seven
transmembrane receptors (7TMs), are the largest known super-
family of proteins. They are involved in all types of responses
to stimuli, from intercellular communication to the senses of
vision, taste, and smell. They respond to diverse ligands rang-
ing from photons (e.g., rhodopsin, Fig. 1) to small molecules
(e.g., binding of epinephrine to the β2-adrenergic receptor) and

proteins (e.g., chemokine receptors). Binding of ligands to the
extracellular or transmembrane domains of these proteins causes
conformational changes that relay a signal to intracellular G pro-
teins that trigger additional cellular responses. Many GPCRs
undergo RME by binding to intracellular arrestin proteins that
associate with clathrin. The importance of GPCRs in normal
biologic processes and disease has made this family of proteins
the target of up to 50% of all modern drugs.

Receptors anchored to the plasma
membrane by lipids:
Glycosylphosphatidylinositol
(GPI)-anchored proteins and glycolipids

Some cell-surface receptors are attached to the plasma mem-
brane by lipids that penetrate only into the outer leaflet of
the bilayer. Posttranslational modification of proteins with
GPI-lipids allows proteins such as folate receptor-2 (FOLR2)
to attach to the cell surface and promote RME of the vitamin
5-methyltetrahydrofolate. Folate receptors are upregulated in
certain cancers, and folate derivatives have been linked to drugs
and molecular probes to treat and image certain tumors. The re-
lated GPI-linked receptor FcγRIIIB (CD16, 26.2 KDa, Fig. 1)
is involved in the immune response. This receptor binds the in-
variant Fc region of immunoglobulin-G to promote RME of this
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Table 1

Receptor Ligand Classification

Asialoglycoprotein receptors (ASGR1) Asialoglycoproteins TM
β1-Adrenergic receptor (ADRB1) Epinephrine 7TM
CD16b (FCGR3B) IgG GPI
CD89 (FCAR) Polymeric IgA TM
Coxsackievirus & adenovirus receptor (CXADR) Coxsackievirus / adenovirus TM
EGF receptor (EGFR) Epidermal growth factor (EGF) TM
Folate receptor 2 (FOLR2) 5-Methyltetrahydrofolate GPI
Ganglioside GM1 Cholera toxin / SV40 Lipid
Globoside GB3 Shiga toxin Lipid
Glucacon receptor (GCGR) Glucagon (GCG) 7TM
Growth hormone receptor (GHR) Growth hormone (GH1) TM
Heparin-binding EGF-like growth factor (HBEGF) Diptheria toxin TM
IgE Fc receptor (FCER1A) IgE TM
Insulin receptor (INSR) Insulin (INS) TM
Interferon alpha receptor (IFNAR1) Interferon alpha (IFNA2) TM
Low density lipoprotein receptor (LDLR) LDL, Flaviviridae viruses TM
Neonatal Fc receptor (FCGRT) Maternal IgG TM
Opioid receptor (OPRD1) Enkephalins 7TM
PDGF receptor alpha (PDGFRA) Platelet derived growth factor (PDGFB) TM
Prolactin receptor (PRLR) Prolactin (PRL) TM
Terminal galactose Ricin Variable
Terminal sialic acid Influenza virus Variable
Thyroid stimulating hormone receptor (TSHR) Thyroid stimulating hormone (TSHB) 7TM
Transferrin receptor (TFRC) Transferrin (TF) TM
Tyrosine kinase receptor A (NTRK1) Nerve growth factor (NGFB) TM

Examples of receptors and ligands involved in RME. Specific gene symbols of representative human receptor and ligand proteins are listed in
parentheses. TM: transmembrane protein; GPI: glycosylphosphatidylinositol anchored protein; 7TM: Seven-transmembrane protein.

ligand. Much smaller glycolipids also participate in RME. Gan-

glioside GM1 (Fig. 1), a 1.6 KDa glycolipid, enables the protein

cholera toxin (16) and the nonenveloped virus SV40 to pene-

trate into cells upon binding to its pentasaccharide headgroup

(27).

Because of the lack of a direct connection to clathrin via

a cytoplasmic region, the endocytosis of GPI-linked proteins

and other lipid-linked receptors is slower than the uptake of

most transmembrane proteins. Instead of clathrin-mediated en-

docytosis, the internalization of many lipid-linked receptors has

been proposed to involve distinct membrane subdomains termed

lipid rafts (28). These domains are enriched in cholesterol and

sphingolipids and in some cell types include flask-shaped in-

vaginations termed caveolae (29, 30). Many proteins covalently

or noncovalently associated with cholesterol, sphingolipids, or

saturated lipids are thought to associate with lipid rafts that

segregate and concentrate membrane proteins, regulate signal

transduction pathways (31), and control the endocytosis of spe-

cific receptors (32). Protein toxins and viruses often exploit

receptor-mediated endocytosis involving lipid rafts or clathrin

to penetrate into the cell interior (4).

Receptor-Mediated Endocytosis
Visualized by Confocal Laser
Scanning Microscopy

Microscopy has been used extensively to investigate mecha-
nisms of RME. Electron microscopy was instrumental in the
identification of clathrin-coated pits, endosomes, and other cel-
lular features involved in this process (33). More recently,
confocal laser scanning microscopy of living cells has been
employed to investigate the uptake of fluorescent ligands, the
influence of molecular probes, and the localization of fluo-
rescent receptors and other proteins during endocytosis. An
example of RME as imaged by confocal microscopy is shown
in Fig. 2. In this figure, Jurkat lymphocyes, a human helper-T
cell line, was treated with a mixture of transferrin conjugated to
the bright green fluorophore AlexaFluor-488 and cholera toxin
B-subunit conjugated to the red fluorophore AlexaFluor-594.
After treatment for 5 minutes, transferrin is internalized by its
receptor substantially more rapidly than cholera toxin, which
remains partially localized at the cellular plasma membrane.
Uptake of these proteins results in delivery in part into dis-
tinct early endosomal compartments, which is consistent with
significant differences in the mechanisms of endocytic uptake.
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(a) Five minutes after addition of
fluorescent ligands

(b) One hour after addition of
fluorescent ligands

Figure 2 Confocal laser scanning (left panels) and differential interference contrast (DIC, right panels) micrographs of Jurkat lymphocytes treated with
green fluorescent transferrin (610 nM) and red fluorescent cholera toxin B-subunit (160 nM). Cells in panel A were treated for 5 minutes, and cells in panel
B were treated for 1 hour with the fluorescent protein conjugates at 37◦ C. The green fluorescence of the transferrin-AlexaFluor488 conjugate is shown in
the upper left. The red fluorescence of cholera toxin-AlexaFluor 594 conjugate is shown in the lower left. Colocalization is shown in yellow and overlaid on
the DIC image in the lower right. Scale bar = 10 µm. Micrographs courtesy of Ms. Sutang Cai, Penn State University.

After 1 hour of treatment, fluorescent transferrin can be local-
ized in early endosomes and the endosomal-recycling compart-
ment, whereas the cholera toxin B-subunit distinctly traffics to
the trans-golgi network of living cells. In cells treated with
holo-cholera toxin comprising the B-subunit and the catalytic
A-subunit, the toxin would traffic further to the endoplasmic
reticulum, which would enable the release of the toxic A-subunit
into the cytoplasm.

Mechanisms of Receptor-Mediated
Endocytosis

Cell-surface receptors are involved in both phagocytosis and
pinocytosis. At least four distinct mechanisms of pinocytosis
have been characterized: macropinocytosis, clathrin-mediated
endocytosis, raft/caveolae-mediated endocytosis, and clathrin-
and caveolae-independent endocytosis (1). Selected receptor-
mediated aspects of these mechanisms are outlined below.

Phagocytosis

Phagocytosis is an actin-mediated mechanism of RME predom-
inantly employed by specialized cells such as macrophages,
neutrophils, and monocytes (34). This process allows these cells
to clear large pathogens, such as bacteria and yeast, or debris,
such as the remnants of dead cells, or deposits of cholesterol and
other lipids in arteries. Binding of specific cell-surface receptors
to their ligands triggers phagocytosis. For example, Fc recep-
tors on macrophages bind the Fc region of antibodies that coat
surface antigens on pathogens or particles. These recognition
events activate signaling cascades involving Rho-family GT-
Pases that trigger the assembly of the cytoskeletal protein actin
and promote the extension of membrane segments that engulf
the antibody-coated target. Dynamin, a large GTPase involved

in the scission of vesicles from membranes, seems to be critical
for phagocytosis (35). Ligands of receptors that trigger phago-
cytosis include phosphatidylserine exposed on apoptotic cells
resulting from inflammation, tissue damage, or development.
Other ligands include lipopolysaccaride, mannose residues, fu-
cose residues, complement proteins, and fibronectin.

Macropinocytosis

Macropinocytosis is another actin-mediated uptake mechanism
that can be induced transiently in most mammalian cells. Bind-
ing of growth factors, such as platelet-derived growth fac-
tor (PDGF) and other signals to receptors, activates signaling
cascades involving Rho-family GTPases, which triggers the
actin-driven formation of membrane protrusions. The formation
and collapse of these plasma membrane ruffles generates large
endocytic vesicles, termed macropinosomes, with diameters of
0.5 to 2.5 µm. Constitutive macropinocytosis by dendritic cells
allows the efficient capture of exogenous antigens; presentation
on the cell surface bound to MHC molecules provides a mech-
anism for stimulation of immune responses (36). Macropinocy-
tosis also may be involved in the downregulation of activated
signaling molecules.

Clathrin-mediated endocytosis

Clathrin-mediated endocytosis (CME) is responsible for the up-
take of about 50% of all ligands internalized by cell-surface
receptors. This process is critical for the continuous uptake of
nutrients, intercellular communication during development, and
regulation of signal transduction throughout life. CME modu-
lates cellular signaling by controlling the levels of cell-surface
receptors and downregulating activated signaling receptors.
CME affects cell and serum homeostasis by controlling the
internalization of membrane pumps involved in the transport
of ions and small molecules across the plasma membrane. In
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Figure 3 Pathways of endocytic trafficking of receptors and ligands. The model illustrates uptake of LDL mediated by the LDLR, diferric transferrin
(TF-Fe3+) internalized by the transferrin receptor (TFR), and entry of cholera toxin (CTX) and simian virus-40 (SV40) after binding to ganglioside GM1.
Related trafficking of glycosylphosphatidylinositol-anchored proteins (GPI-AP) is also shown. The LDLR and TFR concentrate in clathrin-coated pits and
initially deliver ligands into endocytic vesicles that fuse with sorting endosomes. The acidic environment of sorting endosomes dissociates most
receptor–ligand complexes, and membrane proteins typically exit these compartments rapidly and return directly to the plasma membrane or are shuttled
to the endocytic recycling compartment (ERC or recycling endosome). LDLRs and TFRs are recycled from the ERC back to the cell surface. LDL is sorted to
late endosomes and lysosomes, where it is degraded and releases cholesterol and amino acids into the cell. TF-Fe3+ releases iron in the acidic sorting
endosome, but under acidic conditions, iron-free TF remains bound to the TFR. Upon return to the cell surface, at neutral pH, iron-free TF dissociates from
the receptor. Binding of CTX and SV40 to GM1 primarily results in endocytic uptake via uncoated pits and caveolae, respectively. Internalized GPI-APs,
CTX, and SV40 traffic through either the GPI-anchored protein-enriched early endosomal compartment (GEEC) or a related compartment termed the
caveosome. SV40 moves from the caveosome directly into the endoplasmic reticulum (ER). In contrast, CTX exits the GEEC and passes through the
trans-golgi network to the ER. From the ER, CTX and SV40 penetrate into the cytosol, resulting in toxicity or infection, respectively. The t1/2values shown
are approximate and are cell-type dependent.

neurons, CME promotes the uptake of voltage-gated ion chan-
nels, which affects the strength of synaptic transmission, and it
is involved in the recycling of membrane proteins of synaptic
vesicles after neurotransmission.

The protein clathrin comprises 190-KDa and 25-KDa sub-
units that form a basket-like structure on the cytoplasmic face
of the plasma membrane. These subunits assemble as complexes
with adaptor proteins into highly ordered polygonal arrays that
define pits on the cell surface. When clathrin-coated pits invagi-
nate and pinch off, they form clathrin-coated vesicles (CCVs)
with a diameter of ∼120 nm. Assembly of a CCV in cultured
cells takes ∼1 minute, and hundreds to a thousand or more
can form every minute. Clathrin-mediated endocytosis is the
best-characterized mechanism of ligand uptake, and interac-
tions of clathrin with receptors such as LDLR and TFR result
in clustering of receptor–ligand complexes in clathrin-coated
pits (Fig. 3). The LDLR and TFR interact with clathrin via
adapter proteins such as the autosomal recessive hypercholes-
terolemia (ARH) protein and AP-2, respectively, but the LDLR
also interacts directly with clathrin (37). GPCRs are linked to

clathrin via an adapter-like protein, β-arrestin, which interacts
with AP-2. Specific peptide sequences bind adapter proteins and
couple receptors to the clathrin-controlled endocytic machin-
ery. The best-defined coated pit internalization signals are the
tyrosine-based FxNPxY (F = phenylalanine, x = any amino
acid, N = asparagine, P = proline, and Y = tyrosine) motif
found in the LDLR, the Yx�ø (Y = tyrosine, x = any amino
acid, � = a bulky hydrophilic amino acid, and ø = a hydropho-
bic amino acid) motif of the TFR, and a dileucine motif of the
insulin and β2-adrenergic receptors (1). Internalization of LDL
and transferrin is a constitutive and rapid clathrin-mediated pro-
cess. However, binding of other ligands, such as EGF to EGFR
or epinephrine to the β2-adrenergic receptor, induces internaliza-
tion via clathrin (32). Expression of dominant negative mutants
of dynamin, the AP-2 binding partner Eps15, and its binding
partner epsin have been used to inhibit CME and to identify
mechanisms controlling receptor-mediated endocytosis.

Receptor–ligand complexes clustered in clathrin-coated pits
are internalized when the plasma membrane invaginates, GTP-
driven conformational changes of dynamin trigger membrane
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scission by forming a helix around the neck of a nascent vesi-
cle (35), and the endocytic vesicle undocks from the membrane.
The pH of these internalized vesicles drops as a consequence
of the activation of proton pumps, which occurs in conjunction
with the opening of chloride channels. Fusion of these vesicles
in the cytoplasm yields larger acidic (pH ∼ 6) sorting endo-
somes, relatively short-lived compartments that accept incoming
material for only about 5 to 10 minutes (2). The decrease in
pH and the intrinsic tubular-vesicular geometry of sorting en-
dosomes, defined by a high membrane surface area and low
solute volume, facilitates the dissociation of the LDL recep-
tor from LDL in these compartments. In contrast, the protein
component of TF remains associated with the TFR in endo-
somes, but the TF releases its bound ferric iron under these
conditions. Both the free LDLR and the iron-free TF–TFR sub-
sequently traffic to the endocytic recycling compartment (ERC),
a long-lived organelle, before cycling back to the cell surface. In
this way, the LDL receptor can be reused up to several hundred
times during its ∼20-hour lifespan. Upon return of the TFR to
the plasma membrane and exposure to neutral pH, the iron-free
TF protein dissociates from the receptor, which enables another
round of uptake of iron-loaded ligand. Sorting endosomes that
contain free LDL mature to form more acidic late endosomes
(pH ∼ 5.5), and these compartments subsequently fuse with
lysosomes, more acidic organelles (pH ∼ 5) that contain hy-
drolytic enzymes. Hydrolysis of cholesteryl esters, protein, and
other components of LDL in lysosomes liberates these nutrients
for use by the cell (18, 38). For some receptors, such as the
EGFR and GPCRs, ubiquitination of receptor lysine residues is
a signal for targeting to lysosomes, which provides a mechanism
for receptor downregulation by endocytosis.

Receptor-mediated endocytosis via
caveolae and other mechanisms

Lipid raft microdomains of mammalian plasma membranes are
thought to regulate the endocytosis of specific ligands (32,
39). These domains are envisaged to comprise islands of or-
dered cholesterol, sphingolipids, and saturated lipids that move
within the plane of disordered unsaturated lipids. The forma-
tion of lipid rafts depends on the availability of cholesterol
in the membrane, and agents that sequester cholesterol, such
as β-cyclodextrins, can selectively disrupt these microdomains.
Dominant negative mutants of dynamin also block endocy-
tosis via this mechanism. GPI-anchored receptors, such as
FcγRIIIB and folate receptors, and glycolipids, such as gan-
glioside GM1, are thought to reside in lipid rafts and become
internalized at least partially by caveolae-mediated and clathrin-
independent/caveolin-independent endocytic pathways.

Caveolae represent a subset of lipid rafts found on specific
cell types, including adipocytes, endothelia, and muscle cells.
These lipid rafts can be observed by electron microscopy as
distinctive flask-shaped pits of ∼60 nm in diameter and include
proteins of the caveolin family on the cytoplasmic face of
the pit. Lymphocytes and many neuronal cells do not express
caveolins and lack these morphological membrane features.
Although caveolae are considered relatively static structures on
the cell surface, they can become internalized on binding of

ligands to receptors that associate with these raft subdomains.
After activation, caveolae are internalized with relatively slow
kinetics (half-life > 20 min) compared with CME (1).

In cells bearing caveolae, binding of simian virus-40 (SV40)
to ganglioside GM1 in these subdomains triggers internaliza-
tion into compartments termed caveosomes. This DNA virus
subsequently undergoes trafficking to the endoplasmic reticu-
lum, which is a destination that allows escape into the cytoplasm
through an unknown mechanism, before the virus enters the nu-
cleus. In cell lines lacking caveolae, other lipid raft domains are
thought to promote delivery into distinct compartments termed
GPI-anchored protein early endosomal compartments (GEECs)
(37). For example, binding of cholera toxin to ganglioside GM1
results, at least in part, in uptake through uncoated pits and in
trafficking to the GEEC through the trans-golgi network even-
tually to the ER, where a catalytically active fragment can
escape into the cytosol and exert toxic effects. Cholera toxin,
however, is not a specific marker for raft-mediated endocyto-
sis; this protein is known to be internalized by three distinct
mechanisms: clathrin coated pits, caveolae, and a clathrin- and
caveolin-independent pathway (40). The mechanism that cou-
ples recognition of the glycolipid on the outer leaflet of the
membrane to the clathrin machinery on the inner leaflet is un-
known. The relationship between lipid rafts and clathrin is also
not yet well defined. For example, the EGFR is internalized
through a mechanism that seems to simultaneously involve both
lipid rafts and clathrin (41). Mechanisms of endocytosis that are
independent of both clathrin and caveolin are not well under-
stood.

Molecular and Cellular Probes
of Receptor-Mediated Endocytosis

Small molecules, proteins, and genetic constructs that activate,
block, or label specific endocytic components or pathways
represent key tools for studies of RME. Representative examples
of probes of RME and related cellular processes are provided
in Table 2. An overview of these approaches is provided in the
following subsections.

Small-molecule regulators
of phagocytosis and macropinocytosis

Many compounds that perturb the cellular cytoskeleton affect
phagocytosis and macropinocytosis. Binding to actin filaments
by the natural product cytochalasin D blocks both of these up-
take mechanisms. Disruption of microtubules by the antimitotic
agents colchicine and nocodazole inhibits macropinocytosis and
affects some mechanisms of phagocytosis. The diuretic drug
amiloride, which is an inhibitor of Na+/H+ antiporters, selec-
tively blocks macropinocytosis. By activating protein kinase C,
phorbol esters represent a class of small molecules that promote
macropinocytosis.
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Table 2

Molecular probe or inhibitor Target or mechanism

Acetic acid Acidifies the cytoplasm and freezes clathrin networks
Amantadine Blocks budding of clathrin-coated vesicles
Amiloride Inhibits macropinocytosis
Bafilomycin A1 Inhibits v-ATPases; raises endosomal pH
BODIPY TR ceramide Fluorescent marker of the golgi complex
Brefeldin A Inhibitor of protein transport in the golgi complex
Chloroquine Weak base; raises endosomal pH; disrupts endosomes
Chlorpromazine Inhibits clathrin lattice formation
CID of clathrin fusion protein Disrupts clathrin lattices
Colchicine Inhibits microtubule polymerization and macropinocytosis
Cytochalasin D Disrupts actin and inhibits phagocytosis / macropinocytosis
Dominant negative proteins Targeted inhibition of clathrin, AP2, Eps15, dynamin, others
Dynasore Small molecule inhibitor of dynamin
ER tracker Blue-White Fluorescent marker of the endoplasmic reticulum
Filipin Sequesters cholesterol and disrupts lipid rafts
Fluorescent cholera toxin Marker for lipid rafts and raft-mediated endocytosis
Fluorescent dextran conjugates Marker for fluid phase endocytosis
Fluorescent DiI-LDL Marker for late endosomes and lysosomes
Fluorescent fusion proteins (GFP) Markers for clathrin, caveolin, other proteins, and organelles
Fluorescent / neutralizing IgG Immunofluorescence labeling; microinjection of inhibitory IgG
Fluorescent transferrin Marker for early endosomes / endocytic recycling complex
Hypertonic sucrose Conditions that disrupt clathrin coated pits
Ikarugamycin Inhibitor of clathrin-mediated endocytosis
Intracellular potassium depletion Conditions that disrupt clathrin coated pits
Latrunculin A Disrupts actin polymerization and phagocytosis
Lucifer yellow Fluorescent marker for fluid phase endocytosis
Lysotracker and lysosensor Fluorescent markers for lysosomes
Media temperature ≤ 10 ◦ Metabolic inhibitor
Methylamine Weak base; raises endosomal pH
Methyl-β-cyclodextrin Sequesters cholesterol and disrupts lipid rafts
Monensin Ionophore; raises endosomal pH; blocks recycling
Monodansylcadaverine Inhibitor of transglutaminase
Nocodazole Depolymerizes microtubules
Nystatin Sequesters cholesterol and disrupts lipid rafts
Phorbol esters Blocks receptor recycling; promotes macropinocytosis
Primaquine Weak base; raises endosomal pH
Phenylarsine oxide Metabolic inhibitor
RNAi Targeted inhibition of clathrin, AP2, epsin, others
Sodium azide Metabolic inhibitor
Wortmannin Inhibitor of PI3 kinases

Examples of small molecules, altered cell culture conditions, proteins, and genetic constructs used to probe RME. CID: chemical inducer of
dimerization.

Small molecules and modified cell
culture conditions that block CME

Clathrin-mediated endocytosis can be blocked by several phar-
macologic inhibitors, including the antipsychotic drug chlorpro-
mazine (Thorazine), the natural product ikarugamycin, and the
antiviral drug amantadine. The metabolic poisons phenylarsine
oxide and sodium azide also block CME but additionally in-
hibit protein synthesis. Culture of cells under conditions that
deplete potassium or calcium, treatment of cells with hyper-
tonic sucrose, or acidification of the cytoplasm by addition of

acetic acid to media, have also been used to block this mecha-
nism of cellular uptake. However, many of these treatments tend
to be relatively nonspecific and inhibit multiple cellular uptake
processes. To block selectively dynamin-dependent endocytic
mechanisms, a small molecule termed dynasore has been iden-
tified as a specific inhibitor of dynamin (42). Another strategy
for inhibiting CME with high specificity uses a chemical in-
ducer of dimerization (CID) combined with a genetic approach
to promote aberrant oligomerization of clathrin in cells trans-
fected with a clathrin fusion protein. This system can rapidly
and reversibly inhibit 70% of the endocytosis of TFR (43).
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Inhibitors of raft/caveolin-mediated
endocytosis

Lipid raft domains of plasma membranes are enriched in choles-
terol and sphingolipids. As a consequence, compounds that ex-
tract or sequester cholesterol, such as β-cyclodextrins, nystatin,
and filipin, can block selectively endocytosis of cholera toxin,
GPI-linked proteins, and other receptors that associate with lipid
rafts and caveolae. However, cholesterol is also critical for
CME, secretion of proteins, and the actin network. Therefore,
conditions designed to affect selectively raft-mediated endocyto-
sis by perturbing cholesterol levels must be carefully controlled
to avoid disrupting other mechanisms of endocytosis (40).

Small-molecule probes of other
endocytic trafficking pathways

Phosphatidyl-inositol-3-OH kinase (PI(3)kinase) plays an im-
portant role in the fusion of endosomes. Phosphatidyl-inositol-3-
phosphate (PI(3)P), a product of this enzyme, is enriched in
early endosomes, and blocking PI(3)kinase activity with the
small molecule wortmannin prevents endosome fusion. This
fungal natural product has been shown to inhibit the endocytosis
of transferrin, horseradish peroxidase, and albumin (44, 45).

Fluorescent probes of endocytosis

Fluorescent small molecules and proteins represent powerful
tools for labeling ligands, receptors, and other targets involved
in endocytosis. By conjugating ligands of receptors to flu-
orophores, the uptake of these molecules can be analyzed
by fluorescence microscopy, flow cytometry, and other meth-
ods. Small-molecule fluorophores have been installed through
site-specific protein labeling on modified cell-surface receptors,
such as TFR (46), NK1 (47), and EGFR (48), which are ex-
pressed in transfected cell lines. Studies of trafficking of the
TF/TFR complex that combine site-specific protein labeling
with analysis by fluorescence resonance energy transfer (FRET)
have demonstrated that this method is a powerful tool for study-
ing endocytosis and exocytosis (46).

Green fluorescent protein (GFP) and related fluorescent pro-
teins can be used to label practically any protein or subcellular
compartment of living cells (49). Transfection of cells with
plasmids that encode appropriately targeted fluorescent fusion
proteins has been used to define the plasma membrane, early
endosomes, late endosomes, caveolae, the golgi complex, the
ER, and other subcellular locations. Several fluorescent small
molecules are also available for labeling specific cellular or-
ganelles, including endosomes and lysosomes, for analysis by
fluorescence microscopy.

Antibody probes and regulators
of endocytosis

Immunofluorescence techniques are often used to identify spe-
cific cellular targets, including proteins, involved in endocytosis.
However, because antibody reagents are not cell permeable,
cells typically must be fixed or microinjected to allow binding

to intracellular proteins. For example, microinjection of anti-
bodies against clathrin (50) and dynamin (51) has been used
to block CME. However, because of their cell impermeabil-
ity, antibody reagents are limited in studies of dynamic cellular
processes (52).

Genetic approaches for targeting specific
components of endocytic pathways

Genetic methods, such as the expression of dominant negative
proteins and RNA interference (RNAi), represent some of the
most highly specific approaches for studies of endocytosis.
Dominant negative mutants of clathrin, dynamin, Eps15, and
other components of the endocytic machinery have been used
widely to probe endocytic pathways. More recently RNAi has
emerged as an important new tool for downregulating specific
targets, including clathrin, AP-2, and epsin (53). Although these
genetic methods have the potential to inactivate proteins in cells
with a high degree of specificity, they also have associated
limitations. For example, RNAi against clathrin heavy chain
and AP-2 can suffer from cross-reactivity with other endocytic
pathways (54). Another disadvantage of RNAi is that it can
require several days to eliminate the targeted protein, which
allows the activation of alternative compensatory mechanisms.
The identification of temperature-sensitive alleles that result
in inactivation of a specific protein at a defined temperature
can also provide powerful tools for studies of dynamic cellular
processes such as RME. However, these systems can be difficult
to implement in mammalian cells.

Synthetic Mimics of Ligands
and Receptors

Mimics of ligands and receptors have been used to pro-
mote the endocytic uptake of drugs, proteins, DNA, and other
cell-impermeable molecules. Ligands linked to cargo of interest
can often access efficiently the cell interior via binding to in-
ternalizing cell-surface receptors. Modified natural cell-surface
receptors and small synthetic mimics of receptors have been
shown to promote the uptake of specific ligands via RME.
Examples of mimics of ligands and receptors are shown in
Fig. 4.

Cellular uptake of cargo conjugated
to ligands of internalizing receptors

Numerous ligands of cell-surface receptors have been linked
to cell-impermeable macromolecules, drugs, and other cargo
for delivery into mammalian cells. Macromolecular ligands
modified in this way include transferrin (5), LDL (22), growth
factors, and antibodies that bind the extracellular domains of
cell-surface receptors. An example of an FDA-approved drug
that functions in this way is mylotarg, which is a monoclonal
antibody drug that comprises the anticancer agent calicheamicin
linked to a humanized antibody that binds the CD33 antigen
on myeloid leukemia cells (55). Binding of mylotarg to CD33
results in endocytosis of the antibody drug conjugate, release
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Figure 4 Examples of mimics of ligands and receptors used to deliver cargo into cells. (a,b) Ligands such as folate can be linked to macromolecules (e.g.,
nucleic acids and proteins) and small molecules (e.g., drugs, radiochemicals, and fluorophores) to promote cellular uptake. (c) Peptides and small
molecules linked to N-alkyl derivatives of 3β-cholesterylamine or 3β-dihydrocholesterylamine mimic cell-surface receptors by cycling rapidly between the
plasma membrane and the intracellular endosomes. The synthetic Fc receptor shown in (c) enables treated mammalian cells to internalize human IgG.

of calicheamicin in endosomes, escape of the drug into the cell
nucleus, and antiproliferative effects against targeted cells.

The vitamins folate (vitamin B9) (56, 57) and cobalmin (vita-
min B12) (58) have been investigated as vehicles for delivery of
impermeable molecules into cells. By binding with high affinity
(Kd ∼ 10−10 M) to folate receptors, folate-linked drugs, radio-
pharmaceuticals, nucleic acids, and nanoparticles can become
internalized by RME. Similarly, transcobalamin receptors bind
and promote the endocytosis of cobalamin and cobalamin conju-
gates complexed to soluble transcobalamin (59). This approach
has been used to target selectively tumor cells that overexpress
these receptors.

Artificial cell-surface receptors

Synthetic mimics of cell-surface receptors have been con-
structed using plasma membrane anchors derived from N -alkyl-
3β-cholesterylamine and related compounds (14). Synthetic re-
ceptors comprising protein and other binding motifs linked
to this membrane anchor become incorporated rapidly into
plasma membranes of mammalian cells. By constitutively cy-
cling between the plasma membrane and the endosomes, cells
treated with these compounds gain the capacity to endocytose
cell-impermeable ligands. For example, the synthetic Fc recep-
tor shown in Fig. 4 enables human cells that lack Fc receptors

to internalize human IgG (60). This strategy, termed synthetic
receptor targeting, seems to mimic the initial steps of uptake
of cholera toxin mediated by ganglioside GM1. This approach
may have applications as a method for drug delivery (61).

A related strategy, termed cellular painting, has been used
to incorporate proteins linked to GPI lipid anchors into cellular
plasma membranes (62, 63). This approach been used to study
cellular signaling, plasma membrane organization, and immuno-
logic responses to modified cell surfaces. Because GPI-linked
proteins undergo raft-mediated endocytosis, Jurkat lymphocytes
treated with a GPI-linked variant of the immunoglobulin Fc re-
ceptor FcγRIII will endocytose ligands that bind this receptor
(64). Single-chain antibodies covalently linked to lipids have
also been used to construct related cell-surface receptors (65).

Metabolic cell-surface engineering to
promote the endocytic uptake of ligands

Metabolic cell-surface engineering has been used to modify
carbohydrate components of cell-surface receptors and to enable
endocytic uptake of impermeable ligands (66). By feeding
cells unnatural sugars, cellular metabolism can be harnessed
to display bioorthogonal functional groups, such as ketones and
azides from glycoproteins and glycolipids, on cell surfaces. The
reaction of these ketones with hydrazine derivatives to yield
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hydrazones (67), as well as the reaction of azides with modified
phosphines in the Staudinger ligation (68), can immobilize
molecules on the cell surface and promote delivery of proteins
such as the toxin ricin (67).

Future Research Directions

Molecular and cellular probes of RME
The molecular mechanisms controlling CME are beginning to
be characterized. However, other mechanisms of RME, partic-
ularly those involving lipid rafts, caveolae, and other pathways,
are less well understood. Although genetic methods such as
RNAi and expression of dominant negative proteins represent
important tools for inactivating key players in endocytic path-
ways, the delayed cellular response associated with many of
these approaches can allow compensatory gene expression or
other mechanisms that can complicate the analysis. Because
small molecules can inactivate rapidly defined protein targets,
the identification of highly specific inhibitors of proteins in-
volved in RME may provide the best tools for studying the
molecular mechanisms of this process. Screens based on “com-
posite synthetic lethality” are particularly promising for the
identification of small molecules that target specific membrane
trafficking pathways (69).

Mimicry and modifications
of ligands
Mimics of ligands that bind cell-surface receptors and undergo
RME are becoming an increasingly important class of targeted
therapeutics. For example, folic acid derivatives show substan-
tial potential both in vitro and in vivo for targeting tumor cells
that overexpress folate receptors (6). The identification of other
modified ligands that can achieve selectivity for specific cells or
tissues involved in disease is an important research challenge.
The construction of improved linkers between drugs and lig-
ands that allow efficient release of cargo in cells or tissues with
temporal control is an area that would benefit from additional
research.

Mimicry and modifications of cell-surface
receptors
Improvements in site-specific protein labeling methods have
great potential for studies of receptor trafficking in living
cells (46–48). These methods may overcome some disadvan-
tages of green fluorescent and related fusion proteins, including
their high molecular weight and relatively low intrinsic bright-
ness compared with the best small-molecule fluorophores. New
methods for site-specific labeling of proteins combined with
studies by FRET (46) suggest that this approach could be a
powerful tool for tracking the formation of receptor–ligand com-
plexes, endocytosis, and exocytosis in real time.

The construction of artificial cell-surface receptors that func-
tion as prosthetic molecules on cell surfaces is another emerging
area in chemical biology (14). For drug delivery and related ap-
plications, improved methods for disruption of endosomes with

low toxicity are needed to release internalized ligands into the
cytosol and other subcellular compartments. The construction
of artificial cell-surface receptors designed to mimic transmem-
brane proteins and engage both extracellular ligands and intra-
cellular molecules, such as clathrin or signaling proteins, may
also provide interesting new tools for studies of biology.
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Several pathways are compartmentalized in the endoplasmic reticulum
(ER). These intraluminal activities require the passage of substrates,
cofactors, and products through the ER membrane. The arguments for a
general permeability of the ER membrane are contradicted by strong
biochemical, pharmacological, clinical, and genetic evidence, which
indicates that the lipid bilayer has a barrier function and that specific
transport activities are needed in the membrane. Consequently, the ER
lumen can be regarded as a separate metabolic compartment. This article
overviews the best characterized intraluminal processes in which the
compartmentation is important either by defining an intraluminal milieu,
by limiting the rate of the reaction, by determining the specificity, or by
creating a common substrate pool because of the colocalization.

The best known functions of the ER require a high membrane
surface and/or a separate, specific microenvironment within the
organelle. Although many enzymes hosted by the ER use its
membranous structure only as a scaffold, others are compart-
mentalized within the ER; i.e., their active site is localized in
the lumen. The activity of these enzymes usually is dependent
on the special composition of the luminal compartment. The
enzymes often receive their substrates and cofactors from or
release their products to the cytosol; therefore, the transport
of these compounds across the ER membrane is indispensable.
This article focuses on this latter group of the ER enzymes,
the functioning of which makes the ER a separate metabolic
compartment of the eukaryotic cell.

Biologic Background
The ER is a continuous network of membranous tubular and
lamellar structures in the cytosol (1, 2). The membranes that
build up the organelle can constitute more than 95% of the total
cellular membranes, and the total volume of the organelle can
compose about 10% of cell volume, e.g., in hepatocytes. Al-
though the ER is a single, spatially continuous compartment, it
can be divided structurally and functionally into different subdo-
mains. The ER forms contact sites beside the nuclear envelope
with practically all the other organelles and the plasma mem-
brane; these junctional regions might have specific composition

and features, but they are restructured continuously to adapt

the actual cellular requirements. The ER network can be di-

vided into rough (RER) and smooth (SER) domains on the basis

of the presence or absence of ribosomes on the outer surface

of the membrane, respectively. Functional and morphological

differences are linked: Whereas the ER is responsible for the

synthesis, posttranslational modification, and folding of secre-

tory and membrane proteins, the SER is responsible for lipid

biosynthesis, biotransformation, and the production of small

molecules to be secreted.

The ER hosts several enzymes: Some of them are facing

toward the cytosol and use the ER membrane as a scaffold,

e.g., cytochrome P450 isozymes, NADPH:cytochrome P450 re-

ductase, or hydroxymethyl-glutaryl-CoA reductase. Others are

compartmentalized in the ER; that is, their active center is lo-

calized in the lumen. The reactions catalyzed by these enzymes

belong to various pathways of biochemistry and cell biology,

such as carbohydrate and lipid metabolism, biotransformation,

signaling, steroid metabolism, and protein processing. Table 1

presents a list of some important intraluminal enzymes. Usually,

because their substrates derive from the cytosol, the correspond-

ing membrane transport processes are required for their action.
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Table 1 Some important activities compartmentalized within the ER lumen

Pathway/process Enzyme/protein Role Transport involved References

carbohydrate metabolism glucose-6-phosphatase glucose production (last
common step of
glycogenolysis and
gluconeogenesis)

G6P, Pi, glucose 8,9,14,24-27,31-33,39,
41,42,55

hexose-6-phosphate
dehydrogenase

NADPH generation for
reductases; antioxidant
defense; ribose synthesis?

G6P 15,16,18,34, 43,44

posttranslational processing
of secretory proteins

various folding and posttranslational
modification

translocon protein channel 4-7,51-53

oxidative protein folding ERO1p (ER oxidoreductin) electron transfer from PDI to
FAD

FAD 5,13

PDI disulfide bond formation and
isomerization, folding;
dehydroascorbate
reduction

dehydroascorbate, GSH 10,11,22,23, 44,46,54

posttranslational modification prolyl-3 and 4-hydroxylases,
lysyl hydroxylase

hydroxylation (dehydro)ascorbate 60

UDP-glucose glycoprotein
glucosyltransferase

quality control of secretory
proteins

UDP-glucose 61

biotransformation UDP-glucuronosyl-transferase
isozymes

glucuronidation of endo- and
xenobiotics

UDP-glucuronic acid,
glucuronides

19,20,21,47, 48

β-glucuronidase deglucuronidation glucuronides 28,49,50
carbonyl reductase reduction of xenogenous

aldehydes and ketones
(coupled with the

G6PT-H6PDH system)
62

steroid metabolism 11β-hydroxysteroid
dehydrogenase type 1

prereceptorial activation of
glucocorticoids

(coupled with the
G6PT-H6PDH system)

15,16,18,34, 37,43,44

lipid metabolism diacylglycerol acyl transferase diacylglycerol synthesis for
VLDL

acylcarnitine; carnitine 63

antigen presentation MHC I class oligopeptide binding TAP 38,39
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Arguments for and against the general
permeability of the ER membrane

It has been questioned whether the ER lumen can be considered
as a separate metabolic compartment or whether the lumen is
just a specific localization for some enzymatic reactions. The
inward and outward traffic of a wide variety of molecules led
some scientists to the conclusion that the ER membrane is per-
meable to any low-molecular-weight compounds and acts only
as a molecular sieve to keep the luminal proteins together.
Several arguments can support this hypothesis. The composi-
tion of the ER membrane is different from that of the plasma
membrane; it has a low cholesterol and high protein content.
The less-ordered membrane structure might increase leakiness
for small molecules (3). The RER is abundant in translocon
protein channels, which can allow the passage of ions and
small-molecular-weight molecules (4–6). Other transiently open
transmembrane channels might also allow nonselective fluxes.
Moreover, a high number of structurally unrelated molecules,
i.e., xenobiotics or biotin-derivatives of different size up to
5 kDa (7), have free access to the luminal compartment as in-
dicated by the chemical modifications of intraluminal proteins.
However, this view is contradicted by convincing experimen-
tal and clinical evidence that indicates that the ER membrane
forms a barrier to several substances and that the transmembrane
transport is selective. In fact, the ER membrane is permeable se-
lectively to certain molecules—e.g., glucose 6-phosphate (8, 9),
dehydroascorbate (10, 11), or FAD (12, 13)—although it is im-
permeable to compounds of very similar size, structure, charge,
and polarity—e.g., other hexose phosphates (8, 14), ascorbate
(10, 11), or pyridine nucleotides (15–18), respectively. The se-
lective permeability results in the exclusion and/or entrapment
of metabolites from/in the lumen. A consistently observed fea-
ture of the intraluminal enzymes of the ER is the phenomenon
of latency; i.e., the velocity of the reaction is low in case of
intact ER membrane, which excludes the substrates from the
lumen. The total enzymatic activity can be revealed on the
destruction (permeabilization) of the membrane. Several in-
traluminal enzyme activities are nearly 100% latent in intact
microsomes or in intact in situ ER (19–21). On the other hand,
many compounds—generated locally in the lumen—accumulate
at remarkable concentrations [e.g., glutathione disulfide (22,
23), ascorbate (10), glucose (9), or 6-phosphogluconate (24)].
The concentration gradient, maintained by active transport in
case of Ca2+, is enhanced by coentrapment with inorganic
phosphate generated by the intraluminal glucose 6-phosphatase
activity (25). Finally, transmembrane fluxes can be ham-
pered by specific [e.g., chlorogenic acid derivatives in case
of glucose 6-phosphate translocase—G6PT (26, 27)] or gen-
eral [e.g., 4,4′-diisothiocyanostilbene-2,2′-disulfonic acid (10,
13, 23, 27, 28)] transport inhibitors, which clearly indicates a
protein-mediated transport. Summarizing these observations, the
pattern of the compounds that cannot enter or leave the lumen
is just as important a determinant of the ER metabolism as the
pattern of the compounds that can enter or leave the lumen.
The characteristic micro-environment of the ER lumen hardly

could be maintained if the passive diffusion driven by the gra-
dients equalized effectively the concentrations on both sides of
the membrane.

In vivo evidences
Relevant in vivo observations support the hypothesis that the ER
membrane has a barrier function. The two best studied gradients
across the ER membrane are related to the calcium homeostasis
and the oxidative protein folding. Compared with the cytosol,
the ER lumen is characterized by a magnitude level of free
calcium ion (29) that is four orders higher and nearly a hundred
times lower than the ratio of glutathione (GSH) and oxidized
glutathione disulfide (GSSG) (30). Although the generation of
these gradients is dependent on largely the poor permeability of
the ER membrane to calcium ion and glutathione, the gradients
necessarily are created and maintained by continuous active
processes, such as the pumping of calcium (29) and the luminal
oxidation of thiols (12), respectively. Therefore, it can be
also concluded that high-capacity active processes surpass the
velocity of the passive transmembrane fluxes.

The strongest evidence for the separation of the cytosolic
and endoplasmic compartments is provided by the genetic anal-
yses of two ER-related human syndromes, namely glycogen
storage disease type 1 (GSD 1) and cortisone reductase defi-
ciency (CRD). GSD 1 refers to the congenital deficiency of glu-
cose 6-phosphatase (G6Pase) activity, which causes a complex
metabolic disorder, including the abnormal storage of glycogen
in the liver (31). In addition to the defects of G6Pase enzyme
(GSD 1a), the mutations in a different gene were proven to
cause similar metabolic disturbances combined with some ad-
ditional symptoms (32) —a disease called GSD 1b. The protein
encoded by this other gene turned out to be the G6PT, which is
needed to access the luminal G6Pase to its substrate (8, 24, 32).
GSD 1b pathology was mimicked fully by G6PT knockout mice
(33). The existence of GSD 1b proves that glucose 6-phosphate
(G6P) cannot enter the ER lumen unless it is mediated by a
specific transporter.

CRD is characterized by the insufficient reduction of corti-
sone to cortisol by 11β-hydroxysteroid dehydrogenase type 1
(11βHSDH1) in the ER lumen. The analyses of the mutation
suggest that the CRD phenotype is caused by the combined
defects of 11βHSDH1 and hexose 6-phosphate dehydrogenase
(H6PDH) (34). This finding indicates that the luminal genera-
tion of NADPH by H6PDH (rather than the cytosolic NADPH
production) drives cortisone reduction in physiologic conditions.
In other words, luminal cortisone reduction is dependent on lo-
cal NADPH generation because the cytosolic and endoplasmic
pyridine nucleotide pools are separated. Although recent investi-
gations revealed that the combined mutations do not necessarily
cause CRD (35, 36), the importance of the collaboration be-
tween the two enzymes was validated additionally by the results
obtained in H6PDH knockout mice (37).

Another proof against the general permeability of the ER
membrane and for the necessity of specific transporters is
dervied from the field of immunology. TAP peptide transporters
(TAP1 and TAP2), which were characterized at the molecular
level, belong to the ABC transporter superfamily (38). They
translocate oligopeptides (approximate length of 8–16 amino
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acid residues) produced by the proteasome in the cytosol to
the ER lumen, where they bind to the major histocompatibility
complex (MHC) Class I molecules. MHC–peptide complexes
leave the ER by vesicular transport and reach the cell surface
for recognition by cytotoxic T lymphocytes. The loss of the TAP
function leads to the impairment of antigen presentation, as it
is observed commonly in tumors and virus-infected cells that
escape immune surveillance (39). This condition shows clearly
that the basal permeability of the ER membrane does not permit
the appearance of these small oligopeptides in the lumen.

Chemistry

In this section, the elucidated role of the ER membrane (as
a barrier with selective transport) is summarized in the best
studied metabolic systems of the ER.

Glucose 6-phosphatase system

The means of glucose production in liver and kidney is derived
either from hydrolysis of G6P glycogen breakdown or gluco-
neogenesis. The reaction is catalyzed by G6Pase, which is an
integral membrane protein of the ER with an intraluminal active
center (8). Theoretically, the system composes three transporters
(for G6P, glucose, and phosphate) associated with the enzyme
activity functionally (8). G6PT has been identified at the molec-
ular level (24, 32), and the protein-mediated glucose transport
across the ER membrane has been characterized recently (40).

The intact membrane barrier is an important determinant of
the physiologic characteristics of G6Pase. Permeabilization of
microsomal vesicles or in situ ER membranes (41, 42) only
doubles the rate of G6P hydrolysis, and it causes a 1015-fold
enhancement of the hydrolysis of mannose 6-phosphate and
various other sugar phosphates by the same enzyme (14). It
is important that the ER membrane separates the unselective
G6Pase from intermediates of glycolysis/gluconeogenesis and
amino sugar metabolism. However, the high substrate specificity
of G6Pase in physiologic conditions is not an intrinsic property
of the enzyme but relies on the selective transport of G6P into
the lumen of ER.

GSD 1a (G6Pase deficiency) and GSD 1b (G6PT deficiency)
cause the same metabolic derangements based on insufficient
G6Pase activity (31, 33). This fact is inconsistent evidently with
the theory of an unspecifically permeable ER membrane.

Hexose 6-phosphate dehydrogenase
and 11β-hydroxysteroid dehydrogenase
type 1

Interconversion of cortisone and cortisol catalyzed by
11βHSDH1 is fully reversible in vitro. The physiologic direc-
tion in vivo is cortisone reduction, which is driven by a high
[NADPH]/[NADP+] ratio in the ER lumen. The high ratio can
be maintained only by local NADP+ reduction catalyzed by
certain luminal dehydrogenases, such as the H6PDH (15, 16,
24), because the permeability of the ER membrane to pyridine
nucleotides is negligible (17, 18).

It has been reported that extravesicular NADP+ and NADPH
can penetrate the ER membrane in long incubations and that
the cytosolic [NADPH]/[NADP+] ratio can affect 11βHSDH1
activity (43). Nevertheless, the H6PDH knockout mice lack
11βHSDH1-mediated glucocorticoid generation (37), which
proves that the enzyme cannot rely on cytosolic NADPH
resources and that a separate luminal pyridine nucleotide
pool exists. It also shows that clearly the high luminal
[NADPH]/[NADP+] ratio is dependent on H6PDH activity.

G6P is transported to H6PDH from the cytosol across the
ER membrane. In fact, similarly to G6Pase, the substrate speci-
ficity of H6PDH is dependent on largely its localization in
the ER. The enzyme has dehydrogenase activity on various
hexose 6-phosphates, such as G6P, galactose 6-phosphate, or
2-deoxyglucose 6-phosphate and on simple sugars such as glu-
cose, and it has dual nucleotide specificity for NADP+ and
NAD+. Nevertheless, under physiologic conditions in the ER
lumen, the native substrates for H6PDH are believed to be G6P
and NADP+ (44). These findings indicate that the enzyme has
no access to the cytosolic NAD+, sugars, and sugar phosphates,
except G6P, which is transported by the specific G6PT (8).

Oxidative protein folding
and antioxidant metabolism
Luminal proteins and luminal domains of membrane proteins
of the ER contain remarkably more disulfide bridges and less
thiol groups than the cytosolic proteins. In accordance with this
low [protein thiol]/[protein disulfide] ratio, the ER lumen shows
also a characteristically low (about 1:1) [GSH]/[GSSG] ratio,
which is nearly 100:1 in the cytosol (30). Such a high potential
difference and concentration gradient would be hard to maintain
if the membrane was permeable to both GSH and GSSG. The
finding that indicates that isolated hepatic microsomes still
contain GSH and GSSG (22) suggested strongly that the ER
membrane represents a barrier for these molecules. Indeed,
the membrane is impermeable to GSSG, whereas GSH has a
slow protein-mediated transport (23). Therefore, the oxidizing
environment in the compartment can be maintained by local
oxidation of GSH that yields GSSG, which is entrapped in the
lumen.

Luminal thiol oxidation is facilitated by ascorbate (vitamin C)
(45) or FAD (12, 13), so the physiologic role of their transport
has been proposed. ER membrane is permeable selectively to
dehydroascorbate, the oxidized form of ascorbate (10, 11). Lu-
minal reduction of dehydroascorbate to ascorbate is associated
with thiol oxidation and leads to ascorbate entrapment (46).

FAD uptake and a consequent thiol oxidation have also been
found in yeast and in liver microsomes (12, 13). In contrast
to FAD, pyridine nucleotides—NADP(H), NAD(H)—of similar
size and structure cannot enter the ER lumen at a significant rate,
which is indicated by the high latency of intraluminal H6PDH
and 11βHSDH1 (15) and by direct transport measurements (18).

Glucuronidation
The quantitatively most significant second-phase reaction
of hepatic biotransformation is glucuronidation that takes
place in the ER. The transfer of glucuronosyl group from
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UDP-glucuronate (UGA) to appropriate functional groups of the
substrates is catalyzed by UDP-glucuronosyltranferases (UGTs).
These enzymes are integral membrane proteins of the ER with
their active center localized in the lumen (47). UGA is syn-
thesized in the cytosol, and the produced glucuronides are
pumped out of the cell by plasma membrane transporters. Thus,
conjugation with glucuronate requires UGA import (19) and
glucuronide export across the ER membrane. It has been demon-
strated, using a photoaffinity-labeling technique, that UGA, but
not UDP-glucose, has access to the active center of UGTs in in-
tact microsomal vesicles (48). The high latency (more than 90%)
of UGTs observed in both microsomal vesicles and isolated
permeabilized hepatocytes indicates that the transport processes
(presumably UGA uptake) are rate limiting (20, 21). Activity
of the luminal β-glucuronidase, a glucuronide-cleaving enzyme,
is also limited by substrate (glucuronide) transport, although it
has moderate (approximately 40%) latency (49).

A protein-mediated glucuronide transport across the ER
membrane has been demonstrated (50), and a competition for
the transport has been found between glucuronides of similar
size (28). The pattern of interactions suggested the presence of
multiple glucuronide transporters with overlapping specificities
in the ER membrane (28).

Translocon and permeability of (R)Er
membrane

Abundance of channels may contribute theoretically to a general
permeability or leakiness of the ER membrane, which has
been demonstrated in case of the ribosome-bound translocon
complex, which cotranslationally imports nascent peptides into
the RER lumen (51). The average diameter of the translocon
tunnel is approximately 20 Å, which is wide enough to allow
the transport of Ca2+ (52) and small water-soluble molecules
(4–6). Therefore, the presence of translocon complexes might be
responsible for the higher permeability of the RER membrane
versus the SER membrane.

Unspecific permeability is prevented in the translationally ac-
tive translocon because the tunnel is occupied by the peptide
chain being polymerized. Similarly, the pore is blocked by BiP
proteins, prominent intraluminal chaperones, after dissociation
of the ribosome from the complex (53). In fact, it has been ar-
gued that the BiP locks form a smaller barrier for uncharged
polar molecules than for charged ones. Furthermore, the disso-
ciation of ribosomes from translocon complexes is delayed after
the termination of protein synthesis. When a nontranslating ri-
bosome is associated with the translocon complex, they form a
transitional low-selectivity channel between the cytosol and the
ER lumen (5).

Chemical Tools and Techniques

In vivo studies

Measurement of the concentrations in the cytosolic and luminal
compartments in vivo has been achieved in the case of cal-
cium ion but remains a merely theoretical possibility for most

organic molecules except glutathione (54). In fact, a remark-
able transmembrane gradient has been detected in case of both
Ca2+ and glutathione, which supports the barrier function of the
ER membrane. The maintenance of high concentration differ-
ences would require continuously intensive pump activities and
lead to unreasonable heat generation if the membrane is highly
permeable.

Studies in cellular systems

The potential role of transport across the ER membrane was
investigated in cells by using selective and general membrane
permeabilizing toxins, antibiotics, or detergents. Intact in situ
ER can be exposed to the incubation medium in cells whose
plasma membrane has been permeabilized selectively. Alter-
natively, the intraluminal enzymes can be directly exposed by
general (including plasma and ER membranes) permeabiliza-
tion. Experiments using these models revealed that the transport
of substrates or cofactors across the ER membrane is rate lim-
iting for G6Pase (42), UGT (20), and β-glucuronidase (49)
activities.

The transport of exogenous compounds has been investi-
gated recently by determining the amount of modified intralumi-
nal proteins upon addition of nonphysiologic biotin-derivatives
capable of chemical protein modification (7). The ER mem-
brane has been shown to be permeable to three different
biotin-derivatives, and it has been concluded that it does not
form a barrier to small molecules; that is, either the lipid bi-
layer or the integral membrane proteins allow their diffusion
unspecifically.

Studies in subcellular systems

Isolated ER-derived vesicles (microsomes) maintain their orig-
inal orientation [i.e., their intravesicular surface corresponds to
the intraluminal side of the ER membrane (55, 56)] and keep
some of their low-molecular-weight luminal components dur-
ing the long-lasting preparation procedure. For example, both
oxidized and reduced forms of glutathione (22) and of pyridine
nucleotides (17) are present in liver microsomes, which sug-
gests strongly that the ER membrane acts as a barrier to these
molecules.

Microsomes are used widely for the determination of “isotope
space” and for in vitro transport assays, such as “rapid filtration”
and “light scattering” measurements. Isotope spaces reveal the
distribution of the studied compound between intra- and extrav-
esicular water compartments; hence, the measurements provide
information on the permeability but not on the transport kinet-
ics. The total water space and the extravesicular space can be
measured using radiolabeled analogs of water or a completely
impermeable compound, respectively (57). Rapid filtration is
based on the quick separation of vesicle-associated molecules
from the medium and on the calculation of the intraluminal
content after various incubation periods. This method allows
the application of physiologic concentrations but offers a lim-
ited time resolution (58). On the contrary, the light scattering
technique requires high concentrations but provides a real-time
monitoring of traffic. This indirect detection takes advantage of
the transport-associated osmotic shrinkage and the swelling of
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microsomal vesicles (58). The permeability to several molecules
of a wide size-range has been compared with these methods, and
very slow permeation, or complete impermeability, has been
demonstrated in certain cases.

A sophisticated approach using active site-directed pho-
toaffinity substrate analogs has also been applied to study the
inward transport in isolated microsomal vesicles. These ex-
periments provided convincing and elegant evidence for the
translocation of UDP-glucuronate (48) and of FAD (12) by
photo incorporation of the probes into the luminally oriented
enzymes in intact microsomes. The drawback of the method is
that it is not suitable to determine of the rate or capacity of
transport.

Enzyme latency is an experimental manifestation of compart-
mentation, which means that the activity of certain intraluminal
enzymes is increased remarkably when the membrane is perme-
abilized either by detergents or by channel-forming antibiotics
(e.g., alamethicin). It is based on the rate-limiting transport
of substrates and/or cofactors across the intact ER membrane.
Some activities in the ER are more than 90% latent; i.e., they
increase more than 10-fold during permeabilization (20, 21).

Conclusion

The ER membrane represents a real barrier between the cytosol
and the lumen for water-soluble, charged small molecules. Al-
though this barrier function is compromised at a certain extent
by the existence of nonspecific pores (e.g., the translocon pro-
tein channel), the ER lumen can be considered still as a separate
metabolic compartment. This barrier generates a characteristic
microenvironment in the lumen with a higher Ca2+ concentra-
tion and with a more oxidized glutathione redox-buffer, both of
which are required for the proper functioning of luminal pro-
cesses, including the oxidative protein folding. It also plays a
role in the modulation of certain ER-associated activities ei-
ther by limiting the accessibility of luminal enzymes to their
substrates or by ensuring their specificity as well.

Although several intraluminal activities have been explored
in the ER, the identification of the proteins that participate in
transport processes across the ER membrane lags behind. In
comparison with other organelles, the transporters of the ER
are less known. The reason might be the technical difficulty
of the ER transport measurements and of the purification and
reconstruction approach. The fact that the ER is a eukaryotic
organelle that has no obvious relationship with any bacterial
ancestor makes the in silico approach for the identification of
transporter genes less fruitful. Moreover, it cannot be excluded
that ER transport is facilitated by only a few proteins of
low ligand-specificity. Experimental findings can support this
possibility. However, the identification of new ER transporters
on the basis of the ER proteome (59) will lead to a remarkable
development in the better understanding of the biochemistry of
the ER lumen.
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As important biomolecules in living organisms, carbohydrates have
received increasing attention in recent years. Their important roles in
biologic events are being continuously unraveled. The development of
synthetic methodologies, including both chemical and enzymatic methods,
contributes greatly to the advance of the field of glycoscience. The
involvement of regio- and stereo-selective enzymes in the synthesis of
complex carbohydrate-containing molecules has become an indispensable
approach. Many enzymes involved in the biosynthesis and biodegradation
of carbohydrates have been characterized and have been applied for the
production of carbohydrate-containing biomolecules, including
oligosaccharides, polysaccharides, glycoproteins, glycolipids, and
glycosylated natural products. A range of strategies for enzymatic synthesis
have also been developed, such as protein engineering of glycosidases and
glycosyltransferases by site-directed mutagenesis or directed evolution,
one-pot multiple-enzyme synthesis, sugar nucleotide regeneration,
solid-phase enzymatic synthesis, synthesis using immobilized enzymes, and
cell-based synthesis. Enzymatic synthesis will continue to play critical roles
in obtaining complex carbohydrate-containing biomolecules. Future efforts
should focus on identifying synthetically useful enzymes such as those with
flexible or novel substrate specificity and those that can form new bonds.
This identification can be achieved by functional genomics and
mutagenesis studies. Development of novel enzymatic synthetic methods is
also critical to access diverse naturally occurring and non-natural derivatives
of carbohydrates and glycoconjugates.

Biomolecules are chemical compounds that naturally occur in
living organisms. They primarily contain carbon and hydrogen
atoms, some with nitrogen, oxygen, phosphorus, and sulfur.
A wide range of biomolecules exists. Major types are carbo-
hydrates, nucleic acids, lipids, and peptides/proteins. Due to
their important roles in bioprocesses and their potential use as
drugs or drug targets, synthesis of biomolecules has been a
subject of enormous interest. Most active biomolecules are chi-
ral compounds. Although new synthetic reagents, catalysts, and
strategies have been developed, chemical synthesis of complex
biomolecules continues to pose substantial challenges. There-
fore, environmentally benign, highly efficient, and highly selec-
tive enzymatic synthesis has been and will continue to play
indispensable roles in obtaining many biomolecules. This is
especially true for the synthesis of complex carbohydrates or

glycoconjugates. The enzymatic synthesis of carbohydrate and
carbohydrate-containing biomolecules will, therefore, be the
subject of discussion here.

Enzymatic Synthesis
of Oligosaccharides

Terminal carbohydrate moieties of naturally occurring gly-
coconjugates are usually the oligosaccharide synthetic tar-
gets. They are generally the key determinates recognized by
carbohydrate-binding proteins and are directly involved in many
important biologic and pathologic processes, including cell ad-
hesion, differentiation, development, and regulation (1). Enzy-
matic synthesis of these molecules has been extensively studied.
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Both glycosidases and glycosyltransferases have been widely
applied.

Glycosidase-catalyzed synthesis
of oligosaccharides
Glycosidases, including endoglycosidases and exoglycosidases,
are enzymes that catalyze the cleavage of glycosidic bonds.
Under certain conditions, glycosidases can be used for the for-
mation of glycosidic links in which a carbohydrate hydroxyl
acts as a more efficient nucleophile than as a water molecule.
Oligosaccharide formation catalyzed by wild-type glycosidases
can be accomplished by either a thermodynamically (shifting
the equilibrium by using a large excess of acceptors, adding
organic solvent, or increasing reaction temperature) or a kinet-
ically (using activated glycosyl donors and exogenous nucle-
ophiles) controlled process (2, 3). Many wild-type glycosidases
have been studied. Some are readily available and with low cost.
They are relatively stable and have been used in the enzymatic
synthesis of oligosaccharides. More recently, with a better un-
derstanding of the catalytic mechanism of glycosidases, mutants
of glycosidases with high efficiency in catalyzing the forma-
tion of glycosidic bonds have been constructed. These mutants,
which are mainly of retaining-type glycosidases, are called gly-
cosynthases. They have been increasingly used in synthesis.

Endoglycosidase-catalyzed synthesis
of oligosaccharides
Endoglycosidases have mainly catalyzed the hydrolysis of
internal glycosidic bonds. Many endoglycosidases, however,
have transglycosylation activity and have been used for the
synthesis of oligosaccharides of varied lengths. For example,
β1,3-D-glucanases (laminaranases) purified from the culture
medium of Oerskovia sp. and homogenate of the marine mol-
lusk Spisula sachalinensis have been used in transglycosylation
reaction to synthesize several 4-methylumbelliferyl β1,3-linked
D-gluco-oligosacchairdes containing two to six glucose
residues (4). In this case, polymers laminaran and curdlan were
used as donors and 4-methylumbelliferyl β-glucoside was an
acceptor. More recently, E. freundii endo-β-galactosidase has
been used as a transglycosidase in the synthesis of a series
of GlcNAc-terminated poly-N -acetyllactosamine β-glycosides:
GlcNAcβ1,3(Galβ1,4GlcNAc1,3)1−4Galβ1,4GlcNAcβ-pNP
from GlcNAcβ1,3Galβ1,4GlcNAcβ-pNP (serves as both donor
and acceptor) (5). More important application of endoglycosi-
dases in the synthesis of N -linked and O-linked glycoproteins
will be discussed in later sections.

Exoglycosidase-catalyzed synthesis
of oligosaccharides
The native function of exoglycosidases is to cleave a termi-
nal monosaccharide unit, but exoglycosidases can be used to
add a monosaccharide in the oligosaccharide synthesis. Many
types of exoglycosidases from bacterial, fungal, animal, and
plant sources have been reported and have been used in the for-
mation of glycosidic bonds, including sialidases, galactosidases,
glucosidases, fucosidases, mannosidases, xylosidases, N -acetyl
hexosaminidases, and more.

Sialidases
Sialic acids are mainly found as terminal carbohydrate units of
glycoproteins and glycolipids in vertebrates or as components of
capsular polysaccharides or lipooligosaccharides in pathogenic
bacteria. As the outermost residues, sialic acid residues are
directly involved in many biologically important molecular
recognition and interaction events (6–8).

Sialidases from Vibrio cholerae, Clostridium perfringens ,
Salmonella typhimurium, and Newcastle disease virus have been
used in the synthesis of α2,3- and α2,6-linked sialosides (sialic
acid-terminated oligosaccharides) in a kinetic-controlled man-
ner in which a p-nitrophenyllated α-N -acetylneuraminic acid
was used as a donor (9). In this study, yields of 10–30%
were obtained, and the galactoside acceptors were synthesized
using a bovine testes β-galactosidase. Sialidase from Vibrio
cholerae has also been immobilized on a polymeric carrier
for the synthesis of an array of α2,3- and α2,6-linked sialo-
sides with different acceptors (10). More efficient syntheses
have been obtained by using trans-sialidases. For example,
Trypanosoma cruzi trans-sialidase was used in the synthe-
sis of 3′-sialyl-lacto-N -biose I (Neu5Acα2,3Galβ1,3GlcNAc)
in a yield of 35%. The disaccharide donor lacto-N -biose
I (Galβ1,3GlcNAc) was obtained using p-nitrophenyl β-D-
galactopyranoside (GalβpNP) as the donor for Xanthomonas
manihotis β-D-galactosidase (11). In a different study, α2,3-
sialylactose was used as a donor. The yield of the formation of
Neu5Acα2,3Galβ1,3GlcNAc was increased from 45% to 75%
by decreasing the concentration of by-product lactose using an
Escherichia coli β-galactosidase (12).

Galactosidases
N -Acetyllactosamine is one of the core structures in the car-
bohydrate moieties of glycoproteins. β1,4-Galactosidases have
been widely studied and used to synthesize β1,4- linked
oligosaccharides, including LacNAc, Galβ1,4Gal. Kragl et al.
used 25% of 1,3-di-methyl-imidazolmethyl sulfate (a water-
miscible ionic liquid) in water to decrease the hydrolysis of the
formed product in a Bacillus circulans β-galactosidase-catalyzed
synthesis of N -acetyllactosamine from lactose and GlcNAc.
They could double the yield to about 60%, and they reused en-
zyme several times without the loss of activity by ultrafiltrating
the reaction mixture (13). Another Bacillus circulans β-galacto-
sidase, however, was specific for the cleavage of β1,3-links. It
was used to synthesize Galβ1,3GlcNAc, Galβ1,3GalNAc, and
their pNP derivatives in 10–46% yields using GalpNP as a
donor (14).

β-Galactosidases from Penicillium multicolor , Aspergillus
oryzae, Bifidobacterium bifidum, and Streptococcus 6646 K
have been used to catalyze the transfer of Gal from GalpNP
to GalNAc or GlcNAc for the formation of β-linked galacto-
sides (15).

In another case, Thiem et al. used a β-galactosidase from
bovine testes in the transfer of a galactose from lactose to
glucose or galactose-containing structures with yields ranging
from 7% to 44% (16). The enzyme showed a preference for the
formation of β1,3-linkage.

Galα1,3Gal is the terminal disaccharide of α-Gal epitopes
that are found in almost all mammals except human, apes, and
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Old World monkeys. Humans naturally produce anti-Gal anti-
bodies that specifically recognize α-Gal epitopes (17). Although
in low yields, α-galactosidases from A. oryzae, A. parasiticus ,
A. flavipes , A. terreus , Talaromyces , and coffee beans have
been used to construct Galα1,3Gal (18–20). A highly specific
α-galactosidase from Penicillium multicolor was able to cat-
alyze the synthesis of α-Gal disaccharides and trisaccharides
from GalαpNP donor in 25–46% yields. The yield of the reac-
tion can be increased by decreasing the concentrations of the
substrates (21). Interestingly, a coffee bean and a Thermomyces
lanuginosus α-galactosidases could catalyze the galactosylation
of a cyclic glucotetrasaccharide to form an α1,6-linkage (22).

Li et al. used a CLONEZYME thermophilic glycosidase
library (Diversa Corporation, San Diego, CA) in the synthesis
of Galβ1,4Gal, Galβ1,6Gal, Galα1,6Gal, and Galα1,3Gal. Some
enzymes can use lactose as a donor and transfer two Gal
residues in tandem to the hydroxyl group of the acceptor (23).

Glucosidases

Glucosidases have been commonly used as catalysts for the
formation of alkyl glucosides, which are surface-active com-
pounds that have applications in the pharmaceutical and the
food industry. Alcohols are usually used as both solvent and
acceptors. For example, glucoamylase and β-glucosidase have
been used to catalyze the synthesis of α- and β-glucosides, re-
spectively. Maximum yields were obtained when the reaction
solution consisted 10% (vol/vol) of water in primary alcohol or
15% (vol/vol) of water in diol (24). Kosary et al. used an immo-
bilized β-glucosidase in preparative scale synthesis of alkyl and
aryl β-D-glucopyranosides in moderate yields ranging from 12%
to 19%. They found that the alcohol solvent component of the
reaction mixture can be replaced by 1,2-diacetoxyethane (25).
An α-glucosidases from Xanthomonas campestris was used to
synthesize α-arbutin (hydroquinone-O-α-glucopyranoside), an
important cosmetic ingredient, in 93% yield using maltose as
donor and hydroquinone as acceptor (26).

Glucosidases have also been widely used as catalysts for
the formation of various oligosaccharides. A thermostable
β-glucosidase from Thermus thermophilus was used to trans-
fer the glucose or fucose residue from GlcβpNP or FucβpNP
to a glucose acceptor for the synthesis of Glcβ1,3Glc and
Fucβ1,3Glc in an 88% and a 58% yield, respectively (27).
β-Glucosidases from Sclerotinia sclerotiorum and Aspergillus
niger were both used to synthesize gluco-oligosaccharides,
such as gentiobiose, cellotriose, and cellotetraose, from cel-
lobiose (28). α-Glucosidases from a different source can cat-
alyze the formation of gluco-oligosaccharide with different
links. For example, an α-glucosidase from Aspergillus nigher
favors the formation of an α1,6-linkage; a Penicillium purpuro-
genum enzyme yields mostly α1,4-linked maltotriose from mal-
tose; an α-glucosidase purified from fungus Paecilomyces lilac-
inus prefers to catalyze the synthesis of α1,2- and α1,3-linked
gluco-oligosaccharides from maltose (29). A thermostable α-
glucosidase from Bacillussp. strain SAM1606 shows very broad
substrate specificity. Site-directed mutagenesis of this enzyme
generates mutants with altered specificity for oligosaccharide
formation (30).

Mannosidases

Mannose-terminated oligosaccharides are commonly found in
the carbohydrate moieties of N -linked glycoproteins of the eu-
karyotic system. For example, Manα1,2Man and Manα1,3Man
are terminal structures of high mannose type and hybrid type
N -glycans. Athanasopoulos et al. (31) reported that incubating
mannose with a novel α-D-mannosidases from A. phoenicis af-
forded Manα1,6Man and Manα1,6Manα1,6Man in 21% and 5%
yield, respectively.

β-Mannoside links, which are considered one of the most
challenging synthetic glycosidic bonds, can be achieved by
the catalysis of β-D-mannosidases from Aspergillus orizae and
Helix pomatia (32).

Jack bean α-mannosidase has also been able to catalyze the
transglycosylation of rhamnose residue. It has been used in the
synthesis of a disaccharide Rhaα1,2RhaαSEt in 32.1% yield
from RhaαpNP and ethyl 1-thio-α-D-rhamnopyranoside. The
disaccharide product is a derivative of the common oligosaccha-
ride unit of antigenic lipopolysaccharides from Pseudomonas
(33).

Fucosidases

α-L-Fucose is commonly found as the terminal unit in the car-
bohydrate moiety of many important glycoconjugates involved
in a variety of biologic events. For example, α1,2- fucosylated
LacNAc is the determinant of blood-group type O antigen. Dis-
accharides Fucα1,3GlcNAc and Fucα1,4GlcNAc are part of Lex

and Lea antigens, respectively.
By using α-L-fucosidases from Penicillium multicolor (34),

Aspergillus niger(35, 36), Corynebacterium sp. (35), and other
sources (37–39), α1,3-linked L-fucosides have been obtained.
By using an α-L-fucosidase from Ampullaria niger (35), α1,6-
linked disaccharide Fucα1,6GalβOMe has been produced in
14% yield from FucαpNP and GalβOMe. With FucαpNP as the
donor, α1,4-linked disaccharide Fucα1,4(6OBn)GlcNH2 βSEt
has been obtained in 50% yield using an α-L-fucosidase from
bovine kidney (40) and in 33% yield using an enzyme from
bovine testes (41). Compared with α-L-fucosidases, only a few
β-D-fucosidases were reported to form β-D-fucosides (42–44).
For example, β-glucosidase from Thai rosewood and almond
both catalyse transfucosylation of alcohols to synthesize alkyl
fucosides with high yields using pNP-Fuc as the donor (43).

N-Acetyl Hexosaminidases

N -Acetyl hexosaminidases can be used to transfer aminosugars
such as GlcNAc and GalNAc to various acceptors (45, 46). Two
disaccharides, GlcNAcβ1,4GlcNAc and GlcNAcβ1,6GlcNAc,
have been synthesized from GlcNAcβpNP and GlcNAc us-
ing a β-N -acetylhexosaminidase from Aspergillus oryzae (47).
β-N -Acetylhexosaminidase from Penicillium oxalicum was also
used to construct a β1,4-linked to 6-benzyloxyhexy-β-
N -acetylglucosaminide in 32% yield using N -acetyl chitotriose
as a donor, which is a useful intermediate in drug car-
rier production (48). The derivatives of N -acetyl hexosamine
can also be transferred. For example, Uzawa et al. have
shown that a β-N -acetylhexosaminidase from A. oryzae can
transfer sulfated N -acetylglucosamine residue from its donor
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pNP-β-D-6-SO3-GlcNAc to GlcNAc and to various galaco-
sides to afford sulfated disaccharides with β1,3-, β1,4-, or β1,6-
links (49).

Xylosidases

β-Xylosidases are being used commonly in paper industry for
complete degradation of xylans. The enzymes used in the syn-
thesis of xylose-containing compounds have also been reported.
For example, Eneyskaya et al. (50) have used p-nitrophenyl
β-D-xylopyranosides (XylβpNP) as a donor and a β-xylosidase
from Aspergillus sp. in the synthesis of several β1,4-D-xylooli-
gosaccharides as β-xylanase substrates.

Also α-linked xylosides have been synthesized. For example,
α1,3-linked xylosyl disaccharides were obtained from XylαpNP
(donor) and glucose or GlcβpNP (acceptor) in 10–18% yield
using an α-xylosidase from archaeon Sulfolobus solfataricus
(51). An α1,6-linked trisaccharide unit of xylogucan resulted
in 15% yield when α-xylosyl fluoride was used as a glycosyl
donor and pNP-β-cellobioside was used as an acceptor.

Glycosynthases—glycosidase mutants

Glycosylation or transglycosylation reactions catalyzed by wild-
type glycosidases inevitably suffer from low yields and unpre-
dictable regioselectivity because of the hydrolytic nature of the
glycosidases and the lack of regioselectivity of many glycosi-
dases. The creation of glycosynthases, a class of glycosidase
mutants, has greatly advanced the field of glycosidase-catalyzed
synthesis of oligosaccharide.

Glycosynthases are a new class of glycosidase mutants
developed based on the mechanistic understanding of glycosi-
dases. Glycosidases hydrolyze glycosidic links with net reten-
tion or inversion of stereochemistry, and thus they are classified
into retaining glycosidases and inverting glycosidases. Invert-
ing glycosidases proceed via a general acid/base-catalyzed di-
rect displacement, whereas retaining glycosidases use a double-
displacement mechanism in which a covalent glycosyl-enzyme
intermediate is involved (Fig. 1a and b). A glycosynthase
is formed by replacing a single active site nucleophile (usu-
ally a glutamate or an aspirate residue) of a glycosidase with
a neutral alanine or serine residue. An activated glycosyl
donor, usually a glycosyl fluoride of the opposite anomeric
configuration to that of the natural substrate, is used for the
glycosynthase-catalyzed formation of the glycosidic bond (Fig.
1c). These mutated enzymes have increased activity for the syn-
thesis of oligosaccharides but no hydrolytic activity. Since the
first glycosynthase was reported by Withers et al. on a single
catalytic carboxylate nulceophile mutant of a retaining gly-
cosidase Agrobacterium sp. β-glucosidase (Abg) E358A mutant
(52), many glycosynthases have been generated by Withers et
al. and others. The first glycosynthase of an endoglycosidase
was a E134A mutant of the retaining 1,3-1,4-β-glucanase from
Bacillus licheniformis reported by Malet and Planas (53). Cur-
rently, about 20 glycosynthases from ten different glycosidase
families have been produced. Except for a recently reported mu-
tant of an exo-oligoxylanase (Rex) from Bacillus halodurans
(54), which is the first glycosynthase derived from an invert-
ing enzyme, all others are mutants of retaining glycosidases.

Despite the development of glycosynthases, many naturally oc-
curring carbohydrate structures have not been obtained by the
glycosynthase-catalyzed reaction, because the strategy relies on
the availability of gene sequence and on the understanding of the
catalytic mechanism of the glycosidases, and this information
is not available for all glycosidases known to date.

Glycosyltransferase-catalyzed synthesis
of oligosaccharides

Leloir-type glycosyltransferases are enzymes that catalyze the
transfer of a monosaccharide from activated sugar nucleotide
donor to an acceptor. Because of their high efficiency and
regio- and stereo-specificities, they offer significant advantages
in the formation of glycosidic bonds, and thus, they have
been widely used in the synthesis of carbohydrate-containing
structures. Glycosyltransferases have been classified based on
the carbohydrate residue that they transfer.

Sialyltransferases

Chemical synthesis of sialosides is considered one of the most
difficult glycosylation reactions because of a hindered tertiary
anomeric carbon and the lack of a participating auxiliary func-
tionality in the carbon next to the anomeric carbon in sialic
acids (55, 56). Sialyltransferase-catalyzed glycosylation is be-
lieved to be the most efficient approach for the production of
sialic acid-containing structures.

Sialyltransferases catalyze the transfer of a sialic acid residue
from CMP-sialic acid to a galactose, GalNAc, or another sialic
acid residue. Sialyltransferases from bacterial and mammalian
sources have been extensively studied and used in the enzymatic
synthesis of sialosides, sialoglycoconjugates, and enzymatic
modification of cell surface.

Rat liver α2,3SiaT and α2,6SiaT have been the most widely
used mammalian sialyltransferases for the synthesis of sialo-
sides. Both enzymes have broad donor and acceptor substrate
specificity. They can tolerate a variety of modifications at the
Neu5Ac moiety of CMP-Neu5Ac (57–59) and Gal on accep-
tors (60–62). Four SiaTs from rat liver or porcine submaxil-
lary glands were studied for their abilities to transfer synthetic
9-substituted sialic acid analogs onto N - or O-linked glyco-
protein glycans. They all accepted CMP-9-azido-Neu5Ac as
the donor substrate. In contrast, 9-amino-Neu5Ac was only ac-
cepted by α2,6SiaT form rat liver (63).

Wong et al. have studied the acceptor specificity of a recom-
binant α2,3SiaT from Neisseria gonorrhoeae by using several
synthetic oligosaccharides, glycolipids, and glycopeptides. Lac-
tose, its allyl, thiophenyl glycosides, sulfated oligosaccharides,
and the PSGL-1 glycopeptide carrying a sulfotyrosine residue
were all excellent acceptors for the enzyme. However, most
glycolipids were poor substrates for this bacterial enzyme (55).

Using genes cloned from Neisseria meningitides , a fusion
protein has been constructed that has both CMP-Neu5Ac syn-
thetase and α2,3SiaT activities. This fusion protein could sia-
lylate various oligosaccharide acceptors with Neu5Ac, as well
as Neu5Gc and N -propionyl-neuraminic acid, in high yields. A
100 gram-scale of α-2,3-sialyllactose was produced using this
protein with the regeneration of sugar nucleotide CMP-Neu5Ac
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(a) Retaining glycosidase

(b) Inverting glycosidase

(c) Glycosynthase

(d) Thioglycoligase

(e) Thioglycosynthase

Figure 1 Catalytic mechanisms for wild-type and engineered glycosidases. (a) Retaining glycosidase, to hydrolyze glycosidic links using the
double-displacement mechanism; (b) inverting glycosidase, to hydrolyze glycosidic links via a general acid/base-catalyzed direct displacement; (c)
glycosynthase, mutation of the catalytic nucleophile allows transfer an activated sugar donor (such as a glycosyl fluoride) to suitable acceptors; (d)
thioglycoligase, mutation of the catalytic acid/base allows transfer of an activated β-glycoside to suitable acceptors; (e) thioglycosynthase, mutation of
both the catalytic nucleophile and the acid/base residues allows transfer of glycosyl fluoride donor to acceptors.

(64). Very recently, the fusion protein and a recombinant human
α2,6-sialyltransferase (hST6Gal-I) have been used in gram-scale
synthesis of sialosides (65).

A bifunctional sialyltransferase Cst-II from C. jejuni OH4384
carrying both α2,3- and α2,8-sialyltransferase activities was
used in the enzymatic synthesis of ganglioside mimic GD3 (66).

Another multifunctional bacterial enzyme that has been reported
recently is Pasteurella multocida sialyltransferase (PmST1 or
tPm0188Ph) (67, 68). It has four different activities, including
an α2,3SiaT, α2,6SiaT, α2,3-sialidase, and trans-sialidase activi-
ties. PmST1 is a highly active sialyltransferase with broad donor
and acceptor substrate specificity; therefore it is a powerful tool
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in synthesizing diverse sialosides that contain structurally mod-
ified sialic acids.

As more than 50 different sialic acids derivatives have been
found in nature, sialyltransferases with flexible donor and ac-
ceptor specificity are preferred by chemists. An α2,6SiaT cloned
from Photobacterium damsela (Pd2,6ST) can efficiently trans-
fer Neu5Ac, KDN, Neu5Gc, and their derivatives with extensive
modifications at C-5 and C-9 in the sialic acid residues from
their CMP-activated forms to the acceptors (8). Pd2,6ST also
has very relaxed acceptor specificity. For example, this bacte-
rial enzyme has been applied for the enzymatic sialylation of
the TN glycopeptide with GalNAc α-linked to the serine residue
in the sequence with 71% yield. More interesting, Pd2,6ST has
shown activity in transferring sialic acid to N - and O-linked
glycoproteins (69).

Galactosyltransferases
Galactosyltransferases are a family of enzymes that catalyze the
addition of a galactose residue from activated sugar nucleotide
donor uridine diphosphate galactose (UDP-Gal) to different
acceptor substrates in different links.

β1,4-Galactosyltransferases-1(β1,4GalT-1) is one of the most
exhaustively studied glycosyltransferases and has been the most
commonly used glycosyltransferase in the synthesis of oligosac-
charides and glycoconjugates (70). The β1,4GalT exhibits poly-
morphic donor specificity and can transfer modified galactose
from their activated UDP form to acceptors to afford corre-
sponding LacNAc analogs (71, 72). The β1,4GalT is equally
relaxed in respect to its acceptor specificity, and the modified
GalNAc acceptor can be tolerated by the β1,4GalT. As this
enzyme has a highly relaxed substrate specificity, it has been
exploited in the synthesis of many non-natural LacNAc-based
structures. β1,4GalT from bacterial sources such as H. py-
lori (73) and N. meningitides (74) have also been cloned, but
examples of their application in the synthesis of galactosides
have been limited (75).

Carbohydrate structures bearing a Galα1,3Galβ terminus are
α-Galactosyl epitopes. The interaction of these epitopes on
the surface of animal cells with anti-α-galactosyl antibod-
ies in human serum is believed to be the main cause in
antibody-mediated hyperacute rejection in xenotransplantation.
The unique enzyme responsible for the formation of α-Gal epi-
topes is α1,3galactosyltransferase (α1,3GalT). Fang et al. (76)
reported that a truncated bovine α1,3GalT (80-368) can be pro-
duced as a soluble recombinant enzyme on a large scale with
highly specific activity. A variety of α1,3-galactosylated epi-
topes were synthesized using such a recombinant enzyme.

The 2′′ and 6′′-deoxy analogs of globotriose Galα1,
4Galβ1,4GlcβOR, which is the known receptor for Shiga and
Shiga-like toxins, were prepared using UDP-2-deoxy-Gal and
UDP-6-deoxy-Gal along with α1,4GalT from N. meningitidis in
11% and 95% yield, respectively (77). The inexpensive galac-
tosyl fluoride has also been used as a donor for an α1,4GalT to
produce an α1,4-linked galactoside in the presence of a catalytic
amount of UDP (78).

Various β1,3GalTs have been cloned and expressed from
bacterial (66, 79) and mammalian sources (80–82). Core 1,
Galβ1,3GalNAcα1-serine/threonine, is the major constituent of

O-glycan core structures in many cells. The core 1 struc-
ture is also called T antigen in pathologic studies. Core 1
β1,3-galactosyltransferases (core 1 β1,3GalT), which are re-
sponsible for the synthesis of core 1 disaccharide, have been
purified recently (83, 84).

Compared with galactopyranosyltransferases, a few studies
on galactofuranosyltransferase (Galf T), which is responsible
for the biosynthesis of a galactan core in the major structural
component of mycobacterial cell wall, have been reported
(85). Galf T transfers Galf residues from UDP-galactofuranose
(UDP-Galf ), instead of UDP-Gal, to the growing galactan
chain. Very recently, Lowary et al. (86) reported the high-level
expression and purifaction of a novel bifunctional recombinant
galactofuranosyltransferase from Mycobacterium tuberculosis
H37Rv, which can produce both β1,5- and β1,6-galactofura-
nose links in an alternating fashion.

N-acetylgalactosaminyltransferase
The human blood group A glycosyltransferase (α1,3-N -acetyl-
galactosaminyltransferase) is responsible for the biosynthe-
sis of blood group A antigens. It catalyzes the transfer of
a GalNAc from UDP-GalNAc to the C-3 hydroxyl of Gal
residue in (Fucα1,2)GalβOR to form blood group A antigen
GalNAcα1,3(Fucα1,2)GalβOR. β1,3GalNAcT from N. menin-
gitidis was reported to transfer a GalNAc to 1-thio-β-D-lactose
to produce a trisaccharide, which was further used to synthe-
size lacto-N -neotetraose (87). Wang et al. (88) had constructed
β1,3-N -acetylgalactosaminyltransferase/UDP-N-acetylglucos-
amine C4 epimerase fusion protein and had synthesized a
variety of globotetraose and isoglobotetraose derivatives us-
ing this fusion protein and UDP-GlcNAc. This construc-
tion alters the donor substrate requirement of the reaction
from the high-cost UDP-GalNAc to UDP-GlcNAc. Recently,
gram-scale synthesis of GD3, GT3, GM2, GD2, GT2, and
GM1 ganglioside oligosaccharides was reported by Blixt et al.
using β1,4-N -acetylgalactosaminyltransferase (β1,4GalNAcT)
from Campylobacter jejuni along with other glycosyltrans-
ferases (89).

N-Acetylglucosaminyltransferases
N -Acetylglucosaminyltransferases (GlcNAcTs) play important
roles in the synthesis of O-glycan core structures and in the
branching and subsequent elaboration of N -linked glycans on
glycoproteins. GlcNAcTs I-VI (differing in their specificities
and glycosidic bonds formed with trimannose core-containing
N -glycans) have been studied on their substrate specificity
and their application. For example, Core 2 GlcNAcT (β1,
6GlcNAcT) has been used in the synthesis of O-linked core
2-type sLex epitope (90). Norberg et al. (91) had investigated
the donor and acceptor substrate specificity of β1,3GlcNAcT
from N. meningitidis . This enzyme can use both UDP-GlcNAc
and UDP-GalNAc as donors. It is also capable of tolerating
deoxy derivatives at any position other than C-3 of the Gal
residue in Galβ1,4GlcβOPh acceptor.

Fucosyltransferases
Several mammalian fucosyltransferases (FucTs) have been char-
acterized, and their application to the synthesis of fucose-
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containing oligosaccharides has been well studied. Recently
Drouillard et al. (92) developed an efficient bioengineering
method for large-scale production of fucosyl α1,2-linked oligo-
saccharides from lactose. 2′-Fucosyllactose and lacto-N -neo-
fucopentaose-1 (LNnF-1, an H-2 antigen oligosaccharide) were
produced by expressing Helicobacter pylori α1,2-fucosyltrans-
ferase in metabolically engineered E. coli cells. Trisaccharide
2′-fucosyllactose could be synthesized industrially on a multiton
scale for nutraceutic applications. The pentasaccharide LNnF-1,
which contains the H-2 antigen structure, could be used as
a precursor for the synthesis of other antigens of the ABH
histo-blood-group system.

Mannosyltransferases
The β1,4-mannosidic linkage is common to most asparagine-
linked oligosaccharides (N -glycans) in glycoproteins as part
of their pentasaccharide core structure. The formation of the
glycosidic link in Manβ1,4GlcNAc is particularly challeng-
ing for chemical synthesis. Glycosidases have been used, but
they require a large excess of the expensive chitobiose ac-
ceptor and produce low yields. A highly active recombinant
β1,4-mannosyltransferase was reported (93), and this enzyme
was used to produce the core trisaccharide of N -glycans
with a yield of 80% using UDP-mannose as donor and the
synthetic chitobiosyl phospholipid as acceptor. A recombi-
nant α1,2-mannosyltransferase was recently reported to use
GDP-5-thio-Man as a sugar nucleotide donor to produce the
corresponding 5S-mannosides (94). 5S-Glycosides are expected
to have potentially stronger affinity for receptors compared with
their natural counterparts, and they may also find other appli-
cations in hydrolase-resistant vaccines.

Enzymatic formation of S-glycosidic
bonds
Natural occurring carbohydrates contain monosaccharides
linked through O-glycosidic bonds. Thioglycosides, in which
the glycosidic oxygen atom has been replaced by the sulfur
atom, can be tolerated by most biologic systems and are less
susceptible to acid/base or enzyme-mediated hydrolysis. They
are valuable in the studies of glycosidases and are gaining in-
terest as targets for pharmaceutical industry. Many efforts have
been focused on the synthesis of thioglycosides by conventional
chemical synthetic methods. Only recently, mutants of glycosi-
dases and glycosyltransferase have been constructed and applied
to form S-linked oligosaccharides using thiolated acceptors.

Glycosidase mutants (thioglycoligase
and thioglycosynthase) in the synthesis
of S-linked glycosides
A glycosidase mutant, in which the acid/base carboxyl residue
was replaced by a catalytically inactive residue, was recently
developed by Withers et al. as a novel strategy for the syn-
thesis of S -linked oligosaccharides (95). This new class of
glycosidase mutants is named “thioglycoligases” (Fig. 1d). Two
different alanine acid/base mutants of retaining β-glycosidases,
a β-glucosidase from Agrobacterium sp. Abg E171A and a
β-mannosidase from Cellulomonas fimi Man2A, were used for

the formation of thioglycosidic bonds. The readily available
dinitrophenyl glycoside donor DNP-Glc or DNP-Man was in-
cubated with the mutant enzyme and the acceptor to provide
corresponding thiodisaccharides in good yields. With this new
methodology, Stick and Stubbs (96) have synthesized various
types of S -linked disaccharides using glycosidase mutant Abg
171A. Incubation of the glucose donor DNP-Glc and various
thiol acceptors with Abg 171A provided corresponding β1,4-,
β1,3- and β1,6-S -linked disaccharides, but it did not work for
the formation of β1,2 thio-linkage. More recently, the generation
of α-thioglycosides has been successfully achieved for the first
time using thioglycoligases derived from glycoside hydrolase
Family 31 S. solfataricus α-glucosidase and E. coli α-xylosidase
(97).

The thioglycoligase technology was further extended with
the advent of thioglycosynthases (Fig. 1e), double-mutants of
retaining glycosidases which lack both catalytic nucleophile
and catalytic acid/base residues and can efficiently catalyze the
thioglycosidic bond formation using glycosyl fluoride donors
and thioglycoside acceptors (98). Reaction of the synthesized
α-glycosyl fluoride with the acceptors in the presence of the
double mutant Abg E171A, E358G at neutral pH afforded
two β-1,4-S -linked disaccharides with 51% and 45% yields,
respectively.

Glycosyltransferase mutants in the synthesis
of S-linked glycosides

Rich et al. (99) have reported a new enzymatic method for the
synthesis of thiooligosaccharides using glycosyltransferase. In-
cubation of a mixture of thiol acceptor and UDP-Gal with unit
quantities of a recombinant bovine α1,3-galactosyltransferase in
the presence of DTT afforded the thio-linked tetrasaccharide in
92% yield instead of the expected trisaccharide product because
of the second glycosyl transfer that occurred after the initial
transfer of a galactosyl residue to the thiolated acceptor. The
desired trisaccharide, which is an analog of the Clostridium dif-
ficile toxin A binding ligand, was obtained in near-quantitative
yield after treatment with an α-galactosidase from green cof-
fee beans. Furthermore, their initial results confirmed that a
β1,3-N -acetylglucosaminyltransferase from N. meningitides can
catalyze the transfer of UDP-GlcNAc to a thiol acceptor to af-
ford a thio-linked trisaccharide. This is the first example of using
glycosyltransferases in synthesizing thiooligosaccharides. Such
thiooligosaccharides could serve as important immunogens and
components of conjugate vaccines.

Enzymatic Synthesis
of Polysaccharides

Polysaccharides, along with nucleic acids and proteins, belong
to three major important classes of naturally occurring biopoly-
mers. Polysaccharides are important biomacromolecules with
unique physical properties that lead to advanced biomaterials
and biomedical applications (100). For example, glycosamino-
glycans (GAGs) are linear polysaccharides containing repeat-
ing disaccharide units of a hexosamine and a uronic acid.
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Heparin/heparan, hyaluronan, and chondroitin are three preva-
lent glycosaminoglycans. Vertebrates use glycosaminoglycans
in structural, recognition, adhesion, and signaling roles. Chem-
ical synthesis of naturally occurring polysaccharides is consid-
ered to be impractical. Most polysaccharides, especially those
from bacteria origins, are obtained by purification from natural
sources or from cell culture, enzymatic approaches have been
increasingly applied to obtain some structures.

Heparin/Heparan Sulfate

Heparin and heparan sulfate are linear polysaccharides with a re-
peating disaccharide unit of 1,4-linked uronic acid (D-glucuronic
or L-iduronic acid) and D-glucosamine residues. Both uronic
acid and glucosamine can contain sulfo groups at different posi-
tions including 2-O-sulfo substitution of the uronic acid residue
and 2-N -, 3-O-, and 6-O-sulfo substitution in the glucosamine
residue. Heparin and heparan sulfate are structurally related
glycosaminoglycans that participate in numerous important bi-
ologic processes, such as blood coagulation, viral and bacterial
entry and infection, angiogenesis, and cancer development.

The enzymatic synthesis of heparin and heparan sulfate is cur-
rently under extensive investigation using glycosyltransferases
of E. coli (101, 102) and heparosan synthase of P. multocida
(103, 104). Rosenberg et al. reported an approach to rapidly
assemble anticoagulant III-binding classic and nonclassic anti-
coagulant heparan polysaccharides using the enzymes involved
in the heparan sulfate biosynthesis (105). Recently Chen et al.
(106) have described a method for the enzymatic sulfation
of multimilligram amounts of heparan sulfate with specific
functions using immobilized sulfotransferases combined with
a 3′-phosphoadenosine 5′-phosphosulfate regeneration system.
Because the recombinant sulfotransferases are expressed in bac-
teria and the method uses a low cost sulfo donor, it can be
readily used to synthesize large quantities of anticoagulant hep-
arin drug or other biologically active heparan sulfates.

Hyaluronan

Hyaluronan (hyaluronic acid, HA) is a highly anionic un-
branched linear polymer containing a -GlcAβ1,4GlcNAcβ1,4-
repeating unit, which plays important roles in modulating cell
adhesion, signaling, and motility. Several enzymes responsible
for HA synthesis, namely Hyaluronic Acid Synthases, have been
cloned from bacteria and mammals (107, 108).

HA synthase from Streptococcus equisimilis was employed
for milligram-scale synthesis of HA (109). In this reaction sys-
tem, UDP-sugars (UDP-GlcA and UDP-GlcNAc) were effec-
tively regenerated by the catalyses of several enzymes, synthetic
HA was produced in 90% yield. In addition, mutated HA syn-
thase from Type A Pasteurella multocida (PmHAS 1-703 aa)
was recently used for the stepwise synthesis of HA, which has
a monodispersed molecular mass of up to 20 sugar units (110).

On the other hand, using hyaluronidase (HAase) to synthesize
HA has also been reported (111, 112). HA oligomers of up to
22 sugar units were synthesized by enzymatic reconstruction
of HA chains using the transglycosylation reaction of Bovine
Testicular HAase (111).

Chondroitin

Chondroitin (Ch) and chondroitin sulfate (ChS) are naturally
occurring heteropolysaccharides belonging to the family of
GAGs. Ch is a nonsulfated derivative of ChS, which consists
of a GlcAβ1,3GalNAc disaccharide repeating unit connected
through β1,4-glycosidic bonds. ChS exists predominantly as
polysaccharide side chains of proteoglycans in extracellular
matrixes where it plays important roles in the bioactivities of
living systems. Ch is widely used as a therapeutic material for
the prevention or alleviation of symptoms of diseases.

The enzymatic polymerization to provide synthetic Ch and
its derivatives catalyzed by hyaluronidase has been reported
by Kobayashi et al. (113). Synthetic oxazoline monomers were
recognized and catalyzed by ovine testicular HAase (OTH) to
produce Ch and the polymerization behaviors greatly depend on
the reaction conditions. The Mn value of synthetic Ch reached
4600, which corresponds to that of naturally occurring Ch.

Polysialic acids

Polysialic acids (PSAs) are linear homopolymers of N -
acetylneuraminic acid and N -glycolylneuraminic acid joined
by α2,8-, α2,9-, or α2,8/2,9-ketosidic linkages. Polysialic acids
play many important biologic roles. For example, polysialy-
lation of mammalian neural cell adhesion molecules affects
cell–cell adhesive interactions during embryogenesis (114).
Polysialic acid is also a component of many bacterial capsu-
lar polysaccharides that are important virulence factors. Sialyl-
transferases catalyze the addition of sialic acid to form diverse
carbohydrate molecules. The substrate specificity of α2,8 and
α2,8/2,9-polySiaT toward glycolipids and sialylated oligosac-
charides has been characterized (115–117). For example, the
neuS gene product from E. coli K92 that exhibits α2,8/2,9-poly-
sialyltransferase activity both in vitro and in vivo has been de-
scribed for the first time by Wong et al. (116).

Cellulose

Cellulose is a linear polysaccharide of β1,4-linked dehydrated
β-glucose repeating units. Cellulose is the most abundant
polysaccharide on earth. It is a major component in higher plant
cell walls and has been used as raw material in paper, fibers,
and lumber industries.

Enzymatic synthesis of cellulose has been achieved by cel-
lulase. For example, incubation of β-cellobiosyl fluoride with
a cellulase from Trichoderma viride can produce cellulose in
54% yield with DP around 22 after 12 h. In addition, change
of the reaction conditions (substrate concentration or organic
solvent concentration) enabled the selective synthesis of the
water-soluble cellooligosaccharides (118).

Amylose

Amylose is a linear polymer of glucose mainly linked with
an α1,4-glycosidic bond. Maltooligosaccharides have been ef-
fectively prepared by polycondensation of α-D-maltosyl fluo-
ride using an α-amylase from Aspergillus oryzae as the cat-
alyst in a mixed solvent of methanol-phosphate buffer (119).
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Amylose was also prepared via in vitro polymerization of
D-glucosyl phosphate catalyzed by a potato phosphorylase
(120). A large excess amount of Glc-1-P is required in this
equilibrium-controlled reaction.

Xylan

Xylan, a xylose polymer having a β1,4-glycosidic linkage in
the main chain, is the important component of hemicellulose in
plant cell walls. Kobayashi et al. (121) reported that synthetic
xylan that consists exclusively of xylose units can be prepared
by the crude cellulase (containing xylanase) polymerization
of β-xylobiosyl fluoride as a monomer in a mixed solvent of
acetonitrile/ acetate buffer. The reaction proceeded to produce
β1,4-linked synthetic xylan with a degree of polymerization
of 23.

Chitin

Chitin is a β1,4-linked polymer of N -acetyl-D-glucosaminopy-
ranose. It is used as structural material in nature, such as the
main component in the cell walls of fungi, the exoskeletons
of insects and other arthropods, as well as in some animals. It
attracts much interest in several scientific and application areas
as a multifunctional substrate.

Chitin was prepared by the catalysis of chitinase. Incubation
of a chitobiose oxazoline monomer with chitinase form bacil-
lus sp. in phosphate buffer afforded chitin in quantitative yield
(122). Using regiospecific 3-O- and/ or 3′-O-methylated deriva-
tives of a chitobiose oxazoline as new substrate monomers,
3-O-methylated chitin oligomers were produced by enzymatic
oligomerization using chitinase (123).

Enzymatic Synthesis
of Glycoproteins

Many biologically important proteins are carbohydrate-
containing glycoproteins. Two major types of glycoproteins
are O-linked glycoproteins (a sugar moiety is linked to the
β-hydroxyl group of either a serine or a threonine residue in
the polypeptide) and N -linked glycoproteins (an oligosaccha-
ride is linked to the amide-side chain of asparagine residue
of the polypeptide). For O-linked glycosylation, three different
ways can occur: 1) A single GlcNAc residue may be reversibly
added to proteins in the cytoplasm or nucleus, 2) initiation of
synthesis of proteoglycans may occur by the addition of xylose
in the Golgi, and 3) mucin-type O-glycosylation is initiated in
the Golgi, which involves the addition of GalNAc to Ser/Thr.
N -linked glycosylation is initiated in the ER. As glycopro-
teins usually present a mixed population of glycan structures
at different glycoslylation sites, the isolation of homogeneous
glycoproteins from natural sources in significant quantity is im-
practical. The chemical method for the de novo synthesis of
large glycoproteins is currently unavailable. Although challeng-
ing, enzymatic synthesis of structurally defined glycoproteins is
feasible.

O-linked glycoproteins

O-GlcNAc-modified glycoproteins

Many nuclear and cytosolic proteins are β-O-GlcNAc modi-
fied, which is the covalent attachment of β-GlcNAc to Ser/
Thr residues in the proteins. Nearly 80 proteins bearing the
O-GlcNAc group have been identified to date (124). Under-
standing the functional roles of O-GlcNAc requires the de-
velopment of new strategies for the detection and study of
O-GlcNAc-modified proteins. Khidekel et al. (125) reported the
direct, high-throughput analysis of O-GlcNAc-glycosylated pro-
teins using a chemoenzymatic approach. An engineered galac-
tosyltransferase was exploited to selectively label O-GlcNAc
proteins with a ketone-biotin tagged Gal, which permited the
enrichment of low-abundance O-GlcNAc species and the local-
ization of the modification site. Another chemical strategy was
developed by Bertozzi et al. for identifying O-GlcNAc-modified
proteins from living cells. O-GlcNAcase is capable of trans-
fer azidoacetylglucosamine (GlcNAz) from UDP-GlcNAz to
known protein substrates, such as recombinant nuclear pore pro-
tein p62. These O-GlcNAz-modified proteins can be covalently
derivatized with various biochemical probes at the site of protein
glycoslyation using the Staudinger ligation reaction (126). Such
a strategy for in vitro modification of target proteins can pro-
vide a rapid means for the identification of sites of O-GlcNAc
modification on purified recombinant protein. However, so far
no reports exist on enzymatic synthesis of O-GlcNAc-linked
glycoproteins by directly transferring GlcNAc to proteins.

Zhang et al. (127) developed a novel strategy for the gen-
eration of homogeneous glycoprotein by selective incorpo-
ration of glycosylated amino acids (GlcNAc-β-(1-O)-serine)
into proteins. An orthogonal M. Jannaschii tRNA synthetase
(TyrRS) mutant was identified that selectively incorporated
GlcNAc-β-(1-O)-serine into myoglobin. With the evolved
TyrRS synthetase, milligram quantities of homogeneous gly-
coprotein was obtained upon coexpression of the synthetase,
suppressor tRNA, and TAG-mutated myoglobin genes in E. coli
in medium that contained the glycosylated amino acid. This ap-
proach has advantages of high selectivity, efficiency, and high
yield without the generation of other glycoforms or unmodified
forms of myoglobin.

O-GalNAc-modified glycoproteins

Mucin-type O-linked glycoproteins that are involved in varieties
of biologic interactions in higher eukaryotes are α-O-GalNAc
modified. Strategies for the detection and study of O-
GalNAc-modified proteins have been developed (128–131).
Bertozzi et al. have developed a metabolic labeling approach to-
ward proteomic analysis of mucin-type O-linked glycosylation,
a unique azide chemical tag introduced permits the identifica-
tion of O-GalNac modified proteins from complex cell lysates
(128).

O-GalNAc-linked glycopeptides have been synthesized using
glycosidases. Ajisaka et al. (132) recently used the transglyco-
sylation activity of an endo-α-N -acetylgalactosaminidase from
Streptomyces sp. for the synthesis of O-linked glycopeptides.
Using Galβ1,3GalNAcβpNP as the glycosyl donor, this enzyme
can transfer the disaccharide to a serine in a hexapeptide and
produced a Galβ1,3GalNAc-linked hexapeptide in 11% yield.
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The synthesis of α-GalNAc derivatives has been achieved by an
exoglycosidase α-N -acetylgalactosaminidases from beef liver
and Aspergillus . GalNAc-α-(1-O)-serine was prepared in 5%
yield using GalNAcαpNP as the donor substrate and free serine
as the acceptor (133).

Another strategy is a glycosyltransferase-involved chemoen-
zymatic method; mono- or disaccharide glycopeptide is synthe-
sized chemically using SPPS (solid-phase peptide synthesis) and
appropriate enzymes are then used to elaborate the core mono-
or disaccharide to provide targeted glycopeptides. Glycosyl-
transferases are also often used in the elaboration of the existing
glycans on glycopeptides and glycoproteins. For example, a
sulfated N -terminal fragment of PSGL-1 (P-selection glycopro-
tein ligand 1, which is an important cell surface glycoprotein
counter-receptor) has been prepared using this method (134).
A disaccharide-sulfated octapeptide was synthesized followed
by the catalysis of a series of glycosyltransferases to provide
the final product as a sulfated glycopeptide carrying a pentasac-
charide side chain. Two glycoforms of PSGL-1 have also been
obtained from a monosaccharide glycopeptide by using six gly-
cosyltransferases and one sulfotransferase (135).

Modification of protein drugs by covalent attachment of
polyethylene glycol (PEG) can prolong the half-life and enhance
the pharmacodynamics of therapeutic proteins. DeFrees et al.
(136) recently developed a novel approach for site-directed PE-
Gylation using glycosyltransferases to attach PEG to O-glycans.
The process involves enzymatic GalNAc glycosylation at spe-
cific serine and threonine residues in non-glycosylated proteins
expressed in Escherichia coli , followed by the enzymatic trans-
fer of sialic acid conjugated with PEG to the introduced GalNAc
residues. The strategy was applied to three therapeutic polypep-
tides, G-CSF, IFN-α2b, and GM-CSF. Selective addition of
sialic acid-PEG to O-linked GalNAc on a protein provides a
novel, highly site-selective mechanism for PEGylation, which
enables the manufacturing of long-acting protein drugs with
greater structural homogeneity as compared with PEGylated
proteins prepared by conventional chemical methods (137).

N-linked glycoproteins
N-linked glycoproteins are found in a wide range of organ-
isms ranging from archaea to mammals and other eukaryotes
(138). The major method for enzymatic synthesis of N -linked
glycopeptides/glycoproteins is to elaborate the existing sugar
moieties on the proteins.

Glycosidases are used to trim the existing glycan structures,
other sugars can then be put back on by glycosyltransferases
(this process is called glycoprotein remodeling). For example,
the synthesis of homogeneous unnatural glycoform of ribonucle-
ase B (Rnase-B, which presents a mixture of high-mannose gly-
coforms) was achieved by endo H degradation to GlcNAcβ-Asn
followed by elaboration with a galactosyltransferase, a fuco-
syltransferases, and a sialyltransferase to form sLex glycoform
(139).

Some endo-β-N -acetylglucosaminidase (ENGase), such as
Endo-A from Arthrobacter protophormiae (140) and Endo-M
from Mucor hiemalis (141), have transglycosylation activi-
ties. They can transfer a large intact oligosaccharide to a
GlcNAc-peptide acceptor in a single step. This methodology has

become very attractive for the production of complex glycopep-
tides. For example, Endo A-catalyzed transglycosylation has
been applied to transfer the Man9GlcNAc from naturally derived
Man9GlcNAc2-Asn to the partially deglycosylated Rnase-B
(142), a native N -link GlcNAc-Asn containing pentapeptide
(143), and to a nonnative C -linked analog (144). However, a
low transglycosylation yield (generally 5-20%) and the product
hydrolysis limit its application.

A recent development has advanced enzymatic synthesis of
N -linked glycoproteins. Fujita et al. (145) reported that the
disaccharide oxazoline of Manβ1,4GlcNAc could serve as a
substrate for ENGase-catalyzed transglycosylation. Wang et al.
then explored sugar oxazolines as donor substrates for Endo
A and Endo M in the N-glycopeptide synthesis using large
peptides and partially deglycosylated Rnase B as model sys-
tems (146–148). They found that Endo-A and Endo-M both can
effectively catalyze the reaction between the synthetic oligosac-
charide oxazoline and the GlcNAc-heptapeptide to form the
glycopeptide in 82% and 78% yields, respectively. The newly
formed glycosidic link was indicated to be a β1,4-type by
NMR analysis, which confirms that the ENGase-catalyzed trans-
glycoslation using sugar oxazoline as the glycosyl donor pro-
ceeded in a stereo- and regiospecific manner to form the desired
glycopeptide (147). The ENGase-catalyzed transglycosylation
method has also been successfully employed in constructing
glycoproteins. Incubation of the tetra- or hexasaccharide ox-
azoline with homogeneous GlcNAc-Rnase B in the presence
of Endo-A afforded the glycoproteins in 82% and 96% yield,
respectively (146).

Hamilton et al. (149) reported a new approach to pro-
duce complex human N -glycosylation glycoproteins using a
yeast-based protein expression system. After eliminating some
endogenous yeast glycosylation pathways, five active eukary-
otic proteins were properly expressed and localized in the
yeast Pichia pastoris . Targeted localization of the enzymes en-
abled the generation of human glycoproteins with homogeneous
N -Glycan structures. This is a big step toward producing ther-
apeutic glycoproteins. Glycoengineered yeast Pichia pastoris
was also employed to produce human antibodies with specific
human N -glycan structures (150) and human glycoproteins with
complex terminally sialylated N -glycans (151).

Enzymatic Synthesis of Glycolipids

Glycosphingolipids (GSL) are amphipathic molecules that are
synthesized by sequential actions of glycosyltransferases. Re-
garding the structural variation of GSLs, the expression of
enzymes acting on lactosylceramide (LacCer) is the rate-
determining step. Several genes that code for enzymes respon-
sible for the synthesis of the carbohydrate moiety of glycosph-
ingolipids have been recently identified.

Sialic acid-containing glycosphingolipids, called ganglio-
sides, have various important biologic functions. In verte-
brates, almost all gangliosides are synthesized from a com-
mon precursor, ganglioside GM3 (Neu5Acα2,3LacCer). GM3

is a major glycosphingolipid in the plasma membrane and
is widely distributed in vertebrates. CMP-N -acetylneuraminic
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acid:lactosylceramide α2,3-sialyltransferase (GM3-synthase)
specifically catalyzes the transfer of sialic acid to the nonre-
ducing terminal sugar of lactosylceramide to form GM3. Studies
on substrate specificity indicated that the purified GM3 syn-
thase from rat liver exhibited a broader substrate specificity:
the preferred acceptors have the general structure of saccharide
β1,1ceramide, a disaccharide is preferred to a monosaccharide
(152). The enzyme from rat brain could use galactosylceramide,
asialoganglioside GM3 (GA2) as well as lactosylceramide as ac-
ceptors (153). In contrast, among all the glycosphingolipids
tested only lactosylcermide serves as an acceptor for the sia-
lylation catalyzed by the clone human GM3 synthase (154).

Carbohydrate chains on SGGLs (the HNK-1 epitope, named
sulfoglucuronylglycolipid SGGL-1 and -2) are extended by
stepwise reaction catalyzed by glycosyltransferases. Lc3Cer
synthase is the key enzyme for the expression of SGGLs
in developing rat brain; it catalyzes the transfer of GlcNAc
to the Gal residue of LacCer with a β1,3-linkage to give
Lc3Cer (GlcNAcβ1,3Galβ1,4Glcβ1,1Cer) (155). A new member
of the UDP-N -acetylglucosamine:β-galactose β1,3-GlcNAcT
(β3Gn-T) family was cloned from rat and human cDNA libraries
and named β3Gn-T5 based on its position in phylogenetic tree.
β3Gn-T5 exhibited strong activity in transferring GlcNAc to
glycolipid substrates, such as lactosylceramide (LacCer) and
neolactotetraosylceramide (nLc4Cer; paragloboside), to produce
Lc3Cer and neolactopentaosylceramide (nLc5Cer), respectively
(156).

Globotriaosylceramide (Gb3Cer) is synthesized from LacCer
by α1,4-galactosyltransferases. This glycolipid has been charac-
terized on red blood cells as the Pk antigen of the P blood group
system. The cloning of globotriaosylceramide (Gb3)/CD77 syn-
thase (α1,4-galactosyltransferase) was achieved by Furukawa
et al. The enzyme showed α1,4-galactosyltransferase activity
only on lactosylceramide and galactosylceramide (157). The
cloning of an α1,3-galactosyltransferase (iGb3 synthase) from a
rat placental cDNA expression library was reported by Keusch
et al. (158). The iGb3 synthase acts on lactosylceramide to form
iGb3 (Galα1,3Galβ1,4Glcβ1,1Cer), initiating the synthesis of
the isoglobo-series of GSL. This enzyme also has the ability
to act on two other substrates found in different GSL series (the
globoseries and the galactosylceramides).

Glycosphingolipids are a class of therapeutically valuable
compounds that are extremely difficult to obtain through ei-
ther chemical or traditional chemoenzymatic methods. Recently,
glycosynthases have been generated from Thodococcus sp. en-
doglycoceramidase II, a β-endoglycosidase that cleaves the
glycosidic link between the glycan and lipid moieties of gly-
cosphingolipids, by substituting the nucleophilic residue E351
with Ser, Ala, and Gly. The E351 S mutant has been used for
the synthesis of several lyso-glycosphingolipids, including GM1

and GM3 gangliosides, in yields up to 95% by condensing sph-
ingolipids with a series of oligosaccharyl fluorides (159).

Glycosylation of Natural Products

Many biologically active natural products are glycosides. It is
becoming more and more obvious that glycosylation affects

bioactivity or selectivity of natural products, such as anticancer
drugs and antibiotics (160, 161). Altering glycans has become
a focus within natural product chemistry and pharmaceutical
sciences. Recent developments in molecular glycobiology make
it possible to develop new and more effective glycodrugs.

The glycopeptides vancomycin and teicoplanin are clinically
important antibiotics. As the carbohydrate portions of these
molecules affect biologic activity, developing efficient strategies
to make carbohydrate derivatives is of interest in searching for
vancomycin and teicoplanin analogs. Glycosyltransferases from
Amycolatopsis orientalis were used by the Walsh group to pro-
duce variant sugar forms on both vancomycin and teicoplanin
classes of glycopeptide antibiotics using nucleotide diphospho-
sugar (NDP-sugars) as the glycosyl donors (162). Although
GalTs are generally perceived as unidirectional catalysts, very
recently, Thorson et al. (163) reported that four glycosyltrans-
ferases from two distinct natural product biosynthetic pathways
(calicheamicin and vancomycin) readily catalyzed reversible re-
actions, allowing sugars and aglycons to be exchanged with
ease. Using these new reactions, more than 70 differentially
glycosylated calicheamicin and vancomycin variants were pro-
duced.

The glycosyltransferase DesVII can catalyze the attach-
ment of TDP-D-desosamine onto 12- and 14-membered macro-
lactone rings to make methymycin/neomethymycin and nar-
bomycin/pikromycin, respectively, in Streptomyces venezuelae.
The purified DesVII is active only in the presence of another
protein, DesVIII, at high pH. YC-17 (10-deoxymethymycin)
was synthesized in preparative scale using TDP-D-desosamine
as the donor and 10-deoxymethynolide as aglycon acceptor
(164).

Steroidal glycosides constitute a structurally and biologically
diverse class of molecules such as cardenolides or saponins.
They have received considerable recent attention because of
their physiologic and pharmacologic activities. Synthesis of
steroidal glycosides via enzymatic systems is still rare as most
enzymes are not available. β-Galactosidase from Aspergillus
oryzae was used in the synthesis of various cardiac glycosides
which are unstable under basic or acidic condition during chemi-
cal synthesis (165). A periplogenin β-D-glucoside was prepared
in 37% yield using the biotransformation of digitoxigenin by
cultured Strophanthus hybrid cells (166). Thiem et al. have re-
ported the enzymatic synthesis of the β-glucuronides of estradiol
and ethynylestradiol on a preparative scale by incubating bovine
liver UDP-glucuronyl transferase with corresponding phenolic
aglycone substrates (167).

Peptidoglycan is a polymer of carbohydrate chains connected
by peptide crosslinks. It is the major component in bacterial cell
wall. The enzymes that synthesize peptidoglycan layers have
received special attention because many known antibiotics func-
tion by blocking peptidoglycan synthesis (168). Among these
enzymes, bacterial transglycosylases (TGases) are located on the
external surface of the bacterial membrance where they poly-
merize lipid II, a disaccharide anchored to the membrane by
a 55 carbon undecaprenyl chain (169, 170). Terrak et al. re-
ported that the penicillin-binding protein (PBP) 1b of E. coli
catalyzes the conversion of C55H89 lipid-transported disaccha-
ride pentapeptide units into polymeric peptidoglycan (171). This
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bifunctional enzyme catalyzes both glycosylation for the forma-
tion of the carbohydrate backone of murein and transpeptidation
for the formation of the interstrand peptide links (172).

Strategies in Enzymatic Synthesis
of Carbohydrates and
Glycoconjugates

Protein engineering of glycosidases
and glycosyltransferases

Other than protein crystal structure-based construction of gly-
cosidase mutants, such as glycosynthases, thioglycosynthases,
and thioglycoligases discussed above, for the synthesis of
carbohydrate-containing structures, protein crystal structure-
based rational design of glycosylatransferase with altered sub-
strate specificity has also been performed. In addition, directed
evolution has emerged as a powerful tool in generating mutants
with designed function.

Crystal structure-based rational design
of glycosyltransferase mutants

Many X-ray crystal structures have been reported for glyco-
syltransferases, which makes the structure-based redesign of
glycosyltransferases feasible.

For example, crystallographic analysis of the Y289L mutation
of β1,4GalT predicted that such a mutation should provide space
for a C-2 N -acetyl group (173). Using the GalT tolerating the
C-2 donor sugar substituents, Khidekel et al. (174) reported that
Y289L mutant β1,4GalT could efficiently transfer a Gal analog
with a ketone functionality at C-2 from donor to the O-GlcNAc
glycosylated protein CREB. The ketone functionality on the
Gal was used as a tag to identify O-GlcNAc posttranslational
modified proteins.

Directed evolution

Wild-type enzymes are powerful tools in the synthesis of carbo-
hydrates. Enzymatic synthesis using wild-type enzymes, how-
ever, is limited by the enzyme instability and the restriction on
the substrates that can be recognized by the wild-type enzymes.
Protein crystal structure-based rational design and mutants gen-
erated by site-directed mutagenesis provide some solution for
the problems. Some properties of the mutants, however, cannot
be obtained by rational design because of the limited informa-
tion available about the structure–function relationship of pro-
teins. Directed evolution has emerged as a promising approach
to obtain enzymes with broader or altered substrate specificity.
The key for a successful directed evolution process involves
an efficient screening system to identify randomly generated
mutants with desired properties. This has been a challenge for
applying directed evolution approaches for glycosyltransferases.
A recent report by Mayer et al. describes the development of
a novel agar plate-based coupled-enzyme screen to select an
improved glycosynthase form a library of mutants (175). With-
ers et al. developed a new fluorescence-based high-throughput

screening methodology for the directed evolution of sialyltrans-
ferases. Using this methodology, a library of >106 SaiT mutants
was screened and a new sialyltransferase variant was discov-
ered, which had more than 400-fold higher catalytic activities
than the parent enzyme (176).

Feng et al. (177) reported the converting a β-glycosidase of
Thermus thermophilus to a β-transglycosidase by directed evo-
lution. Mutants possessing high transferase activity are identi-
fied by using a simple screening procedure. Using these mutants,
self-condensation of nitrophenyl glycosides can reach nearly
quantitative yield, whereas transglycosylation of maltose and
cellobiose can reach 60% and 75%, respectively.

One-pot multiple-enzyme synthesis

Glycosyltransferases have been used in combination with other
enzymes such as sulfotransferases, proteases, lipases, and acetyl-
transferases to synthesize complex oligosaccharides. Most of
these enzymatic reactions can be successfully achieved un-
der similar conditions, which makes it possible to carry out
a multiple-enzyme reaction in one-pot system to produce
oligosaccharide and their derivatives. One-pot multiple-enzyme
reaction can simplify the product purification process without
the necessary of isolation of intermediates, thus avoiding the
compound loss during the multiple purification steps. More im-
portant, it avoids the use of high cost sugar nucleotides and
their analogs by using less-expensive starting materials.

Yu et al. (8, 67) recently reported a highly efficient and
convenient one-pot three-enzyme chemoenzymatic approach
for the synthesis of libraries of α2,6-linked and α2,3-linked
sialosides containing naturally occurring as well as non-natural
sialic acids. In this method, sialic acid modifications can be
chemically introduced at the very beginning, onto the six carbon
sugar precursors (ManNAc or mannose) of sialic acids. These
ManNAc or mannose analogs can then be directly converted to
naturally occurring and non-natural sialosides in one-pot using
three enzymes, including a sialic acid aldolase, a CMP-sialic
acid synthetase, and a sialyltransferase, without the isolation
of intermediates (Fig. 2). Such process takes advantage of the
relaxed substrate specificity of all the enzymes involved in the
synthesis.

Sugar nucleotide regeneration

The application of glycosyltransferases in the glycosidic link
formation is limited because of the high cost of sugar nu-
cleotides. This limitation has led to the development of sugar
nucleotide recycling systems in enzymatic glycosylations. These
regeneration systems require the use of only catalytic quantities
of the sugar nucleotides, which can be regenerated continuously
from inexpensive precursors, making the large-scale enzymatic
synthesis of complex carbohydrates economically viable.

Sugar nucleotide regeneration systems have been developed
by mimicking their biosynthetic pathways. For ex-
ample, Wang et al. reported the incorporation of a UDP-
GalNAc-4-epimerase in a UDP-GalNAc regeneration system,
which in combination with a GalNAcT, was used in the syn-
thesis of globotetraose and its derivatives (Fig. 3) (88).
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Figure 2 One-pot three-enzyme chemoenzymatic synthesis of sialosides containing sialic acid modifications. In this strategy, mannose or ManNAc
derivatives are chemically or enzymatically synthesized. These compounds are then used by a recombinant E. coli K-12 sialic acid aldolase to obtain sialic
acids and their derivatives followed by an N. meningitidis CMP-sialic acid synthetase for the formation of CMP-sialic acids. From which, sialic acids can be
transferred to lactose, LacNAc, galactose, GalNAc, or their derivatives by a multifunctional P. multocida sialyltransferase (PmST1) or a P. damsela
α2,6-sialyltransferase (Pd2,6ST) to form α2,3- or α2,6-linked sialosides in one pot without the isolation of intermediates.

Figure 3 Enzymatic synthesis of globotetraose with in situ UDP-GlcNAc regeneration. The system contains UDP-GlcNAc pyrophosphorylase (GlmU),
pyruvate kinase (PykF) and inorganic pyrophosphatase (PPase) from E. coli K12; GlcNAc phosphate mutase (Agm1) from S. cerevisiae; and GlcNAc kinase
(GlcNAcK) from C. albicans.

Other examples of multi-enzyme systems with sugar nu-
cleotide regeneration for large-scale economic synthesis of
many oligosaccharides have also reported (76, 178). Trisac-
charide Galα1,3Galβ1,4GlcNAcβO(CH2)8CO2Me was enzy-
matically synthesized by combining four enzymes (sucrose
synthase, UDP-Glc 4′-epimerase, β1,4-GalT, and α1,3-GalT)
in one pot using acceptor GlcNAcβ1-O(CH2)8CO2Me with in
situ UDP-Gal regeneration (Fig. 4). This is an efficient and
convenient method for the synthesis of Galα1,3Galβ1,4GlcNA
epitope, which plays an important role in various biologic and
immunologic processes.

Solid-phase enzymatic synthesis

Solid-phase synthesis of oligosaccharides is a practical and
convenient method as it simplifies the product purification

Figure 4 Enzymatic synthesis of Galα1,3Galβ1,4GlcNAcβOR with in situ
UDP-Gal regeneration. Four enzymes are used in the synthesis: sucrose
synthase (SusA), UDP-Glc 4′-epimerase, β1,4GalT, and α1,3GalT.

and makes combinatorial process feasible (179). Combin-
ing the highly efficient enzyme-catalyzed glycosylation with
solid-phase techniques offers a particularly convenient approach
for the synthesis of oligosaccharides and glycoconjugates. The
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Figure 5 Chemoenzymatic synthesis of glycopeptide using a combination of solid-phase and water-soluble polymer supports.

solid-phase enzymatic synthesis has been applied for sLex

tetrasaccharide (180) and a biomedically important tetrasaccha-
ride Neu5Acα2,3Galβ1,4GlcNAcβ1,3Gal (an inhibitor of the
attachement of H. pylori to mucous cells) (181). Other poly-
mer supported syntheses of oligosaccharides have also been
reported. Nishimura et al. reported a new approach for highly
efficient chemoenzymatic synthesis of glycopeptide using a
combination of solid-phase and water-soluble supports (Fig. 5)
(182). This approach was efficient and versatile for the synthesis
of a glycopeptide library.

Immobilized enzymes in the
synthesis—superbeads

The use of immobilized enzymes in bioprocesses offers greater
productivity because the same enzyme molecules can be used
multiple times over a long period of time. Wang et al. re-
ported a novel approach that transfers in vitro multiple enzyme
sugar nucleotide regeneration systems onto solid beads (the su-
perbeads) that can be used and reused as common synthetic
reagents for production of glycoconjugates. First the multiple
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Figure 6 The production system of UDP-Gal and globotriose. NM522/pNT25/pNT32 cells express galactose-1-phosphate uridyltransferase (galT),
galactokinase (galK), glucose-1-phosphate uridyltransferase (galU), and pyrophosphatase (ppa). NM522/pGT5 cells express α1,4-galactosyltransferase
gene (IgtC). C. ammoniagenes cells produce uridine 5′-triphosphate (UTP) from orotic acid.

enzymes involved in the biosynthetic pathway for the regen-
eration of UDP-Gal were expressed as N -terminal His-tagged
enzymes; these enzymes were then co-immobilized on Ni-NTA
beads by taking the advantage of the affinity of the hist-
dine tag and nickel-nitrilotriacetic acid (NTA) resin. The sugar
nucleotide regeneration superbeads can then be conveniently
combined with glycosyltransferases for the synthesis of spe-
cific oligosaccharides. Using the UDP-Gal regeneration beads
(containing galactokinase, galactose-1-phosphate uridylyltrans-
ferase, glucose-1-phosphate uridylyltransferase, and pyruvate
kinase, which are required for the regeneration of UDP-Gal
from UDP) with a truncated bovine α1,3-galactosyltransferase,
the trisaccharide Galα1,3LacOBn was synthesized in 72% yield
in gram-scale (183). Those beads were reused three times during
a three-week period and still retained 90% enzyme activity. Also
the nickel beads can be recharged for more use after removing
the deactivated enzymes. The superbeads can also be used in
combination with multiple immobilized glycosyltransferases to
generate target oligosaccharides. For example, using 2 equiv of
galactose as the starting sugar and GlcNAcβ1,3Galβ1,3GlcN3 as
the glycosyl acceptor, a combination of α1,3GalT and β1,4GalT
immobilized on the UDP-Gal superbeads was used to produce a
pentasaccharide with an overall yield of 76% (183). Combined
with galactosyltransferase, the superbeads become a very use-
ful reagent to synthesize a variety of oligosaccharides and their
derivatives.

Other examples of enzyme immobilization have also been re-
ported. For example, the recombinant human α1,3/1,4-
fucosyltransferase were immobilized on Ni2+-agarose through
a 6His tag and exhibited a remarkable stability. It was exploited
in the synthesis of Lea and Lex trisaccharides (184).

Cell-based synthesis

Metabolically engineered bacteria for the large-scale synthesis
of a variety of oligosaccharides have been developed (185–187).
Whole bacterial cells (single strain or coupled multiple strains),
which overexpress the glycosyltransferases involved in the syn-
thesis of the oligosaccharide and the genes involved in the sugar
nucleotide synthesis, are used as catalysts.

A very efficient and economical whole cell-based bacterial
coupling method for the synthesis of many sugar nucleotide
donors and oligosaccharides has been developed (188). In the

system for synthesizing globotriose, the C. ammoniagenes strain
was engineered to synthesize UTP from inexpensive orotic
acid. Coupling this strain with E. coli strains engineered to
overexpress UDP-Gal biosynthetic genes and GalT resulted in
the accumulation of globotriose in the reaction solution in high
concentration (Fig. 6). This methodology has also been applied
to the synthesis of sugar nucleotides and other oligosaccharides
(75, 189, 190).

Drouillard et al. (92) developed a “living factory” to produce
oligosaccharides in a single bacterium that overexpressing and
maintaining the level of sugar nucleotides using the cellular
machinery of E. coli . By overexpressing different glycosyl-
transferases, various oligosaccharides have been synthesized,
including fucosylated oligosaccharides, sialylated oligosaccha-
rides, chitooligosaccharides, and human milk oligosaccharides.

Another approach by Chen et al. (186) used a single
product-producing E. coli strain (superbug) containing all
the genes required for the sugar nucleotide regeneration and
oligosaccharide production assembled in a single plasmid. This
superbug technology has been used in the synthesis of αGal epi-
tope, P1 trisaccharide antigen, globotriose, and their derivatives.
The superbug technology is cost effective because only catalytic
amounts of the high energy phosphates are required. The use of
a single bacterial strain instead of multiple strains avoids trans-
port of reaction intermediates among strains and prevents the
complication of maintaining the growth of different strains.

Conclusion And Perspective
Significant progress has been made over the past two decades
for the application of enzymes in the synthesis of complex
carbohydrate-containing biomolecules. Challenges are still ex-
ist. Taking advantage of the increasingly available genomic data,
advancement in enzymatic synthesis of biomolecules relies on
the identification and characterization of enzymes with better
stability and novel or more flexible substrate specificity, a better
understanding of the enzyme mechanism, genetic manipulation
for tailor-made enzymes, and new methodology development.

References
1. Varki A. Biological roles of oligosaccharides: all of the theories

are correct. Glycobiology 1993;3:97–130.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 15



Enzymatic Synthesis of Carbohydrate-Containing Biomolecules

2. Wong CH, Whitesides GM. Glycosidases. In Wong CH, White-
sides GM, eds. Enzymes in Synthetic Organic Chemistry. 2000
Science, Pergamon, Oxford, pp. 283–290.

3. Chen X, Kowal P, Wang PG. Large-scale biosynthesis of
oligosaccharides. Curr. Opin. Drug. Discov. Devel. 2000;3:756–
763.

4. Borriss R, Krah M, Brumer H, Kerzhner MA, Ivanen DR,
Eneyskaya EV, Elyakova LA, Shishlyannikov SM, Shabalin
KA, Neustroev KN. Enzymatic synthesis of 4-methylumbelliferyl
(1→3)-β-D-glucooligosaccharides-new substrates for β-1,3-1,4-
D-glucanase. Carbohydr. Res. 2003;338:1455–1467.

5. Murata T, Honda H, Hattori T, Usui T. Enzymatic synthe-
sis of poly-N -acetyllactosamines as potential substrates for
endo-β-galactosidase-catalyzed hydrolytic and transglycosylation
reactions. Biochim. Biophys. Acta 2005;1722:60–68.

6. Angata T, Varki A. Chemical diversity in the sialic acids and
related alpha-keto acids: an evolutionary perspective. Chem. Rev.
2002;102:439–469.

7. Schauer R. Achievements and challenges of sialic acid research.
Glycoconj. J. 2000;17:485–499.

8. Yu H, Huang S, Chokhawala H, Sun M, Zheng H, Chen X.
Highly efficient chemoenzymatic synthesis of naturally oc-
curring and non-natural α-2,6-linked sialosides: a P. damsela
α-2,6-sialyltransferase with extremely flexible donor-substrate
specificity. Angew. Chem. Int. Ed. Engl. 2006;45:3938–3944.

9. Schmidt D, Sauerbrei B, Thiem J. Chemoenzymatic synthesis of
sialyl oligosaccharides with sialidases employing transglycosyla-
tion methodology. J. Org. Chem. 2000;65:8518–8526.

10. Thiem J, Sauerbrei B. Chemoenzymatic syntheses of sialy-
loligosaccharides with immobilized sialidase. Angew. Chem. Int.
Ed. Engl. 1991;30:1503–1505.

11. Vetere A, Miletich M, Bosco M, Paoletti S. Regiospecific
glycosidase-assisted synthesis of lacto-N -biose I (Galβ1-
3GlcNAc) and 3′-sialyl-lacto-N -biose I (NeuAcα2-3Galβ1-
3GlcNAc). Eur. J. Biochem. 2000;267:942–949.

12. Lee S, Kim B. trans-Sialidase catalyzed sialylation of β-galacto-
syldisaccharide with an introduction of β-galactosidase. Enzyme
Microb. Technol. 2001;28:161–167.

13. Kaftzik N, Wasserscheid P, Kragl U. Use of ionic liquids to
increase the yield and enzyme stability in the β-galactosidase
catalysed synthesis of N -acetyllactosamine. Org. Proc. Res. Dev.
2002;6:553–557.

14. Fujimoto H, Miyasato M, Ito Y, Sasaki T, Ajisaka K. Purification
and properties of recombinant beta-galactosidase from Bacillus
circulans. Glycoconj. J. 1998;15:155–160.

15. Yoon JH, Ajisaka K. The synthesis of galactopyranosyl deriva-
tives with beta-galactosidases of different origins. Carbohydr.
Res. 1996;292:153–163.

16. Schroder S, Schmidt U, Thiem J, Kowalczyk J, Kunz M, Vo-
gel M. Synthesis of oligosaccharides as potential novel food
components and upscaled enzymatic reaction employing the
β-galactosidase from bovine testes. Tetrahedron 2004;60:2601–
2608.

17. Chen X, Andreana PR, Wang,PG. Carbohydrates in transplanta-
tion. Curr. Opin. Chem. Biol. 1999;3:650–658.

18. Vic G, Scigelova M, Hastings JJ, Howarth OW, Crout DHG.
Glycosidase-catalysed synthesis of oligosaccharides: trisaccha-
rides with the α-D-gal-(1→3)-D-gal terminus responsible for the
hyperacute rejection response in cross-species transplant rejection
from pigs to man. Chem. Commun. 1996;12:1473–1474.

19. Matsuo I, Fujimoto H, Isomura M, Ajisaka K. Chemoenzy-
matic synthesis of Gal alpha 1-3Gal, Gal alpha 1-3Gal beta

1-4GlcNAc, and their PEG-conjugates. Bioorg. Med. Chem. Lett.
1997;7:255–258.

20. Weignerova L, Sedmera P, Hunkova Z, Halada P, Kren V, Casali
M, Riva S. Enzymatic synthesis of iso-globotriose from partially
protected lactose. Tetrahedron Lett. 1999;40:9297–9299.

21. Singh S, Scigelova M, Crout DHG. Glycosidase-catalysed syn-
thesis of α-galactosyl epitopes important in xenotransplantation
and toxin binding using the α-galactosidase from Penicillium
multicolor. Chem. Commun. 1999: 2065–2066.

22. Biely P, Puchart V, Cote GL. Enzymic α-galactosylation of a
cyclic glucotetrasaccharide derived from alternan. Carbohydr.
Res. 2001;332:299–303.

23. Li J, Robertson DE, Short JM, Wang PG. Chemical and en-
zymatic synthesis of glycoconjugates. 5: one-pot regioselective
synthesis of bioactive galactobiosides using a CLONEZYME
thermophilic glycosidase library. Bioorg. Med. Chem. Lett.
1999;9:35–38.

24. Laroute V, Willemot RM. Glucoside synthesis by glucoamylase
or glucosidase in organic solvents. Biotechnol. Lett. 1992;14:
169–174.

25. Balogh T, Boross L, Kosary J. Novel reaction systems for
the synthesis of O-glucosides by enzymatic reverse hydrolysis.
Tetrahedron 2004;60:679–682.

26. Kurosu J, Sato T, Yoshida K, Tsugane T, Shimura S, Kir-
imura K, Kino K, Usami S. Enzymatic synthesis of alpha-arbutin
by alpha-anomer-selective glucosylation of hydroquinone us-
ing lyophilized cells of Xanthomonas campestris WU-9701. J.
Biosci. Bioeng. 2002;93:328–330.

27. Fourage L, Colas B. Synthesis of beta-D-glucosyl- and beta-D-
fucosyl-glucoses using beta-glycosidase from Thermus ther-
mophilus. Appl. Microbiol. Biotechnol. 2001;56:406–410.

28. Smaali MI, Michaud N, Marzouki N, Legoy MD, Maugard T.
Comparison of two β-glucosidases for the enzymatic synthe-
sis of β-(1-6)-β-(1-3)-gluco-oligosaccharides. Biotechnol. Lett.
2004;26:675–679.

29. Kobayashi I, Tokuda M, Hashimoto H, Konda T, Nakano H,
Kitahata S. Purification and characterization of a new type of
α-glucosidase from Paecilomyces lilacinus that has transgluco-
sylation activity to produce α-1,3- and α-1,2-linked oligosaccha-
rides. Biosci. Biotechnol. Biochem. 2003;67:29–35.

30. Okada M, Nakayama T, Noguchi A, Yano M, Hemmi H, Nishino
T, Ueda T. Site-specific mutagenesis at positions 272 and 273
of the Bacillus sp SAM1606 alpha-glucosidase to screen mu-
tants with altered specificity for oligosaccharide production by
transglucosylation. J. Mol. Catal. B: Enzym. 2002;16:265–274.

31. Athanasopoulos VI, Niranjan K, Rastall RA. Regioselective
synthesis of mannobiose and mannotriose by reverse hydrolysis
using a novel 1,6-α-D-mannosidase from Aspergillus phoenicis.
J. Mol. Catal. B: Enzym. 2004;27:215–219.

32. Vic G, Hastings JJ, Crout DHG. Glycosidase-catalysed syn-
thesis of glycosides by an improved procedure for reverse
hydrolysis: Application to the chemoenzymatic synthesis of
galactopyranosyl-(1→4)-O-alpha-galactopyranoside derivatives.
Tetrahedron-Asymmetry 1996;7:1973–1984.

33. Nishio T, Hoshino S, Kondo A, Ogawa M, Matsuishi Y, Kita-
gawa M, Kawachi R, Oku T. alpha-Mannosidase-catalyzed syn-
thesis of a (1→2)-alpha-D-rhamnodisaccharide derivative. Car-
bohydr. Res. 2004;339:1389–1393.

34. Ajisaka K, Fujimoto H, Miyasato M: An alpha-L-fucosidase from
Penicillium multicolor as a candidate enzyme for the synthesis of
α(1→3)-linked fucosyl oligosaccharides by transglycosylation.
Carbohydr. Res. 1998; 309: 125-129.

16 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Enzymatic Synthesis of Carbohydrate-Containing Biomolecules

35. Ajisaka K, Shirakabe M. Regioselective synthesis of α-L-fucosyl-
containing disaccharides by use of α-L-fucosidases of various
origins. Carbohydr. Res. 1992;224:291–299.

36. Vetere A, Galateo C, Paoletti S. All-aqueous, regiospecific transg-
lycosylation synthesis of 3-O-alpha-L-fucopyranosyl-2-
acetamido-2-deoxy-D-glucopyranose, a building block for the
synthesis of branched oligosaccharides. Biochem. Biophys. Res.
Commun. 1997;234:358–361.

37. Svensson SCT, Thiem J. Purification of α-fucosidase by C-
glycosylic affinity chromatography, and the enzymic synthesis
of α-fucosyl disaccharides Carbohydr. Res. 1990;200:391–402.

38. Zeng XX, Murata T, Usui T. Glycosidase-catalyzed synthesis of
fucosyl di- and trisaccharide derivatives using alpha-L-fucosidase
from Alcaligenes sp. J. Carbohydr. Chem. 2003;22:309–316.

39. Cobucci-Ponzano B, Trincone A, Giordano A, Rossi M, Moracci
M. Identification of the catalytic nucleophile of the family 29
alpha-L-fucosidase from Sulfolobus solfataricus via chemical
rescue of an inactive mutant. Biochemistry 2003;42:9525–9531.

40. Nilsson KGI, Eliasson A, Larssonforek U. Production of glu-
cosamine containing disaccharides of the lewis-A and lewis-X
types employing glycosidases. Biotechnol. Lett. 1995;17:717–
722.

41. Nilsson KGI, Pan HF, Larsson-Lorek U. Syntheses of modi-
fied carbohydrates with glycosidases: Stereo- and regiospecific
syntheses of lactosamine derivatives and related compounds. J.
Carbohydr. Chem. 1997;16:459–477.

42. Kobayashi T, Adachi S, Matsuno R. Synthesis of alkyl fucosides
through beta-glucosidase-catalyzed condensation of fucose and
1-alcohols. Biotechnol. Lett. 1999;21:105–109.

43. Lirdprapamongkol K, Svasti J. Alkyl glucoside synthesis us-
ing Thai rosewood beta-glucosidase. Biotechnol. Lett. 2000;22:
1889–1894.

44. Srisomsap C, Subhasitanont P, Techasakul S, Surarit R, Svasti
J. Synthesis of homo- and hetero-oligosaccharides by Thai rose-
wood beta-glucosidase. Biotechnol. Lett. 1999;21:947–951.

45. Scigelova M, Crout DHG. Microbial β-N -acetylhexosaminidases
and their biotechnological applications. Enzyme Microb. Tech-
nol. 1999;25:3–14.

46. Scigelova M, Singh S, Crout DHG. Glycosidases-a great syn-
thetic tool. J. Mol. Catal. B: Enzym. 1999;6:483–494

47. Singh S, Packwood J, Samuel CJ, Critchley P, Crout DHG.
Glycosidase-catalysed oligosaccharide synthesis: preparation of
N -acetylchitooligosaccharides using the β-N -acetylhexosamini-
dase of Aspergillus oryzae. Carbohydr. Res. 1995;279:293–305.

48. Kadowaki S, Saskiawan I, Watanabe J, Yamamoto K, Bunno
M, Ichihara Y, Kumagai H. Transglycosylation activity of
β-N -acetylhexosaminidase from Penicillium oxalicum and its
application to synthesis of a drug carrier. J. Ferm. Bioeng.
1997;83:341–345.

49. Uzawa H, Zeng X, Minoura N. Synthesis of 6′-sulfodisaccharides
by β-N -acetylhexosaminidase-catalyzed transglycosylation.
Chem. Commun. 2003;34:100–101.

50. Eneyskaya EV, Brumer H, Backinowsky LV, Ivanen DR, Kul-
minskaya AA, Shabalin KA, Neustroev KN. Enzymatic synthe-
sis of β-xylanase substrates: transglycosylation reactions of the
β-xylosidase from Aspergillus sp. Carbohydr. Res. 2003;338:
313–325.

51. Moracci M, Ponzano BC, Trincone A, Fusco S, De Rosa M, van
der Oost J, Sensen CW, Charlebois RL, Rossi M. Identification
and molecular characterization of the first alpha-xylosidase from
an Archaeon. J. Biol. Chem. 2000;275:22082–22089.

52. Mackenzie LF, Wang QP, Warren RAJ, Withers SG. Glycosyn-
thases: Mutant glycosidases for oligosaccharide synthesis. J. Am.
Chem. Soc. 1998;120:5583–5584.

53. Malet C, Planas A. From beta-glucanase to beta-glucansynthase:
glycosyl transfer to alpha-glycosyl fluorides catalyzed by a mu-
tant endoglucanase lacking its catalytic nucleophile. FEBS Lett.
1998;440:208–212.

54. Honda Y, Kitaoka M. The first glycosynthase derived from an in-
verting glycoside hydrolase. J. Biol. Chem. 2006;281:1426–1431.

55. Izumi M, Shen GJ, Wacowich-Sgarbi S, Nakatani T, Plettenburg
O, Wong CH. Microbial glycosyltransferases for carbohydrate
synthesis: α-2,3-sialyltransferase from Neisseria gonorrheae. J.
Am. Chem. Soc. 2001;123:10909–10918.

56. Boons GJ, Demchenko AV. Recent advances in O-sialylation.
Chem. Rev. 2000;100:4539–4566.

57. Chappell MD, Halcomb RL. Enzyme-catalyzed synthesis of
oligosaccharides that contain functionalized sialic acids. J. Am.
Chem. Soc. 1997;119:3393–3394.

58. Gross HJ, Bunsch A, Paulson JC, Brossmer R. Activation and
transfer of novel synthetic 9-substituted sialic acids. Eur. J.
Biochem. 1987;168:595–602.

59. Dufner G, Schworer R, Muller B, Schmidt RR. Base- and
sugar-modified cytidine monophosphate N -acetylneuraminic acid
(CMP-Neu5Ac) analogues - synthesis and studies with (2-6)-
sialyltransferase from rat liver. Eur. J. Org. Chem. 2000; 1467–
1482.

60. Baisch G, Ohrlein R. Glycosyl-transferase catalyzed assem-
blage of sialyl-Lewis(x)-saccharopeptides. Bioorg. Med. Chem.
1998;6:1673–1682.

61. Wlasichuk KB, Kashem MA, Nikrad PV, Bird P, Jiang C,
Venot AP. Determination of the specificities of rat liver Gal(beta
1→4)GlcNAc alpha 2,6-sialyltransferase and Gal(beta 1→3/4)
GlcNAc alpha 2,3-sialyltransferase using synthetic modified ac-
ceptors. J. Biol. Chem. 1993;268:13971–13977.

62. Schwardt O, Gao G, Visekruna, T, Rabbani S, Gassmann E, Ernst
B. Substrate specificity and preparative use of recombinant rat
ST3Gal III. J. Carbohydr. Chem. 2004;23:1–26.

63. Gross HJ, Rose U, Krause JM, Paulson JC, Schmid K, Feeney
RE, Brossmer R. Transfer of synthetic sialic acid analogues
to N - and O-linked glycoprotein glycans using four different
mammalian sialyltransferases. Biochemistry 1989;28:7386–7392.

64. Gilbert M, Bayer R, Cunningham AM, DeFrees S, Gao Y, Wat-
son DC, Young NM, Wakarchuk WW. The synthesis of sialylated
oligosaccharides using a CMP-Neu5Ac synthetase/sialyltransfer-
ase fusion. Nat. Biotechnol. 1998;16:769–772.

65. Vasiliu D, Razi N, Zhang Y, Jacobsen N, Allin K, Liu X, Hoff-
mann J, Bohorov O, Blixt O. Large-scale chemoenzymatic syn-
thesis of blood group and tumor-associated poly-N-acetyllactos-
amine antigens. Carbohydr. Res. 2006;341:1447–1457.

66. Gilbert M, Brisson JR, Karwaski MF, Michniewicz J, Cunning-
ham AM, Wu Y, Young NM, Wakarchuk WW. Biosynthesis of
ganglioside mimics in Campylobacter jejuni OH4384. Identifi-
cation of the glycosyltransferase genes, enzymatic synthesis of
model compounds, and characterization of nanomole amounts
by 600-mhz (1)h and (13)c NMR analysis. J. Biol. Chem.
2000;275:3896–3906.

67. Yu H, Chokhawala H, Karpel R, Yu H, Wu B, Zhang J, Zhang
Y, Jia Q, Chen X. A multifunctional Pasteurella multocida
sialyltransferase: a powerful tool for the synthesis of sialoside
libraries. J. Am. Chem. Soc. 2005;127:17618–17619.

68. Ni L, Sun M, Yu H, Chokhawala H, Chen X, Fisher AJ.
Cytidine 5′-monophosphate (CMP)-induced structural changes

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 17



Enzymatic Synthesis of Carbohydrate-Containing Biomolecules

in a multifunctional sialyltransferase from Pasteurella multocida.
Biochemistry 2006;45:2139–2148.

69. Yamamoto T, Nagae H, Kajihara Y, Terada I. Mass produc-
tion of bacterial alpha 2,6-sialyltransferase and enzymatic syn-
theses of sialyloligosaccharides. Biosci. Biotechnol. Biochem.
1998;62:210–214.

70. Ohrlein R. Glycosyltransferase-catalyzed synthesis of non-natural
oligosaccharides. Top. Curr. Chem. 1999;200:227–254.

71. Srivastava G, Hindsgaul O, Palcic MM. Chemical synthesis and
kinetic characterization of UDP-2-deoxy-D-lyxo-hexose(UDP-2-
deoxy-D-galactose), a donor-substrate for β-(1→4)-D-galacto-
syltransferase. Carbohydr. Res. 1993;245:137–144.

72. Kajihara Y, Endo T, Ogasawara H, Kodama H, Hashimoto H.
Enzymatic transfer of 6-modified D-galactosyl residues - synthe-
sis of biantennary penta-saccharides and hepta-saccharides hav-
ing 2,6-deoxy-D-galactose residues at the nonreducing end and
evaluation of 6-deoxy-D-galactosyl transfer to glycoprotein us-
ing bovine β-(1→4)-galactosyltransferase and UDP-6-deoxy-D-
galactose. Carbohydr. Res. 1995;269:273–294.

73. Logan SM, Conlan JW, Monteiro MA, Wakarchuk WW, Altman
E. Functional genomics of Helicobacter pylori: identification of a
β-1,4 galactosyltransferase and generation of mutants with altered
lipopolysaccharide. Mol. Microbiol. 2000;35:1156–1167.

74. Wakarchuk WW, Cunningham A, Watson DC, Young NM. Role
of paired basic residues in the expression of active recombi-
nant galactosyltransferases from the bacterial pathogen Neisseria
meningitidis. Protein. Eng. 1998;11:295–302.

75. Endo T, Koizumi S, Tabata K, Kakita S, Ozaki A. Large-scale
production of N -acetyllactosamine through bacterial coupling.
Carbohydr. Res. 1999;316:179–183.

76. Fang J, Li J, Chen X, Zhang Y, Wang J, Guo Z, Zhang W, Yu L,
Brew K, Wang PG. Highly efficient chemoenzymatic synthesis
of α-Galactosyl epitopes with a recombinant α(1→3)-galactosyl-
transferase. J. Am. Chem. Soc. 1998;120:6635–6638.

77. Sujino K, Uchiyama T, Hindsgaul O, Seto NOL, Wakarchuk
WW, Palcic MM. Enzymatic synthesis of oligosaccharide ana-
logues: UDP-Gal analogues as donors for three retaining α-
galactosyltransferases. J. Am. Chem. Soc. 2000;122:1261–1269.

78. Lougheed B, Ly HD, Wakarchuk WW, Withers SG. Glycosyl
fluorides can function as substrates for nucleotide phosphosugar-
dependent glycosyltransferases. J. Biol. Chem. 1999;274:37717–
37722.

79. Linton D, Gilbert M, Hitchen PG, Dell A, Morris HR, Wakarchuk
WW, Gregson NA, Wren BW. Phase variation of a β-1,3 galacto-
syltransferase involved in generation of the ganglioside GM1-like
lipo-oligosaccharide of Campylobacter jejuni. Mol. Microbiol.
2000;37:501–514.

80. Hennet T, Dinter A, Kuhnert P, Mattu TS, Rudd PM, Berger EG.
Genomic cloning and expression of three murine UDP-galactose:
β-N -acetylglucosamine β1,3-galactosyltransferase genes. J. Biol.
Chem. 1998;273:58–65.

81. Okajima T, Nakamura Y, Uchikawa M, Haslam DB, Numata
SI, Furukawa K, Urano T, Furukawa K.Expression cloning
of human globoside synthase cDNAs. Identification of beta
3Gal-T3 as UDP-N -acetylgalactosamine:globotriaosylceramide
beta 1,3-N -acetylgalactosaminyltransferase. J. Biol. Chem. 2000;
275:40498–40503.

82. Ju T, Brewer K, D’Souza A, Cummings RD, Canfield WM.
Cloning and expression of human core 1 β1,3-galactosyltrans-
ferase. J. Biol. Chem. 2002;277:178–186.

83. Ju T, Cummings RD, Canfield WM. Purification, characteriza-
tion, and subunit structure of rat core 1 β1,3-galactosyltransferase.
J. Biol. Chem. 2002;277:169–177.

84. Kudo T, Iwai T, Kubota T, Iwasaki H, Takayma Y, Hiruma T, In-
aba N, Zhang Y, Gotoh M, Togayachi A, Narimatsu H. Molecular
cloning and characterization of a novel UDP-Gal:GalNAc(alpha)
peptide β1,3-galactosyltransferase (C1Gal-T2), an enzyme syn-
thesizing a core 1 structure of O-glycan. J. Biol. Chem. 2002;277:
47724–47731.

85. Kremer L, Dover LG, Morehouse C, Hitchin P, Everett M, Morris
HR, Dell A, Brennan PJ, McNeil MR, Flaherty C, Duncan K,
Besra GS. Galactan biosynthesis in mycobacterium tuberculosis .
Identification of a bifunctional UDP-galactofuransoyltransferase.
J. Biol. Chem. 2001;276:26430–26440.

86. Rose NL, Completo GC, Lin SJ, McNeil M, Palcic MM,
Lowary TL. Expression, purification, and characterization of
a galactofuranosyltransferase involved in Mycobacterium tu-
berculosis arabinogalactan biosynthesis. J. Am. Chem. Soc.
2006;128:6721–6729.

87. Renaudie L, Daniellou R, Auge C, Le Narvor C. Enzymatic
supported synthesis of lacto-N-neotetraose using dendrimeric
polyethylene glycol. Carbohydr. Res. 2004;339:693–698.

88. Shao J, Zhang J, Kowal P, Lu Y, Wang PG. Efficient synthesis
of globoside and isogloboside tetrasaccharides by using β(1→3)
N -acetylgalactosaminyltransferase/UDP-N-acetylglucosamine
C4 epimerase fusion protein. Chem. Commun. 2003:1422–1423.

89. Blixt O, Vasiliu D, Allin K, Jacobsen N, Warnock D, Razi N,
Paulson JC, Bernatchez S, Gilbert M, Wakarchuk W. Chemoen-
zymatic synthesis of 2-azidoethyl-ganglio-oligosaccharides GD3,
GT3, GM2, GD2, GT2, GM1, and GD1a. Carbohydr. Res.
2005;340:1963–1972.

90. Gutierrez Gallego R, Dudziak G, Kragl U, Wandrey C, Kamer-
ling JP, Vliegenthart JF. Enzymatic synthesis of the core-2 sialyl
Lewis X O-glycan on the tumor-associated MUC1a’ peptide.
Biochimie 2003;85:275–286.

91. Westerlind U, Hagback P, Tidback B, Wiik L, Blixt O, Razi N,
Norberg T. Synthesis of deoxy and acylamino derivatives of
lactose and use of these for probing the active site of Neisseria
meningitidis N -acetylglucosaminyltransferase. Carbohydr. Res.
2005;340:221–233.

92. Drouillard S, Driguez H, Samain E. Large-scale synthesis of
H-antigen oligosaccharides by expressing Helicobacter pylori
α1,2-fucosyltransferase in metabolically engineered Escherichia
coli cells. Angew. Chem. Int. Ed. Engl. 2006;45:1778–1780.

93. Watt GM, Revers L, Webberley MC, Wilson IB, Flitsch SL. The
chemoenzymatic synthesis of the core trisaccharide of N-linked
oligosaccharides using a recombinant beta-mannosyltransferase.
Carbohydr. Res. 1997;305:533–541.

94. Tsuruta O, Yuasa H, Hashimoto H, Sujino K, Otter A, Li H,
Palcic MM. Synthesis of GDP-5-thiosugars and their use as
glycosyl donor substrates for glycosyltransferases. J. Org. Chem.
2003;68:6400–6406.

95. Jahn M, Marles J, Warren RA, Withers SG. Thioglycoligases:
mutant glycosidases for thioglycoside synthesis. Angew. Chem.
Int. Ed. Engl. 2003;42:352-354.

96. Stick RV, Stubbs KA. From glycoside hydrolases to thioglycol-
igases of thioglycosides. Tetrahedron: Asymmetry 2005;16:321–
335.

97. Kim YW, Lovering AL, Chen H, Kantner T, McIntosh LP, Stry-
nadka NC, Withers SG. Expanding the thioglycoligase strategy
to the synthesis of alpha-linked thioglycosides allows structural
investigation of the parent enzyme/substrate complex. J. Am.
Chem. Soc. 2006;128:2202–2203.

98. Jahn M, Chen H, Mullegger J, Marles J, Warren RA, With-
ers SG. Thioglycosynthases: double mutant glycosidases that

18 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Enzymatic Synthesis of Carbohydrate-Containing Biomolecules

serve as scaffolds for thioglycoside synthesis. Chem. Commun.
2004:274–275.

99. Rich JR, Szpacenko A, Palcic MM, Bundle DR. Glycosyltrans-
ferase-catalyzed synthesis of thiooligosaccharides. Angew. Chem.
Int. Ed. Engl. 2004;43:613–615.

100. Mano JF, Koniarova D, Reis RL. Thermal properties of thermo-
plastic starch/synthetic polymer blends with potential biomedical
applicability. J. Mater. Sci. Mater. Med. 2003;14:127–135.

101. Griffiths G, Cook NJ, Gottfridson E, Lind T, Lidholt K, Roberts
IS. Characterization of the glycosyltransferase enzyme from the
Escherichia coli K5 capsule gene cluster and identification and
characterization of the glucuronyl active site. J. Biol. Chem.
1998;273:11752–11757.

102. Hodson N, Griffiths G, Cook N, Pourhossein M, Gottfridson
E, Lind T, Lidholt K, Roberts IS. Identification that KfiA, a
protein essential for the biosynthesis of the Escherichia coli
K5 capsular polysaccharide, is an alpha-UDP-GlcNAc glycosyl-
transferase. The formation of a membrane-associated K5 biosyn-
thetic complex requires KfiA, KfiB, and KfiC. J. Biol. Chem.
2000;275:27311–27315.

103. DeAngelis PL, White CL. Identification and molecular cloning
of a heparosan synthase from Pasteurella multocida type D. J.
Biol. Chem. 2002;277:7209–7213.

104. DeAngelis PL. Microbial glycosaminoglycan glycosyltransfe-
rases. Glycobiology 2002;12:9R–16R.

105. Kuberan B, Beeler DL, Lech M, Wu ZL, Rosenberg RD.
Chemoenzymatic synthesis of classical and non-classical an-
ticoagulant heparan sulfate polysaccharides. J. Biol. Chem.
2003;278:52613–52621.

106. Chen J, Avci FY, Munoz EM, McDowell LM, Chen M,
Pedersen LC, Zhang L, Linhardt RJ, Liu J. Enzymatic re-
designing of biologically active heparan sulfate. J. Biol. Chem.
2005;280:42817–42825.

107. DeAngelis PL, Jing W, Drake RR, Achyuthan AM. Identification
and molecular cloning of a unique hyaluronan synthase from
Pasteurella multocida. J. Biol. Chem. 1998;273:8454–8458.

108. Hoshi H, Nakagawa H, Nishiguchi S, Iwata K, Niikura K,
Monde K, Nishimura S: An engineered hyaluronan synthase:
characterization for recombinant human hyaluronan synthase 2
Escherichia coli. J. Biol. Chem. 2004;279:2341–2349.

109. De Luca C, Manfred L, Martini I, Crescenzi F, Shen GJ,
O’Regan M, Wong CH. Enzymic synthesis of hyaluronic acid
with regeneration of sugar nucleotides. J. Am. Chem. Soc.
1995;117:5869–5870.

110. DeAngelis PL, Oatman LC, Gay DF. Rapid chemoenzymatic
synthesis of monodisperse hyaluronan oligosaccharides with im-
mobilized enzyme reactors. J. Biol. Chem. 2003;278:35199–
35203.

111. Saitoh H, Takagaki K, Majima M, Nakamura T, Matsuki A,
Kasai M, Narita H, Endo M. Enzymic reconstruction of gly-
cosaminoglycan oligosaccharide chains using the transglycosyla-
tion reaction of bovine testicular hyaluronidase. J. Biol. Chem.
1995;270:3741–3747.

112. Kobayashi S, Morii H, Itoh R, Kimura S, Ohmae M. Enzymatic
polymerization to artificial hyaluronan: a novel method to syn-
thesize a glycosaminoglycan using a transition state analogue
monomer. J. Am. Chem. Soc. 2001;123:11825–11826.

113. Kobayashi S, Fujikawa S, Ohmae M. Enzymatic synthesis of
chondroitin and its derivatives catalyzed by hyaluronidase. J. Am.
Chem. Soc. 2003;125:14357–14369.

114. Cunningham BA, Hemperly JJ, Murray BA, Prediger EA, Brack-
enbury R, Edelman GM. Neural cell adhesion molecule: struc-
ture, immunoglobulin-like domains, cell surface modulation, and
alternative RNA splicing. Science 1987;236:799–806.

115. Cho JW, Troy FA. Polysialic acid engineering: synthesis of
polysialylated neoglycosphingolipids by using the polysialyl-
transferase from neuroinvasive Escherichia coli K1. Proc. Natl.
Acad. Sci. U.S.A. 1994;91:11427–11431.

116. Shen GJ, Datta AK, Izumi M, Koeller KM, Wong CH. Expression
of alpha2,8/2,9-polysialyltransferase from Escherichia coli K92.
Characterization of the enzyme and its reaction products. J. Biol.
Chem. 1999;274:35139–35146.

117. McGowen MM, Vionnet J, Vann WF. Elongation of alternat-
ing alpha 2,8/2,9 polysialic acid by the Escherichia coli K92
polysialyltransferase. Glycobiology 2001;11:613–620.

118. Kobayashi S, Kashiwa K, Kawasaki T, Shoda S. Novel method
for polysaccharide synthesis using an enzyme: the first in vitro
synthesis of cellulose via a nonbiosynthetic path using cellulase
as catalyst. J. Am. Chem. Soc. 1991;113:3079–3084.

119. Kobayashi S, Shimada J, Kashiwa K, Shoda S. Enzymic poly-
merization of α-D-maltosyl fluoride using α-amylase as catalyst:
a new approach for synthesis of maltooligosaccharides. Macro-
molecules 1992;25:3237–3241.

120. Ziegast G, Pfannemuller B. Phosphorolytic syntheses with di-,
oligo- and multi- functional primers. Carbohydr. Res. 1987;160:
185–204.

121. Kobayashi S. Wen X, Shoda S. Specific preparation of artificial
xylan: a new approach to polysaccharide synthesis by using
cellulase as catalyst. Macromolecules 1996;29:2698–2700.

122. Kobayashi S. Ethylenimine polymers. Prog. Polym. Sci. 1990;
15:751–734.

123. Sakamoto J, Kobayashi S. Enzymatic synthesis of 3-O-
Methylated chitin oligomers from new derivatives of a chitobiose
oxazoline. Chem. Lett. 2004;33:698–699.

124. Whelan SA, Hart GW. Proteomic approaches to analyze the
dynamic relationships between nucleocytoplasmic protein gly-
cosylation and phosphorylation. Circ. Res. 2003;93:1047–1058.

125. Khidekel N, Ficarro SB, Peters EC, Hsieh-Wilson LC. Exploring
the O-GlcNAc proteome: direct identification of O-GlcNAc-
modified proteins from the brain. Proc. Natl. Acad. Sci. U.S.A.
2004;101:13132–13137.

126. Vocadlo DJ, Hang HC, Kim EJ, Hanover JA, Bertozzi CR. A
chemical approach for identifying O-GlcNAc-modified proteins
in cells. Proc. Natl. Acad. Sci. U.S.A. 2003;100:9116–9121.

127. Zhang Z, Gildersleeve J, Yang YY, Xu R, Loo JA, Uryu S,
Wong CH, Schultz PG. A new strategy for the synthesis of
glycoproteins. Science 2004;303:371–373.

128. Hang HC, Yu C, Kato DL, Bertozzi CR. A metabolic labeling
approach toward proteomic analysis of mucin-type O-linked gly-
cosylation. Proc. Natl. Acad. Sci. U.S.A. 2003;100:14846–14851.

129. Hang HC, Bertozzi CR. The chemistry and biology of mucin-type
O-linked glycosylation. Bioorg. Med. Chem. 2005;13:5021–5034.

130. Pratt MR, Hang HC, Ten Hagen KG, Rarick J, Gerken TA, Tabak
LA, Bertozzi CR. Deconvoluting the functions of polypeptide
N -alpha-acetylgalactosaminyltransferase family members by gly-
copeptide substrate profiling. Chem. Biol. 2004;11:1009–1016.

131. Kato K, Takeuchi H, Kanoh A, Mandel U, Hassan H, Clausen H,
Irimura T. N-acetylgalactosamine incorporation into a peptide
containing consecutive threonine residues by UDP-N -acetyl-D-
galactosaminide:polypeptide N -acetylgalactosaminyltransferases.
Glycobiology 2001;11:821–829.

132. Ajisaka K, Miyasato M, Ishii- Karakasa I. Efficient synthesis
of O-linked glycopeptide by a transglycosylation using endo

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 19



Enzymatic Synthesis of Carbohydrate-Containing Biomolecules

alpha-N -acetylgalactosaminidase from Streptomyces sp. Biosci.
Biotechnol. Biochem. 2001;65:1240–1243.

133. Naundorf A, Ajisaka K. Purification of alpha-N-acetyl-galacto-
saminidase from Aspergillus niger and its use in the synthe-
sis of GalNAc-alpha-(1→O)-serine. Enzyme Micro. Technol.
1999;25:483–488.

134. Koeller KM, Smith MEB, Huang RF, Wong CH: Chemoenzy-
matic synthesis of a PSGL-1 N -terminal glycopeptide containing
tyrosine sulfate and alpha-O-linked sialyl Lewis X. J. Am. Chem.
Soc. 2000;122:4241–4242.

135. Leppanen A, White SP, Helin J, McEver RP, Cummings RD.
Binding of glycosulfopeptides to P-selectin requires stereospe-
cific contributions of individual tyrosine sulfate and sugar
residues. J. Biol. Chem. 2000;275:39569–39578.

136. DeFrees S, Wang ZG, Xing R, Scott AE, Wang J, Zopf D,
Gouty DL, Sjoberg ER, Panneerselvam K, Brinkman-Van der
Linden EC, Bayer RJ, Tarp MA, Clausen H. GlycoPEGylation
of recombinant therapeutic proteins produced in Escherichia coli.
Glycobiology 2006;16:833–843.

137. Roberts MJ, Bentley MD, Harris JM. Chemistry for peptide and
protein PEGylation. Adv. Drug. Deliv. Rev. 2002;54:459–476.

138. Lechner J, Wieland F. Structure and biosynthesis of prokaryotic
glycoproteins. Annu. Rev. Biochem. 1989;58:173–194.

139. Witte K, Sears P, Martin R, Wong CH. Enzymatic glycoprotein
synthesis: Preparation of ribonuclease glycoforms via enzymatic
glycopeptide condensation and glycosylation. J. Am. Chem. Soc.
1997;119:2114–2118.

140. Takegawa K, Yamaguchi S, Kondo A, Iwamoto H, Nakoshi M,
Kato I, Iwahara S. Transglycosylation activity of endo-beta-N -
acetylglucosaminidase from Arthrobacter protophormiae. Bio-
chem. Int. 1991;24:849–855.

141. Yamamoto K, Kadowaki S, Watanabe J, Kumagai H. Transglyco-
sylation activity of Mucor hiemalis endo-beta-N -acetyl-glucos-
aminidase which transfers complex oligosaccharides to the N-
acetylglucosamine moieties of peptides. Biochem. Biophys. Res.
Commun. 1994;203:244–252.

142. Takegawa K, Tabuchi M, Yamaguchi S, Kondo A, Kato I, Iwa-
hara S. Synthesis of neoglycoproteins using oligosaccharide-
transfer activity with endo-beta-N -acetylglucosaminidase. J. Biol.
Chem. 1995;270:3094–3099.

143. Deras IL, Takegawa K, Kondo A, Kato I, Lee YC. Synthe-
sis of a high-mannose-type glycopeptide analog containing a
glucose-asparagine link. Bioorg. Med. Chem. Lett. 1998;8:1763–
1766.

144. Wang LX, Tang M, Suzuki T, Kitajima K, Inoue Y, Inoue S, Fan
JQ, Lee YC. Combined chemical and enzymatic synthesis of a
C-glycopeptide and its inhibitory activity toward glycoamidases.
J. Am. Chem. Soc. 1997;119:11137–11146.

145. Fujita M, Shoda S, Haneda K, Inazu T, Takegawa K, Ya-
mamoto K. A novel disaccharide substrate having 1,2-oxazoline
moiety for detection of transglycosylating activity of endogly-
cosidases. Biochim. Biophys. Acta. 2001;1528:9–14.

146. Li B, Song H, Hauser S, Wang LX. A highly efficient chemoen-
zymatic approach toward glycoprotein synthesis. Org. Lett.
2006;8:3081–3084.

147. Li B, Zeng Y, Hauser S, Song H, Wang LX. Highly effi-
cient endoglycosidase-catalyzed synthesis of glycopeptides using
oligosaccharide oxazolines as donor substrates. J. Am. Chem.
Soc. 2005;127:9692–9693.

148. Li H, Li B, Song H, Breydo L, Baskakov IV, Wang LX.
Chemoenzymatic Synthesis of HIV-1 V3 Glycopeptides Carrying
Two N-Glycans and Effects of Glycosylation on the Peptide
Domain. J. Org. Chem. 2005; 70: 9990–9996.

149. Hamilton SR, Bobrowicz P, Bobrowicz B, Davidson RC, Li H,
Mitchell T, Nett JH, Rausch S, Stadheim TA, Wischnewski H,
Wildt S, Gerngross TU. Production of complex human glycopro-
teins in yeast. Science 2003;301:1244–1246.

150. Li H, Sethuraman N, Stadheim TA, Zha D, Prinz B, Ballew N,
Bobrowicz P, Choi BK, Cook WJ, Cukan M, Houston-Cummings
NR, Davidson R, Gong B, Hamilton SR, Hoopes JP, Jiang Y,
Kim N, Mansfield R, Nett JH, Rios S, Strawbridge R, Wildt S,
Gerngross TU. Optimization of humanized IgGs in glycoengi-
neered Pichia pastoris . Nat. Biotechnol. 2006;24:210–215.

151. Hamilton SR, Davidson RC, Sethuraman N, Nett JH, Jiang Y,
Rios S, Bobrowicz P, Stadheim TA, Li H, Choi BK, Hop-
kins D, Wischnewski H, Roser J, Mitchell T, Strawbridge RR,
Hoopes J, Wildt S, Gerngross TU. Humanization of yeast to
produce complex terminally sialylated glycoproteins. Science
2006;313:1441–1443.

152. Melkerson-Watson LJ, Sweeley CC. Purification to apparent ho-
mogeneity by immunoaffinity chromatography and partial char-
acterization of the GM3 ganglioside-forming enzyme, CMP-sialic
acid:lactosylceramide alpha 2,3-sialyltransferase (SAT-1), from
rat liver Golgi. J. Biol. Chem. 1991;266:4448–4457.

153. Preuss U, Gu X, Gu T, Yu RK. Purification and characterization
of CMP-N-acetylneuraminic acid:lactosylceramide (alpha 2-3)
sialyltransferase (GM3-synthase) from rat brain. J. Biol. Chem.
1993;268:26273–26278.

154. Ishii A, Ohta M, Watanabe Y, Matsuda K, Ishiyama K, Sakoe K,
Nakamura M, Inokuchi J, Sanai Y, Saito M. Expression cloning
and functional characterization of human cDNA for ganglioside
GM3 synthase. J. Biol. Chem. 1998;273:31652–31655.

155. Chou DK, Jungalwala FB. Characterization and developmental
expression of lactotriosylceramide:galactosyltransferase for the
synthesis of neolactotetraosylceramide in the nervous system. J.
Neurochem. 1994;62:307–314.

156. Togayachi A, Akashima T, Ookubo R, Kudo T, Nishihara S,
Iwasaki H, Natsume A, Mio H, Inokuchi J, Irimura T, Sasaki
K, Narimatsu H. Molecular cloning and characterization of
UDP-GlcNAc:lactosylceramide beta 1,3-N-acetylglucosaminyl-
transferase (beta 3Gn-T5), an essential enzyme for the expression
of HNK-1 and Lewis X epitopes on glycolipids. J. Biol. Chem.
2001;276:22032–22040.

157. Kojima Y, Fukumoto S, Furukawa K, Okajima T, Wiels J,
Yokoyama K, Suzuki Y, Urano T, Ohta M, Furukawa K. Molecu-
lar cloning of globotriaosylceramide/CD77 synthase, a glycosyl-
transferase that initiates the synthesis of globo series glycosph-
ingolipids. J. Biol. Chem. 2000;275:15152–15156.

158. Keusch JJ, Manzella SM, Nyame KA, Cummings RD, Baen-
ziger JU. Expression cloning of a new member of the ABO
blood group glycosyltransferases, iGb3 synthase, that directs
the synthesis of isoglobo-glycosphingolipids. J. Biol. Chem.
2000;275:25308–25314.

159. Vaughan MD, Johnson K, DeFrees S, Tang X, Warren RA, With-
ers SG. Glycosynthase-mediated synthesis of glycosphingolipids.
J. Am. Chem. Soc. 2006;128:6300–6301.

160. Thorson JS, Hosted TJ, Jiang J, Biggins JB, Ahlert J. Natures
carbohydrate chemists the enzymatic glycosylation of bioactive
bacterial metabolites. Curr. Org. Chem. 2001;5:139–167.

161. Dwek RA, Butters TD, Platt FM, Zitzmann N. Targeting gly-
cosylation as a therapeutic approach. Nat. Rev. Drug. Discov.
2002;1:65–75.

162. Losey HC, Peczuh MW, Chen Z, Eggert US, Dong SD, Pelczer
I, Kahne D, Walsh CT. Tandem action of glycosyltransferases in
the maturation of vancomycin and teicoplanin aglycones: novel
glycopeptides. Biochemistry 2001;40:4745–4755.

20 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Enzymatic Synthesis of Carbohydrate-Containing Biomolecules

163. Zhang C, Griffith BR, Fu Q, Albermann C, Fu X, Lee IK, Li
L, Thorson JS: Exploiting the reversibility of natural product
glycosyltransferase-catalyzed reactions. Science 2006;313:1291–
1294.

164. Borisova SA, Zhao L, Melancon IC, Kao CL, Liu HW. Charac-
terization of the glycosyltransferase activity of desVII: analysis
of and implications for the biosynthesis of macrolide antibiotics.
J. Am. Chem. Soc. 2004;126:6534–6535.

165. Yasuhiro TH, Mitsuo N, Satoh T. Enzymic synthesis of chem-
ically unstable cardiac glycosides by β-galactosidase from As-
pergillus oryzae. Tetrahedron Lett. 1984;25:2241–2244

166. Kawaguchi K, Koike S, Hirotani M, Fujihara M, Furuya T, Iwata
R, Morimoto K. Biotransformation of digitoxigenin by cultured
Strophanthus hybrid cells. Phytochemistry 1998;47:1261–1265.

167. Werschkun B, Wendt A, Thiem T. Enzymic synthesis of β-glu-
curonides of estradiol, ethynylestradiol and other phenolic sub-
strates on a preparative scale employing UDP-glucuronyl trans-
ferase. J. Chem. Soc., Perkin Trans 1 1998: 3021–3023.

168. Wong KK, Pompliano DL. Peptidoglycan biosynthesis. Unex-
ploited antibacterial targets within a familiar pathway. Adv. Exp.
Med. Biol. 1998;456:197–217.

169. Holtje JV. Growth of the stress-bearing and shape-maintaining
murein sacculus of Escherichia coli. Microbiol. Mol. Biol. Rev.
1998;62:181–203.

170. Schiffer G, Holtje JV/ Cloning and characterization of PBP 1C, a
third member of the multimodular class A penicillin-binding pro-
teins of Escherichia coli. J. Biol. Chem. 1999;274:32031–32039.

171. Terrak M, Ghosh TK, van Heijenoort J, Van Beeumen J, Lampilas
M, Aszodi J, Ayala JA, Ghuysen JM, Nguyen- Disteche M. The
catalytic, glycosyl transferase and acyl transferase modules of the
cell wall peptidoglycan-polymerizing penicillin-binding protein
1b of Escherichia coli. Mol. Microbiol. 1999;34:350–364.

172. Schwartz B, Markwalder JA, Seitz SP, Wang Y, Stein RL.
A kinetic characterization of the glycosyltransferase activity
of Eschericia coli PBP1b and development of a continuous
fluorescence assay. Biochemistry 2002;41:12552–12561.

173. Ramakrishnan B, Qasba PK. Structure-based design of β1,4-
galactosyltransferase I (β4Gal-T1) with equally efficient N -
acetylgalactosaminyltransferase activity: point mutation broad-
ens β4 gal-T1 donor specificity. J. Biol. Chem. 2002;277:20833–
20839.

174. Khidekel N, Arndt S, Lamarre-Vincent N, Lippert A, Poulin-
Kerstien KG, Ramakrishnan B, Qasba PK, Hsieh-Wilson LC.
A chemoenzymatic approach toward the rapid and sensitive
detection of O-GlcNAc posttranslational modifications. J. Am.
Chem. Soc. 2003;125:16162–16163.

175. Mayer C, Jakeman DL, Mah M, Karjala G, Gal L, War-
ren RA, Withers SG. Directed evolution of new glycosyn-
thases from Agrobacterium beta-glucosidase: a general screen
to detect enzymes for oligosaccharide synthesis. Chem. Biol.
2001;8:437–443.

176. Aharoni A, Thieme K, Chiu CP, Buchini S, Lairson LL, Chen H,
Strynadka NC, Wakarchuk WW, Withers SG. High-throughput
screening methodology for the directed evolution of glycosyl-
transferases. Nat. Methods 2006;3:609–614.

177. Feng HY, Drone J, Hoffmann L, Tran V, Tellier C, Rabiller C,
Dion M. Converting a β-glycosidase into a β-transglycosidase by
directed evolution. J. Biol. Chem. 2005;280:37088–37097.

178. Hokke CH, Zervosen A, Elling L, Joziasse DH, VandenEijnden
DH. One-pot enzymatic synthesis of the Gal alpha 1→3Cal
beta 1→4GlcNAc sequence with in situ UDP-Gal regeneration.
Glycoconjugate. 1996;13:687–692.

179. Seeberger PH, Haase WC. Solid-phase oligosaccharide syn-
thesis and combinatorial carbohydrate libraries. Chem. Rev.
2000;100:4349–4394.

180. Blixt O, Norberg T. Solid-phase enzymatic synthesis of a sialyl
lewis X tetrasaccharide on a sepharose matrix. J. Org. Chem.
1998;63:2705–2710.

181. Halcomb RL, Huang HM, Wong CH. Solution- and solid-phase
synthesis of inhibitors of H. pylori attachment and E-Selectin-
mediated leukocyte adhesion. J. Am. Chem. Soc. 1994;116:
11315–11322.

182. Fumoto M, Hinou H, Matsushita T, Kurogochi M, Ohta T, Ito
T, Yamada K, Takimoto A, Kondo H, Inazu T, Nishimura S.
Molecular transporter between polymer platforms: highly effi-
cient chemoenzymatic glycopeptide synthesis by the combined
use of solid-phase and water-soluble polymer supports. Angew.
Chem. Int. Ed. Engl. 2005;44:2534–2537.

183. Chen X, Fang J, Zhang J, Liu Z, Shao J, Kowal P, Andreana
P, Wang PG. Sugar nucleotide regeneration beads (superbeads):
a versatile tool for the practical synthesis of oligosaccharides. J.
Am. Chem. Soc. 2001;123:2081–2082.

184. Auge C, Malleron A, Lubineau A, Tahrat H, Marc A, Goergen JL,
Cerutti M, Steelant WFA, Delannoy P. Outstanding stability of
immobilized recombinant (1→3/4)-fucosyltransferases exploited
in the synthesis of Lewis A and Lewis X trisaccharides Chem.
Commun. 2000: 2017–2018.

185. Herrmann GF, Wang P, Shen GJ, Garciajunceda E, Khan SH,
Matta KL, Wong CH. Large-Scale Production of Recombinant
α-1,2-Mannosyltransferase from Escherichia-Coli for the Study
of Acceptor Specificity and Use of the Recombinant Whole Cells
in Synthesis. J. Org. Chem. 1994;59:6356–6362.

186. Chen X, Zhang JB, Kowal P, Liu Z, Andreana PR, Lu YQ,
Wang PG. Transferring a biosynthetic cycle into a productive
Escherichia coli strain: large-scale synthesis of galactosides. J.
Am. Chem. Soc. 2001;123:8866–8867.

187. Samain E, Drouillard S, Heyraud A, Driguez H, Geremia RA:
Gram-scale synthesis of recombinant chitooligosaccharides in
Escherichia coli. Carbohydr. Res. 1997;302:35-42.

188. Koizumi S, Endo T, Tabata K, Ozaki A. Large-scale production
of UDP-galactose and globotriose by coupling metabolically
engineered bacteria. Nat. Biotechnol. 1998;16:847–850.

189. Tabata K, Koizumi S, Endo T, Ozaki A. Production of UDP-N-
acetylglucosamine by coupling metabolically engineered bacte-
ria. Biotechnol. Lett. 2000;22:479–483.

190. Endo T, Koizumi S, Tabata K, Kakita S, Ozaki A. Large-scale
production of the carbohydrate portion of the sialyl-Tn epi-
tope, α-Neup5Ac-(2→6)-D-GalpNAc, through bacterial cou-
pling. Carbohydr. Res. 2001;330:439–443.

Further Reading

Davis BG. Synthesis of glycoproteins. Chem. Rev. 2002;102:579–601.
Jahn M, Withers SG. New approaches to enzymatic oligosaccharide syn-

thesis: glycosynthases and thioglycoligases. Biocatal. Biotransform.
2003;21:159–166.

Liu L, Bennett CS, Wong, CH. Advances in glycoprotein synthesis.
Chem. Commun. 2006;1:21–33.

Perugino G, Cobucci-Ponzano B, Rossi M, Moracci M. Recent advances
in the oligosaccharide synthesis promoted by catalytically engineered
glycosidases. Adv. Synth. Catal. 2005: 347; 941–950.

Rowan AS, Hamilton CJ. Recent developments in preparative enzymatic
syntheses of carbohydrates. Nat. Prod. Rep. 2006;23:412–443.

Ruffing A, Chen RR. Metabolic engineering of microbes for oligosac-
charide and polysaccharide synthesis. Microb. Cell Fact. 2006;5: 25.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 21



Enzymatic Synthesis of Carbohydrate-Containing Biomolecules

Trincone A, Giordano A. Glycosyl hydrolases and glycosyltrans-
ferases in the synthesis of oligosaccharides. Curr. Org. Chem.
2006;10:1163–1193.

See Also

Enzyme Catalysis, Chemical Strategies for
Glycan Biosynthesis in Mammals
Glycosyltransferases, Chemistry of
Glycolipids, Synthesis of
Glycopeptides and Glycoproteins, Synthesis of

22 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Advanced Article

Article Contents

• Introduction

• Transition State Theory for Enzyme Catalysis

• Proximity Effects

• Acid/Base Catalysis In Enzymatic Reactions

• Nucleophilic Catalysis in Enzymatic Reactions

• Substrate Desolvation

• The Use of Strain Energy in Enzyme Catalysis

• Stabilization of Reactive Intermediates

• The Involvement of Protein Dynamics in En-
zyme Catalysis

Chemical Strategies for
Enzyme Catalysis
Timothy D.H. Bugg, Department of Chemistry, University of Warwick,

Coventry, United Kingdom

doi: 10.1002/9780470048672.wecb154

This article will describe the different chemical strategies used by enzymes
to achieve rate acceleration in the reactions that they catalyze. The concept
of transition state stabilization applies to all types of catalysts. Because
enzyme-catalyzed reactions are contained within an active site of a protein,
proximity effects caused by the high effective concentrations of reactive
groups are important for enzyme-catalyzed reactions, and, depending on
how solvent-exposed the active site is, substrate desolvation may be
important also. Examples of acid–base catalysis and covalent (nucleophilic)
catalysis will be illustrated as well as examples of ‘‘strain’’ or substrate
destabilization, which is a type of catalysis observed rarely in chemical
catalysis. Some more advanced topics then will be mentioned briefly: the
stabilization of reactive intermediates in enzyme active sites and the
possible involvement of protein dynamics and hydrogen tunneling in
enzyme catalysis.

Introduction

Enzymes are biologic catalysts that speed up chemical and bio-
chemical reactions. Three particular characteristics of enzyme
catalysis that distinguish enzymes from most man-made cata-
lysts are speed, selectivity, and specificity. Enzymes are capable
of rate accelerations of 106–1017 compared with the uncat-
alyzed reaction. Enzymes are highly selective catalysts; they
can recognize and bind a single enantiomer of racemic mixture
because the active site of the enzyme is chiral. The specificity of
enzyme-catalyzed reactions is very high also; in reactions that
generate a new chiral center (e.g., reduction of a ketone to an
alcohol), only one enantiomer of the product is obtained. Again,
this result is because of the chirality of the enzyme active site
and the selective binding of the substrate by the enzyme.

This article will describe the different chemical strategies
used by enzymes to achieve rate acceleration in the reactions
that they catalyze. The concept of transition state stabilization
applies to all types of catalysts. Because enzyme-catalyzed reac-
tions are contained within an active site of a protein, proximity
effects caused by the high effective concentrations of reactive
groups are important for enzyme-catalyzed reactions, and, de-
pending on how solvent-exposed the active site is, substrate
desolvation may be important also. Examples of acid–base catal-
ysis and covalent (nucleophilic) catalysis will be illustrated as
well as examples of “strain” or substrate destabilization, which
is a type of catalysis observed rarely in chemical catalysis. Some

more advanced topics then will be mentioned briefly: the stabi-
lization of reactive intermediates in enzyme active sites and the
possible involvement of protein dynamics and hydrogen tunnel-
ing in enzyme catalysis.

Transition State Theory for Enzyme
Catalysis

The rate of a chemical reaction of substrate S to product P is
governed by the activation energy (Eact), which is the difference
in free energy between the reagent(s) and the transition state for
the reaction. The relationship between rate and Eact is described
by the Arrhenius equation:

k = A·e(−Eact/RT)

The transition state theory for enzyme catalysis predicts that
catalysis is achieved by reducing the activation energy for the
catalyzed reaction. This reduction in activation energy can be
achieved either by stabilization (and hence reduction in free
energy) of the transition state by the catalyst or by the catalyst
finding some other lower energy pathway for the reaction.
To illustrate the above equation, if a catalyst can provide
10 kJ mol−1 of transition stabilization energy for a reaction at
25 ◦C, then a 55-fold rate acceleration will result, whereas a
20-kJ mol−1 stabilization will give a 3000-fold acceleration and
a 40-kJ mol−1 stabilization a 107-fold acceleration!
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Figure 1 Free energy profiles for (a) an acid-catalyzed reaction and (b) an enzyme-catalyzed reaction.

Figure 1 illustrates the free energy profile of a typical
acid-catalyzed chemical reaction that converts a substrate S
to a product P. In this case, an intermediate chemical species
SH+ is formed on protonation of S. If the activation energy
for conversion of SH+ to PH+ is lower than for the conversion
of S to P, then the reaction will go faster. It is important at
this point to define the difference between an intermediate and
a transition state: An intermediate is a stable (or semistable)
chemical species formed during the reaction and therefore is a
local energy minimum, whereas a transition state, by definition,
is a local energy maximum.

An enzyme-catalyzed reaction can be analyzed thermody-
namically in the same way as the acid-catalyzed example, except
that enzyme-catalyzed reactions are multistep sequences that in-
volve several intermediates. An enzyme–substrate intermediate
ES is formed during binding of the substrate, which then is con-
verted to the enzyme–product complex EP either directly or via
one or more additional intermediates.

Under saturating substrate concentrations, the rate of the
enzyme-catalyzed reaction will be governed by the activation
energy for the conversion of the ES complex to the EP complex.
It is clear that if the substrate is bound more tightly by the
enzyme, then the size of this activation energy barrier will
increase, which leads to a reduced rate. Therefore, for optimum
rates of catalysis, enzymes should bind the substrate fairly
weakly, but they should selectively bind the transition state of
the reaction.

Exactly how do enzymes achieve transition state stabiliza-
tion? I will illustrate three examples; the first two involve
hydrogen-bonding interactions, and the third involves electro-
static interactions. The first example is the well-studied serine

protease enzyme, α-chymotrypsin, which cleaves polypeptide
substrates via hydrolysis of the peptide bond adjacent to pheny-
lalanine or tyrosine residues. The active site of α-chymotrypsin
contains a catalytic triad comprising Ser-195, His-57, and
Asp-102. Active site base His-57 deprotonates the hydroxyl side
chain of Ser-195, which attacks the amide carbonyl of the sub-
strate, as shown in Fig. 2a (1). The oxyanion intermediate that
is generated is stabilized via hydrogen bonding to two back-
bone amide N–H groups, those of Ser-195 and Gly-193, in the
“oxyanion hole,” which is illustrated in Fig. 2b. These hydrogen
bonds are formed only with the oxyanion, not with the bound
substrate, and hence provide transition state stabilization.

The second example is a sialyltransferase enzyme from
Campylobacter jejuni , which catalyzes the transfer of a 9-carbon
sialic acid sugar from CMPNeu5Ac to an acceptor substrate (2).
Analysis of the crystal structure of this enzyme revealed that
the phosphate-leaving group of CMP interacted with two ac-
tive site tyrosine residues, Tyr-156 and Tyr-162. Replacement
of each tyrosine residue by phenylalanine gave 100-fold and
300-fold reduction in kcat, respectively, which indicates that
these residues are important in catalysis. As C–O cleavage takes
place, the lengthening of the C–O bond and the additional neg-
ative charge on the phosphate group lead to much stronger
hydrogen bonds with Tyr-156 and Tyr-162 in the transition state,
as shown in Fig. 3, and hence transition state stabilization.

The third example is a phosphoryl transfer enzyme, alkaline
phosphatase. The active site of alkaline phosphatase contains
two Zn2+ ions, with a separation of 3.9 Å. One zinc center
is used to bind the phosphate monoester substrate, the other
to activate Ser-102 for nucleophilic attack on the phosphate
group of the substrate via an associative mechanism, as shown
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in Fig. 4 (3). Situated between the Zn2+ ions is the guanidinium
side chain of Arg-166, which provides electrostatic stabilization
for the additional negative charge in the transition state of this
phospho-transfer reaction.

Proximity Effects

Intramolecular reactions in organic chemistry generally proceed
much more rapidly and under much milder reaction conditions
than intermolecular reactions because the two reactive groups

are “in close proximity” to one another. This effect also oper-
ates in enzyme-catalyzed reactions because of the binding of
substrate(s) close to the catalytic groups at the enzyme active
site.

One example is illustrated in Fig. 5. Acid-catalyzed hydrol-
ysis of sugar glycosides occurs via initial protonation of the
departing hydroxyl group. An intramolecular example of gly-
coside hydrolysis is shown, in which a carboxylic acid group
is positioned close to the departing hydroxyl group. The close
proximity of the carboxylic group increases the local concen-
tration of H+, which increases the probability of the desired
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reaction and leads to a 104-fold increase in rate of glyco-
side hydrolysis. In the enzyme β-galactosidase, the substrate
is bound in close proximity to a catalytic glutamic acid residue,
which protonates the leaving group. The turnover number (kcat)
of the enzyme-catalyzed reaction is 103-fold higher than the
intramolecular reaction, which indicates that the enzyme can
employ additional strategies to achieve rate acceleration.

Another way of bringing reactants into close proximity,
which is encountered commonly in transition metal chemistry, is
through metal ion complexation. The coordination of a reactant
to a metal ion complex often activates its reactivity and can
bring the reactant into close proximity with a second reactant
or with a catalytic group. One example, shown in Fig. 6, is
a zinc (II) complex of 1,5,9-triazacyclononane, as a model
for the enzyme carbonic anhydrase, which contains a zinc (II)
cofactor in its active site (4). In the aqua complex, the bound
water molecule has a dramatically reduced pKa value of 7.3,
which is similar to the pKa of the active site nucleophilic
water. The corresponding cobalt (III) complex catalyzed ester
hydrolysis at twice the rate because Co(III) can coordinate
both the hydroxide nucleophile and the ester carbonyl via a

5-coordinate intermediate, which is shown in Fig. 6. Many
enzymes use metal ion cofactors, which can bind cosubstrates
at a metal ion center, close to active site catalytic residues.

Acid/Base Catalysis In Enzymatic
Reactions

All enzyme-catalyzed reactions that involve proton transfer use
acid or base catalysis, so most enzyme active sites contain acidic
or basic amino acid side chains that participate in catalysis.
Because enzyme-catalyzed reactions take place close to pH 7,
only fairly weak acids and bases are available, as shown in
Fig. 7.

Amino acid side chains with pKa values below 7, such as
aspartic acid or glutamic acid, will be deprotonated at pH 7
and, therefore, will be used normally in general base catalysis.
Amino acid side chains with pKa values above 7, such as lysine
or tyrosine, will be protonated at pH 7 and, therefore, will
be used normally in general acid catalysis. The imidazole side
chain of histidine has a pKa value of 6–8 and, therefore, might
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be either protonated or deprotonated (or a proportion of each)
at pH 7; thus, histidine can be employed as either acid or base
in enzyme catalysis and is found widely as an acid/base group
in enzymes.

The actual pKa value of an active site catalytic group will be
influenced by the particular microenvironment of the active site,
which could raise or lower the pKa. For example, the enzyme
acetoacetate decarboxylase contains an active site lysine residue
that forms an imine link with its substrate; its pKa value was
found to be 5.9, which is much less than the expected value of
9. Adjacent to this residue in the active site is a second lysine
residue, which in protonated form destabilizes the protonated
amine and, therefore, reduces the pKa. Conversely, aspartic acid
or glutamic acid residues that are positioned in hydrophobic
active sites can have increased pKa values near 7 because the
anionic form of the side chain is destabilized.

Enzyme active sites frequently have a pair of acid/base
groups, one of which deprotonates one part of the substrate
while the other protonates another part of the molecule; this

dual action is known as bifunctional catalysis. One example is
the enzyme ketosteroid isomerase, whose active site contains

two catalytic residues; aspartate-38 acts as a catalytic base, and
tyrosine-14 acts as an acidic group (5). The mechanism involves
the formation of a dienol intermediate via a concerted step that
involves simultaneous deprotonation of the substrate by Asp-14

and protonation of the substrate carbonyl by Tyr-14, as shown
in Fig. 8.

Finally, enzymes that bind metal cofactors such as Zn2+ and

Mg2+ can use their properties as Lewis acids, for example,
electron pair acceptors. An example is the enzyme thermolysin,
whose mechanism is illustrated in Fig. 9. In this enzyme,
glutamate-143 acts as an active site base to deprotonate water

for attack on the amide carbonyl, which is at the same time
polarized by coordination by an active site Zn2+ ion (6). The
protonated glutamic acid then probably acts as an acidic group

for the protonation of the departing amine.
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Nucleophilic Catalysis in Enzymatic
Reactions

Several enzyme-catalyzed reactions involve the nucleophilic at-
tack of an active site amino acid side chain on the substrate,
which results in an immediate reaction that is attached co-
valently to the enzyme. This type of catalysis is known as
nucleophic (or covalent) catalysis.

Several different amino acid side chains can act as nucle-
ophiles in enzyme catalysis. The most powerful nucleophile
is the thiol side chain of cysteine, which can be deproto-
nated to form the even more nucleophilic thiolate anion. One
example in which cysteine is used as a nucleophile is the en-
zyme glyceraldehyde 3-phosphate dehydrogenase, which uses
the redox coenzyme NAD+. As shown in Fig. 10, the alde-
hyde substrate is attacked by an active site cysteine, Cys-149,
to form a hemi-thioketal intermediate, which transfers hydride
to NAD+ to form an oxidized thioester intermediate (7). At-
tack of phosphate anion generates an energy-rich intermediate
3-phosphoglycerate.

The ε-amino group of lysine is used in several enzymes to
form imine links with ketone groups; for example, it is used in
acetoacetate decarboxylase, shown in Fig. 11.

Treatment of this enzyme with substrate and sodium boro-
hydride leads to irreversible enzyme inactivation via in situ
reduction of the enzyme-bound imine intermediate by boro-
hydride, which indicates that a covalent link is formed. As
mentioned, the pKa of this lysine group is abnormally low at
5.9, which is sufficiently low for it to act as a nucleophile at
pH 7 (8).

The other nitrogen nucleophile available to enzymes is the
versatile imidazole ring of histidine. This group is used more
often for acid/base chemistry, but it is used occasionally as
a nucleophile in, for example, phosphotransfer reactions. The
serine proteases, such as α-chymotrypsin, which is illustrated
in Figs. 2a and (2)b, are classic examples of the participa-
tion of serine as a nucleophile. Additional examples exist of
nucleophilic mechanisms that employ the hydroxyl groups of
threonine and tyrosine and the carboxylate groups of aspartate
and glutamate.
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Substrate Desolvation

Enzyme active sites sometimes are hydrophobic, buried sites
that are excluded largely from water molecules. In these cases,
the substrate(s) and enzyme catalytic groups are likely to be
“desolvated.” In aqueous solution, a charged nucleophile is sur-
rounded by several layers of water molecules, which greatly

reduces its polarity and reactivity. However, a desolvated nu-
cleophile at a water-excluded active site will be a much more
potent nucleophile than its counterpart in solution. This effect
particularly benefits nucleophilic substitution reactions, found
in nucleophilic catalysis.

One recently discovered example is a “fluorinase” enzyme
that is involved in the biosynthesis of fluoroacetic acid in
Streptomyces cattleya . This enzyme catalyzes the nucleophilic
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displacement of S-adenosylmethionine by fluoride anion to
form 5′-fluoro-5′-deoxy-adenosine (9). Fluoride is a very poor
nucleophile in aqueous solution because it is heavily solvated.
However, the enzyme can bind fluoride in a desolvated pocket,
hydrogen-bonded to the amide backbone N–H and side chain
O–H of Ser-158 (see Fig. 12), which increases its reactivity
dramatically.

The Use of Strain Energy in
Enzyme Catalysis

It is thought that in a small number of enzyme-catalyzed reac-
tions, the enzyme binds the substrate in a strained conformation,
which is closer to the transition state than the ground state con-
formation. In these cases, the difference in energy between the
bound conformation and the transition state will be reduced and
the reaction will be accelerated (Fig. 13).

One example of this is the enzyme lysozyme, which catalyzes
the hydrolysis of the polysaccharide chain of the peptidoglycan
layer of bacterial cell walls and, therefore, protects organs
such as the human eye from bacterial infection. When the
X-ray crystal structure of this enzyme was solved, attempts
to model the substrate into the active site were possible only
if a “kink” in the substrate was made at the point at which
hydrolysis took place (10). The consequence of this kink was
a flattening of the sugar ring that was cleaved; this flattened
conformation is closer in structure to the oxonium ion formed
during C–O bond cleavage, as shown in Fig. 14. Energetically,
the enzyme compensated for the local flattening of this ring by
more favorable binding interactions elsewhere in the substrate
so that substrate binding still was a favorable process, but the
activation energy for the bound substrate was reduced by this
effect.

Stabilization of Reactive
Intermediates

One remarkable feature of enzyme-catalyzed reactions is the
ability to generate at enzyme sites reactive intermediates, such
as carbanions, carbocations, and radicals, that normally would
require strong reaction conditions to generate in chemical reac-
tions and would be very unstable in aqueous solution.

Terpene cyclase enzymes catalyze the cyclization of allylic
pyrophosphate substrates to form carbocyclic products via car-
bocation reaction intermediates. One well-studied example is
pentalenene synthase (11, 12), which catalyzes the cyclization
of farnesyl pyrophosphate to give pentalenene, whose reaction
mechanism is shown in Fig. 15. Cyclization of farnesyl py-
rophosphate is proposed to form an 11-membered intermediate,
humulene, which is followed by a five-membered ring closure
to form a bicyclic tertiary carbocation. 1,2-Hydride migration
followed by an additional five-membered ring closure gives a
tricyclic carbocation, which gives pentalenene, at elimination.

How do these cyclase enzymes control the precise regiochem-
istry and stereochemistry of these multistep cyclizations? The
active site of pentalenene synthase consists of a hydrophobic
cleft, which is lined with aromatic and nonpolar residues. It
is thought that the carbocation intermediates might be stabi-
lized by the formation of π-cation interactions, with aromatic
residues such as phenylalanine, tyrosine, and tryptophan. In pen-
talenene synthase, replacement of Phe-76 or Phe-77 by Ala gave
>10-fold reduction in activity, which suggests that they may
stabilize carbocationic intermediates through π-cation interac-
tions.

One example of an enzyme-catalyzed reaction involving a
radical intermediate is the enzyme ribonucleotide reductase,
which catalyzes the conversion of ribonucleotides (used for
RNA biosynthesis) to 2′-deoxyribonucleotides (used for DNA
biosynthesis), as illustrated in Fig. 16. Spectroscopic studies
of the R2 subunit of Escherichia coli ribonucleotide reductase
have shown that it can form a stable, long-lived, tyrosyl radical
species—the first protein radical to be discovered (13).

Single electron transfers within the protein lead to the for-
mation of a cysteine radical on Cys-439 in the enzyme active
site, which abstracts, then, the C-3′ hydrogen to initiate a rad-
ical mechanism, as shown in Fig. 17. Protonation of the C-2′
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Figure 18 Illustration of Gly-120 in dihydrofolate reductase.

hydroxyl group by Cys-462 and 1-electron transfer from C-3′ to
C-2′ generate a radical at C-2′. Abstraction of a hydrogen atom
from a second cysteine, Cys-225, gives the reduced center at
C-2′ and a Cys–Cys disulfide radical anion, which then transfers
1-electron to C-3′ to generate an additional radical at C-3′.
Abstraction of a hydrogen atom from Cys-439 regenerates the
cysteinyl radical.

The Involvement of Protein
Dynamics in Enzyme Catalysis

Examination of protein structure in solution by nuclear magnetic
resonance spectroscopy has revealed that a significant amount
of internal motion exists in a protein on a timescale of 1 to
10 ns. Such internal motion could transmit kinetic energy from a
distant part of the protein to the active site to assist in catalysis.
It has been proposed that dynamic fluctations in the protein
structure are used by enzymes to organize the enzyme–substrate
complex into a reactive conformation.

One example is in the enzyme dihydrofolate reductase, where
replacement of Gly- 120 to valine disrupts the internal motion
of a protein loop, as illustrated in Fig. 18, which leads to a
500-fold reduction in rate; this reduction in rate implies that
internal motion is involved in catalysis (14).

In conclusion, enzymes use a variety of strategies to achieve
high rates of catalysis. Transition state stabilization seems to
be the dominant factor in catalysis, but in some enzymes, the
more sophisticated strategies such as substrate destabilization
and protein dynamics seem to play an important role.

References

1. Kraut J. α-chymotrypsin. Annu. Rev. Biochem. 1977;46:331–358.
2. Chiu CPC, Watts AG, Lairson LL, Gilbert M, Lim D, Wakarchuk

WW, Withers SG, Strynadka NCJ. Sialyltransferase from Campy-
lobacter jejuni. Nature Str. Biol., 2004;11:163–170.

3. Holtz KM, Stec B, Kantrowitz ER. Alkaline phosphatase. J. Biol.
Chem. 1999;274:8351–8354.

10 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Chemical Strategies for Enzyme Catalysis

4. Kimura E, Shiota T, Koike T, Shiro M, Kodama M. Zinc (II)
model of carbonic anhydrase. J. Am. Chem. Soc. 1990;112:5805–
5811.

5. Kuliopulos A, Mildvan AS, Shortle D, Talalay P. Ketosteroid
isomerase. Biochemistry 1989;28:149–159.

6. Matthews BW. Thermolysin. Acc. Chem. Res. 1988;21:333–340.
7. Didierjean C, Corbier C, Fatih M, Favier F, Boschi-Muller S,

Branlant G, Aubry A. Glyceraldehyde-3-phosphate dehydroge-
nase. J. Biol. Chem. 2003;278:12968–12976.

8. Zerner B, Cotts SM, Lederer F, Waters HH, Westheimer FH.
Acetoacetate decarboxylase. Biochemistry 1966;5:813–819.

9. Dong C, Huang FL, Deng H, Schaffrath C, Spencer JB, O’Hagan
D, Naismith JH. Fluorinase from Streptomyces cattleya. Nature
2004;427:561–565.

10. Blake CCF, Johnson LN, Mair GA, North ACT, Phillips DC,
Sharma VR. Lysozyme. Proc. Roy. Soc. Ser. B 1967;167:378–381.

11. Lesburg CA, Zhai G, Cane DE, Christianson DW. Crystal struc-
ture of pentalenene synthase: mechanistic insights on terpenoid
cyclization reactions in biology. Science 1997;277:1820–1824.

12. Seemann M, Zhai G, de Kraker JW, Paschall CM, Christian-
son DW, Cane DE. Pentalenene synthase. Analysis of active
site residues by site-directed mutagenesis. J. Am. Chem. Soc.
2002;124:7681–7689.

13. Stubbe J, van der Donk WA. Ribonucleotide reductase. Chem.
Rev. 1998;98:705–762.

14. Miller GP, Benkovic SJ. Dihydrofolate reductase. Chem. Biol.
1998;5:R105–113.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 11



Advanced Article

Article Contents

• Reversible Enzyme Inhibition

• Irreversible Enzyme Inhibition

Approaches to Enzyme
Inhibition
Richard B. Silverman, Northwestern University, Evanston,, Illinois

doi: 10.1002/9780470048672.wecb157

This article describes various approaches to inhibition of enzyme catalysis.
Reversible inhibition includes competitive, uncompetitive, mixed inhibition,
noncompetitive inhibition, transition state, and slow tight-binding
inhibition. Irreversible inhibition approaches include affinity labeling and
mechanism-based enzyme inhibition. The kinetics of the various inhibition
approaches are summarized, and examples of each type of inhibition are
presented.

Enzyme inhibitors are compounds that interact with an enzyme
and slow down or prevent catalysis from occurring. Natural
enzyme inhibitors are often present to control metabolism; syn-
thetic inhibitors generally are used for the purpose of blocking
enzyme-catalyzed reactions in the treatment of human and lower
animal disease and in agriculture. Many biological systems are
controlled with two molecules that have opposite activities, such
as excitatory and inhibitory neurotransmitters or hypertensive
and hypotensive peptide hormones. Specific enzymes that are
responsible for the biosynthesis of these molecules can be se-
lectively inhibited. Diseases often develop from an excess or
deficiency of a particular metabolite, from infestation of a for-
eign organism, or from aberrant cell growth. All of these disease
etiologies, at least when related to an enzyme activity, can be
addressed by specific enzyme inhibition. For example, if an
excess of a particular metabolite exists, then inhibition of the
enzyme that produces that metabolite would decrease its con-
centration; inhibition of an enzyme that degrades a particular
metabolite would lead to an increase in that compound, thereby
reversing a deficiency of that molecule. Inhibition of an es-
sential enzyme for a foreign organism, particularly if humans
do not have that enzyme, would be an ideal method for selec-
tive toxicity of the foreign organism. A similar approach can
be taken to destroy insects, fungi, or weeds for agricultural
purposes, namely by inhibiting an essential enzyme for those
pests. Inhibition can occur either reversibly or irreversibly. In
this article, the various common approaches of reversible and
irreversible inhibition are summarized with relevant examples
provided for each. The reversible inhibition methods include
competitive, uncompetitive, mixed, noncompetitive, transition
state analog, multisubstrate analog, slow-binding, and slow
tight-binding inhibition. Irreversible inhibition includes affin-
ity labeling and mechanism-based inhibition. Derivations of the

kinetic equations are given in the books in the Further Reading
section at the end of this review.

Reversible Enzyme Inhibition

The most common type of inhibition is reversible inhibition.
As the name implies, a reversible inhibitor functions by binding
reversibly (generally noncovalently) to the target enzyme. An
inhibitor forms a complex with the enzyme (an E·I complex);
the dissociation of that complex is measured by the K i (the ratio
of the rate of dissociation of the inhibitor to association of the
inhibitor, koff/kon; the concentration of inhibitor that gives half
the maximal inhibition). As it is a dissociation constant, the
smaller the K i value for an inhibitor, the tighter the binding,
and the more potent is the inhibitor. How these dissociation
constants for the various types of inhibition are determined
experimentally is described in the respective sections below.

Reversible inhibition that produces complete loss of catalytic
activity is referred to as linear inhibition because the plots of
K m/V or 1/V versus [I] are straight lines. When some catalytic
activity remains, even at saturating amounts of inhibitor, it is re-
ferred to as hyperbolic inhibition because these plots are nonlin-
ear (this case will not be considered here). Both of these types of
reversible inhibition are further classified according to the vari-
ous apparent Michaelis–Menten parameters that are affected by
the inhibitor. The two limiting cases are competitive inhibition
and uncompetitive inhibition; a third type is mixed inhibition,
which includes as a special case noncompetitive inhibition.

The simplest method to determine whether an inhibitor is
reversible after enzyme inhibition with excess inhibitor is to
remove the inhibitor by dialysis or gel filtration. If full en-
zyme activity returns, then inhibition is reversible. However, it
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Scheme 1 Competitive inhibition.

does not answer the question of whether the compound is non-
covalently bound or covalently bound with a weak, reversible
covalent interaction.

Competitive Reversible Enzyme
Inhibition

The most common type of reversible inhibition is when the
inhibitor binds to the free enzyme in the substrate binding site
(called the active site), which is known as competitive reversible
inhibition. Competitive inhibition prevents the substrate from
binding because of a competition between the substrate and in-
hibitor for binding to the active site (Scheme 1). Particularly
in medicinal chemistry, another common expression of inhibi-
tion, in addition to the K i, is the IC 50 value, the concentration
of an inhibitor that results in 50% inhibition of the enzyme in
the presence of a specific concentration of substrate. The IC 50

and K i values for a competitive reversible inhibitor are roughly
interconverted by the following expression (Eq. 1) (1–3)

IC50 = (1 + [S ]/Km)Ki (1)

Kinetics of Simple Competitive Inhibition

The rate of the reaction, which depends on [I], K i, [S], and the
K m, is depicted in Equation 2.

v = Vmax[S]/{Km(1 + [I]/Ki) + [S]} (2)

The reciprocal of this equation, known as the Lineweaver–
Burk equation (4), is shown in Equation 3.

1/v = (Km/Vmax)(1/[S])(1 + [I]/Ki) + 1/Vmax (3)

The Lineweaver–Burk expression is depicted graphically in
Fig. 1. This graph correlates the rate as a function of [S], first
in the absence of inhibitor (line a), then with added inhibitor
concentrations (lines b–e). Note that as more inhibitor is added,
the slope of the line increases, but the V max does not vary. As
1/[S] approaches zero (infinite [S]), the lines converge on the
data in the absence of inhibitor (all of the inhibitor is displaced
by substrate), namely, 1/V max. At low [S], inhibitor competes
effectively with substrate for the enzyme. When a competitive
inhibitor binds to the free enzyme, there are fewer enzyme
molecules for the substrate to bind to, so the rate decreases.
According to Equations 2 and 3, the reciprocal of the rate is
proportional to K m/V max, so the slopes of the lines vary with
[I] (in the presence of inhibitor, it requires more substrate to
attain the same V max as in the absence of inhibitor). Therefore,
the K m appears to be larger in the presence of inhibitor (a larger
K m/V max means a larger slope). The apparent K m (K m,app) at
each [I] can be calculated from each negative x-axis intercept
using Equation 4.

−1/Km,app = −1/Km(1 + [I]/Ki) (4)

The K i values can be obtained by replotting the data from
Fig. 1 in a graph of K m,app versus [I] (Fig. 2a) or K m,app/V max

(the slope) versus [I] (Fig. 2b). Other ways of displaying kinetic
data are with the use of Dixon (5) and Cornish-Bowden (6)
plots.

Example of Simple Competitive Inhibition
As the most common type of inhibition, myriad examples of
competitive reversible inhibition exist in the literature. The fol-
lowing is a selection from Thomas Poulos and my laboratories
related to the selective inhibition of the neuronal isozyme of

Figure 1 Graphical depiction of Lineweaver–Burk expression for determination of competitive inhibitor kinetic constants.
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(a) (b)

Figure 2 (a) Replot of data from Lineweaver–Burk plots (Fig. 1) for determination of K i values for competitive inhibitors. (b) Alternative replot of data
from Lineweaver–Burk plots (Fig. 1) for determination of K i values for competitive inhibitors.

nitric oxide synthase (NOS) (7). Nitric oxide (NO) is a ubiqui-
tous biological messenger involved in a variety of physiological
processes that acts as a signal transducer but also exerts a vari-
ety of regulatory and cytostatic functions (8). It is produced by
the enzyme NOS, which catalyzes the oxidation of L-arginine
to L-citrulline and NO in a NADPH- and O2-dependent pro-
cess (9, 10). There are at least three distinct isoforms of NOS.
The constitutive endothelial isoform (eNOS) is involved in the
regulation of smooth muscle relaxation and blood pressure and
in the inhibition of platelet aggregation (11). A second con-
stitutive isoform is neuronal NOS (nNOS), which is important
for neurotransmission (12). A third isozyme is inducible NOS
(iNOS), which is located in activated macrophage cells and acts
as a cytotoxic agent in normal immune responses (13). All of
the isoforms use NADPH, FAD, FMN, tetrahydrobiopterin, and
heme as cofactors. The constitutive isoforms also require Ca2+

and calmodulin for activity, whereas the inducible isoform has
tightly bound Ca2+ and calmodulin. They share only approx-
imately 50% of primary sequence homology, suggesting that
they may differ from each other in regulatory aspects. The
use of NOS inhibitors in pathologically elevated synthesis of
NO has great therapeutic potential (14, 15). NO overproduction
by nNOS has been associated with neurodegeneration during
stroke, spinal transmission of pain, migraine headaches, Parkin-
son’s disease, and Alzheimer’s disease. Thus nNOS represents
an important therapeutic target for nNOS-selective inhibitors
(16). Enhanced formation of NO after the induction of iNOS
appears to be important in the tolerance to and dependence on
morphine, development of colitis, cancer, and tissue damage
and inflammation (17, 18). Selective inhibition of one isoform
over the others is essential because the three isoforms of NOS
have unique roles in separate tissues (19).
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Figure 3 (a) Compound 1 bound to active site of nNOS. (b) Compound 1 bound to active site of eNOS.
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Figure 4 Stereographic projection of 1 bound to active site of the D597 N/M336V double mutant of nNOS.

An analog of (L)-nitroarginine, L-nitroargininyl-L-2,4-
diaminobutyramide (1), was shown to be a potent (K i 130 nM)
and highly selective inhibitor of nNOS (1538-fold more potent
than with eNOS and 192-fold more potent than with iNOS) (20).
In addition to a kinetic analysis that demonstrated competitive
inhibition, dialysis of the inhibited enzyme led to the return of
enzyme activity, indicating that 1 is a reversible inhibitor. The
competitive nature of the inhibition was firmly established by
X-ray crystallography, showing 1 in the active site (7) of both
nNOS (Fig. 3a) and eNOS (Fig. 3b). The nitroargininyl moiety
binds at the guanidino binding site for L-arginine. However, in
nNOS 1 adopts a somewhat curled conformation, whereas in
eNOS it has an extended conformation. It is thought that this
binding difference develops from two sources: a 1 amino acid
difference in the active site, namely, Asp597 in nNOS is Asn368
in eNOS, which is responsible for an important electrostatic in-
teraction in nNOS that is missing in eNOS, and the smaller
Val106 side chain in eNOS near the active site entry, which
allows inhibitors to adopt an extended conformation while the
larger Met336 in nNOS encourages a curled conformation. If
Asp597 in nNOS is mutated to Asn, then 1 adopts an extended
conformation in D597 N nNOS as if it was binding to eNOS.
Furthermore, the K i value for 1 with the D597 N mutant is
223 times larger (weaker binding) than wild-type nNOS, again
simulating binding interactions like those with eNOS (21). Con-
versely, if Asn368 in eNOS is mutated to Asp, then 1 adopts a
curled conformation in N368D eNOS, as if it was nNOS, and
the K i value for 1 bound to N368D eNOS is 10 times lower
(more potent) than in wild-type eNOS, again simulating bind-
ing to nNOS rather than to eNOS. A double mutant of eNOS,
N368D/V106 M eNOS, was prepared to make the active site of
eNOS appear even more nNOS-like, and the K i value for 1 was
an additional fivefold lower than the single mutant; the crystal
structure showed that 1 was still in the curled conformation,
as in the case with wild-type nNOS. Likewise, 1 bound to the
D597 N/M336V double mutant of nNOS was in the extended
conformation (Fig. 4) as if it was bound to eNOS, although

there was little change in the K i value relative to that of the
single mutant.

1

Uncompetitive Enzyme Inhibition

The other extreme is when a compound binds only to the E·S
complex but not to the free enzyme, in which case uncom-
petitive inhibition occurs (Scheme 2). Although it is rare in
single substrate reactions, it is common in multiple substrate
systems. An inhibitor of a two-substrate enzyme that is com-
petitive against one of the substrates often is found to give
uncompetitive inhibition when the other substrate is varied. The
inhibitor binds at the active site but only prevents the binding
of one of the substrates.

Kinetics Of Uncompetitive Inhibition

The rate of this type of inhibition is described by Equation 5; the
Lineweaver–Burk transformation of this rate equation is given

Scheme 2 Uncompetitive inhibition.
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Figure 5 Lineweaver–Burk plots for determination of uncompetitive inhibitor kinetic constants.

by Equation 6.

v = {Vmax[S]/(1 + [I]/Ki))}/{(Km/(1 + [I]/Ki) + [S]}
(5)

1/v = {(Km/Vmax)(1/[S])} + {(1/Vmax)(1 + [I]/Ki)}
(6)

As uncompetitive inhibitors do not bind to free enzyme, the
inhibitor has no effect on the V max/K m, and the slopes are
independent of inhibitor concentration (Fig. 5). The K i values
can be obtained from replots of either 1/V max,app (the y-axis
intercepts) versus [I] (Fig. 6a) or 1/K m,app (the x-axis intercepts)
versus [I] (Fig. 6b).

The IC 50 value for an uncompetitive inhibitor is related to
the K i by Equation 7 (22). When [S] � Km, which is often the
case, the IC50 = Ki.

IC50 = Ki(1 + Km/[S]) (7)

Example of Uncompetitive Inhibition
Tuberculosis is responsible for 2,000,000 deaths worldwide an-
nually (23). It is one of the leading opportunistic infections in
Acquired Immune Deficiency Syndrome (AIDS) patients (24)
and is spreading because of multidrug-resistant strains of the
organism that causes tuberculosis, namely Mycobacterium tu-
berculosis (25). The principal drug used for tuberculosis is iso-
niazid (2, Scheme 3), which inhibits the biosynthesis of mycolic
acids, thereby disrupting the mycobacterium’s cell wall (26).
The target for isoniazid is the enoyl reductase (known as InhA)
in the type II fatty acid biosynthesis pathway (27). InhA is in-
hibited by the product of the mycobacterial catalase-peroxidase
(KatG) (28) reaction of isoniazid and NADH (3, Scheme 3)
(29–31). Resistance to isoniazid principally develops from mu-
tations in KatG, which blocks the activation of isoniazid (32).
Compounds that directly inhibit the ultimate target, InhA, with-
out requirement of activation by KatG should be more promis-
ing drugs for resistant Mycobacterium tuberculosis .

(a)

(b)

Figure 6 (a) Replot of data from Lineweaver–Burk plots (Fig. 5) for
determination of K i values for uncompetitive inhibitors. (b) Alternative
replot of data from Lineweaver–Burk plots (Fig. 12) for determination of K i
values for uncompetitive inhibitors.
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Scheme 3 Mycobacterial catalase-peroxidase (KatG)-catalyzed reaction of isoniazid (2) and NADH.

A series of uncompetitive inhibitors of InhA were developed
using structure-based design from the crystal structure of tri-
closan (4) bound to both E. coli enoyl reductase (called ecFabI)
(33) and to InhA (Fig. 7) (34). Triclosan was shown by kinetic
analysis to be an uncompetitive inhibitor of InhA (35). The
structure of triclosan bound to InhA confirmed its uncompet-
itive inhibition properties; triclosan binds to InhA only in the
presence of NAD+. The phenol ring of triclosan π-stacks with
the nicotinamide ring of NAD+ as well as forming a hydrogen
bond to Tyr158 and the 2′-hydroxyl group of NAD+. Based on
this structure, a series of alkyl diphenyl ethers, which are un-
competitive inhibitors of InhA and do not require activation by
KatG, was designed. The most potent analog (5) has a K i value
of 1 nM for InhA and MIC99 (minimum inhibitory concentra-
tion to destroy 99% of the organisms) values of 2–3 µg/mL
(6–10 µm) for drug-sensitive and drug-resistant strains of My-
cobacterium tuberculosis .

4

5

Mixed Enzyme Inhibition

Sometimes an inhibitor can bind to both the free enzyme (E)
and to the enzyme-substrate (E·S) complex, resulting in mixed
inhibition (Scheme 4). This type of inhibition involves binding
of the inhibitor to a site other than at the active site for binding
to the E·S complex to occur. A special case of mixed inhibition
when K m and K

′
m are equal is called noncompetitive inhibition.

Kinetics of Mixed Inhibition

If dissociation of the substrate from the E·S complex is the
same as that from the E·S·I complex (i.e., Km = K ′

m), then
pure noncompetitive inhibition occurs, and the rate is given as
Equation 8. The Lineweaver–Burk equation from this is shown

Tyr158

Triclosan

C16-NAC

NAD+

Figure 7 Structure of triclosan (gray) bound to E. coli InhA overlayed with
the structure of substrate (C16-NAC) (yellow) bound to InhA and NAD+.

Scheme 4 Mixed inhibition.

in Equation 9, which is depicted graphically in Fig. 8.

v = {(Vmax[S])/(1 + [I]/Ki)}/(Km + [S]) (8)

1/v = {(Km/Vmax)(1/[S]) + 1/Vmax}(1 + [I]/Ki) (9)

Unlike competitive inhibitors, noncompetitive inhibitors af-
fect V max (interception on the y-axis is different at different
inhibitor concentrations) but not K m (all concentrations of in-
hibitor give lines with the same interception on the x-axis). A
replot of these data either as the slope versus [I] (Fig. 9a) or
1/V max,app versus [I] (Fig. 9b) provides the K i value. Dixon (5)
and Cornish-Bowden (6) plots also can be constructed.

The situation above, where Km = K ′
m for dissociation of the

substrate from both the E·S and the E·S·I complexes, is actu-
ally relatively rare compared with the case of different disso-
ciation constants. If the E·I complex has a lower affinity for
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Figure 8 Graphical depiction of Lineweaver–Burk expression for determination of pure noncompetitive inhibitor kinetic constants.

(a) (b)

Figure 9 (a) Replot of data from Lineweaver–Burk plots (Fig. 8) for determination of K i values for pure noncompetitive inhibitors. (b) Alternative replot of
data from Lineweaver–Burk plots (Fig. 8) for determination of K i values for pure noncompetitive inhibitors.

the substrate than free enzyme, then inhibition is a mixture of
competitive and uncompetitive inhibition, referred to as mixed
inhibition. In the presence of inhibitor, there will always be
some E·S·I complex, which lowers the free enzyme concen-
tration, and V max will be less than with just free enzyme (the
E·S·I complex is nonproductive). As the E·I complex has a
lower affinity for substrate than free enzyme, the K m will be
greater (lower affinity) for the E·I complex than that with free
enzyme. The Lineweaver–Burk equation for this case is shown
in Equation 10.

1/v = {(Km/Vmax)(1/[S])(1 + [I]/Ki)}
+ (1/Vmax)(1 + ([I]/K ′

i ) (10)

In this case, the interception of lines as a function of inhibitor
concentration can occur either above the x-axis (Fig. 10a) or
below the x-axis Fig. 10b). K i values for mixed inhibition are
obtained by replotting the data from the Lineweaver–Burk plot

as the slope ([K m/V max][1 + [[I]/K i]) versus [I] (Fig. 11a) or
as the y-axis intercept (1/V max,app) versus [I] (Fig. 11b). With
Fig. 11a, the x-axis intercept is −K i; with Fig. 11b the x-axis
intercept is −K ′

i.
The IC 50 value for a mixed inhibitor can be related to the K i

by Equation 11 (36). For a noncompetitive inhibitor, in which
Ki = K ′

i , or when the [S] � Km, IC50 = Ki.

IC50 = (Km + [S])/{(Km/Ki) + ([S]/K ′
i )} (11)

Example of Mixed Inhibition
The mitogen-activated protein kinase (MAPK) signaling path-
way is responsible for the regulation of cell growth and differ-
entiation consisting of a MAPK (such as ERK1 and ERK2), a
MAPK kinase (such as MEK1 and MEK2), and a MAPKK ki-
nase (37–39). The MAPK signaling pathways are important for
the formation, progression, and survival of tumors (40) as well
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(a) (b)

Figure 10 (a) One possible graphical depiction of Lineweaver–Burk plots for determination of mixed inhibitor kinetic constants. (b) Alternative possibility
for graphical depiction of Lineweaver–Burk expression for determination of mixed inhibitor kinetic constants.

(a) (b)

Figure 11 (a) Replot of data from Lineweaver–Burk plots (Fig. 10) for determination of K i values for mixed inhibitors. (b) Alternative replot of data from
Lineweaver–Burk plots (Fig. 10) for determination of K i values for mixed inhibitors.

as being intracellular mediators in many inflammatory processes
(41). MEK1 and MEK2 phosphorylate ERK at specific tyrosine
and threonine residues, which is a prerequisite for cell prolifera-
tion. MEK1 and MEK2 are equally competent to phosphorylate
ERK (42), so both are targets for the design of antitumor agents.

Compound 6 has been found to be a potent and highly se-
lective inhibitor of MEK1 and MEK2; it was shown kinetically
to be a mixed inhibitor with both Mg·ATP and MAPK and
went into clinical trials for the treatment of colon cancer (43).
Further evidence for the mixed inhibition properties of 6 was
provided by crystal structures of an analog of 6 (compound 7)
bound to an N -terminally truncated form of human MEK1 con-
taining Mg·ATP (to 2.4 Å resolution) and compound 8 bound
to an N -terminally truncated form of human MEK2 containing
Mg·ATP (to 3.2 Å resolution) (44). Therefore, the inhibitors
bind to the E·S complex. The Mg·ATP in MEK1 binds in a lo-
cation similar to that in other protein kinases; 6, however, binds
in a separate binding site adjacent to Mg·ATP (Fig. 12). The
side chains of Lys97 and Met143 separate these two binding

pockets. When Mg·ATP and 6 are bound to unphosphorylated

MEK1, the two lobes adopt a closed conformation, causing con-

formational changes in the activation loop and helix C, which

interferes with an important electrostatic interaction between a

conserved glutamate residue (Glu114) and a conserved lysine

residue (Lys97) in the ATP binding site, resulting in stabilization

of an inactive conformation of the enzyme. A similar structure

was obtained for 8 bound to MEK2 containing Mg·ATP. It is

believed that the specificity of these mixed inhibitors derives

from their binding in a region where sequence homology to

6
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Figure 12 Crystal structure of MEK1 showing Mg.ATP and mixed inhibitor 6 (referred in the paper as PD318088) in different binding pockets.

7

8

other protein kinases is very low and distinct from the highly
homologous ATP binding site.

Transition State Analog Inhibition and
Slow Tight-Binding Inhibition

A special type of reversible inhibition in which the inhibitor
resembles the transition state structure of the enzyme-catalyzed
reaction is known as transition state analog inhibition. It has
long been believed that an enzyme catalyzes its reaction by an
initial interaction of the substrate with the active site of the en-
zyme, triggering a conformational change in the enzyme, which
induces the chemistry of the reaction (45, 46). As the reaction
approaches the transition state, the binding interactions with the
substrate increase until, at the transition state, maximal binding
interactions result. These interactions produce transition state
stabilization, which is responsible for lowering the activation
energy and accelerating the rate of the reaction.

This process suggests that enhanced binding by an inhibitor to
an enzyme would occur if the inhibitor structure resembled that

of the transition state of the reaction rather than the ground state
(i.e., the substrate structure) (47–50), which has been shown
to be the case in many examples (51). Typically the kinetics
of inhibition of transition state analog inhibitors are different
from that of other types of reversible inhibitors, which exhibit
instantaneous inhibition (millisecond time scale); transition state
analog inhibitors generally produce time-dependent inhibition
(t1/2 of seconds or even hours) as a result of a conformational
change that is induced when these inhibitors bind to the enzyme,
leading to a slow isomerization of the initial E·I complex to
another complex (E·I*) in which the inhibitor is bound more
tightly to the enzyme than in the E·I complex (Scheme 5). This
process is known as slow-binding inhibition.

Kinetics of Slow-Binding Inhibition and Slow
Tight-Binding Inhibition

Reversible inhibitors that attain equilibrium between enzyme,
inhibitor, and the E·I complex slowly, as compared with the
enzyme-catalyzed substrate reaction, are called slow-binding
inhibitors (52). In some cases, the ratio of total inhibitor to
total enzyme must be high, as in the case of the classic
competitive inhibitors; but in other cases, the attainment of
the equilibrium of E, I, and the E·I complex occurs when
the inhibitor concentration is approximately the same as the
enzyme concentration, in which case the inhibitors are called
slow tight-binding inhibitors (53, 54). Slow-binding and slow
tight-binding inhibition generally occur in competition with
the substrate, but also can be a mixed type inhibition. The
lifetimes of enzyme complexes with slow-binding inhibitors

Scheme 5 Slow-binding or slow tight-binding inhibition.
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Figure 13 Progress curve for slow-binding inhibition.

or slow tight-binding inhibitors are relatively long and exhibit
slow off rates (koff); the on rates (kon) may be fast or slow.
As the rate of release of the inhibitor from the E·I complex
becomes exceedingly slow, inhibition approaches irreversible.
The overall dissociation constant for the E·I* complex (K i*) is
defined by Equation 12.

K ∗
i = ([E][I])/([E · I] + [E · I∗]) = Kik−2/(k2 + k−2)

(12)
Progress curves for a slow-binding or slow tight-binding

inhibitor are described by general Equation 13, where vo, v s,
and k represent, respectively, the initial

P = vst + {(vo − vs)(1 − e−kt)}/k (13)

rate, the final steady-state rate, and the apparent first-order rate
constant for establishment of the equilibrium between E·I and
E·I*. The following equations are valid only under specific
simplifying conditions (52). Equilibria to the formation of the
E·S (from E + S) and E·I (from E + I) complexes must
be attained rapidly. In addition to a slow establishment of
equilibrium between E·I and E·I*, the reverse rate (k−2) of
this equilibrium must be much less than the forward rate (k2).
The initial rate is obtained from Equation 14, where V max is
the maximum rate, [S] is the concentration of the substrate for
which I is an inhibitory analog,

vo = (Vmax[S])/(Km{1 + [I]/Ki} + [S]) (14)

K m is the Michaelis constant for S, and K i is the dissociation
constant for the E·I complex. The final steady-state rate is
obtained from Equation 15, where K i* is

vs = (Vmax[S])/(Km{1 + [I]/K ∗
i } + [S]) (15)

the overall inhibition constant as defined in Equation 12. The
apparent first-order rate constant (k ) for the interconversion of
E·I and E·I* in the presence of substrate S is expressed in

Equation 16. Figure 13 gives an example of a progress curve for
a slow-binding inhibitor. For each curve with inhibitor present,
there is an initial burst followed by a slower steady-state rate.

k = k−2 + k2{([I]/Ki)/(1 + ([S]/Km) + ([I]/Ki)} (16)

Example of a Transition State Analog Inhibitor
that Exhibits Slow Tight-Binding Inhibition

5′-Methylthioadenosine/S-adenosylhomocysteine nucleosidase
(MTAN) catalyzes the hydrolysis of 5′-methylthioadenosine
(MTA), a byproduct of polyamine synthesis, to adenine and
5-methylthio-D-ribose (MTR) (Scheme 6). MTA is a feedback
inhibitor of polyamine synthesis, so inhibition of MTAN would
inhibit polyamine synthesis and the salvage pathways for ade-
nine and methionine, which would result in antibacterial (55)
or antitumor activity (56). Kinetic isotope effects on this reac-
tion were measured to determine the transition state structure
(57). A large 1′-3H and small 1′-14C isotope effect suggest
that the MTAN-catalyzed reaction proceeds by a dissociative
(SN1) mechanism with little involvement of the leaving group
or attacking nucleophile at the transition state, which indicates
that the transition state has significant ribooxacarbenium ion
character. Based on this hypothetical transition state structure,
two series of transition state analog inhibitors were designed (9
and 10) to mimic the transition state structure. The protonated

9
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Scheme 6 5′-Methylthioadenosine/S-adenosylhomocysteine nucleosidase (MTAN)-catalyzed hydrolysis of 5′-methylthioadenosine (MTA) to adenine and
5-methylthio-D-ribose (MTR).

10

11

nitrogens in each series mimic the ribooxacarbenium ion inter-
mediate (related to the transition state) and a methylene bridge
was added between the ribooxacarbenium ion mimic and the
9-deazaadenine base to emulate the N -ribosidic bond distance
of a fully dissociated transition state. A kinetic analysis shows
that 9 and 10 are competitive inhibitors; progression curves
demonstrated the time dependence of the inhibition. Applica-
tion of Equations 14–16 to the 9 series resulted in dissoci-
ation constants in the picomolar range and for the 10 series
in the femtomolar range. Compound 11 has a Ki = 2.6 pM
and a K ∗

i = 47 fM with a K m/K i* value of 9.1 million and
91 million (11 binds this amount greater) relative to the sub-
strates MTA and S -adenosylhomocysteine, respectively! These
are some of the most potent noncovalent competitive enzyme
inhibitors known. Furthermore, there is no MTAN in humans;
5′-methylthioadenosine phosphorylase (MTAP) is the only en-
zyme in humans capable of metabolizing MTA, and MTAN
has a larger 5′-alkylthio binding site. Specificity factors in the
thousands between inhibition of MTAN in bacteria over MTAP

in humans were achieved, which allows for selective toxicity
against microorganisms.

The crystal structures of 9 (R = CH3) and 10 (R = CH3)
bound to MTAN at 2.2 Å resolution revealed a new ion pair
between the positive charge on the ring and the nucleophilic
water (hydroxide ion) (58). Based on the distances of these
interacting atoms, 9 (R = CH3) appears to be a mimic of
an early transition state, and 10 (R = CH3) mimics a highly
dissociated transition state, for the MTAN-catalyzed reaction.

Example of a Multisubstrate Analog Inhibitor

Purine nucleoside phosphorylase (PNP), which catalyzes the re-
versible phosphorolysis of ribonucleosides to ribose 1-phosphate
and the free base (Scheme 7), plays an important role in purine
nucleoside metabolism and in T-cell development (59, 60). PNP
inhibitors have therapeutic utility for selective destruction of T
cells in T-cell leukemias and T-cell lymphomas as well as in the
treatment of T-cell-mediated autoimmune diseases and for the
suppression of the post-organ transplant T-cell response (61).

To mimic the long bond length in the transition state, com-
pound 12 was synthesized as a multisubstrate inhibitor (62).
This compound mimics both substrates of PNP, the purine nu-
cleoside, and phosphate. The two-carbon bridge between the
ribose ring and the phosphonate group was incorporated to place
the phosphonate moiety into the phosphate-binding site. A crys-
tal structure of 12 bound in PNP to 1.7 Å resolution (Fig. 14)
resembles that of a previously determined structure of bovine

12
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Scheme 7 Purine nucleoside phosphorylase (PNP)-catalyzed phosphorolysis of ribonucleosides to ribose 1-phosphate and the free base.
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Figure 14 Stereographic projection of 12 bound to active site of PNP at 1.7 Å resolution.

PNP with substrate analogs (inosine and sulfate) bound (63).
The nucleoside part of 12 binds in the purine nucleoside bind-
ing pocket, and the phosphonate binds in the phosphate binding
pocket. The IC 50 for 12 is 30 nM, one of the most potent PNP
inhibitors reported.

Substrate and Product Inhibition

Michaelis–Menten kinetics predict that as the concentration
of the substrate increases, the rate increases hyperbolically.
However, some enzymes exist in which a maximum velocity
is obtained at low substrate concentration, but further increases
in the substrate concentration lead to a decrease in velocity.
This effect is known as substrate inhibition and can eventually
lead to complete enzyme inhibition or partial enzyme inhibition.
It is thought that substrate inhibition occurs if two substrate
molecules bind to the enzyme simultaneously in an incorrect
orientation and produce an inactive E·S·S complex, analogous
to that discussed for uncompetitive inhibition. The rate of the
enzyme reaction that undergoes substrate inhibition is given by
Equation 17, where K i represents the

v = (Vmax[S])/(K ′
m + [S] + Ki[S]2) (17)

equilibrium constant for formation of the E·S·S complex from
E·S and S and K’ m is a modified Michaelis constant. The
reciprocal of Equation 17 is described by Equation 18, which

is analogous to the Lineweaver–Burk equation and is depicted
graphically in Fig. 15.

1/v = (K ′
m/Vmax[S]) + 1/Vmax + (Ki [S]/Vmax) (18)

Another type of inhibition results from the product formed
in an enzyme-catalyzed reaction (64). The rate of substrate
turnover in the presence of preexisting product is less than the
initial rate at the same substrate concentration in the absence
of product. This process occurs for two reasons: Some of the
enzyme is in an E·P complex so there is less enzyme available
to which the substrate can bind, which increases the apparent
K m for the substrate; some of the product is being converted
back to substrate, which makes it appear as if less substrate is
available.

Irreversible Enzyme Inhibition

Irreversible enzyme inhibition, also called enzyme inactivation
(or active-site directed irreversible inhibition, because it is gen-
erally competitive with substrate), occurs when a compound
blocks the enzyme activity for an extended period of time,
generally via covalent bond formation. Therefore, even though
some slow tight-binding inhibitors functionally block the en-
zyme activity irreversibly, they are still considered reversible
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Figure 15 Graphical depiction of the Lineweaver–Burk expression for substrate inhibition.

inhibitors because they can dissociate from the enzyme, albeit
very slowly. The most effective inactivators are ones whose
structures are similar to those of the substrates or products of
the target enzyme, but this is not essential when studying an
isolated enzyme. Once the reaction has occurred, it is no longer
necessary to sustain a concentration of the inactivator to retain
the E·I complex because of the covalent nature of the bond
formed. In some cases only a stoichiometric amount of inac-
tivator is needed to produce complete irreversible inhibition.
Irreversible inhibition is generally determined by dialysis or
gel filtration of the inactivated enzyme; no enzyme recovery is
expected. Two general types of irreversible enzyme inhibitors
exist, affinity labeling agents and mechanism-based inactivators.

Affinity Labeling Agents

Affinity labeling agents are intrinsically reactive compounds that
initially bind reversibly to the active site of the enzyme then
undergo chemical reaction (generally an acylation or alkylation
reaction) with a nucleophile on the enzyme (Scheme 8). To
differentiate a reversible inhibitor from an irreversible one,
often the dissociation constant is written with a capital i, K I

(65), instead of a small i, K i, which is used for reversible
inhibitors. The K I denotes the concentration of an inactivator
that produces half-maximal inactivation. Note that this kinetic
Scheme is similar to that for substrate turnover except instead
of the catalytic rate constant, k cat for product formation, k inact

is used to denote the maximal rate constant for inactivation.

Kinetics of Affinity Labeling Inactivation

When the equilibrium for reversible E·I complex formation (K I)
is rapid, and the rate of dissociation of the E·I complex (koff) is
fast relative to k inact (the most common situation), then k inact is
the rate-determining step, and time-dependent loss of enzyme
activity occurs. Under these conditions, when [I] � [Eo], then
Kitz and Wilson (65) described k app by Equation 19. Two

Scheme 8 Affinity labeling agent inactivation.

limiting situations can be

kapp = kinact/{1 + (KI /[I])} (19)

considered. For [I] � KI, kapp = kinact, and pseudo first-order
kinetics are observed, as shown in Fig. 16a. For [I] < K I

then kapp = kinact/KI, which gives simple bimolecular kinetics,
in which case the straight line in Fig. 16b would pass through
the origin rather than the + y-axis.

To determine the K I and k inact values, first a plot of
the log of the enzyme activity versus time is constructed
(Fig. 16a). The rate of inactivation is proportional to low con-
centrations of the inactivator, but becomes independent at high
concentrations. In these cases, the inactivator reaches enzyme
saturation (just as substrate saturation occurs during catalytic
turnover). Once all of the enzyme molecules are in the E·I
complex, the addition of more inactivator does not affect the
rate of the inactivation reaction. The half-lives for inactivation
(t1/2) at each inactivator concentration (lines a–e in Fig. 16a)
are determined. The t1/2 at any inactivator concentration equals
log 2/k inact,app; in the limiting case of infinite inactivator con-
centration, t1/2 = 0.693/kinact (log 2 = 0.693). A replot of these
half-lives versus the inverse of the inactivator concentration, re-
ferred to as a Kitz and Wilson replot, is constructed to obtain
the K I and k inact values (Fig. 16b).

Example of an Affinity Labeling Agent

7-Aminocephalosporanic acid (15, Scheme 9) is an impor-
tant intermediate in the production of many semisynthetic
cephalosporin antibiotics (66, 67). However, direct deacyla-
tion of cephalosporin C (13) to 15 by cephalosporin C acy-
lase is unfavorable, so an enzymatic process is used in-
volving D-amino acid oxidase (DAAO) oxidation of 13 to
N -glutaryl-7-aminocephalosporanic acid (14, GL-7-ACA) fol-
lowed by deacylation to 15 and glutaric acid, catalyzed by
GL-7-ACA acylase from Pseudomonas sp. 130 (Scheme 9)
(68, 69). GL-7-ACA acylase underwent pseudo first-order
time-dependent inactivation by 7β-bromoacetyl aminocephalos-
poranic acid (16) (70). Dialysis did not regenerate enzyme ac-
tivity, indicating irreversible inhibition. The rate of inactivation
was lowered by the presence of either glutaric acid or 15,
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(a)

(b)

Figure 16 (a) A plot showing time-dependent inactivation by affinity labeling agents and mechanism-based inactivators used for determination of kinetic
constants. (b) Replot of the half-lives of inactivation from Fig. 16a versus the inverse of the inactivator concentration to determine the K I and kinact values
for affinity labeling agents and mechanism-based inactivators.

Scheme 9 D-Amino acid oxidase (DAAO) oxidation of 13 to N-glutaryl-7-aminocephalosporanic acid (14, GL-7-ACA) followed by deacylation to 15 and
glutaric acid catalyzed by GL-7-ACA acylase from Pseudomonas sp. 130.

indicating that inactivation is active-site directed (competitive

inhibition). The site of covalent attachment was identified as

the indole ring of Trp-B4 by LC/MS peptide mapping, tandem

MS analysis, and NMR spectrometry. MALDI-TOF spectro-

metric analysis showed that the fourth tryptophan residue in the

β-subunit (Trp-B4) was alkylated. 1H-13C HSQC NMR spec-

trometry of the acylase inactivated by [2-13C]-16 demonstrated

that a C-C bond was formed, and it was the tryptophan residue

that was alkylated. Based on other inactivations, it is reasonable

that attachment is at C-2 of the indole ring of the tryptophan

after rearrangement from the C-3 alkylation product (71) (17).

As Trp-B4 is in the middle of an αββα sandwich structure,

which does not have sufficient space for the inactivator to fit,

it is believed that a conformational change has to occur to al-

low alkylation. Mutations at Trp-B4, except WB4Y, prevented

covalent modification of the enzyme.

16
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Mechanism-Based Enzyme Inactivators

Mechanism-based inactivators are unreactive compounds that
bear a structural similarity to the substrate or product of a
specific enzyme and are converted by the normal catalytic
mechanism of that enzyme into a product that, before its release,
inactivates the enzyme. These inactivators, then, act initially
as substrates for the target enzyme. Generally the product
undergoes a covalent bond reaction with the target enzyme, but
it may just form a tight-binding complex that is functionally
irreversible. The key features are an unreactive compound that
is enzymatically converted to the actual inactivating species,
which binds to that same enzyme before the inactivator’s
release. Inactivation by these compounds requires knowledge
of the mechanism of the enzyme. Alternatively, because these
compounds act as substrates, they can be designed to test a
hypothetical catalytic mechanism for an enzyme and determine
if a particular type of intermediate is reasonable.

Kinetics of Mechanism-Based Inactivation
As activation of a mechanism-based inactivator requires a cat-
alytic step, an additional intermediate (E·I’) is required relative
to affinity labeling agents (Scheme 10). If k4 is a fast step and
the equilibrium k1/k−1 is established rapidly, then k2 is the in-
activation rate constant (k inact), which determines the maximal
rate for the inactivation process leading to E-I’. As both affin-
ity labeling agents and mechanism-based inactivators initially
form reversible E·I complexes, which then lead to inactivation
of the enzyme (affinity labeling agents by direct covalent re-
action and mechanism-based inactivators by initial [generally]
rate-determining modification to the activated species followed
by rapid reaction), the kinetic constants (K I and k inact) for
both types of inactivators are determined in the same way (see
Figs. 16a and 16b). The key features of mechanism-based inac-
tivators that differentiate them from affinity labeling agents are
their unreactivity and the requirement for an enzyme-catalyzed
conversion to the activated species before inactivation. Often

this activated species is quite reactive, so it acts as an affinity
labeling agent already at the active site. However, inactivation
(k4 in Scheme 10) does not occur every time the inactivator
is activated because the enzyme will attempt to eject it from
the active site as a product (k3 in Scheme 10). It would not be
a favorable process if the activated species is highly reactive
because it could attach to other parts of the enzyme or, if more
than one enzyme was present, could attach to another enzyme.
The ratio of the number of turnovers that leads to product re-
lease per inactivation event (k3/k4) is known as the partition
ratio.

Example of a Mechanism-Based Inactivator

There are many examples of mechanism-based inactivators
from which to choose, but I have selected an example from
mine and Tilman Schirmer’s laboratories that relates to the inac-
tivation of γ-aminobutyric acid aminotransferase (GABA-AT).
This enzyme is a pyridoxal 5′-phosphate (PLP) dependent
enzyme that catalyzes the conversion of the inhibitory neuro-
transmitter GABA to succinic semialdehyde with concomitant
conversion of α-ketoglutarate to the excitatory neurotransmitter
L-glutamate (Scheme 11). When the concentration of GABA
in the brain diminishes, convulsions can occur. Inhibition of
GABA-AT prevents the degradation of GABA, resulting in
an increase in the brain GABA concentrations, which is one
approach for the treatment of epilepsy. Based on the structure
of 4-amino-5-fluoropentanoic acid (18), which was shown to
be a very efficient mechanism-based inactivator of GABA-AT
(72), (1R,3S ,4S )-3-amino-4-fluorocyclopentane-1-carboxylic
acid (19) was designed as a potentially more lipophilic analog
(73). Two inactivation mechanisms were envisioned for 19,
one leading to 23 (pathway a) and one leading to 24 (pathway
b) (Scheme 12). A crystal structure refined to 1.9 Å resolution
of the enzyme inactivated by 19 (Fig. 17) showed explicitly
that the more reasonable mechanism is that shown in pathway
a to give 23 (74). Inactivator 19 is a classic example of a
mechanism-based inactivator; it is an unreactive molecule that
is converted by the normal catalytic mechanism of GABA-AT

18

19

Scheme 10 Mechanism-based enzyme inactivation.
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Scheme 11 Mechanism for GABA-AT.

to 20. Deprotonation leads to elimination of fluoride ion (prob-
ably via an E1cB mechanism into the PLP) to give a product
(21), which after reaction with the active site lysine produces
22. Before its release from the active site, 22 undergoes an
enamine reaction with Lys-bound PLP to give covalent adduct
23, the structure identified in the crystal structure. The partition
ratio for this inactivator was measured by determination of
the number of fluoride ions released per inactivation event to
be 147; 148 molecules are turned over, one of which leads
to inactivation. Therefore, the crystal structure was able to
differentiate these two mechanistic possibilities. The use of
crystallography to resolve mechanistic alternatives has been
referred to as mechanistic crystallography.
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Enzyme kinetics is an important tool for assaying enzyme activities and for
determining enzyme mechanisms. Although other techniques can provide
useful information on enzyme mechanisms, the kinetics has to be the
ultimate arbiter because it looks at the reaction while it is taking place.
Initial velocity patterns, inhibition patterns, patterns of isotopic exchange,
pH profiles, and isotope effects are all kinetic tools that allow one to
determine kinetic mechanisms, chemical mechanisms, and transition state
structures.

All chemical reactions in living cells are catalyzed by enzymes,
because it is the only way to control reaction rates. Kinetics
is one of the best ways to study enzyme-catalyzed reactions,
because one follows the reaction while it takes place. Struc-
tural studies such as X-ray structures are extremely helpful in
understanding enzymatic catalysis, but the kinetics must be the
ultimate arbiter.

Reasons for Study of Enzyme
Kinetics

One determines enzyme kinetics for several reasons. First,
kinetic assays are needed to measure enzyme activity during
purification and to establish that one has an active enzyme. Such
assays also allow one to determine the effects of potential drugs
as inhibitors. Second, kinetic studies are one of the best ways
to determine the mechanism of the reaction, and we will focus
in this article mainly on the use of kinetics for this purpose. For
determination of mechanism we need:

1. The kinetic mechanism, which is the order of events
during a catalytic cycle in terms of the order of
substrates combining with and products dissociating
from the enzyme. We need to know the complexes
that form, how many sites exist, and their specificity
for binding reactants. This information is qualitative.

2. The relative rates of steps in the mechanism, which
is quantitative information on which steps are rate
limiting at high or low concentrations of substrates.
Are substrates sticky (that is, react once they combine
faster than they dissociate)?

3. The chemical mechanism, which includes the nature
of any intermediates and the identification of enzy-
matic groups involved in binding and catalysis.

4. Transition state structure. Isotope effects will often
give a very clear picture of what the transition state
looks like for an enzymatic reaction.

One Substrate Concentration
Varied
An enzyme has a pocket or cleft in which substrates bind,
and usually a flap exists that then closes around the substrates
once they are bound. Thus, an enzyme has open and closed
conformations, with reactants coming and going from the open
form and catalysis taking place in the closed form. As the
enzyme and substrate(s) form a complex, the basic rate equation
when one substrate concentration is varied (any others being
held constant) usually is:

v = VA/(K + A) (1)

where v is velocity, V is the maximum velocity when the sub-
strate concentration is saturating, K is the Michaelis constant,
and A is the substrate concentration (bold type will indicate
concentrations in this article). The Michaelis constant measures
affinity in the steady state and is the level of substrate that gives
half of V. K can be greater than, smaller than, or the same as the
dissociation constant of the substrate. We will assume that the
enzyme is operating in the steady state, that is, that the substrate
concentrations exceed the enzyme level by at least an order of
magnitude, which is normally the situation in an enzyme assay,
but for very slow mutants it may not be a valid assumption.
Presteady-state studies with enzyme levels equivalent to or ex-
ceeding substrate concentrations also require the use of more
complicated rate equations.

The usual practice is to measure the initial velocity with
which the reaction starts and to determine such initial velocities
for separate reaction mixtures containing different levels of
substrate. Although it is possible to integrate Equation 1 and
determine residual substrate concentrations or product formation
as the reaction proceeds, this procedure is subject to more
uncertainties as the pH may change or the enzyme may die.
The high correlation between the various data points also
makes statistical analysis tricky. See References 1 and 2 for
a discussion of this method and its problems.
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In Equation 1, the rate when A is very high is V, whereas at
low A, it is given by:

v = (V/K)A (2)

where V/K is an apparent first-order rate constant. V and V/K
are the two kinetic constants that vary independently with the
levels of other substrates, inhibitors and activators, pH, ionic
strength, and so forth. K is not an independent constant, but just
the ratio of V and V/K. It does indicate the likely concentration
of the substrate in vivo, as only in this concentration range does
one get proportional control of the rate. At substrate levels well
above K, the rate does not vary with substrate concentration,
whereas at low substrate concentrations, one is not using the
potential activity of the enzyme.

As Equation 1 is not linear, but a rectangular hyperbola,
it is usually inverted for graphing purposes to give a double
reciprocal plot:

1/v = (K/V)(1/A) + 1/V (3)

Thus, 1/v plots linearly against 1/A, with a slope of K/V and a
vertical intercept of 1/V. Note that the slope and intercept are
the reciprocals of the two fundamental kinetic constants, V/K
and V. In the discussion that follows, we will refer to slope and
intercept effects, and one needs to keep in mind that these are
effects on V/K and V.

Although Equation 3 is the usual form used for graphing,
one should not make unweighted least squares fits of the
experimental data to it. Such fits require v4 weighting factors if
errors in the velocities are thought to be roughly constant or v2

weights if errors are proportional to velocities. The proper fits
are made to Equation 1 directly by nonlinear least squares fitting
(for constant errors), or to the equation with logarithms taken of
both sides if proportional errors in velocities are assumed (3).
This situation also applies to all of the rate equations that will
be discussed below.

Use of Kinetics for Study
of Mechanism

Initial Velocity Studies

The approach outlined above is sufficient when there is only one
substrate or in an assay where one varies only the concentration
of one substrate. However, where two or more substrates exist
and one wants to know the order of their combination with the
enzyme, one needs to determine an initial velocity pattern. One
varies the concentrations of one substrate at several different
levels of a second substrate and determines the initial velocities
for the different reaction mixtures. It is, of course, necessary to
have the same enzyme level in each reaction or correct the rates
to constant enzyme concentration.

Three initial velocity patterns are commonly observed. When
both substrates have to add to the enzyme before any products

are released, one has a sequential mechanism. The rate equation
for most sequential mechanisms is:

v = VAB/(KiaKb + KbA + KaB + AB) (4)

where v is initial velocity; V is maximum velocity; A and B
are substrate concentrations; Ka and Kb are Michaelis constants
for A and B, and are the levels that give half of V when the
other substrate is saturating; and Kia is the dissociation constant
of A, the first substrate to add to the enzyme if the mechanism
is ordered. If the mechanism is random, a dissociation constant
for B of Kib also exists, and KiaKb = KaKib.

Although experimental data should be fitted directly to
Equation 4, or to the log form of it if errors in velocities are
proportional to velocities, for graphing purposes, Equation 4 is
inverted to give:

1/v = (Ka/V)(1 + KiaKb/KaB)(1/A) + (1/V)(1 + Kb/B)

(5)

= (Kb/V)(1 + Kia/A)(1/B) + (1/V)(1 + Ka/A) (6)

Equation 6 describes an intersecting initial velocity pattern
where 1/v is plotted versus 1/A at different values of B,
whereas Equation 6 describes the pattern where 1/v is plotted
versus 1/B at different values of A (Fig. 1). Both the slopes
and the intercepts of the reciprocal plots are functions of the
other substrate concentration, and replots of slopes or intercepts
versus the reciprocal of the other substrate concentration allow
determination of all kinetic constants.

The reciprocal plots in these patterns cross to the left of the
vertical axis at

1/vxover = (1/V)(1 − Ka/Kia) (7)

The crossover point is above the horizontal axis if Ka < Kia,
below it if Ka > Kia, and is the same regardless of which
substrate concentration is varied.

Sequential mechanisms are typical of kinases and dehydro-
genases. Some mechanisms are ordered and some are random,

B

I

1/A

1/v

Figure 1 Reciprocal plots with A varied at different levels of B
(intersecting initial velocity pattern) or different levels of I (noncompetitive
inhibition pattern).
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but the initial velocity pattern does not distinguish between them
and inhibition studies are required (see below).

When one substrate adds to the enzyme and a product is
released before the second substrate adds, one has a ping-pong
mechanism, and the rate equation is

v = VAB/(KbA + KaB + AB) (8)

The constant term is missing, which leads to a parallel initial
velocity pattern (Fig. 2) regardless of which substrate concen-
tration is varied:

1/v = (Ka/V)(1/A) + (1/V)(1 + Kb/B) (9)

= (Kb/V)(1/B) + (1/V)(1 + Ka/A) (10)

The slopes of the reciprocal plots do not vary with the level of
the other substrate, but the intercepts do. Replots of intercepts,
and comparison with slopes, allow determination of the kinetic
constants.

Ping-pong mechanisms are shown by transaminases and nu-
cleoside diphosphate kinase (4). One must be cautious about
assuming that a parallel-looking initial velocity pattern repre-
sents a ping-pong mechanism, as some sequential mechanisms
give patterns in which the crossover point is far down in the
third quadrant and the pattern looks parallel. Isotopic exchange
studies will distinguish the mechanisms (see below).

The third type of initial velocity pattern results from a
mechanism in which 1) the substrates add in obligatory order
and 2) the off-rate constant for the first substrate to bind exceeds
the turnover number (V/Et or kcat) sufficiently that its binding
is at equilibrium, which is called an equilibrium ordered initial
velocity pattern (Fig. 3). The rate equation is

v = VAB/(KiaKb + KbA + AB) (11)

and in reciprocal form

1/v = (KiaKb/VB)(1/A) + (1/V)(1 + Kb/B) (12)

= (Kb/V)(1 + Kia/A)(1/B) + (1/V) (13)

1/v

1/A

B

I

Figure 2 Reciprocal plots with A varied at different levels of B (parallel
initial velocity pattern) or different levels of I (uncompetitive inhibition
pattern).

1/B

1/v

A

I

Figure 3 Reciprocal plots with B varied at different levels of A
(equilibrium ordered initial velocity pattern) or different levels of I
(competitive inhibition pattern).

The patterns are not the same when plotted versus 1/A or
1/B. Equation 13 plots as a pattern intersecting to the left of
the vertical axis at 1/V, with the slope at infinite B being
zero. That is, a replot of slopes versus 1/B goes through the
origin. Equation 13 plots as a pattern intersecting on the vertical
axis at 1/V. Note that the differences in the patterns given by
Equations 13 and 13 establish the order of combination of the
two substrates as well as showing that they add in an obligate
order.

Equilibrium ordered mechanisms are rare, because in most
ordered sequential mechanisms the off-rate constant of the first
substrate to add is not much larger than the turnover num-
ber. Examples of equilibrium ordered mechanisms are creatine
kinase at pH 7 or below (5), malic enzyme at pH 4 (6), phos-
phofructokinase with fructose-6-sulfate as an alternate substrate
(7), and glycerokinase with amino analogs of glycerol as sub-
strates (8). More common are cases in which reactant A is an
activator that cannot dissociate once the substrate adds. In this
case, the off-rate constant of the activator need not be large, as
the activator is not used up during the reaction and its bind-
ing will come to equilibrium in the steady state. An example
is the addition of Mn2+ followed by UDP-galactose to lactose
synthetase (9).

When three substrates exist for an enzymatic reaction, the
usual procedure is to vary the concentration of one of them
at fixed levels of a second, with the concentration of the
third held constant. This process gives three initial velocity
patterns (A–B, A–C, and B–C). The pyruvate dehydrogenase
complex shows three parallel patterns as the mechanism is a
three-site ping-pong mechanism (10). A number of enzymes
show intersecting patterns between two substrates and paral-
lel patterns with either one of these and the third substrate.
Examples are synthetases where MgATP and an acid combine
to generate an acyl-adenylate intermediate with liberation of
Mg-pyrophosphate. The intermediate then reacts with the third
substrate to give the final product and AMP. Biotin carboxylases
show similar patterns with MgATP and bicarbonate generating
carboxy-phosphate that carboxylates biotin with the release of
MgADP and phosphate. Carboxy-biotin then carboxylates the
accceptor.
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Sequential terreactant mechanisms can be ordered, random,
or partly random. A fully random mechanism gives only inter-
secting patterns. An ordered mechanism gives a parallel pattern
when the first and third substrate concentrations are varied
and the level of the second one is saturating. An example is
glutamate dehydrogenase, with NADPH, α-ketoglutarate and
ammonia adding in that order (11). The same pattern is seen
if the first two substrates add in obligate order, but the third can
add randomly. An example is β-hydroxy-β-methylglutaryl-CoA
reductase (12). If one substrate must add first, but the other two
can add randomly to the EA complex, the A–B pattern becomes
parallel at infinite C and the A–C pattern becomes parallel at
infinite B. For a detailed description of the kinetics of reactions
with three substrates, see Reference 13.

Inhibition Studies

The determination of kinetic mechanisms requires more than
just initial velocity patterns, and inhibition studies are usually
required. Several types of inhibitors are useful. The products
are substrates in the reverse reaction and thus have some
affinity for the enzyme and will give inhibition unless their
inhibition constants exceed their solubility. Dead-end inhibitors
are molecules that play musical chairs with the substrates for
open portions of the active site but do not react. Substrates
may act as dead-end inhibitors by combining at points in the
mechanism where they are not intended and thus cause substrate
inhibition. The inhibition patterns caused by these inhibitors are
useful in distinguishing between different kinetic mechanisms.

Three common types of inhibition exist. The first causes
changes only in V/K and not V. It is called competitive as
it results from competition between substrate and inhibitor for
binding to the enzyme. The rate equation is

v = VA/[K(1 + I/Kis) + A] (14)

where V is the apparent maximum velocity, A and I are
concentrations of the substrate and the inhibitor, and Kis is the
inhibition constant. In reciprocal form, it is

1/v = (K/V)(1 + I/Kis)(1/A) + 1/V (15)

and it is clear that the inhibition affects only the slopes of recip-
rocal plots. A series of reciprocal plots versus 1/A at different I
intersects on the vertical axis and is called a competitive pattern.
A replot of slopes versus I determines Kis from the horizontal
intercept.

The second type of inhibition is called uncompetitive and
involves effects only on V and not on V/K. The inhibition
pattern is a series of parallel lines, and the rate equations are

v = VA/[K + A(1 + I/Kii)] (16)

1/v = (K/V)(1/A) + (1/V)(1 + I/Kii) (17)

A replot of intercepts versus I determines Kii from the horizontal
intercept. This type of inhibition results from combination of
the inhibitor with an enzyme form that is present only when
the substrate has added to the enzyme. In an ordered sequential

mechanism, for example, a dead-end inhibitor resembling the
second substrate will give competitive inhibition versus B
and uncompetitive inhibition versus A. Such patterns help to
establish the order of substrate combination.

The third type of inhibition is called noncompetitive and
involves effects on both V and V/K, although not necessarily
to the same degree. The rate equations are

v = VA/[K(1 + I/Kis) + A(1 + I/Kii)] (18)

1/v = (K/V)(1 + I/Kis)(1/A) + (1/V)(1 + I/Kii)(19)

The inhibition pattern is a series of lines intersecting to the left
of the vertical axis. The crossover point is above the horizontal
axis if Kis < Kii and below it if Kis > Kii. Replots of slopes
or intercepts versus I determine Kis or Kii from the horizontal
intercept.

Noncompetitive inhibitions result from combination of the
inhibitor with an enzyme form other than the one the substrate
combines with, and one that is present at both high and low
levels of the substrate. An example is a dead-end inhibitor
resembling the first substrate in an ordered mechanism. It is
competitive versus A, but noncompetitive versus B, because
B cannot prevent the binding of the inhibitor to free enzyme.
In a random mechanism, an inhibitor binding at one site is
noncompetitive versus a substrate binding at another site.

Competitive and noncompetitive inhibitions are the most
common types, especially for product inhibitors. The first prod-
uct (P) released in an ordered mechanism, for example, gives
noncompetitive inhibition versus either substrate A or B as the
result of partially reversing the reaction. This result can occur
at either low or high levels of substrate, and thus V/K as well as
V is affected. A dead-end inhibitor combining with EQ in the
same fashion, however, gives uncompetitive inhibition because
it cannot reverse the reaction.

Substrate inhibition is caused by the substrate acting as a
dead-end inhibitor, which is most common in the nonphysio-
logical direction of the reaction. When the concentration of the
substrate giving the inhibition is varied, the rate equation is

v = VA/(K + A + A2/KI) (20)

The reciprocal plot is no longer linear, but is a hyperbola, rising
asymptotically with the vertical axis (Fig. 4).

Substrate inhibition normally occurs only in mechanisms
with two substrates or products. When one substrate (A) in
a ping-pong mechanism combines with the stable enzyme form
that B normally adds to, it causes competitive substrate inhibi-
tion (that is, only the slopes of reciprocal plots vs. 1/B show
inhibition). In an ordered sequential mechanism, it is typical for
substrate B to look like the first product P (alcohol and alde-
hyde for an alcohol dehydrogenase). If B combines with the
EQ complex and prevents release of Q, it will give uncompet-
itive substrate inhibition versus A (that is, only the intercepts
of reciprocal plots vs. 1/A will show inhibition). In a random
mechanism, combination of one substrate at the binding site of
the other causes competitive substrate inhibition. For example,
with adenylate kinase, AMP shows competitive substrate inhi-
bition versus MgATP by combining at the MgATP site (14).
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1/V

1/A

Figure 4 Substrate inhibition (reciprocal form of Eq. 20). Note that the
asymptote, which defines Km and V, lies the same distance from the curve
as the vertical axis. The usual error is to draw it too close to the curve.

In the reverse reaction, free ADP gives competitive substrate
inhibition versus MgADP. MgATP and MgADP do not show
substrate inhibition as they are too large to fit into the site for
AMP or ADP.

Isotopic Exchange

Initial velocity and inhibition patterns involve following the
chemical reaction catalyzed by an enzyme. In isotopic exchange
studies, one follows the transfer of label between reactants at
equilibrium, or from product back into substrate while the reac-
tion is proceeding. In ping-pong mechanisms, exchange occurs
without all reactants being present. Thus, one can observe an
exchange between A and P in the absence of B and Q and vice
versa. The reaction comes rapidly to equilibrium as indicated by
E + A = F + P, where A and P are the reactants between which
exchange takes place and E and F are the two stable enzyme
forms. Observation of such exchanges establishes a ping-pong
mechanism as long as Equation 21 holds.

1/V∗
AP + 1/V∗

BQ = 1/V1 + 1/V2 (21)

V*AP and V*BQ are the maximum exchange rates given by
Equations 24 and 24, whereas V1 and V2 are the maximum
velocities of the chemical reaction in the two directions as given
by equations such as Equation 8.

(22)

v∗
AP = V∗

APAP/(KipA + KiaP + AP) (23)

v∗
BQ = V∗

BQBQ/(KibQ + KiqB + BQ) (24)

The forms of Equations 24 and 24 resemble that of Equation
8, and reciprocal plots of exchange rate versus the level of one
reactant at fixed levels of the other will give a parallel pattern.
The kinetic constants determined are dissociation constants,
rather than Michaelis constants, as the exchange takes place at
equilibrium. One can vary the levels of reactants freely, because
equilibrium is maintained by the ratio of E and F.

In more complicated ping-pong mechanisms where two sub-
strates combine before release of one or two products, the
exchange pattern between a substrate and product when A and
B levels are varied will tell whether the addition of A and B
is ordered or random. For example, with a synthetase where
MgATP reacts with an acid to give Mg-pyrophosphate and an
acyl-adenylate, one can observe exchange between pyrophos-
phate and ATP at different levels of MgATP and acid at a fixed
level of Mg-pyrophosphate. If MgATP levels are varied at fixed
levels of acid, one has three cases:

1. The mechanism is ordered with MgATP as A and
the acid as B. One sees an intersecting pattern with
uncompetitive substrate inhibition by B.

2. The mechanism is ordered with the acid as A and
MgATP as B. One sees an equilibrium ordered pat-
tern (Eq. 13).

3. The mechanism is random. One sees an intersecting
pattern with no substrate inhibition.

With sequential mechanisms, one can follow isotopic ex-
change at equilibrium only if one varies the levels of one
substrate and one product at a constant ratio and has all reactants
present. The usual protocol is to vary the concentrations of like
reactants together at fixed levels of the others and determine
exchange rates. For example, with an alcohol dehydrogenase,
one varies the levels of NAD and NADH together and alcohol
and aldehyde together. One determines exchange between NAD
and NADH, and between alcohol and aldehyde. In an ordered
mechanism, reciprocal plots of exchange rate versus reciprocal
levels of reactants are linear when A and Q levels are varied
together, and the plots for the A–Q and B–P exchanges have
the same apparent dissociation constant (the plots cross on the
horizontal axis). The B–P exchange is faster. When the levels
of B and P are varied together, the reciprocal plots for A–Q ex-
change and B–P exchange are parallel, but the A–Q exchange
shows total substrate inhibition (Eq. 20), which is a very sensi-
tive test for an ordered mechanism, as partly random ones will
not show complete substrate inhibition, and the apparent disso-
ciation constants when A and Q levels are varied together will
not show the same dissociation constants for the two exchanges.

Random mechanisms will not show substrate inhibition of
exchanges unless the levels of reactants that can form an
abortive complex are varied together. The relative rates of
the two exchanges will show whether catalysis is totally rate
limiting (a rapid equilibrium random mechanism), or whether
release of a reactant is slower. For kinases that phosphorylate
sugars, the usual pattern is for sugar release to be partly rate
limiting, but for nucleotides to dissociate rapidly (15, 16).

It is also possible in a sequential mechanism to follow the
exchange of label from a product back into substrate while the
reaction is occurring. Only the first product to be released will
exchange back into substrate, which allows determination of the
order of product release (17).

pH Studies
The pH variation of kinetic parameters allows one to identify
enzyme groups required for binding or catalysis. The parameters
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−2 −1 +1 +2 +3pK1 pK2

pH

Log V/K

Figure 5 pH profile of log(V/K) when two groups exist whose state of ionization affects binding or catalysis. At the pK values, the curve lies 0.3 below the
intersection points of the asymptotes.

that are plotted versus pH are log(V/K), log(V), and pKi [log
(1/Ki)], where Ki is the dissociation constant of substrates,
other than the last one to add to the enzyme, or of competitive
inhibitors. Any pK values seen in a pKi profile have their correct
values for the enzyme form involved or the molecule that is
binding, as Ki is an equilibrium dissociation constant.

The log(V/K) profile shows the pKs of groups in substrate
or enzyme required for binding, as well as ones involved in
catalysis (Fig. 5). Thus, if a substrate binds only as a dianion,
the V/K profile will decrease a factor of 10 per pH units below
the pK of the substrate. If a group on the enzyme has a required
protonation state for catalysis, this pK will also appear. The pKs
seen in V/K profiles may not appear at their true values if the
substrate is sticky (that is, reacts to give products as fast or
faster than it dissociates). The pK will be displaced outward on
the profile by log (1 + Sr), where Sr is the stickiness ratio (the
ratio of the net rate constant to produce the first product and
the off-rate constant for the substrate). Comparison of pKs in
V/K and pKi profiles allows one to determine stickiness of the
substrate.

The log V profile shows only the pKs groups responsible
for the catalytic reaction after the substrate has bound and the
pKs are typically displaced from values seen in free enzyme or
substrate. The pKs of neutral acids (carboxyl, sulfhydryl, phos-
phate) are elevated by a pH unit or more by being removed
from solvent. Specific hydrogen bonding interactions can dis-
place a pK either upwards or downwards by 1–2 pH units.
For fumarase, for example, the pK of the group (probably a
carboxyl) that removes the proton during reaction of malate is
elevated by binding of either malate or fumarate, whereas the
pK of the group that protonates the OH of malate to give water
is elevated by 2 pH units by the binding of malate, and lowered
by 2 units by the binding of fumarate (18).

Another reason for displaced pK values in log V profiles
is the switch in rate-limiting steps. If the catalytic step that
is pH-sensitive is 10-fold faster than pH-independent second
product release at neutral pH, the pKs in the log V profile will be
displaced outward by one pH unit, as catalysis has to be slowed
by an order of magnitude before it becomes rate limiting.

pH profiles are log–log plots and consist of horizontal lines
(when all groups are properly protonated) and lines with slopes
of 1, 2, −1, −2, and so on. These segments are connected
with a curved portion 2 pH units wide that is centered on
the pK. If protonation causes loss of binding or catalysis, the

profile decreases a factor of 10 per pH unit below the pK. If
deprotonation does the same, the profile drops at high pH. When
one group must be protonated and the other unprotonated, the
profile will drop at both low and high pH. In this case, when
the pKs are not far apart, one cannot tell from the pKs which
group has to be protonated and which has to be unprotonated for
activity. When the group with the lower pK has to be protonated
and the one with the higher pK unprotonated, one has reverse
protonation. The profile will have the same shape as if the other
protonation states were required, but the amplitude will differ,
which is evident in the V/K profiles for fumarase (18). As
the equilibrium constant is pH-independent in the neutral pH
range, the V/Kmalate and V/Kfumarate profiles are identical, with
apparent pKs of 5.7 and 7.1. For reaction of malate, the low pK
group must be ionized and the other one protonated, whereas
for reaction of fumarate, the states of protonation have to be
reversed. This reversal is the typical situation when acid-base
catalysis is involved in enzymatic reactions.

Isotope Effects

Isotope effects result from replacing the normal isotopes of
hydrogen, carbon, nitrogen, or oxygen with deuterium or tri-
tium, 13C, 14C, 15N, or 18O. The effects of such replacements
are expressed as klight/kheavy for kinetic isotope effects, or
Keq light/Keq heavy for equilibrium isotope effects. Equilibrium
isotope effects compare the stiffness of bonding of the isotopic
atom in product versus substrate, whereas kinetic ones compare
the transition state to the substrate. The heavy isotope enriches
in the more stiffly bonded position and the light isotope effect
in the less stiffly bonded position.

Equilibrium isotope effects are normal (>1.0) if the substrate
is more stiffly bonded and inverse (<1.0) if the product is more
stiffly bonded. Primary kinetic isotope effects are almost always
normal, as the atom being transferred is more weakly bonded
in the transition state. Isotope effects in positions not subject
to bond breaking or making are secondary and are good tools
for determining transition state structure. They may be either
normal or inverse.

Isotope effects on enzymatic mechanisms are determined for
each V/K value and for V. A leading superscript indicates the
nature of the isotope effect. Thus D(V/K) is a deuterium isotope
effect on V/K (the value for unlabeled substrate divided by
that for deuterated substrate). The leading superscripts used by
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enzymologists are D, T, 13, 14, 15, 18 for deuterium; tritium;
and 13C, 14C, 15N, and 18O isotope effects. Isotope effects on
V/K are the most commonly used ones, and we will focus on
them.

Three methods for determining isotope effects exist. The
first is direct comparison of reciprocal plots for unlabeled and
deuterated substrate. This method is the least precise and is
practical only for deuterium isotope effects of 1.1 or higher.
However, it determines the isotope effect on the substrate whose
concentration is varied (even if it is not the labeled one) and is
the only method that gives the isotope effect on V.

The second method is internal competition. This method is
used for tritium and 14C isotope effects where the label is a trace
one and only determines isotope effects on V/K for the labeled
substrate. It is also used for 13C, 15N, and 18O isotope effects
by following changes in the 1.1%, 0.37%, and 0.2% natural
abundance of these isotopes. One compares the specific activity
or mass ratio of the product or residual substrate at a fraction
of reaction f from 0.3–0.5 with those of the original substrate

x(V/K) = log(1 − f)/[log(1 − fRp/Ro)]

= log(1 − f)/[log{(1 − f)(Rs/Ro)}] (25)

where x indicates the isotope and Ro and Rp and Rs are mass
ratios in initial substrate, product at fraction of reaction f, or
residual substrate at f. This method is the most precise way
to determine isotope effects, especially when the isotope ratio
mass spectrometer is used to determine the heavy atom isotope
effects (errors of 0.0002 are feasible).

The third method for measuring isotope effects is equilibrium
perturbation (19). In this method, one adds enzyme to a reaction
mixture calculated to be at equilibrium containing a labeled
substrate and an unlabeled product. For a normal isotope effect,
the unlabeled product reacts faster than the labeled substrate
and causes a perturbation from equilibrium. As isotopic mixing
takes place, however, the reaction comes back to chemical as
well as isotopic equilibrium. The size of the perturbation is used
to compute the isotope effect. This method is of intermediate
precision, but can be used for isotope effects of 1.03 or greater.
The isotope effect that is determined is similar to a V/K one.

The equation that governs the isotope effect seen on an
enzymatic reaction is:

x(V/K) = (xk + cf + cr
xKeq)/(1 + cf + cr) (26)

where x indicates the nature of the isotope effect and xk is
the intrinsic isotope effect on the isotope-sensitive step. The
constants cf and cr are commitments to catalysis, and each
is the ratio of the rate of the catalytic step to the net rate
constant for release of a reactant from the enzyme. For direct
comparison studies, cf is for the varied substrate, while for
internal competition it is for the labeled reactant. In both cases,
cr is for the first product released. For equilibrium perturbation
experiments, cf and cr are for the perturbants, the molecules
between which the label is exchanged.

It is clear from Equation 26 that unless the commitments
are small, one does not determine the intrinsic isotope effect
on the isotope-sensitive step. Two methods have been used to

calculate intrinsic isotope effects. Northrop’s method involves
comparison of deuterium and tritium isotope effects on V/K, as
a tritium isotope effect is the 1.44 power of the deuterium one
(20).

[D(V/K) − 1]/[T(V/K) − 1] = (Dk − 1)/(Dk1.44 − 1)
(27)

This equation is exact only if cr is zero or DKeq is unity,
but gives approximate answers otherwise. It works only for
deuterium and tritium isotope effects.

The other method for determining intrinsic isotope effects
involves measuring deuterium and 13C isotope effects on the
same step (21). Equation 26 is used for primary and secondary
deuterium isotope effects, and for 13C isotope effects with
unlabeled and primary or secondary deuterated substrates. In
the latter cases, the commitments are reduced by the size of the
intrinsic deuterium isotope effects, which gives five equations
in the five unknowns pri-Dk, sec-Dk, 13k, cf, and cr. Although
the errors for the intrinsic isotope effects are reasonable, those
on cf and cr are large, but their sum is well determined (22).
For irreversible decarboxylations where cr is small, one needs
only the primary deuterium isotope effect and the 13C one with
unlabeled and deuterated substrates to solve for pri-Dk, 13k,
and cf.

The variation of cf in Equation 26 with the level of a
second substrate is a powerful tool for determination of kinetic
mechanism (23). In an ordered mechanism, D(V/Kb) for the
second substrate is independent of the level of A, the first
substrate. The apparent value of D(V/Ka), however, varies from
D(V/Kb) at low levels of B to unity at saturating B. In a random
mechanism, both V/K isotope effects are finite, although they
may not have the same value if one substrate is sticky or stickier
than the other.

Isotope effects are useful in determining chemical mecha-
nisms. In an oxidative decarboxylation where a hydride ion is
removed from one carbon and CO2 is lost from another, one can
tell whether the reaction is concerted or stepwise by the effect of
deuteration on the 13C isotope effect in the CO2 (21). In a con-
certed mechanism, deuteration makes the chemical step more
rate limiting, and one will see a larger 13C isotope effect, or the
same one if commitments were small to start with. In a step-
wise mechanism, however, deuteration of the substrate makes
the decarboxylation step less rate limiting and thus diminishes
the size of the observed isotope effect.

If an appreciable equilibrium deuterium isotope effect exists
on a stepwise mechanism (>1.1), one can tell which step comes
first. In the direction where the deuterium-sensitive step comes
first (21),

[13(V/K)H − 1]/[13(V/K)D − 1] = D(V/K)/DKeq (28)

whereas in the reverse direction with the 13C-sensitive step first,

[13(V/K)H − 13Keq]/[13(V/K)D − 13Keq] = D(V/K) (29)

These are really the same equation, but Equation 28 is expressed
in terms of parameters of the forward reaction and Equation 29
in terms of ones for the reverse reaction.
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The size of intrinsic isotope effects can be used to deter-
mine transition state structure. For example, in the concerted
oxidative decarboxylation catalyzed by prephenate dehydroge-
nase, a large deuterium isotope effect (7.3) but a small 13C one
(1.5%) indicates an asynchronous transition state with consid-
erable C–H bond cleavage, but only a small degree of C–C
cleavage, as most decarboxylations show ∼5% 13C isotope ef-
fects (24). The shift in isotope effects as the redox potential of
the nucleotide substrate was changed (thus changing Keq) for
the formate dehydrogenase reaction showed that the transition
state became earlier as Keq increased (25). Similar results were
seen with liver alcohol dehydrogenase (26).
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Epigenetic modifications play a fundamental role in chromatin structure
and function. Histone modifications and DNA methylation regulate
important biologic processes such as heterochromatin formation, genomic
imprinting, X-chromosome inactivation, and transcriptional activation and
silencing. Epigenetic mechanisms are responsible for a considerable part of
the phenotype of complex organisms. The understanding of epigenetic
modifications in chromatin may offer some clues to solve the mechanisms
of cellular identity, tumorigenesis, stem cell plasticity, regeneration, and
aging. These processes are of interest in the fields of human biology and
human diseases. Here, we describe the principal components involved in
epigenetic modifications, such as the enzymes that modify chromatin, the
protein domains that recognize modified chromatin, some
best-characterized downstream effectors, and the tools and techniques for
studying epigenetics. However, the biological mechanism of the majority of
components is still poorly understood, and the analysis of these
components is fundamental to our understanding of epigenetics.

The identity of cells within an organism is determined by its
heritable information, which is encoded by genetic and epige-
netic information. Genetic information is the ordered sequence
of nucleotides present in the genome of all cells of a given
organism. Epigenetic information is based on epigenetic modifi-
cations, which are chromatin-covalent modifications responsible
for maintaining stable states of gene expression through mi-
totic divisions without alterations in DNA sequence. Although
genetic information is homogenous throughout all cells within
an organism, epigenetic modifications vary according to devel-
opmental programs that define the transcriptome of each cell
type and ultimately determine the identity of cells (1). The
epigenetic information of cells is stored as covalent modifi-
cations of DNA and histones. The most common epigenetic
modification of DNA is the methylation of the 5′ position of
cytosines in the context of CpG dinucleotide (2). In addition,
epigenetic modifications of histones include a variety of com-
plex post-translational modifications, of which lysine acetylation
and methylation and serine phosphorylation are the best char-
acterized.

In the last decade, remarkable progress has been made to
characterize epigenetic modifications and to associate specific
patterns of modification with chromatin functionality. In this
review, we will discuss the nature of DNA and histone epige-
netic modifications. We will describe the modifying enzymes
responsible for creating or eliminating each modification and

the proteins that read such epigenetic modifications and recruit
functional protein complexes. These are the downstream effec-
tors that regulate chromatin structure and DNA accessibility.

The functionality of some chromatin modification patterns
is well established; however, the vast majority remains poorly
understood. Given that histones are subject to more than 100
post-translational modifications, considerable efforts to charac-
terize the mammalian epigenome are ongoing.

Biological Background

Studies of a wide range of systems have contributed to our un-
derstanding of epigenetic processes in various model organisms.
The majority of epigenetic processes are associated with gene
silencing, for example, heterochromatin formation (3), genomic
imprinting (4), X-chromosome inactivation (5), and Polycomb
repression (6). In addition, the activation of transcription by the
Trithorax group of genes is also an epigenetic mechanism (7).

Constitutive heterochromatin

The DNA within the cell exists as a nucleoprotein com-
plex termed chromatin. Chromatin allows the packaging of
DNA within the nucleus while at the same time is flexible
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enough to facilitate the access to this DNA of factors es-
sential for transcription, repair, replication, and segregation.
Two types of chromatin exist: euchromatin and heterochro-
matin. Most active genes are found in euchromatin, whereas
heterochromatin includes the portion of chromatin that is tran-
scriptionally silenced. Heterochromatin may be classified into
two more types: constitutive and facultative. Constitutive hete-
rochromatin is permanently condensed throughout development
and provides structural support to important structures, such as
the centromeres and telomeres. These structures regulate essen-
tial functions necessary to preserve the chromosome, such as the
segregation of chromosomes in mitosis (centromeres) and the
protection of chromosome ends during DNA replication (telom-
eres). The centromeric sequences differ between species but can
assemble the kinetochore and acquire centromeric functionality
by epigenetic mechanisms (8).

Genomic imprinting and X-chromosome
inactivation

Facultative heterochromatin is silenced transiently during de-
velopment. The silencing involves regions that switch from
heterochromatin to euchromatin and vice versa, according to
developmental requirements. This switching is associated with
epigenetic modifications such as those that occur in genomic
imprinting, which is the mechanism of monoallelic silencing
of either the maternally or paternally inherited genes. Imprinted
genes are clustered, and their allelic expression depends on spe-
cific DNA methylation, which determines gene silencing during
oogenesis and spermatogenesis (4).

The genes present in one female X chromosome are silenced
to balance the gene dose of the X male in mammals. This
phenomenon is called X-chromosome inactivation and is me-
diated by Xist . Xist is a non-coding RNA expressed from the
X chromosome that will become silenced. This RNA transcript
coats the entire inactive X chromosome, which leads to the
gene silencing of the whole chromosome by recruitment of the
epigenetic machinery (5).

Regulation of homeotic gene expression
by the trithorax and polycomb groups of
proteins

The expression of homeotic genes is regulated spatially and
temporally throughout development to ensure the correct struc-
tures along the anterior–posterior axis of the body organism.
The Trithorax group (TrG) of proteins maintains the active ex-
pression of homeotic genes in the tissues in which they should
be expressed (7), whereas those of the Polycomb group (PcG)
repress their expression (6). Both types of protein maintain the
cellular memory by epigenetic mechanisms. Proteins of the PcG,
in addition to controlling development, regulate cellular differ-
entiation and tumorigenesis (9).

The biologic processes described above and cytosine methy-
lation, fit the “epigenetic” definition well because they are
heritable. However, whether the entire repertoire of histone
modifications is heritable remains to be established. In fact,
it is likely that only a subset will have epigenetic inheritance.

Whether they are “epigenetic” in this sense or not is a matter of
semantics, and the term may need to be redefined. Indeed Allis,
Jenuwein, and Reinberg have proposed (10, 11) that epigenetics
be defined as “the sum of the alterations to the chromatin tem-
plate that collectively establish and propagate different patterns
of gene expression (transcription) and silencing from the same
genome.”

This definition includes transient chromatin modifications,
which are associated with DNA repair or cell-cycle stages,
and stable chromatin modifications that are maintained across
multiple cell generations.

DNA methylation and the Polycomb/Trithorax system are the
paradigms of epigenetic heritable systems. Cavalli and Paro (12)
have shown that an activated state of the Fab-7 element, in-
corporated in transgenic flies, is inheritable mitotically through
development and can be transmitted to the subsequent genera-
tions through female meiosis. This finding means that the Poly-
comb/Thrithorax system can memorize gene expression patterns
that have been set up by other cellular mechanisms.

The evidence that DNA methylation is heritable is self-sustai-
ning. Maintenance DNA methylases recognize hemi-methylated
DNA, the product of replication of the fully methylated DNA,
and add methyl groups to the unmethylated DNA strand.

The study of epigenetic modifications is of great interest.
Perturbations of chromatin structure can cause inappropriate
gene expression and genomic instability that results in cellular
transformation and malignant outgrowth. Proteins that control
chromatin organization therefore constitute key players in can-
cer pathogenesis.

Histone Modifications

The DNA within the cell exists in the form of chromatin. The
basic repeating unit of chromatin is the nucleosome, a structure
consisting of 147 bp of DNA wrapped around an octamer of the
core histones H2A, H2B, H3, and H4. The histone proteins are
composed of a globular domain and unstructured and protruding
N- and C-terminal tails. A striking feature of the tail histones is
that they are subjected to several posttranslational modifications,
such as acetylation, methylation, phosphorylation, ubiquityla-
tion, sumoylation, ADP ribosylation, deimination, and proline
isomerization (Table 1). Certain combinations of histone mod-
ifications affect the organization of the chromatin to modulate
its involvement in important nuclear functions such as DNA
transcription, repair, and replication. The possibility that such
combinations could modify chromatin behavior led to the hy-
pothesis that they might constitute a molecular “histone code”
(13) that is read by other proteins to mediate unique cellular
responses.

Acetylation of the lysine residues of histones H3 and H4
was one of the first modifications of chromatin to be described
(Fig. 1) (14). It is associated with the establishment of an open
chromatin state that is active transcriptionally. This modification
contrasts with hypoacetylation, which is associated with a com-
pacted chromatin structure that is inaccessible to transcription
machinery. The majority of all lysine residues of the N-terminal
tails of histones H3, H4, H2A, and H2B have the ability to be
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Table 1 A catalog of posttranslational chemical modifications of the histone proteins

Histone Residue Modification Biologic function

H2A S1 Phosphorylation Chromosome condensation
K5, K9, K13 Acetylation Transcriptional activation
K119 Ubiquitylation Polycomb silencing

H2B K5, K12, K15, K20 Acetylation Transcriptional activation
K123 Ubiquitylation Transcriptional activation

H3 T3 Phosphorylation Metaphase alignment
T11 Phosphorylation Mitosis
S10, S28 Phosphorylation Mitosis, transcriptional activation
K9, K14, K17, K23, K27 Acetylation Transcriptional activation
R2, R8, R17, R26 Methylation Gene expression regulation
K4 Methylation Transcriptional activation
K9 Methylation Transcriptional repression
K27 Methylation Polycomb repression
K36 Methylation Transcriptional activation
K79 Methylation Transcriptional activation

H4 S1 Phosphorylation DNA repair
K5, K8, K12, K16 Acetylation Histone deposition, transcriptional

activation
R3 Methylation Transcriptional activation
K20 Methylation Transcriptional repression
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Figure 1 Histone modifications. The best-characterized human histone modifications are shown, which include the acetylation of lysines (Ac), the
methylation of lysines and arginines (Me), the phosphorylation of serine and threonines (Ph), and the ubiquitination of lysines (Ub). The vast majority of
modifications are within the N-terminal domain of the histone tail, but ubiquitination occurs at the C-terminal domain.

acetylated (15–17). Some evidences indicate that acetylated his-
tone H3 plays a key role in gene-expression regulation (18) and
that acetylated histone H4 is involved mainly in chromatin struc-
ture and histone deposition during DNA replication (19). Fol-
lowing this hypothesis, it has been shown that acetylated H4K16
inhibits the formation of higher orders of chromatin struc-
ture and modulates functional interactions between a nonhistone
protein and the chromatin fiber (20). SirT2, a member of the

Sir2 family of NAD+-dependent protein deacetylases that is in-
volved in a caloric restriction-dependent life span extension,
has a strong preference for histone H4K16Ac in its deacetyla-
tion activity. Mouse embryonic fibroblasts (MEFs) deficient for
SirT2 show higher levels of H4K16Ac in mitosis when com-
pared with the normal levels exhibited by SirT1-deficient MEFs
(21). The enzymatic conversion of H4K16Ac to its deacetylated
form may be pivotal to the formation of condensed chromatin.
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Thus, SirT2 is a major contributor to the inheritance of epige-
netic marks through mitosis (21).

The methylation of histones can occur in various lysines of
histone H3, such as K4, K9, K27, K36, and K79, and at lysine
20 of histone H4. Lysines can be mono-, di-, or trimethylated at
all these sites. This modification could be associated with either
the repression or activation of DNA transcription, depending
on the site and methylation status (mono-, di-, or tri-) of the
histone lysine residues. Chromatin immunoprecipitation (ChIP)
experiments have shown that three methylation sites on histones
are involved in transcriptional activation: methylation at lysine
4 (H3K4), at lysine 36 (H3K36), and at lysine 79 (H3K79)
(22, 23). Three lysine methylation sites are connected with
transcriptional repression: methylation of lysine 9 (H3K9) and
lysine 27 (H3K27) of histone H3 and methylation of lysine
20 of histone H4 (H4K20). These modifications are epigenetic
modifications of a repressed chromatin state (24).

Histone arginine methylation can be either mono- or dimethy-
lated at residues R2, R8, R17, and R26 of histone H3 and at R3
of histone H4. It plays a role in transcriptional activation and
repression. The biological mechanism of each histone arginine
modification is mainly unknown; however some data implicates
H4 R3, H3 R17, and H3 R26 modifications with transcriptional
activation. In contrast, H3 R8 and H3 R2 are associated with
repression (25, 26). Furthermore, two different groups have re-
cently provided the first mechanistic insight into the function of
arginine methylation on chromatin (27, 28). They have shown
that H3 R2 is enriched throughout all silenced locus in budding
yeast and that in all cases the pattern of H3 R2me2 is mutually
exclusive with the trimethylation of H3K4 (27), which marks
active genes. The role of H3 R2me2 in controlling H3K4me3
also is conserved in humans (28).

The phosphorylation of histones can occur at serine and threo-
nine residues. The function of histone phosphorylation is related
largely to either chromosome condensation and/or DNA repair
of double-stranded breaks (DSBs). Phosphorylation at serine 10
of histone 3 (H3 S10) plays a key role in chromosome con-
densation during mitosis (29). Phosphorylation at threonine 3
of histone 3 (H3 T3) is required for normal metaphase chro-
mosome alignment (30). Other lesser-known residues, such as
phosphorylation at serine 1 of histone 4 (H4 S1) and at ser-
ine 14 of histone H2B (H2BS14), also regulate chromosome
condensation in budding yeast (31). Serine 139 of the histone
variant H2AX is phosphorylated in response to DNA DSBs and
seems to be an early step in the response to DNA damage (32).
Phosphorylation at other sites, such as serine 1 of histone H4
(H4 S1), serine 129 of histone H2A (H2AS129), and serine 14
of histone H2B (H2BS14), also contributes to sense DSBs dur-
ing DNA repair (33). In addition, the phosphorylation of histone
H3 is involved in transcriptional activation through H3 S10 or
H3 S28 (34).

Histone-modifying enzymes

The modification of histones is a dynamic process with con-
tributing enzymes that can either direct or remove the modifi-
cation. In the last 10 years, enzymes that play a role in both
directions have been identified (Table 2).

Histone acetyltransferases (HATs) form an extended family
of enzymes that can be grouped into three families on the
basis of sequence homology. The first of these families is
the GNAT family (Gcn5-related N -acetyltransferase), which
includes HAT1, the yeast Gcn5, and its human ortholog, PCAF.
The second family is p300/CBP, which includes the two human
paralogs p300 and CBP. The third family is the MYST family,
which includes MOZ, Ybf2/Sas3, Sas2, and Tip60. Although
HATs in general acetylate more that one lysine, some specificity
has been detected. Structural comparison between the three
families has shown that HATs contain a conserved core for
Ac–CoA binding and that different domains fold around this
core to facilitate substrate specificity (35). However, more
analyses are necessary to elucidate the possible specificity of
HATs for lysine residues.

Histone deacetylases (HDACs) are divided into four families
on the basis of phylogenetic analysis. The class I family includes
human HDAC1, HDAC3, and HDAC8, which are homologous
to the yeast Rpd3. The class II family is homologous to the yeast
HdaI and is subdivided into the IIa (HDAC4, HDAC5, HDAC7,
and HDAC9) and IIb (HDAC6 and HDAC10) subfamilies on
the basis of their sequence homology. The class III family
includes the NAD+-dependant enzymes of the Sir (or sirtuin)
family. Its components are yeast Hst proteins 1–4 and human
Sirtuins 1–7. The class IV family contains the human HDAC
11. In general, HDACs are not specific for a particular acetyl
group, but the sirtuin family seems to prefer deacetylating the
lysine 16 of histone H4 (36). The catalytic mechanism of the
Sirtuin family differs from those of other families in its use of
NAD+ as a cofactor.

One important feature of HAT and HDAC enzymes is that
they are integrated frequently within multiprotein complexes in
which the noncatalytic subunits tend to regulate the substrate
specificity that contributes to the molecular functionality in a
cellular context.

Histone methyltranferases (HMTs) of lysines contain a cat-
alytic SET domain of about 130 amino acids, with the exception
of those of the Dot family. SET owes its name to the shared
domain of the first three HMTs to be identified in Drosophila:
Suppressor of position-effect variegation Su(var)3-9, Enhancer
of Zeste E(Z), and Trithorax (TRX). The HMTs can be classi-
fied into several families on the basis of the sequence homology
within the SET domain and adjacent sequences (24, 37). The
SET1 family includes the MLL family of proteins, which are
homologous to the TRX proteins of Drosophila , and the Set1
protein of yeast. They specifically methylate lysine 4 of histone
H3 linked to the activation of transcription. The SMYD family
proteins also methylate H3K4 but include an MYND domain
that binds to specific DNA sequences. The SUV39 family in-
cludes the SUV39H1 and SUV39H2 histone methyltransferases,
SETDB1, and G9A, which specifically methylate lysine 9 of hi-
stone H3. The PRDM family contains a PR SET domain that is
considered a subclass of the SET domain. The catalytic activity
of the PRDM family is controversial. However, it includes cru-
cial proteins such as RIZ1 and BLIMP1 that are associated with
the methylation of lysine 9 of histone H3, which is important in
regulating the gene transcription of many biological processes.
The EZH family includes the two homologs of Enhancer of
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zeste, EZH1 and EZH2, which methylate lysine 27 of histone
H3 that is associated with transcriptional repression linked to
the Polycomb group proteins. The SET2 family contains the
NSD proteins, which specifically methylate lysine 36 of histone
H3, and ASH1, which methylates H3K4, H3K9, and H4K20.
Other SET domain-containing proteins include SUV420H1 and
SUV420H2, which specifically dimethylate and trimethylate
lysine 4 of H4K20, and PR-SET7, which monomethylates
H4K20. The Dot1L family does not contain a SET domain and
is responsible for the methylation of lysine 79 of histone H3.

Histone demethylases have been identified recently (38).
Lysine-specific demethylase 1 (LSD1) was the founding mem-
ber of the first family of histone demethylases. The LSD cat-
alytic domain reverses histone H3K4 and H3K9 methylation.
The second and largest family is that of the demethylase en-
zymes that contain a Jumonji C (JmjC) domain as a catalytic
domain. These demethylases can remove all three histone lysine
methylation states (mono-, di-, and trimethylation). The family
is divided into several subfamilies, including JHDM1, JHDM2,
JHDM3/JMJD2, PH2/PH8, JARID1/JARID2, and UTX/UTY.
Histone demethylases have been associated with important roles
in chromatin structure and development. For example, JHDM3
and JMJD2 demethylate H3K9 and H3K36, which antagonizes
HP1 recruitment to chromatin and regulates gene expression.
Moreover, very recent studies have confirmed the important
role of histone demethylases in histone modification dynamics.
It has been shown that four proteins of the JARID family pos-
sess the demethylase activity specific to H3K4 and contribute to
cell-fate determination (39). Two more studies have established
that members of the UTX/UTY family possess demethylase
activity specific to H3K27 and are involved in HOX gene reg-
ulation and development (40, 41).

Histone arginine methylation is achieved by protein argi-
nine methyltransferases (PRMTs), which are evolutionarily con-
served from yeast to humans. PRMT are classified as type I
and II based on the nature of the methylation introduced. Type
I catalyses symmetric dimethylation of arginine, and type II
catalyses the asymmetric one. Eleven PRMTs have been identi-
fied in humans based on sequence homology; however their
substrate specificity and their biologic functions still remain
unknown. PRMTs can methylate many cellular proteins, and
some of them also can methylate histones, such as PRMT1,
PRMT4, PRMT5, and PRMT7 (26). PRMT1 methylates H4 R3
contributing to transcriptional activation. PRMT4 or CARM1
can methylate H3 R17 and H3 R26, which are marks linked
to gene activation. PRMT4 also can methylate H3 R2 in vitro
with low efficiency. PRMT5 methylates H3 R8 and H4 R3, and
it has been copurified with chromatin remodeling complexes
such as hSWI/SNF and NURD. It has been implicated also
in transcriptional repression of cell cycle regulator and tumor
suppressor genes. PRMT7 mediates H4 R3 methylation at the
imprinting loci in embryo male germ cells. Very recently, it has
been shown that PRMT6 catalyses asymmetric H3 R2 dimethy-
lation in human cells thereby preventing the recruitment of MLL
methyltransferase complexes and H3K4 methylation. Recipro-
cally, H3K4me3 prevents H3 R2 methylation by PRMT6 (28).

Of special interest is the finding of the first histone arginine
demethylase, the Jumonji domain-containing 6 protein (JMJD6).

It shares homology with the JmjC domains found in the histone
lysine demethylases. JMJD6 can demethylate H3 R2 and H4 R3
in biochemical and cell-based assays (42). The recent data that
are emerging place histone arginine methylation as a key player
of cell growth and cell proliferation processes.

Reading the histone modifications

Histone modifications generate two types of downstream effects
on chromatin organization. The first type is produced mainly
by the acetylation of lysine residues, which neutralize posi-
tive charges of lysine and allow the unfolding of the chromatin
through an electrostatic mechanism. The DNA then is more ac-
cessible to the transcription machinery. The second effect arises
from the generation of docking sites that are read by specific
proteins with the purpose of tethering enzymatic activities to
the chromatin.

The acetylation of lysines is recognized by the bromod-
omains, which are small domains included in an extensive
family of proteins. The first bromodomain was identified in
the Drosophila Brahma protein. Bromodomains were later
found widely distributed among different enzymes that acety-
late, methylate, or remodel chromatin (43). The bromodomain
is present in the members of different families of histone acetyl-
transferases, such as the GCN5/PCAF and p300/CBP families.
They also are part of some histone methyltransferase enzymes
such as Ash1, RIZ, and MLL. Bromodomains are important
components of the remodeling enzymes that use ATP to remodel
chromatin structure, such as BRM or members of the SWI/SNF
complexes. Sequence-specific lysine acetylation recognition by
a bromodomain is dependent on how the bromodomain recog-
nizes residues flanking the acetylated lysine, but currently the
exact specificity is poorly understood.

Different protein domains recognize the methylation of ly-
sine: the chromodomain, the Tudor domain, the WD40 repeat,
the MBT domain, and the PHD finger (24, 37). The methy-
lated lysine 9 of histone H3, H3K9, is recognized by the
chromodomain of HP1 within heterochromatin. HP1 can recruit
other heterochromatic proteins as the histone methyltransferases
Su(var)3-9 and deacetylases. Methylation of lysine 27 of histone
H3 is recognized specifically by the chromodomain of Poly-
comb proteins that are part of the polycomb repressor complex
within the homeotic genes. The JMJD2A lysine demethylase
can bind the methyl H3K20 via its Tudor domain but also can
bind methyl H3K4. The two chromodomains of Chd1 can bind
the methyl H3K4, which helps the recruitment of the SAGA
complex. Different domains can recognize methyl H3K4 within
different biologic backgrounds. For instance, WDR5, a com-
ponent of the histone methyltransferase MLL complex, binds
methyl H3K4 via its WD40 repeat, and the PHD finger of BPTF,
a component of NURF, also targets methyl H3K4 modification
(24, 32).

Biologic function of histone
modifications

As mentioned above, histone modifications generate two broad
effects. Firstly, histone modification can alter the global charge
of histones and disrupt contacts between nucleosomes to cause
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chromatin unfolding. Secondly, histone modification can create

a docking site that can be read by a protein domain. This protein

may act as an independent effector or alternatively tether other

complexes with different enzymatic activities that collectively

modify the chromatin environment in response to histone modi-

fication. In this section, we will discuss some best-characterized

biologic processes that involve specific histone modifications.

Histone modification is of paramount importance to the

establishment of constitutive heterochromatin at centromeres

(a)

(b)

SUV39H1/2

SUV39H1/2

H3K9Me

HP1a

HP1b

SUV420H1/2

HP1b

HP1a HP1a

HP1a

H4K20Me

siRNA

Tas3

Ago1
Chp1

CCCCCCCCCCCCCCCCCCCCCCCCCCCClllllllllllllllllllrrrrrrrrrrrrrrrrrr4444444444444444444444444

DICER

Hrrrr 1

CCid 212222122

Rpdd11111

Swi6
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H3K9Me
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Figure 2 Constitutive heterochromatin at centromeres. a) Mammalian centromere model. SUV39H1/2 produces H3K9me3 residues, which are
recognized by the chromodomain protein HP1α and HP1β. Both proteins interact with other HMTs, such as SUV39H and SUV420H1/2, that methylate
adjacent histones that lead to the spreading of heterochromatin. Mammalian heterochromatin is enriched in H3K9me3 and H4K20me3 residues.
b) S. pombe centromere model. The assembly of centromeric heterochromatin in S. pombe is very well established. The components of the RNAi machinery
play an essential role. Dicer produces siRNA from the centromeric dsRNA transcripts. siRNA are loaded within the RITS (RNA-induced transcriptional gene
silencing) complex to target heterochromatin by recruiting Clr4, which methylates lysine 9 of histone H3. H3K9me2 will be recognized by Swi6 and Chp1.
Chp 1 is part of the RITS complex that also includes Ago1 and with the RDRC complex (which contains Rdp1, an RNA-dependent RNA polymerase) and
dicer process nascent transcripts into siRNA. Clr4 will be recruited in a positive feedback loop that propagates the heterochromatin. Methylation of lysine 9
is accomplished after recruiting histone deacetylases (HDAC) complexes to heterochromatin to deacetylate lysine 9 residues.
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(Fig. 2). The histone methyltransferase SUV39H1/2 trimethy-
lates lysine 9 of histone H3, which generates targets
for the chromodomain-containing proteins HP1α and HP1β

HP1 molecules recruit other histone methyltransferases, like
SUV39H1/2 and SUV420H1/2, that di- and trimethylate his-
tones of adjacent sequences spreading the heterochromatin (44)
(Fig. 2a). The initial targeting of SUV39H1/2 to heterochro-
matin involves components of the RNAi silencing machinery,
as has been shown in the centromeres (Fig. 2b) of Schizosac-
charomyces pombe. Centromeric transcripts can generate siRNA
that are loaded within the RITS (RNA-induced initiation of
transcriptional gene silencing) complex to target heterochro-
matin, probably by base-pairing homology with centromeric
transcripts. The RITS recruit Clr4, the S. pombe homolog of
SUV39, that will methylate lysine 9 of histone H3, acting as
recognition sites of the S. pombe homolog of HP1, Swi6, and
favoring heterochromatin spreading (45).

DNA methylation also is present within tandem-repetitive
DNA sequences in the heterochromatin. They also are thought
to inhibit recombination between homologous repeats, which
could lead to genomic instability (46). In fact, mutations of the
DNMT3b cause centromeric instability. In addition, HDACs lie
at the heart of heterochromatin pathways and can be recruited by
transcriptional repressor or by methyl–DNA binding proteins.

The epigenetic gene silencing by Polycomb protein com-
plexes is one of the best examples of how epigenetics modu-
late gene transcription across generations. When the Polycomb
repressive complex 2 (PRC2) is recruited to the Polycomb
target genes, its histone methyltransferase component, EZH2,
trimethylates lysine 27 residues of histone H3 (Fig. 3). The
Polycomb repressive complex 1 (PRC1) can recognize trimethy-
lated H3K27 through the chromodomain of the Polycomb pro-
tein, a component of the PRC1. This interaction might bring
adjacent nucleosomes into the proximity of the PRC2 complex
to facilitate widespread methylation over extended chromoso-
mal regions. PRC1 mediates recruitment of DNA methyltrans-
ferases, chromatin compaction, and ubiquitylation of the lysine
119 of histone H2A, which is thought to contribute to tran-
scriptional inhibition, but the precise mechanism of gene si-
lencing is unknown (6). Very important contributions to this
biologic process have been made recently. The proteins UTX
and JMJD3 can demethylate H3K27me3 within the HOX genes,
which leads to transcriptional activation. Moreover, UTX can
associate with the H3K4me3 histone methyltranferase MLL2.
This association is consistent with a model in which the co-
ordinated removal of repressive marks, the polycomb group
displacement, and the deposition of activating marks are im-
portant for the stringent regulation of the transcription during
cellular differentiation (40, 41).

PC

PRC1

DNMT

UBIQUITIN 
E3 LIGASE

RNAPOL II

PC

PRC1 PRC1

PRC1 PRC1

PC

PC PC

H3K27Me

H3K4Me

H2AK119Ub

5mC

PRC2

EZH2

K4DM

MLL

K27DM

Figure 3 Epigenetic gene regulation of HOX genes by Polycomb complexes and H3K27 demethylases. The HMT EZH2 is a component of the PRC2
complex, and its binding to the HOX genes leads to H3K27me, which is recognized by the PRC1 complex through its Polycomb member. The polycomb
binding produces chromatin compaction and transcriptional repression. The mechanism of transcriptional repression is unknown but might be achieved
either by the ubiquitylation of the H2AK119 through the ubiquitin E3 ligase activity present in the PRC1 complex or by the recruitment of DNMTs by the
PRC2 complex. Recently, two H3K27 demethylases, UTX and JMJD3, have been identified. Moreover, UTX associates with MLL2, an H3K4me3 HMT. These
results suggest a model in which H3K27 demethylases associated with MLL2 can reverse the transcriptional silencing mediated by Polycomb. The complex
would remove H3K27me3 residues and create H3K4me3 marks that lead to the activation of transcription. In this model, the hypothetical association of
the PRC2 complex with H3K4me3 demethylases facilitates transcriptional silencing.
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Bre1

Pol II 
Ser5-Ph

Dot1

Dot1

Pol II 
Ser2-Ph

Pol II Transcriptional
activationH2BK123UbH3K4Me

H3K79Me

H3H36 K-acetylation

Act

Chd1

Ubp8

Chd1

Ubp8

Figure 4 Epigenetic activation of transcription in S. cerevisiae. The activator proteins recruit the Rad6–Bre1 complex, which is loaded onto the RNA
polymerase II along with Set1, Set2, and probably Dot1. After the first round of transcription, the gene is marked by H3K4me, H3K36me, and H3K79me.
Chd1, a component of the SAGA complex, recognizes the methyl-H3K4, which leads to the histone acetylation and the activation of transcription.

The best-characterized model that describes the activation of
transcription at a molecular level has been developed in Saccha-
romyces cerevisiae (47). Activator factors recruit the Rad–Bre1
complex, which is loaded into RNA polymerase II (RPNII)
and catalyzes the ubiquitylation of lysine 123 of histone H2B
(Fig. 4). This ubiquitylation favors the recruitment of the histone
methyltransferases Set1, Set2, and probably Dot1. Ubiquityla-
tion is necessary for methylation of H3K4 and H3K79 by Set1
and Dot1, respectively. During elongation, the C-terminal do-
main of RNPII is phosphorylated at serine 2 and Set1 dissociates
from RNPII, whereas Set2 methylates H3K36. H3K4 serves as
a binding site for the recruitment of histone acetylation SAGA
complex through a specific interaction between methyl H3K4
and the chromodomain of its component Chd1. Histone acety-
lation by the SAGA complex leads to transcription activation.
An important contribution has been made recently regarding
the implication of histone arginine methylation in transcription.
The activity of the Set 1 complex is regulated by the asym-
metric dimethylation of H3 R2. The patterns of H3 R2me2a and
H3K4me3 are mutually exclusive because H3 R2 methylation
can prevent Spp1, a component of the Set1 complex, from bind-
ing H3K4me3 (27).

DNA Methylation

Cytosine methylation occurs in the context of the CpG din-
ucleotide sequence. The frequency of the CpG dinucleotide
in the human genome is lower than expected. However, ap-
proximately half of the human gene-promoter regions contain
CpG-rich regions with lengths of 0.5 to several Kb, known as
“CpG islands.” These regions are methylated according to a de-
velopmental program to control gene expression. In contrast,

the CpG dinucleotides, which are spread through the genome,
usually are methylated (48).

The enzymes directly responsible for CpG methylation are the
DNA methyltransferases (DNMTs) . DNMT1 exhibits a 5- to
30-fold preference for hemimethylated substrates. This property
led to the identification of DNMT1 as the enzyme responsible
for maintaining the methylation patterns following DNA repli-
cation. DNMT3a and DNMT3b were identified by EST database
searches and were proposed as the enzymes responsible for de
novo methylation. DNMTs originally were classified as either
maintenance or de novo DNA methyltransferases, but several
lines of evidence indicate that all three DNMTs cooperate and
possess both these functions in vivo (49).

The cell reads the DNA methylation code by the methyl-CpG
binding proteins (MBDs). This family of proteins consists of
five members, MeCP2, MBD1, MBD2, MBD3, and MBD4.
They target the transcriptional repressive chromatin machin-
ery to hypermethylated CpG islands (50). The first finding
connecting DNA methylation and chromatin modification in-
volved MeCP2, which can repress the transcription of methy-
lated DNA through the recruitment of a histone deacetylase
complex, HDAC. Other evidences that connect DNA methy-
lation with histone modifications are that DNMTs and MBDs
recruit repressive HMTs and HDACs complexes (51).

CpG islands of tumor-suppressor genes are hypermethylated
in cancer cells. Therefore, they recruit multiple repressors that
lead to a characteristic histone modification pattern: the deacety-
lation of histones H3 and H4, the methylation of lysine 9 of
histone H3, and the demethylation of lysine 4 of histone H3
(52). In addition, it has been shown that the polycomb protein
EZH2 associates with DNMTs and that specific methylation of
lysine 27 of histone H3 is required to establish DNA methyla-
tion in a subset of target genes (6).
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DNA methylation in mammals is an epigenetic modification
involved in a range of cellular functions and pathologies,
including X chromosome inactivation, genomic imprinting,
tissue-specific gene expression, cell differentiation, regulation
of chromatin structure, carcinogenesis, and aging, and is indis-
pensable for the survival of differentiated cells.

Chemical Tools and Techniques

Epigenetic modifications are key translators between genotypes
and phenotypes. The goal of scientists is to understand the
significance of each chromatin modification within a biologic
process, genomic region, and given organism. The simplest
scenario would be that every epigenetic mark corresponded to
definable and predictable outcomes. However, many lines of
investigation have shown that the function of these chromatin
marks is more complex than previously thought and depends
entirely on the biologic context.

We can study the function of epigenetic modifications from
different points of view; this includes the investigation of the
global epigenetic modifications of every cell type to generate
its epigenome and the other components involved in epigenetic
modifications, such as the histone-modifying enzymes, the pro-
teins that read each modification, and the enzymatic activities or
functional protein complexes that are recruited to this modifica-
tion, as well as the downstream biologic effects. Below we will
discuss the technology that may be used to analyze epigenetic
modifications.

The epigenome is the map of epigenetic modifications of a
given cell in terms of DNA methylation and histone modifica-
tions. Many techniques for studying epigenetic modifications at
specific loci exist, and several of them have been adapted for
large-scale analyses.

Histone modifications

The most powerful technique for studying histone modifica-
tions coupled with particular DNA sequences is chromatin im-
munoprecipitation, ChIP, with antibodies against specific mod-
ification. The immunoprecipitated DNA is analyzed by PCR
with specific primers to investigate the presence of a candidate
DNA sequence. ChIP may be scaled up for global analyses
with microarrays (ChiP-on-chip). Its use with genomic plat-
forms has begun to yield extensive maps of histone modifica-
tions in model organisms such as Arabidopsis thaliana, yeast,
Drosophila melanogaster , mice, and recently normal human
cells, including stem cells (53). The ChIP-on-chip assay can be
applied to any histone modification for which an effective an-
tibody is available, although it has been used only with lysine
acetylation and methylation. Some important histone patterns
nevertheless have been established already. ChIP analyses are
limited by their requirement for good-quality antibodies, and
they need to be highly specific if they are to yield results that
can be comparable across experiments. The majority of ChIP
experiments still use polyclonal antibodies, but the generation
and use of monoclonal antibodies, by which differences between
antibody batches may be minimized, is an important goal.

Mass spectrometry is the most accurate technique for de-
tecting global levels of histone modification. However, it re-
quires great technical expertise and is difficult to apply across
genomes. Acceptable data on global levels of histone modifi-
cation currently can be obtained by combining other methods.
For example, all histones (H3, H4, H2A, H2B, and H1) can be
isolated by HPLC, and the corresponding eluted fractions can
be analyzed by HPCE and liquid chromatography–electrospray
mass spectrometry (LC–ES/MS). Specific modifications at each
amino acid residue also can be characterized by using antibodies
in western blots, immunostaining, and tandem mass spectrom-
etry (MS/MS).

DNA methylation

The most accurate method for analyzing DNA methylation is
the bisulfite treatment of DNA, which reproducibly changes un-
methylated cytosines to uracil but leaves methylated cytosine
unchanged. Any laboratory can study DNA methylation by us-
ing the bisulfite treatment combined with genomic sequencing
or amplification by methylation-specific PCR. To detect minimal
amounts of aberrant DNA methylation, quantitative PCR-based
methods can be used, such as the bisulfite treatment in com-
bination with MethyLight or pyrosequencing (54). Some other
approaches are based on the uses of restriction enzymes that
can distinguish between methylated and unmethylated recog-
nition sites in genes of interest. This technology is less ac-
curate because incomplete cutting of the restriction enzymes
within the studied regions is a limitation. Both methods can be
coupled with several genomic approaches for detecting DNA
methylation patterns. Recently, a ChIP-on-chip-based method
has been applied to DNA methylation, the methyl-DIP (54).
The DNA that is immunoprecipitated with an antibody against
5-methylcytosine can be used as a probe for hybridization to
genomic microarray platforms, which allows the rapid identifi-
cation of multiple CpG sites and simplifies the analysis of the
DNA methylome.
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Plants contain numerous natural products (secondary metabolites) that
may not participate directly in their growth and development but play an
important role in ecological interactions with other organisms. Despite
immense chemical diversity, which originates from simple carbohydrates
produced because of photosynthesis, plant natural products are formed
from only a few biosynthetic building blocks that consist of acetate,
mevalonate, and shikimate. These basic building blocks undergo a variety
of biosynthetic transformations and combinations that lead to numerous
classes of plant natural products including, but not limited to,
carbohydrates, fatty acids and their esters, aromatic polyketides (phenols
and quinones), terpenoids and steroids, phenyl propanoids (lignans and
lignin, coumarins, flavonoids, and isoflavonoids), and alkaloids.
Summarized in this article are representative members of these important
classes of plant natural products with special emphasis on their chemical
diversity. The article concludes with a brief discussion on recent methods
for the maximization of chemical diversity and the production of natural
products from plants.

The number of different plant species on the surface of the
earth has been estimated to be over 250,000 (1, 2), and only
a fraction of these have been investigated for their constituent
natural products (3). Plants are known to produce over 100,000
natural products (4). However, according to Verpoorte (5) “ex-
trapolations of the number of species studied and the number of
compounds known suggests that, from all plant species, at least
a million different compounds could be isolated”. The vast ma-
jority of these compounds, commonly referred to as secondary
metabolites, does not seem to participate directly in the growth
and development of plants (6). In their natural environments,
plants coexist and interact with other organisms in a variety of
ecosystems (7), and the possible roles that these natural products
play in plants, especially in the context of ecological inter-
actions, are being speculated about, appreciated, and debated
(8, 9). Although the functional role that secondary metabolites
play in the producing organism is a matter of controversy (10,
11), the chemical diversity of plant natural products is well
recognized, and it has been suggested that the chemical diver-
sity of plant natural products is far greater than their functional
diversity (9, 10, 12, 13).

Two models exist to explain the abundant chemical diver-
sity of plant natural products. In the first model, secondary
metabolites produced by plants are believed to be involved in
physiological responses during the interactions with their biotic

and abiotic environments, especially as elements of their defense
arsenals. In this model, the diversity of compounds produced by
plants is explained by considering the great diversity of plant
life strategies and the vast number of accompanying defense
strategies (14–16). The second model is an evolutionary model
that makes the assumption that potent biological activity is a
rare property for any natural product to possess and therefore is
of no value to the producer organism (8). This model, based on
the Screening Hypothesis of Jones and Firn (10, 17, 18), sug-
gests that organisms that make and “screen” many chemicals
will have an increased likelihood of enhanced fitness simply be-
cause the greater the chemical diversity the greater the chances
of producing the rare metabolites with useful and potent bio-
logical activities.

Origin of Natural Products in Plants

It is intriguing that despite the immense chemical diversity ex-
hibited by them, plant natural products are derived from only
a few building blocks: acetate (which contains two carbon
atoms), mevalonate (which contains five carbon atoms), and
shikimate (which contains nine carbon atoms). These building
blocks are derived in turn from simple carbohydrates produced
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because of the light-catalyzed reduction of atmospheric car-
bon dioxide by higher (green) plants during photosynthesis.
The products formed by the condensation of the above build-
ing blocks (small biosynthetic units) are additionally elaborated
(“tailored” or “decorated”) by numerous enzyme-catalyzed reac-
tions such as cyclization, elimination, rearrangement, reduction,
oxidation, methylation, and so forth. Chemical diversity that re-
sults from these “decoration” reactions will be considered under
each biosynthetic class of plant natural products.

Carbohydrates

Although not as structurally diverse as other classes of natural
products, carbohydrates are among the most abundant chemical
constituents of plants. All animals and most microorganisms de-
pend on plant-derived carbohydrates for their nourishment and
survival. Simple carbohydrates (aldoses and ketoses), the first
formed products of photosynthesis, are used by plants to make
their food reserves, as starter units for the synthesis of plant
secondary metabolites, and to make sugar derivatives (glyco-
sides) of products of secondary metabolism. Plant carbohydrates
consist of monosaccharides (pentoses and hexoses), disaccha-
rides, oligosaccharides, and polysaccharides. Monosaccharides
of plant origin include the stereoisomeric forms of hexose sug-
ars β-D-glucose (A1), β-D-galactose (A2), β-D-mannose (A3),
α-L-rhamnose (A4), β-D-xylose (A5), α-L-arabinose (A6), β-D-
ribose (A7), and β-D-fructose (A8) (Fig. 1). L-ascorbic acid
(A9), commonly known as vitamin C and occurring in most
fresh fruits and vegetables, is a monosaccharide derived from
D-glucose. As the name implies, disaccharides are formed from
two monosaccharide units and contain a C–O–C link. Among
the common plant dissacharides, maltose (A10) and lactose
(A11) contain respectively C(1α) –O–C(4) and C(1β) –O–C(4)
links formed between two D-glucose (A1) units, whereas su-
crose (A12) contains the C(1α) –O–C(2β) link formed be-
tween D-glucose (A1) and D-fructose (A8) units (Fig. 1).
Polysaccharides that are polymeric monosaccharides perform
two major functional roles, namely, the food reserves and
structural elements in plants. Amylose (A13), an example of
a storage polysaccharide, is a linear polymer that contains
1000–2000 C(1α)–C(4) linked glucopyranose units. Cellulose is
an example of a structural polysaccharide composed of a linear
chain of ca. 8000 residues of C(1β)–C(4) linked glucopyranose
units. It is noteworthy that cellulose, the main constituent in
plant cell walls, is the most abundant organic material on earth.

Products of Acetate Pathway

The two-carbon precursor, acetyl coenzyme A (acetyl–CoA),
is the initial substrate for synthesis of the carbon backbone
of plant polyketides. As the name implies, polyketides are
naturally occurring polymers of ketene (CH2CO) and contain
alternating carbonyl and methylene groups derived from the
acetate pathway. Polyketides and their derivatives are ubiquitous
and are found in all organisms known to produce secondary
metabolites. Because of their immense structural diversity, a

unified classification of polyketides has yet to emerge (19). Plant
polyketides are represented by two major classes of metabolites:
fatty acids and aromatic compounds.

Fatty acids and their esters

Plants contain both saturated and unsaturated fatty acids mostly
as esters of the trihydroxy alcohol, glycerol. As they are derived
from the linear combination of acetate (C2) units, common fatty
acids possess an even number of carbon atoms and contain a
straight chain. Thus, fatty acids that contain an odd number of
carbons are rare in nature. Over 300 fatty acids belonging to 18
structural classes occur in plants (20). Among these, the more
common are saturated fatty acids that contain 16 or 18 carbon
atoms such as lauric acid, myristic acid, palmitic acid, and
stearic acid, and the unsaturated analogs of stearic acid, namely,
oleic acid and linoleic acid. Oils produced by many plants
constitute glycerol esters of both saturated and unsaturated fatty
acids. The other classes of fatty acids are defined by the number
and arrangement of double or triple bonds and various other
functional groups.

Aromatic polyketides in plants

Aromatic natural products of polyketide origin are less preva-
lent in plants compared with microorganisms. The majority
of the plant constituents that contain aromatic structures are
known to arise from the shikimate pathway (see below). Unlike
those derived from the shikimate pathway, aromatic products of
the polyketide pathway invariably contain a meta oxygenation
pattern because of their origin from the cyclization of polyke-
tides. Phenolic compounds such as chrysophanol-anthrone (B1),
and emodin-anthrone (B2), and the anthraquinones, aloe-emodin
(B3) and emodin (B4) (Fig. 2), are products of the polyketide
pathway and are found to occur in some plants of the gen-
era Cassia (Leguminosae) (21), Rhamnus (Rhamnaceae) (22),
and Aloe (Liliaceae) (23). The dimer of emodin-anthrone (B2),
namely hypericin, (B5) is a constituent of the antidepressant
herbal supplement, St. John’s wort (Hypericum perforatum , Hy-
pericaceae) (24).

Products of Mevalonate Pathway

Mevalonic acid, a six-carbon building block, is made up
from three molecules of the most basic two-carbon precursor,
acetyl–CoA. The mevalonate pathway, which involves the inter-
mediary of mevalonic acid, directs acetate into a series of natural
products different from those derived directly from the acetate
pathway and includes terpenoids and steroids. Terpenoids con-
stitute the most chemically diverse and one of the largest groups
of plant natural products, and therefore a detailed discussion on
this group of natural products is warranted.

Most terpenoids are derived from mevalonic acid (MVA)
through the universal precursor isopentenyl diphosphate (IPP)
and its allylic isomer dimethylallyl diphosphate (DMAPP).
Thus, the vast majority of terpenoids contain the basic struc-
tural residue 2-methylbutane, often less precisely referred to
as isoprene units. These C5 hemiterpene units combine with
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Figure 1 Chemical diversity of plant carbohydrates.

Figure 2 Examples of some aromatic polyketides in plants.

each other in a variety of ways leading to mono- (C10), sesqui-
(C15), di- (C20), sester- (C25), tri- (C30), tetra- (C40), and poly-
(C5n (n = >8)) terpenes. The primary products of condensation
undergo more elaboration (reduction, oxidation, derivatization,
etc.) and “decorations” that lead to terpenoid hydrocarbons,

alcohols and their glycosides, ethers, aldehydes, ketones, and
carboxylic acids and their esters, which makes terpenoids the
most diverse class of plant natural products. It is noteworthy
that over 40,000 different terpenoids have been isolated and
characterized from natural sources including plants (25, 26).
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Terpenoids also represent a functionally diverse class of natural
products. Although all the biological, ecological, and pharma-
cological functions of terpenoids are yet to be fully understood,
they are known to have a variety of functions in the plant king-
dom and in human health and nutrition. Many plants are known
to produce volatile terpenes for the purpose of attracting spe-
cific insects for pollination or to keep away herbivorous animals;
some plants produce toxic or bitter-tasting terpenes known as
antifeedants to protect them from being eaten by animals. Most
importantly, terpenoids also play functional roles in plants as
growth regulators (phytohormones) and signaling compounds
(sociohormones). Some important pharmacologically active ter-
penoids include the sesquiterpenoid artemisinin with antimalar-
ial activity (27), the anticancer diterpenoid paclitaxel (Taxol®;
Mead Johnson, Princeton, NJ) (28), and the terpenoid indole
alkaloids vincristine and vinblastine with anticancer activity
(29, 30).

Hemiterpenoids

Compared with other terpenoids, only a few true hemiter-
penes are found in nature, and over 90 of these occur as
glycosides (31). The most noteworthy example is isoprene
(2-methylbut-2-ene), a volatile hemiterpenoid released by many
trees. Other natural hemiterpenes include prenol (3-methyl-2-
buten-1-ol) in flowers of Cananga odorata (Annonaceae) and
hops (Humulus lupulus , Cannabaceae). Its isomer, (S )-(−)-3-
methyl-3-buten-2-ol is a constituent of the essential oils of
grapefruit, hops, and oranges. Another hemiterpenoid, 4-
methoxy-2-methyl-2-butanthiol, is responsible for the charac-
teristic flavor of blackcurrant (Ribes nigrum , Saxifragaceae).
Numerous plant natural products with ester moieties con-
tain hemiterpenoid-derived carboxylic acid components such
as 3-methyl-2-butenoic acid and its isomers, angelic and tiglic
acids, as well as its saturated analog, isovaleric acid. The im-
mediate biosynthetic precursors of hemiterpenoids, IPP and
DMAPP, are often used by plants as alkylating agents during the
formation of some natural products (meroterpenoids) of mixed
biosynthetic origin.

Monoterpenoids

Monoterpenoids are responsible for fragrances and flavors of
many plants and thus their products are used in perfumery and as
spices. To date over 1,500 monoterpenoids are known, and these
constitute acyclic, monocyclic, and bicyclic monoterpenoids
(32), which occur in nature as hydrocarbons, alcohols, aldehy-
des, and carboxylic acids and their esters. Several acyclic mono-
terpenoid hydrocarbons are known, and these include trienes
such as β-myrcene (C1), α-myrcene (C2), (Z )-α-ocimene (C3),
(E )-α-ocimene (C4), (Z )-β-ocimene (C5), and (E )-β-ocimene
(C6). β-Myrcene and β-ocimene are constituents of basil (Oci-
mum basilicum, Labiatae) and bay (Pimenta acris , Myrtaceae),
pettitgrain (Citrus vulgaris , Rutaceae) leaves, strobiles of hops
(Humulus lupulus , Cannabaceae), and several other essential
oils. Unsaturated acyclic monoterpene alcohol constituents of
plants and their derived aldehydes play a significant role in
the perfume industry. Some common acyclic monoterpene al-
cohols and aldehydes include geraniol (C7), linalool (C8) (a

constituent of coriander oil), (R)-3,7-dimethyloctanol (C9) (of
geranium oil), citranellol (C10) (of rose oil), geranial (C11) (of
lemon oil), and citranellal (C12) (of citronella oil) (Fig. 3).

Monoterpene precursors undergo a variety of cyclization
and rearrangement reactions leading to diverse monocyclic
and bicyclic monoterpenoids that consist of hydrocarbons,
alcohols, and ketones. Compared with cyclopentane and cy-
clohexane analogs, cyclopropane and cyclobutane monoter-
penoids that contain irregular monoterpene carbon skeletons
are rare in nature. (+)-Trans-chrysanthemic acid (D1) and
(+)-trans-pyrethric acid (D2) esters, which are known to occur
in flower heads of Chrysanthemum cinerariaefolium (Composi-
tae), are two important examples of cyclopropane monoter-
penoids. Noteworthy examples of cyclobutane monoterpenoids
are (1S ,2S )-fragranol (D3), which occurs in the roots of
Artemisia fragrans (Asteraceae), and junionone (D4), which
occurs in the fruits of the juniper tree (Juniperus communis ,
Cupressaceae) (Fig. 4).

To date about 200 cyclopentane monoterpenoids are known
(32), and the majority of these in plants occur as iridoids and
seco-iridoids that contain the iridane carbon skeleton fused
to a six-membered oxygen heterocycle. The simplest iridoid,
(+)-nepetalactone (D5), is a constituent of the volatile oil of
Nepeta cataria (Labiatae), which is known to be a powerful
cat attractant and stimulant. Other well-known plant-derived
iridoids consist of a diverse array of valepotriates known to
occur in the popular herbal supplement valerian (Valeriana of-
ficinalis , Valerianaceae). Most of these valepotriates, including
(+)-valtrate (D6), the constituent responsible for the tranquiliz-
ing properties of the valerian, contain several hydroxyl groups
esterified with the C5 hemiterpene isovaleric acid. Glucosides
of iridoids also occur as plant constituents. Important examples
are (−)-asperuloside (D7) with insect antifeedant activity in
Asperula odorata (Galium odoratum, Rubiaceae) and many
other plants and (−)-loganin (D8) from the fruits of Strychnos
nux vomica (Loganiaceae). Although not as prevalent as iri-
doids, the seco-iridoids, (−)-oleuropin (D9), (+)-jasmolactone
A (D10), and (−)-secologanin (D11) (Fig. 4), have been isolated
from many parts of the olive tree (Olea europaea , Oleaceae),
Jasminium multiflorum (Oleaceae) and Strychnos nux vomica
(Loganiaceae), respectively.

Cyclohexane monoterpenes are a chemically diverse group
of monoterpenoids that occur in the plant kingdom mainly as
hydrocarbons, alcohols, ketones, aromatic hydrocarbons, and
phenols (Fig. 5). The saturated hydrocarbon trans-p-menthane
(E1) is a constituent of the oil of turpentine and the
resin of pine (Pinaceae) trees. Its unsaturated analogs,
namely (R)-(+)-limonene (E2) [present in oil of orange
(Citrus aurantium) and mandarin (Citrus reticulata , Ru-
taceae) peel oil]; α-terpinene (E3) and terpinolene (E4)
in some Citrus , Juniperus , Mentha and Pinus species;
(R)-(−)-α-phellandrene (E5) in Eucalyptus phellandra (Myr-
taceae); and (S )-(+)-β-phellandrene (E6) in water fennel (Phel-
landrium aquaticum, Umbelliferae), are components of many
plant volatile oils. The rich chemical diversity of cyclohex-
ane monoterpene alcohols is apparent from the natural oc-
currence of all four pairs of p-menthan-3-ol enantiomers, for
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Figure 3 Structural diversity of acyclic monoterpenes.

Figure 4 Chemical diversity of monocyclic cyclopropane, cyclobutane, and cyclopentane monoterpenoids in plants.

example, (−)-menthol (E7) [a major component of pepper-
mint (Mentha piperita, Labiatae) oil], (+)-neomenthol (E8)
[a constituent of Japanese peppermint (Mentha arvensis) oil],
and (−)-neoisomenthol (E9) in geranium (Pelargonium ro-
seum, Geraniaceae) oil. The unsaturated versions of p-menthol,
namely p-menthenol, exhibit extensive regioisomerism and
are represented by (−)-pulegol (E10) (a constituent of sev-
eral peppermint (Mentha gentilis and M. spirata (Labiatae)

oils), (−)-isopulegol (E11) (in Mentha rotundifolia (Labiatae)),

(−)-piperitol (E12) (in several Mentha and Eucalyptus species),

(−)-α-terpineol (E13) (in Artemesia , Eucalyptus , Juniperus ,

and Mentha species), and (−)-carveol (E14). Oxidation prod-

ucts of both saturated and unsaturated cyclohexane monoterpene

alcohols also occur in nature. Of these, the most abundant

in the plant kingdom are (−)-menthone (E15) (in peppermint
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Figure 5 Chemical diversity of monocyclic cyclohexane and aromatic monoterpenes.

(Mentha x piperita) oil), (–)-isopulegone (E16) (in oil of Men-
tha pulegium), (−)-piperitone (E17) (in Eucalyptus oil), and
(+)-carvone (E18) (in ripe fruits of dill (Anethum graveolens ,
Umbelliferae) and caraway (Carum carvi , Umbelliferae)).

Aromatic versions of cyclohexane monoterpenes (benzenoid
menthanes or cymenes) are also found in nature and are con-
stituents of some plants frequently used as spices. The hydrocar-
bon p-cymene (E19) has been found to occur in the oils of cin-
namon (Cinnamonum zeylanicum), cypress, eucalyptus, thyme,
and turpentine, whereas m-cymene (E20) is a constituent of the
oil of blackcurrant (Ribes nigrum , Saxifragaceae). The corre-
sponding phenols, thymol (p-cymen-3-ol) (E21) and carvacrol

(p-cymen-2-ol) (E22), have been found to occur in many plants.

Thymol (E21) is a constituent of thyme (Thymus vulgaris , Labi-

atae) and Orthodon angustifolium (Labiatae). Carvacrol (E22)

has been found to occur in oils of thyme, marjoram, origanum,

and summer savoy.

Additional chemical diversity of monoterpenes is apparent

from the natural occurrence of their bicyclic analogs that bear

cyclopropane (carane and thujane types), cyclobutane (pinane

type), and cyclopentane (camphene/bornane, isocamphane and

fenchone types) rings (Figs. 6 and 7). The carane type of bi-

cyclic monoterpenoids in plants is represented by (+)-3-carene
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Figure 6 Bicyclic cyclopropane and cyclobutane monoterpenoids.

Figure 7 Bicyclic cyclopentane monoterpenoids.

(F1) that occurs in Pinus longifolia (Pinaceae) and the re-

lated carboxylic acid, (+)-chaminic acid (F2), in Chamaecy-

paris nootkatensis (Cupressaceae). Compared with caranes, the

thujane type of monoterpenoids is more abundant in plants.

The hydrocarbon analog (−)-3-thujene (F3) has been found

to occur in the oils of coriander (Coriandrum sativum), Euca-

lyptus , and Thuja occidentalis (Cupressaceae). Its regioisomer,

(+)-sabinene (F4), occurs in Juniperus sabina (Cupressaceae).

The hydration product of (−)-3-thujene, namely (−)-thujol (F5),

occurs in plants belonging to the genera Thuja , Artemesia , and
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Juniperus , whereas the corresponding ketone (+)-3-thujanone
(F6) is found in the oils of several plants of the families Aster-
aceae, Labiatae, and Pinaceae.

Pinane-type bicyclic monoterpenoids (Fig. 6) occur in the
wood of several species of Pinus . The most abundant are
α- and β-pinenes (F7 and F8, respectively). Allylic hydrox-
ylation products of pinenes, (+)-verbenol (F9), (+)-myrtenol
(F10), and (−)-pinocarveol (F11) also occur in nature to-
gether with their products of oxidation: (+)-verbenone (F12),
(+)-myrtenal (F13), and (−)-pinocarvone (F14). (+)-Verbenol
is a constituent of the oil of turpentine. Its regioisomers,
(+)-myrtenol and (−)-pinocarveol, occur in oils of orange (Cit-
rus sinensis , Rutaceae) and eucalyptus (Eucalyptus globulus ,
Myrtaceae), respectively.

Cyclopentane bicyclic monoterpenoids that occur in the plant
kingdom belong to three major skeletal types: camphane, iso-
camphane, and fenchane (Fig. 7). Camphane-type terpenoid
alcohols, (+)-borneol (G1) and (−)-isoborneol (G2), have been
isolated from Cinnamomum camphora (Lauraceae) and Achil-
lea filipendulina (Asteraceae). A ketone derived from these,
(+)-camphor (G3), is found in the camphor tree (Cinnamo-
mum camphora) and in the leaves of rosemary (Rosmarinus
officinalis) and sage (Salvia officinalis , Labiatae). Camphene
(G4) and its enantiomer with the isocamphane carbon skele-
ton are known to occur in the oils of citronella and turpentine.
Fenchane-type bicyclic cyclopentane monoterpenoids are com-
monly found in plants as their ketone derivatives. (−)-Fenchone
(G5) occurs in the tree of life (Thuja occidentalis , Cupres-
saceae). Its enantiomer, (+)-fenchone (G6), has been isolated
from the oil of fennel (Foeniculum vulgare, Umbelliferae).

Sesquiterpenoids

The C15 terpenoids known as sesquiterpenoids are the most
chemically diverse group of terpenoids known in nature. Like
monoterpenoids, many sesquiterpenoids contribute to the fla-
vor and fragrances of a variety of plant products. To date
about 10,000 sesquiterpenoids are known (32), and in the plant
kingdom they commonly occur as hydrocarbons, alcohols, alde-
hydes, ketones, carboxylic acids, lactones, and oxiranes. The
acyclic sesquiterpene hydrocarbons α- and β-farnesenes (H1
and H2, respectively) (Fig. 8) are constituents of the oils

of orange (Citrus sinensis , Rutaceae) and mandarin (Citrus
aurantium and C. reticulata , Rutaceae). The parent alcohol
(E , E )-farnesol (H3) occurs in Acacia farnensiana (Mimo-
saceae), and its regiosiomer (S )-(+)-nerolidol (H4) is a con-
stituent of the oil of neroli obtained from orange flowers. Some
farnesane derivatives that contain furan rings also occur in na-
ture, and these include dendrolasin (H5) from sweet potato
(Ipomoea batatas , Convolvulaceae) and longifolin (H6) from
the leaves of Actinodaphe longifolia (Lauraceae).

The vast chemical diversity of cyclic sesquiterpenoids com-
pared with monoterpenoids results from the number of possi-
ble cyclization modes that is enhanced because of increased
chain length and the presence of additional double bonds in
the acyclic precursor farnesyl diphosphate (FPP). As depicted
in Fig. 9, these cyclization modes lead to sesquiterpenoids
with mono-, bi-, and tricyclic structures. The cyclofarnesane,
(S )-(+)-abscisic acid (I1) (Fig. 10), an antagonist of plant
growth hormones essential for plants in controlling flower-
ing, shedding of leaves, and falling of fruits, is a monocyclic
sesquiterpene formed because of bond formation between C-6
and C-11. Other common ring closures occur because of bond
formation between C-1 and C-6, C-1 and C-10, and C-1 and
C-11, which gives rise to bisabolane, germacrane, and humu-
lane types of monocyclic sesquiterpenes (Fig. 9). Over 100
bisabolanes, 300 germacranes, and 30 humulanes are known to
occur in nature (32). The elemane type of monocyclic sesquiter-
penes is structurally related to germacranes as they can arise by
a COPE rearrangement involving bond formation between C-1
and C-6 followed by the cleavage of the bond between C-8
and C-9. To date about 50 elemane-type monocyclic sesquiter-
penes are known (32). Among the monocyclic sesquiterpenoids,
bisabolanes represent one of the important classes known to
occur in plants. Common examples of bisabolane in plants
include (+)-β-bisabolene (I2), β-sesquiphellandrene (I3), and
(−)-zingiberene (I4) in the rhizome of ginger (Zingiber of-
ficinalis , Zingiberaceae) and sesquisabinene (I5) from pep-
per (Piper nigrum , Piperaceae). Germacrane-type sesquiter-
penoids contain a 10-membered macrocyclic ring; many of these
sesquiterpenoids are constituents of essential oils derived from
plants. The germacrane hydrocarbons, germacrenes B (I6) and
D (I7), are found in Citrus junos and C. bergamia (Rutaceae),

Figure 8 Acyclic plant sesquiterpenoids and their derivatives.
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Figure 9 Cyclization modes of farnesane skeleton that lead to diverse monocyclic and bicyclic sesquiterpenoids.

respectively. Some elemane-type sesquiterpenoids present in
plants are represented by (−)-bicycloelemene (I8) from pepper-
mint (Mentha piperita and M. arvensis) and β-elemenone (I9)
from Commiphora abyssinica . The humulane type of mono-
cyclic sesquiterpenes, which contain an 11-membered macro-
cyclic ring, is also found in plants and includes regioisomeric

α- and β-humulenes (I10 and I11, respectively) from Lindera
strychnifolia (Lauraceae), and (−)-humulol (I12), all of which
are important constituents of the essential oils from cloves
(Caryophylli flos , Caryophyllaceae), hops (Humulus lupulus ,
Cannabaceae), and ginger (Zingiber zerumbeticum, Zingiber-
aceae). Bicyclic sesquiterpenoids are formed because of two
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Figure 10 Chemical diversity of monocyclic sesquiterpenoids.

Figure 11 Some representative examples of diterpenoids in plants.

carbon–carbon bonds, each linking two carbon atoms of the
farnesane skeleton together.

Diterpenoids

The diterpenoids, which contain 20 carbon atoms, are repre-
sented by acyclic, monocyclic, bicyclic, tricyclic, and tetracyclic
structures. Over 5,000 naturally occurring diterpenoids, many
of which frequently occur in plant families Araliaceae, Aster-
aceae, Cistaceae, Cupressaceae, Euphorbiaceae, Leguminosae,
Labiatae, and Pinaceae, are known (32). The acyclic diterpenoid

alcohol phytol (J1) (Fig. 11) is a part of the structure of chloro-
phyll. A group of monocyclic diterpenoids with a 14-carbon
macrocyclic ring called cembranes [e.g., cembrene A (J2)]
also occurs in plants and is represented by over 100 members
(32). Among the other cyclic diterpenoids, the most abundant
in plants are the bicyclic labdanes [e.g., (−)-forskolin (J3)],
tricyclic abietanes [e.g., abietic acid (J4)], and tetracyclic kau-
ranes [e.g., (−)-kaurane (J5)], represented respectively by 500,
200, and 100 members (32). Baccatin III (J6), which is the
diterpenoid part of the well-known anticancer drug paclitaxel
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(Taxol®; Mead Johnson, Princeton, NJ), contains a tricyclic
skeleton derived from cembrane (see above).

Triterpenoids and steroids

Triterpenoids and steroids are groups of natural products that
contain about 30 carbon atoms. They have a common ori-
gin, and their structures can be considered as being derived
from that of squalene. Triterpenoids are found mostly in the
plant kingdom, whereas steroids occur in plants, animals, and
microorganisms. The chemical diversity of plant triterpenoids
results from the ability of the C30 precursor, squalene, to un-
dergo various modes of cyclization and subsequent “decoration”
reactions. The plant triterpenoids belong to two main groups, the
tetracyclic and pentacyclic. The tetracyclic triterpenoids, which
consist of dammarane (K1) and tirucallane (K2) among oth-
ers, are regarded by some authors as methylated steroids. The
group of pentacyclic triterpenoids is by far the most diverse
and is divided into five main groups: friedelane (K3), lupane
(K4), ursane (K5), oleanane (K6), and hopane (K7) (Fig. 12).
The steroids are modified triterpenoids that contain the tetra-
cyclic ring system present in lanosterol. Chemical diversity
represented by steroids depends mainly on the nature of the
side chain attached to the steroid nucleus. Most prevalent in
the plant kingdom are stigmastane (K8) and cycloartane (K9)
classes of steroids (Fig. 12).

Triterpenoids and steroids frequently occur in many plant
species as their glycosides called saponins (33). The chemi-
cal diversity of saponins is dependant therefore on both the
nature of the 30-carbon moiety and the carbohydrate residue.
Some saponins contain carbohydrate residues attached to several
different positions of the aglycone (triterpenoid or the steroid)
skeleton. Saponins are classified into 11 main structural classes
based on the carbon skeletons of their aglycone moiety (33).
In addition to their soap-like behavior in aqueous solution be-
cause of this combination of polar (carbohydrate) and nonpolar
(aglycone) structural elements, saponins exhibit a diverse range
of pharmacological and medicinal properties. Within the plant
kingdom saponins are present in two major taxonomic classes,
Magneliopsida (dicot) and Liliopsida (monocot) (33). Some im-
portant examples of saponins include glycyrrhizic acid (K10)
from licorice and digitoxin (K11) from foxglove (Digitalis pur-
purea).

Products of Shikimate Pathway

The shikimate pathway links the metabolism of carbohydrates
to the biosynthesis of aromatic natural products via aromatic
amino acids. This pathway, which is found only in plants
and microorganisms, provides a major route to aromatic and
phenolic natural products in plants. To date, over 8,000 phenolic
natural products are known, which accounts for about 40% of
organic carbon circulating in the biosphere. Although the bulk
of plant phenolics are components of cell wall structures, many
phenolic natural products are known to play functional roles
that are essential for the survival of plants.

It has been noted that the chemical diversity of plant pheno-
lics is as vast as the plant diversity itself. Most plant phenolics
are derived directly from the shikimic acid (simple benzoic
acids), shikimate (phenylpropanoid) pathway, or a combination
of shikimate and acetate (phenylpropanoid-acetate) pathways.
Products of each of these pathways undergo additional structural
elaborations that result in a vast array of plant phenolics such
as simple benzoic acid and cinnamic acid derivatives, monolig-
nols, lignans and lignin, phenylpropenes, coumarins, stilbenes,
flavonoids, anthocyanidins, and isoflavonoids.

Benzoic acid derivatives

As apparent from their structures, many benzoic acid derivatives
are directly formed from shikimic acid by dehydration, dehydro-
genation, and enolization reactions. Gallic acid is a component
of gallotannins common in some plants that are used in the tan-
ning of animal hides to make leather. Astringency of some foods
and beverages, especially coffee, tea, and wines, is because of
their constituent tannins. Other benzoic acid derivatives that
occur in plants include protocatechuic acid, 4-hydroxybenzoic
acid, and salicylic acid.

Cinnamic acid derivatives

Cinnamic acid and its derivatives found in plants originate from
the aromatic amino acids L-phenylalanine and L-tyrosine by the
elimination of ammonia. Some common natural cinnamic acid
derivatives include p-coumaric acid, caffeic acid, ferulic acid,
and sinapic acid.

Monolignols, lignans, and lignin

The alcohols formed from some cinnamic acid derivatives,
namely p-coumaryl alcohol, coniferyl alcohol (L1), and sinapyl
alcohol (L2), commonly known as monolignols, undergo dimer-
ization reactions that yield lignans such as (+)-pinoresinol (L3),
(+)-sesamin (L4), (−)-matairesinol (L5), and podophyllotoxin
(L6) (Fig. 13). Several thousand lignans are found to occur in
nature. Lignins, the structural components of plant cell walls,
are polymers of monolignols and/or lignans.

Phenylpropenes

Phenylpropenes are derived from cinnamic acid and its deriva-
tives by a series of reductions and other transformations. Cin-
namaldehyde, the first product of the reduction of cinnamic acid,
occurs in the bark of cinnamon (Cinnamomum zeylanicum, Lau-
raceae). Several hydrocarbon analogs are also known to occur
in plants. Anethole is the main constituent of oils from aniseed
(Pimpinella anisum, Umbelliferae), fennel (Foeniculum vul-
gare, Umbelliferae), and star anise (Illicium varum, Illiciaceae).
Eugenol is a major constituent of cinnamon leaf, whereas myris-
ticin occurs in nutmeg (Myristica fragrans , Myristicaceae).

Coumarins

Coumarins derive their name from their precursor, o-coumaric
acid. They occur widely in plants both in the free form and as
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Figure 12 Triterpenoid and steroid skeletons common in plants and structures of some saponins.

glycosides and are commonly found in families such as the Um-
belliferae and Rutaceae. The parent compound coumarin (M1)
is found in sweet clover (Melilotus alba , Leguminosae) and its
hydroxyl derivative umbelliferone (M2) has been isolated from
several Ferula spp. (Umbelliferae). Coumarins with complex
structures also occur in plants and are formed by incorporating
additional carbons derived from the mevalonate pathway. Alky-
lation of umbelliferone (M2) with dimethylallyl diphosphate
(DMAPP) leads to demethylsuberosin (M3), which undergoes

cyclization yielding marmesin (M4), the precursor of naturally
occurring furanocoumarins, psorolen (M5), and bergapten (M6)
(Fig. 14).

Stilbenes, flavonoids, anthocyanidins,
and isoflavonoids

In contrast to other plant phenolics, the basic carbon skele-
ton of stilbenes, flavonoids, anthocyanidins, and isoflavonoids
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Figure 13 Phenyl propanoids of plant origin.

incorporates elements of both shikimate (phenylpropanoid) and
acetate pathways. Plant phenolics derived from this mixed
biosynthetic pathway include the well-known cancer chemopre-
ventative stilbene, resveratrol (M7), present in wine; naringenin
(M8), a flavonone from Heliotropium and Nonea spp. (Borag-
inaceae); apigenin (M9), a flavone from German chamomile
(Matricaria recuitita, Asteraceae); rutin (M10), a flavonol gly-
coside from several plants including hawthorn (Crataegus spp.,
Rosaceae); pelargonidin (M11), an anthocyanidin responsible
for brilliant colors of many flowers; and genistein (M12)
(Fig. 14), an isoflavonoid with oestrogenic activity and thus
referred to as a phyto-oestrogen.

Alkaloids

Alkaloids constitute nitrogen-containing natural product bases
that occur mainly in plants. About 20% of the flowering plant
species are known to produce alkaloids (6). To date, over
12,000 plant-derived alkaloids have been reported, and they
are grouped into various classes based on their origin and the
nature of the nitrogen-containing moiety. Alkaloids commonly
originate from the amino acids, L-ornithine, lysine, nicotinic
acid, tyrosine, phenylalanine, tryptophan, anthranilic acid, and
histidine, and thus contain pyrrolidine, pyrrolizidine, piperidine,
quinolizidine, indolizidine, pyridine, quinoline, isoquinoline,
indole, and imidazole ring systems. Alkaloids are also known to

originate from mixed biosynthetic pathways, the most important
of which include terpenoid and steroidal alkaloids. A limited
number of alkaloids that contain a purine ring (e.g., caffeine)
also occur in plants. Of the large number and variety of plant
alkaloids, only a few are considered here for the purpose of
illustration of their chemical diversity.

Alkaloids derived from aliphatic amino
acids and nicotinic acid

Alkaloids that contain pyrrolidine and pyrrolizidine ring sys-
tems are derived from the nonprotein amino acid, L-ornithine.
Cocaine (N1) and (−)-hyoscyamine, the two important pyrro-
lidine alkaloids that contain a tropane ring system, have been
found to occur in coca (Erythroxylon coca , Erythroxylaceae)
leaves and the whole plant of the deadly nightshade (Atropa
belladonna , Solanaceae). The hepatotoxic alkaloid senecionine
(N2) contains a bicyclic pyrrolizidine skeleton derived from two
molecules of L-ornithine.

Piperidine alkaloids, for example, piperine (N3), and pseu-
dopelletierine, are known to be derived from the amino acid,
L-lysine. Piperine is responsible for the pungency of black pep-
per (Piper nigrum , Piperaceae), whereas pseudopelletierine is
a constituent of the bark of pomegranate (Punica granatum ,
Punicaceae). The bicyclic ring system in quinolizidine alkaloids
such as (−)-sparteine (N4) in the broom plant (Cytisus scopar-
ius , Leguminosae) is derived from two molecules of L-lysine
in a manner similar to the L-ornithine-derived pyrrolizidine
ring system. Indolizidine alkaloids derived from L-lysine via
the cyclic amino acid, L-pipecolic acid, contain fused six- and
five-membered rings with a nitrogen atom at the ring fusion.
An important example of an indolizidine alkaloid is swainso-
nine (N5), which occurs in the leguminous plant Swainsonia
canescens . Alkaloids that contain a pyridine ring also occur in
the plant kingdom. Two common plant-derived pyridine alka-
loids, nicotine (N6) and anabasine, both of which are found
in tobacco (Nicotiana tabacum, Solanaceae), contain a pyridine
and a pyrrolidine or a piperidine ring, respectively (Fig. 15).

Alkaloids derived from aromatic amino
acids

Aromatic amino acids that originate from the shikimate pathway
also act as precursors to many alkaloids. Alkaloids that contain a
phenylethylamine moiety are derived from L-tyrosine or its oxi-
dation product L-dihydroxyphenylalanine (L-DOPA). Mescaline
(N7) originating from the latter amino acid is known to occur in
several cacti and is responsible for the hallucinogenic activity
of peyote (Lophophora williamsii , Cactaceae). Lophocerine is
a tetrahydroisoquinoline alkaloid derived from L-dopamine and
found to occur in a different Lophophora species, L. schotti .

Condensation of two phenylethyl units derived independently
from the same or different aromatic amino acid(s) leads to
a variety of benzyl-tetrahydroisoquinolines, which, with ad-
ditional structural modifications, produce a diverse range of
alkaloids. (S )-Reticuline occurring in several plant species of
Annonaceae is an important benzyl-tetrahydroisoquinoline alka-
loid that acts as a precursor to several pharmacologically active
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Figure 14 Coumarins, stilbenes, flavonoids, anthocyanidins, and isoflavonoids of plant origin.

alkaloids such as papaverine (N8), (+)-tubocurarine (N9), and
morphine (N10). Papaverine and morphine are known to occur
in opium (Papaver somniferum , Papaveraceae) and are respon-
sible for its narcotic activity, whereas (+)-tubocurarine (N9)
is a muscle relaxant obtained from the arrow poison of the
South American Indians, curare (Chondrodendron tomentosum,
Menispermaceae). Phenethylisoquinoline alkaloids are similar
structurally to benzylisoquinolines but as the name implies con-
tain a phenylethyl moiety instead of a benzyl moiety as the
pendant aromatic ring. Both (S )-autumnaline and the cyclized
analog colchicine (N11) belonging to this class have been found
to occur in the seeds of autumn crocus (Colchicium autumnale,
Liliaceae).

Maximization of Chemical
Diversity and Production of
Natural Products in Plants

As is apparent from the foregoing discussion, plants produce a
huge array of natural products, many of which are specialized
secondary metabolites associated with particular plant species
and/or having to play important ecological roles. It is likely that
for diversification and survival of the plant kingdom, individual

plants had to develop the ability to perform in vivo combi-
natorial chemistry by mixing and matching and evolving the
genes required for different secondary metabolite biosynthetic
pathways (34, 35). With the elucidation of several secondary
metabolic pathways in plants together with the advent of tech-
niques for the introduction of genes into plants and the avail-
ability of an increasing number of genes, it has become possible
to modulate and diversify secondary metabolite production in
transgenic plants and plant cell cultures.

Two general approaches for the production of long-chain
polyunsaturated fatty acids usually found in fish oil have been
employed, both of which used 18 carbon fatty acids endogenous
to plants as the starting substrates (36). Soybean and canola,
the oilseed plants rich in omega-6 fatty acids, have been engi-
neered to produce omega-3 polyunsaturated fatty acids such as
eicosapentaenoic acid (EPA) and docosohexaenoic acid (DHA)
(37, 38).

Chalcone synthase (CHS), the first plant natural product
polyketide synthase (PKS) to be characterized at the molecular
level (39), catalyzes the condensation of 4-coumaroyl-CoA with
three molecules of malonyl-CoA to afford naringenin chalcone,
a precursor of the major classes of plant flavonoids. The cloning
of a novel type III pentaketide chromone synthase (PCS) from
aloe (Aloe arborescens , Liliaceae) rich in aromatic polyketides,
especially quinones such as aloe-emodin and emodin, resulted in
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Figure 15 Chemical diversity of plant alkaloids.

PCS-catalyzed condensation of five molecules of malonyl-CoA
to produce 5,7-dihydroxy-2-methyl chromone new to this plant
(40). Another novel Aloe arborescens type III PKS that pro-
duces two hitherto unknown aromatic octaketides, SEK4 and
SEK4b, has recently been reported (41). The application of
plant cell cultures for the production of the polyketide hypericin
from St. John’s wort (Hypericum performatum, Hypericaceae)
has been investigated (42).

To date over 30 plant terpenoid synthases have been cloned
as cDNAs, and many of these were found to encode en-
zymes of secondary metabolism (43). Isolation and analysis
of six genomic clones encoding monoterpene ((−)-pinene and
(−)-limonene), sesquiterpene ((E )-α-bisabolene and δ-selinene)
and diterpene (abietadiene) synthases from Abies grandis , and a
diterpene (taxadiene) synthase from Taxus brevifolia have been
reported (44). Overexpression of a cotton farnesyl diphosphate
synthase (FPPS) in transgenic Artemesia annua has resulted in
3- to 4-fold increase in the yield of the sesquiterpenoid anti-
malarial drug, artemisinin, in hairy roots (45).

Plant cell culture, an environmentally friendly and renewable
alternative for the production of plant natural products, has also

been investigated to obtain taxane diterpenoids from Taxus sp.
(46–48) and terpene indole alkaloids from the Madagascar peri-
winkle (Catharanthus roseus) (49). A recent study has provided
evidence for the production of novel terpene indole alkaloids
using both differentiated Catharanthus roseus (seedlings) and
hairy root culture (50).
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The mid-chain dehydrogenation of saturated fatty acyl derivatives is carried
out by a large family of O2-dependent, nonheme diiron-containing
enzymes known as desaturases. Both soluble and membrane-bound
desaturases have been characterized. The mechanism of desaturation is
thought to involve the stepwise syn removal of vicinal hydrogen atoms via
a short-lived carbon-centered radical intermediate. The most common
desaturase inserts a (Z)-double bond between the C–9,10 carbons of a
stearoyl thioester; however, many variations of this prototypical reaction
have been discovered. Accounting for this diversity in terms of subtle
alterations in active-site architecture constitutes a new frontier for research
in this area.

The regioselective and stereoselective introduction of an olefinic
link into fatty acyl side chains is catalyzed by a unique set
of enzymes known as desaturases (1). The overall biochemical
equation for this transformation can be depicted as follows:

H + + NAD(P)H + O2 + R-CH2-CH2R′

→ NAD(P)+ + 2H2O + R-CH = CH -R′

Unlike other dehydrogenases, desaturases attack unactivated
C–H bonds with the concomitant reduction of molecular oxy-
gen; two reducing equivalents are derived from NADH, and two
are derived from the substrate. Most fatty acid desaturases are
integral, membrane-bound proteins found in the endoplasmic
reticulum and accept substrates bearing phospholipid or Coen-
zyme A headgroups. In plants, a soluble, plastidial desaturase
operates exclusively on acyl carrier protein ACP substrates.
Common to all of these enzymes is a nonheme diiron-containing
catalytic core (vide infra) that is used to generate the active
oxidant in situ. Considerable insight into the detailed chem-
ical mechanism of desaturation has been gained in the last
15 years (2). This knowledge has lead to a more sophisti-
cated understanding of lipid biochemistry in various contexts,
including chemical ecology, plant biotechnology, and medical
lipidology.

Biologic Context

Fatty acid desaturation is a ubiquitous lipid modification that
is critically important to aerobic life forms in two major ways:

1) adjustment of lipidic biophysical properties and 2) biosyn-
thesis of chemical messengers. Saturated fatty acids, produced
by the fatty acid synthase assembly line, typically are dehy-
drogenated first at C–9,10 to give an oleate derivative that is
additionally desaturated to generate the ω-6 and ω-3 group of
the so-called “essential fatty acids” (Fig. 1a). Various highly
bioactive signaling molecules (Fig. 1b) containing unsaturated
sites are biosynthesized from this collection of primary fatty
acids. In addition, desaturase-derived natural products with an-
tifeedant properties have been discovered (Fig. 1c). It should be
noted that the introduction of double bonds into biomolecules
also dramatically enhances their susceptibility to free radical
autoxidation with all attendant deleterious effects (3).

Unsaturated lipids and membrane
fluidity

To function properly, cell membranes must exist primarily in
the liquid-crystalline state. Model studies using synthetic lipids
have demonstrated that the presence of a (9Z )-olefinic fatty
acyl side chain in a diacylphospholipid lowers its gel–liquid
phase temperature (Tc) by some 50◦ C relative to its fully
saturated analog (4). The presence of the ∆9,12 fatty acyl side
chain lowers the Tc even more and constitutes an important
adaptation to chilling for plants. The regulation of the response
to chilling temperatures has been studied in some detail in
various organisms (4).

Chemical signaling
and the carbon–carbon double bond

Nowhere is the “chemical biology” of the carbon–carbon dou-
ble bond more exquisitely displayed than in the area of insect

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 1



Chemistry of Fatty Acid Desaturases

X

SCoA

X

o

FA synthase

∆9 desaturase

O

O

X

FAD2 (plants)

O

9

oleate

12

linoleate
FAD3 (plants)

X

O

α-linoleate

15

ω - 3

ω - 6

OAc11

(11 E/Z)-Tetradecen-1-ol acetate

OH

OH

NH

OR

4ceramide

O

HO

OH

O

X

O

12

Prostaglandin E1

OH

ricinoleate

X

O

sterculate
9

HO OH

falcarindiol

(a) (b)

(c)

Figure 1 Role of fatty acid desaturases in the biosynthesis of unsaturated fatty acids: Typical fatty acids found as components of cell membranes and
storage lipids (a); signaling agents (b); and plant-derived antifeedants (c).

pheromone biosynthesis (5). Species-specific signals are gen-
erated by using a chemical language dictated by the number,
position, and stereochemistry of internal double bonds located
in a hydrocarbon backbone of varying lengths. Increased differ-
entiation is achieved through additional functionalization and
the use of multiple components in specific ratios. The blend
of (Z )- and (E )-11-tetradecenoates shown in Fig. 1b is a case
in point. In the area of sphingolipid biochemistry, it has been
discovered that the position and stereochemistry of the double
bond in ceramide is critically important to biologic function (6).

Plant defense

The involvement of desaturase-type enzymes in the biosynthe-
sis of some important lipidic antifeedants now has been firmly
established (Fig. 1c) (7). An instructive example of this phe-
nomenon is the production of ricinoleate (a purgative) by a
desaturase homolog found in the castor plant. Here, a subtle
variation in mechanistic pathway is responsible for the intro-
duction of a C–12 hydroxyl group rather than a 12,13–double
bond (7). Another interesting case features the putative dehy-
drogenation of a cyclopropyl fatty acid to produce sterculate,
a potent inhibitor of the mammalian but not the plant ∆9 de-
saturase (8). Finally, the biosynthesis of polyacetylenes with
antifungal properties such as falcarindiol is thought to involve
a sequence of unique desaturase-mediated oxidations (9).

Chemistry of Fatty Acid
Desaturation

The soluble castor stearoyl-ACP ∆9 desaturase has served as
an important enzyme for detailed structural and biochemical
studies (10). A crystal structure of this protein confirmed the
presence of a nonheme, carboxylate-bridged diiron cluster in
close proximity to a narrow, curved hydrophobic channel (11).
The latter can accommodate a stearoyl-ACP substrate that
adopts a gauche conformation around the 9,10–carbon–carbon
single bond. Delivery of electrons from nicotinamide adenine
dinucleotide phosphate (NADPH) via ferredoxin as required
by Equation 1 is gated by substrate binding—an event that
alters the redox properties of the catalytic center and ultimately
triggers oxygen binding. Generation of a potent oxidant then can
proceed (12). It is assumed that a similar diiron-based cluster
exists in membrane-bound desaturases; Detailed comparison of
amino acid sequences for this class has revealed the presence of
a highly conserved, catalytically essential 8-histidine motif that
is capable of binding two iron atoms. In addition, Mössbauer
studies of a closely related alkane ω-hydroxylase revealed the
presence of two catalytically active iron atoms (13). However,
reconstitution of purified membranous desaturases to permit
more detailed structural study has been extremely difficult.
Initial design and testing of mechanistic probes was carried
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out using convenient in vivo microbial systems with subsequent
application to in vitro desaturase preparations.

Consensus mechanistic model
for C–H activation

The generally accepted mechanism for fatty acid desaturation
(Fig. 2) was developed by analogy with similar models ad-
vanced for the closely related iron-containing hydroxylase en-
zymes (2). It is assumed that the active oxidant in desaturases is
similar to that postulated for soluble methane monoxygenase—a
well-characterized nonheme diiron-containing enzyme that also
oxidizes unactivated C–H bonds. Dehydrogenation is thought
to proceed by initial hydrogen atom abstraction, followed by a
rapid collapse of the short-lived, carbon-centered radical to pro-
duce the olefinic product. The intermediacy of a carbocationic
intermediate derived by an additional one-electron oxidation
of the corresponding radical cannot be ruled out. Attempts to
show that a discrete hydroxyl intermediate might be on the
pathway to olefin have failed. Interestingly, in the case of
membranous desaturases, regioselective formation of a minor
hydroxyl by-product frequently is observed (14). Both soluble
and membrane-bound desaturases are thought to follow a step-
wise mechanism, although only in the latter set of enzymes is
the initial C–H cleavage step kinetically important relative to
other enzymic events.

Stereochemistry of hydrogen removal
All desaturases studied to date feature the syn removal of
vicinal hydrogens as depicted in Fig. 2. For example, in the
case of both soluble castor and membranous ∆9 desaturases,
it could be shown via the use of stereospecifically labeled
substrates that dehydrogenation proceeds with removal of proR
hydrogens at both C–9 and C–10 (15, 16). This stereopreference
seems highly conserved. A striking example of this phenomenon
has been provided through extensive studies in the area of

insect pheromone biosynthesis. Here, a mixture of (Z )- and
(E )-isomers (Fig. 1b) are formed by removal of a topologically
equivalent set of vicinal hydrogens (17). Similar stereochemical
rules are obeyed in the biosynthesis of conjugated dienes by
1,4-dehydrogenation of mono-alkenes (18).

Cryptoregiochemistry of fatty acid
desaturation

The term “cryptoregiochemistry” was coined to describe which
substrate hydrogen is removed first in fatty acid desaturation
(19). In the case of membrane-bound desaturases, the site
of initial oxidation could be determined by examining the
magnitude of the primary deuterium kinetic isotope effect (KIE)
on C–H cleavage as a function of isotope location. According
to the mechanistic model (Fig. 2), abstraction of the first C–H
bond should be energetically more difficult, and hence more
sensitive to isotopic substitution, than the subsequent C–H bond
cleavage step. Thus, a large KIE was observed at C–9 but
not at C–10 in the desaturation of regiospecifically deuterated
substrates by a yeast stearoyl CoA ∆9 desaturase (Fig. 3a)
(19). Corroborating evidence for initial attack at C–9 by this
desaturase was obtained by observing preferential sulfoxidation
of an S–9 substrate analog (Fig. 3b) (20). Additional proof for a
C–9-initiated ∆9 desaturation was the observation of low level
(1%) regioselective 9-hydroxylation along with the production
of the major 9,10–olefinic product (14). The former pathway
presumably occurs by hydroxyl trapping of the putative C–9
radical intermediate (Fig. 2).

The cryptoregiochemistry of a large number of membrane-
bound desaturating systems with varying positional specificities
has been determined (2), which include desaturases found in
species of bacteria, blue-green and green algae, fungi, nematode,
plants, insects, and mammals. The somewhat surprising trend
that has emerged is that the carbon closest to the C–1 (acyl)
terminus always is attacked first during these dehydrogenation
reactions. This result points to a highly conserved active-site
architecture that is used by desaturases from a wide range of
life forms. The corresponding hydroxyl by-product (Fig. 2) with
the predicted regiochemistry is observed routinely (14).

The determination of the cryptoregiochemistry for the solu-
ble castor ∆9 desaturase has been more difficult because the
C–H bond cleavage is masked kinetically by other events in
the catalytic cycle, which nullifies the use of an approach that
relies on the measurement of an intermolecular KIE. Never-
theless, the results of experiments that use sulfur, oxygen, and
fluorine-labeled substrates suggest that, in this case, the initial
site of oxidation is at C–10 rather than C–9 (10, 16).

Variations on an oxidative theme:
the oxygenation/dehydrogenation
connection

Perhaps the most important mechanistic question that remains
unanswered with respect to desaturases relates to the switch that
controls the choice of dehydrogenation/hydroxylation pathways
(Fig. 2). The study of the FAD2 subgroup of plant desat-
urases has been particularly instructive in this context. Pairs
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of enzyme homologs that are tuned to catalyze either dehy-
drogenation or oxygenation as the major pathway have been
identified (7). Thus, oleate ∆12 desaturase introduces a double
bond at C–12,13 by initial hydrogen abstraction at the C–12
position, as determined by a KIE study (21). However, an en-
zyme homolog, oleate 12-hydroxylase, forms 12-hydroxyoleate
(ricinoleate), a major component of castor oil (Fig. 4a). The
results of site-directed mutagenesis experiments that use a bi-
functional ∆12 oleate desaturase/12-hydroxylase demonstrated
that relatively conservative changes in a few amino acids have
a major impact on the hydroxylation/desaturation ratio (7, 14).
An even more dramatic example of this mechanistic dichotomy
is the discovery of FAD2-type enzyme homologs in the Crepis
species that can execute either the dehydrogenation or epoxida-
tion of the C–12,13-olefinic bond (Fig. 4b) (22). Interestingly,
the former reaction is initiated also at C–12, as indicated by a
large primary deuterium kinetic isotope effect at this position
(23). A similar trend in kinetic isotope effects is exhibited by
an insect acetylenase (24). It is tempting to account for these
observations in terms of “fine control” of substrate position rel-
ative to oxidant in the active site. Alternatively, subtle changes
in the coordination chemistry at the catalytic centers, similar to

that postulated for clavaminate synthase, could be responsible
for the observed divergence in reaction outcome (25).

Regiochemistry of desaturation
Regioselective remote functionalization of unactivated C–H
bonds has long been a goal of synthetic chemists. Indeed, much
early work in this area (26) was inspired by the ability of fatty
acid desaturases to introduce double bonds in a regioselective
manner. Three modes of regiocontrol have been identified (27,
28). The positional specificity of the ∆n class of desaturases is
determined by the location (carbons n, n + 1) of the incipient
double bond relative to the acyl head group (C–1) independent
of the chain length of the substrate. For example, both yeast
and rat liver membrane-bound ∆9 desaturases dehydrogenate
a range of fatty acyl CoA thioesters (C–15 to C–19) at the
9,10-position with no measurable regiochemical “error” and
at comparable rates. Similar regioselectivity is observed for
the corresponding soluble castor enzyme; but in this case, the
C–18 substrate is a highly preferred substrate (10). Both the
regioselectivity and the chain-length specificity of the latter
enzyme can be altered through protein engineering experiments
(1). The ω-n group desaturases inserts a double bond “n”
carbons from the methyl terminus of substrate. Yet a third group
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Chemistry of Fatty Acid Desaturases

HR HR

O
Fe

O
Fe

IV
IV

12

−2H

HR

O
Fe

O
Fe

IV
IV

12

O
Fe

O
Fe

IV
IV

−2H

O
Fe

O
Fe

IV IV

12

[O]

[O]
OH

HH

12

H

O
HH

H

(a)

(b)

Figure 4 Variations on an oxidative theme: the dehydrogenation/oxygenation connection. C–12-initiated oxidation catalyzed by oleate ∆12 desaturase
and its homolog oleate 12-hydroxylase (a) and ∆12 acetylenase and its homolog ∆12 epoxidase (b).

of desaturases, the ν + n class uses an adjacent double bond
as the primary reference point and introduces unsaturation “n”
carbons from a preexisting double bond.

Chemical Tools and Techniques

The design of probes for the mechanistic study of fatty acid
desaturases had to take into account that this class of enzymes
cannot tolerate large alterations in substrate structure. Conse-
quently, use of isotopic labeling and the isomorphic replacement
of the -CH2- unit by the sulfur atom or CHF moiety have
been the most versatile approaches. Additional challenges were
the high endogenous lipid content of membrane-bound desat-
urases and the need to enzymatically prepare substrate ACP
thioesters in the study of soluble desaturases (16). To understand
the bioinorganic chemistry of desaturases, a new methodol-
ogy for probing nonheme iron-containing enzymes also was
required(29).

Stereospecific and regiospecific isotopic
labeling

To determine the stereochemistry of desaturase-mediated hydro-
gen removal, the synthesis of stereospecifically monodeuterated
fatty acid substrates and a suitable gas chromatography–mass
spectrometry (GC–MS) or liquid chromatography–mass spec-
trometry (LC–MS) method of product analysis is needed (2).

The most common method of introducing deuterium stere-
ospecifically is through deuteride displacement of suitable acti-
vated chiral alcohols. Occasionally, the latter compounds are
available from natural sources; however, when they are not
available from natural sources, total synthesis of substrate is
necessary. In addition, the frequent problem of mass spectral in-
terference because of high endogenous do-product content must
be overcome through additional remote mass labeling of sub-
strate using deuterium, sulfur, or fluorine substitution.

An examination of the primary deuterium kinetic isotope
effect on each C–H bond cleavage involved in desaturation can
reveal the site of initial oxidation, provided other kinetically
more important enzymic steps do not mask these effects. This
methodology relies on monitoring the loss of deuterium from
regiospecifically deuterated fatty acids via GC–MS. General
strategies for the synthesis of the required labeled compounds
were devised during early work on assignments of 13C nuclear
magnetic resonances (NMRs) for various fatty acids (30).

Use of fluorine as a probe and as a tag

Monofluorinated fatty acids function as fatty acyl substrates
for desaturases and can be synthesized in enantiomerically en-
riched form via diethylaminosulfur trifluoride (D.A.S.T.) treat-
ment of the suitable chiral alcohols. An example of the use
of fluorine-substituted fatty acids as mechanistic probes was
demonstrated by the use of chiral 9-fluorostearoyl substrates
to induce latent stereoselective 10-hydroxylation by the castor
stearoyl ACP ∆9 desaturase (16). In addition, the advantages
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of 1H-decoupled 19F-NMR, such as wide chemical shift range,
high sensitivity, and lack of interferences, allow one to monitor
desaturase-mediated transformations at µMolar fluoro-substrate
concentrations. In this context, ω-fluorine-tagged fatty acid
analogs have proven extraordinarily useful in tracking remote
functional group transformations (2).

Use of sulfur as a methylene isostere
Thia fatty acid analogs are synthesized easily by thiolation of the
corresponding bromoacids. When the sulfur atom in thia sub-
strates is remote from the site of desaturation, normal olefinic
thia products are produced, with the observed chemoselectivity
being a consequence of a strict, desaturase-imposed, regiochem-
ical imperative. Thia compounds also can be used to determine
the site of initial oxidation in desaturase-mediated reactions
because oxo transfer occurs most efficiently when the sulfur
atom is located at the site of initial oxidation (20). As a bonus,
the enantioselectivity of the oxidant can be ascertained by de-
termining the absolute configuration of the resultant dialkyl
sulfoxides (20). It was found that the stereochemistry of sul-
foxidation matched that of hydrogen removal for the parent
substrate. These analyses can be carried out on a microscale by
using ω-fluorine-tagged thia derivatives and suitable Pirkle-type
NMR shift reagents (31).

Future Directions

Currently, efforts are underway to obtain more structural infor-
mation on desaturases to address the mechanistic issues that
have been raised through substrate-based studies. The need
for more detailed 3-D active-site information is acute, partic-
ularly in the case of membrane-bound desaturases for which
only hypothetical models currently are available. Design of
mechanism-based inhibitors of medically relevant desaturases
such as stearoyl CoA ∆9 desaturase (SCD) (metabolic syn-
drome) (32), DesA3 (tuberculosis) (33), and dihydroceramide
∆4 desaturase (apoptosis) (34, 35) also will be aided by new
structural data.

The vision of plants as chemical factories that produce high
value seed oils through protein engineering remains an active
area of research (1). Identification of the first plant acetylenase
enzyme has renewed interest in the large polyacetylenic group
of natural products (9). The testing of plausible biosynthetic
pathways for these intriguing phytochemicals and isolation of
new genes can be anticipated.
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Flavoenzymes are omnipresent in nature and are involved in many cellular
processes. Flavoenzymes typically contain the vitamin B2 derivatives FAD
and FMN as a redox-active prosthetic group. By varying the protein
environment around the isoalloxazine ring of the flavin, evolution has
created a great diversity of flavoprotein active sites and catalytic
machineries. Most flavoenzymes perform one- or two-electron redox
reactions and belong to the following groups: Flavoprotein reductases
primarily use NAD(P)H as electron donor and pass these electrons to a
protein substrate or another electron acceptor. Flavoprotein
dehydrogenases oxidize organic substrates and mainly use quinones and
electron transfer proteins as electron acceptors. Flavoprotein disulfide
oxidoreductases contain active-site thiols. They use a dithiol substrate and
NAD+ to form a disulfide product and NADH or act in the other direction
yielding NAD(P)+ and a reduced (dithiol) product. Some flavoprotein
(di)thiol oxidoreductases stabilize a reactive and reversibly oxidized cysteine
in their active site. Flavoprotein oxidases catalyze the conversion of a
substrate single bond to a double bond. The reduced flavin generated
during this reaction is reoxidized by molecular oxygen to form hydrogen
peroxide. Flavoprotein monooxygenases mainly use NAD(P)H as an
electron donor and insert one atom of molecular oxygen into their
substrates. By doing so, they act in different biological processes, ranging
from lignin degradation and detoxification to the biosynthesis of
polyketides and plant hormones.

Flavoenzymes are widespread in nature and are involved
in many different chemical reactions. Flavoenzymes contain a
flavin mononucleotide (FMN) or more often a flavin adenine
dinucleotide (FAD) as redox-active prosthetic group. Both co-
factors are synthesized from riboflavin (vitamin B2) by microor-
ganisms and plants. Most flavoenzymes bind the flavin cofactor
in a noncovalent mode (1). In about 10% of all flavoenzymes,
the isoalloxazine ring of the flavin is covalently linked to the
polypeptide chain (2, 3). Covalent binding increases the redox
potential of the flavin and its oxidation power, but it may also
be beneficial for protein stability, especially in flavin-deficient
environments.

Flavoenzymes constitute about 2% of all biological catalysts
and are classified in several ways. One classification is based on
EC number (enzyme nomenclature) and refers to the type of re-
action catalyzed. More sophisticated classifications concern the
inclusion of sequence, fold, and function. Historically, a distinc-
tion is made between “simple” and “complex” flavoenzymes
(4). The latter proteins contain besides flavin other cofactors
like heme, tetrahydrobiopterin, and metal ions.

The catalytic cycle of each flavoenzyme consists of two dis-
tinct processes, the acceptance of redox equivalents from a
substrate and the transfer of these equivalents to an ac-
ceptor. Accordingly, the catalyzed reactions consist of two
half-reactions: a reductive half-reaction in which the flavin is
reduced and an oxidative half-reaction, in which the reduced
flavin is reoxidized. This review summarizes the chemistry of
“simple” flavoprotein reductases, dehydrogenases, (di)thiol ox-
idoreductases, oxidases, and monooxygenases (Table 1) (5–40)
This grouping provides a good appreciation about what type
of common mechanisms can be distinguished and what type of
substrates can be converted. Information on the chemistry of
“complex” flavoenzymes can be found in the Further Reading
section.

Biological Background

The intrinsic chemical properties of the isoalloxazine nucleus,
as modulated by the protein environment, are at the heart of
the success of flavoenzymes in nature. The chemical versatility
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Table 1 Examples of “simple” flavoenzymes

Enzyme EC number References

Reductases
NAD(P)H:quinone reductase 1.6.5.2 (5)
Flavin reductase 1.5.1.30 (6, 7)
Ferredoxin NADP+ reductase 1.18.1.2 (8, 9)
Dehydrogenases
Acyl-CoA dehydrogenase 1.3.99.3 (10–12)
L-galactono-1,4-lactone dehydrogenase 1.3.2.3 (13)
Disulfide oxidoreductases
Dihydrolipoamide dehydrogenase 1.8.1.4 (14)
Glutathione reductase 1.6.4.2 (15, 16)
Thioredoxin reductase 1.6.4.5 (15, 17, 18)
Sulfenic acid oxidoreductases
NADH peroxidase 1.11.1.1 (16, 19)
NADH oxidase 1.6.99.x (16, 19)
Oxidases
D-amino acid oxidase 1.4.3.3 (20, 21)
Monoamine oxidase 1.4.3.4 (22, 23)
Nitroalkane oxidase 1.7.3.1 (24)
Vanillyl-alcohol oxidase 1.1.3.38 (3, 25, 26)
Glucose oxidase 1.1.3.4 (27)
Cholesterol oxidase 1.1.3.6 (12, 28, 29)
Acyl-CoA oxidase 1.3.3.6 (30)
Monooxygenases
p-Hydroxybenzoate 3-hydroxylase 1.14.13.2 (31–34)
Cyclohexanone monooxygenase 1.14.13.22 (35, 36)
Phenylacetone monooxygenase 1.14.13.92 (37)
Flavin-containing monooxygenase 1.14.13.8 (38)
Tryptophan 7-halogenase 1.14.13.x (39, 40)

of the flavin cofactor is used in a wide variety of biological
processes that range from energy production, light emission,
protein folding, and neural development to detoxification, apop-
tosis, chromatin remodeling, and DNA repair (41). With the
developments in molecular life sciences, it is expected that
many more functions of flavoenzymes will develop. The biolog-
ical background of certain flavoprotein reductases, dehydroge-
nases, (di)thiol oxidoreductases, oxidases, and monooxygenases
is summarized below.

Reductases
Flavoprotein reductases have many important cellular functions.
NADH:cytochrome b5 reductase (EC 1.6.2.2) is a crucial house-
keeping enzyme that controls the level of iron in the blood.
Microsomal NADPH:cytochrome P450 reductase (EC 1.6.2.4)
assists in hepatic drug metabolism by transferring electrons to
many cytochrome P450 isoforms. Cytosolic NAD(P)H quinone
reductase (NQO1; EC 1.6.5.2) protects cells from oxidative
stress by catalyzing the reduction of exogenous and endogenous
quinones to the corresponding hydroquinones. Recent studies
suggest that mammalian quinone reductases also control the
lifespan of transcription factors, such as p53, and hence partic-
ipate in the development of apoptosis and cell transformation
(5). Flavin reductases (EC 1.5.1.30) are widespread in microor-
ganisms and use riboflavin, FMN, or FAD as substrate (6). The

reduced flavin product is used by other enzymes for various
purposes like for instance the emission of light (7). Plant-type
ferredoxin NADP+ reductase (FNR; EC 1.18.1.2) acts in the
reverse sense. Being involved in carbon fixation this enzyme
receives electrons one at a time from ferredoxin and then trans-
mits them in a two-electron step to NADP+ (8).

Dehydrogenases

Flavoprotein dehydrogenases are also widespread. Many of
them occur in mitochondria where they are involved in en-
ergy production and the biosynthesis of essential nutrients.
Disfunction of these enzymes may result in oxidative stress
and neurobehavioral deficits. Acyl-CoA dehydrogenases (EC
1.3.99.3) play a crucial role in the mitochondrial β-oxidation
of fatty acids (10). The reduced forms of these enzymes are
reoxidized in two one-electron steps by ETF (electron transfer-
ring flavoprotein) (42). Medium-chain acyl-CoA dehydrogenase
(MCAD) deficiency is a widely occurring inherited genetic
disorder. During fasting or illness, it results in continued glu-
cose consumption and strongly reduced ketone body production.
L-galactono-1,4-lactone dehydrogenase (GALDH; EC 1.3.2.3)
catalyzes the terminal step of vitamin C biosynthesis in plants
(13). The mitochondrial enzyme uses cytochrome c as electron
acceptor. GALDH homologs in animals (L-gulono-1,4-lactone
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oxidase), yeast (D-arabinono-1,4-lactone oxidase), and fungi
(D-gluconolactone oxidase) use molecular oxygen as electron
acceptor and are involved in the synthesis of L-ascorbate or its
analogs D-erythorbate and D-erythroascorbate (3).

Disulfide oxidoreductases

Flavoprotein disulfide oxidoreductases are crucial metabolic
and detoxification enzymes. Dihydrolipoamide dehydrogenase
(EC 1.8.1.4) catalyzes the NAD+ dependent oxidation of di-
hydrolipoyl groups, which are covalently attached to the lipoyl
domain of the acyltransferase components of the mitochondrial
α-ketoacid dehydrogenase and glycine decarboxylase multien-
zyme complexes. Mutations to this homodimeric flavoprotein
cause the often-fatal human disease known as E3 deficiency
(14). Glutathione reductase (EC 1.6.4.2) and thioredoxin reduc-
tase (TrxR; EC 1.6.4.5) supply cells with high levels of dithiols,
which are essential in keeping other thiols reduced (15). In red
blood cells, up to 10% of the glucose consumption may be used
for the production of reduced glutathione. The TrxR/thioredoxin
system is involved in important physiological functions, such as
cell growth, inflammation reactions, and apoptosis and regula-
tion.

NADH peroxidase (Npx; EC 1.11.1.1) and NADH oxidase
(Nox; EC 1.6.99.x) are disulfide oxidoreductases-related en-
zymes that contain a single redox-active cysteine (16). They
supply strictly fermentative bacteria with NAD+ for glycolysis
and play an important role in redox signaling in response to
oxidative and nitrosative stress (19).

Oxidases

Flavoprotein oxidases are ubiquitous enzymes involved in the
biosynthesis and biodegradation of a huge variety of com-
pounds. D-amino acid oxidase (DAAO; EC 1.4.3.3) is the pro-
totype amino acid oxidase. This peroxisomal enzyme is spread
from yeasts to humans. Mammalian DAAO has been con-
nected to the brain D-serine metabolism and to the regulation of
glutamatergic neurotransmission (20). The outer mitochondrial
membrane monoamine oxidase (MAO; EC 1.4.3.4) is perhaps
the most well-known amine oxidase. In addition to the oxida-
tion of neurotransmitters, such as dopamine and serotonin, this
enzyme also oxidizes ingested amines such as phenethylamine
and tyramine to prevent their functioning as false neurotrans-
mitters. The human isoforms MAO-A and MAO-B are involved
in many diseases and are important targets for antidepressant
and neuroprotective drugs (22). Acyl-CoA oxidases (EC 1.3.3.6)
are acyl-CoA dehydrogenase homologs involved in peroxisomal
fatty acid breakdown in plants (30).

Monooxygenases

Flavoprotein monooxygenases are widely found in microor-
ganisms and plants, and some are present in mammalian
species (43). Aromatic hydroxylases like p-hydroxybenzoate
3-hydroxylase (PHBH; EC 1.14.13.2) are involved in lignin
degradation. Baeyer-Villiger monooxygenases like cyclohex-
anone monooxygenase (EC 1.14.13.22) participate in microbial
catabolic pathways by converting ketones (or aldehydes) into

esters or lactones (35). Flavin-containing monooxygenases (EC
1.14.13.8) oxidize nitrogen-containing compounds and primar-
ily are found in mammals and plants. The mammalian iso-
forms assist in the detoxification of drugs and other xenobiotics,
whereas the plant enzymes are involved in the biosynthesis of
auxin, the metabolism of glucosinolates, and in pathogen de-
fense (38). Flavoprotein halogenases play an important role in
the biosynthetic pathways of antibiotics, antitumor agents, and
other natural products (39).

Chemistry

The isoalloxazine moiety of the flavin cofactor forms the
catalytic heart of a flavoenzyme. It can undergo one- and
two-electron redox transitions and form covalent adducts with
substrates and protein residues. The redox properties of the
flavin cofactor are modulated by the protein environment. In
free flavin, the one-electron reduced state is thermodynamically
unstable. Flavoenzymes, however, can stabilize the neutral or
anionic semiquinone state (Fig. 1c) (44), and they can pass the
electrons one at a time to other redox centers.

The redox states of the flavin cofactor in a purified flavoen-
zyme can be conveniently studied by optical spectroscopy
(see also Flavoprotein Protocols article). Oxidized (yellow)
flavin has characteristic absorption maxima around 375 and
450 nm (Fig. 1b and 1c). The anionic (red) and neutral (blue)
semiquinone show typical absorption maxima around 370 nm
and 580 nm, respectively (Fig. 1b and 1c). During two-electron
reduction to the (anionic) hydroquinone state, the flavin turns
pale, and the absorption at 450 nm almost completely disappears
(Fig. 1b and 1c). The optical properties of the flavin can be in-
fluenced through the binding of ligands (substrates, coenzymes,
inhibitors) or the interaction with certain amino acid residues. In
many cases, these interactions result in so-called charge-transfer
complexes that give the protein a peculiar color.

The catalytic cycle of each flavoenzyme consists of a re-
ductive half-reaction, in which the flavin is reduced, and an
oxidative half-reaction, in which the reduced flavin is reoxi-
dized. The reduction and oxidation steps are in many cases
irreversible, which enables the direct characterization of reaction
intermediates (see “See Also” section and the Further Reading
List).

Reductases

Flavoprotein reductases primarily use NAD(P)H (AH2) as elec-
tron donor:

EFAD + AH2 → EFADH2 + A

and pass these electrons to a protein substrate or another electron
acceptor (B) in two single-electron steps:

EFADH2 + B → EFADH• +BH•

EFADH• + B → EFAD +BH•
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(a)

(b)

(c)

Figure 1 (a) Redox states of the flavin cofactor. Flavoenzymes generally stabilize the anionic hydroquinone state (pKa free reduced flavin = 6.7).
(b) Oxidized (—), anionic semiquinone (· · · ), and hydroquinone (– ·–) forms of the FAD cofactor of Arabidopsis thaliana GALDH (adapted from Reference
13). (c) Oxidized (—), neutral semiquinone (· · · ), and hydroquinone (– ·–) forms of the FMN cofactor of Bacillus subtilis flavodoxin YkuP (adapted from
Reference 44).

or, alternatively, in one two-electron step:

EFADH2 + B → EFAD + BH2

Several of the reductases mentioned here belong to the same
structural family (the FNR family), and they are mechanistically
related to each other (9). A two-electron reduction of the flavin
by NAD(P)H in these enzymes typically involves the transient
formation of an oxidized flavin-reduced pyridine nucleotide
charge-transfer complex, which is followed by hydride transfer.
After reduction, the flavin can transfer its electrons to different
redox partners. With NADH:cytochrome b5 reductase, this
transfer occurs in separate single-electron transfer steps. With

NADPH:cytochrome P450 reductase, an enzyme containing
which a “complex” flavoenzyme that contains two flavins,
one electron is first intramolecularly transferred from FAD to
FMN, before the reaction with cytochrome P450 takes place.
With FNR, NADP+ first has to bind to the oxidized form,
before the very fast one-electron transfer from the specifically
interacting reduced ferredoxin (Fdred) occurs (8). Subsequent
dissociation of the oxidized ferredoxin (Fdox) is rate-limiting
in catalysis. The enzyme semiquinone-NADP+ complex then
reacts with another reduced ferredoxin molecule to yield the
flavin hydroquinone state. In the final steps of the catalytic
cycle, the NADP+ is reduced and the NADPH dissociates:
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EFAD + NADP+ → EFAD-NADP+

EFAD-NADP+ + Fdred → Fdox-EFADH•-NADP+

Fdox-EFADH•-NADP+ → EFADH•-NADP+ + Fdox

EFADH•-NADP+ + Fdred → Fdox-EFADH2-NADP+

Fdox-EFADH2-NADP+ → Fdox-EFAD-NADPH

Fdox-EFAD-NADPH → Fdox + EFAD + NADPH

NQO1 is a homodimer with a flavodoxin fold (5). This en-
zyme does not stabilize the semiquinone state. The obligate
two-electron transfer mechanism prevents the generation of
quinone radicals and redox cycling, which would result in oxida-
tive stress. The NADPH and quinone substrates occupy the same
site, consistent with the observed ping-pong bi-bi mechanism.
NQO1 is inhibited by many (poly)aromatic compounds includ-
ing the anticoagulant dicoumarol and the phytoalexin resveratrol
(5).

Dehydrogenases

Flavoprotein dehydrogenases oxidize a large variety of organic
substrates (AH2) and mainly use quinones and electron transfer
proteins (B) as electron acceptors (see above scheme for re-
ductases). Substrate dehydrogenation through flavin attack may
either occur via a hydride transfer, carbanion, or radical mech-
anism (11). Determining the reaction mechanism of a given
flavoprotein dehydrogenase (or oxidase) is a key step in its
characterization and often rather controversial, especially be-
cause the mechanism may be dependent on the type of (model)
substrate used.

MCAD is one of the best studied flavoprotein dehydrogenases
(10). In this enzyme, the pro-R α-hydrogen of the acyl-CoA
thioester is removed by the catalytic base Glu376 and the
pro-R β-hydrogen of the substrate is transferred directly to
flavin N5 as a hydride (11) (Fig. 2a). MCAD is inactivated
by a range of acyl-CoA derivatives. One such compound is
methylenecyclopropylacetyl-CoA which acts as a suicide in-
hibitor by forming a covalent adduct with flavin N5 (see Further
Reading for more information).

GALDH shows a high enantio-preference for L-galactono-1,4
-lactone (13). Reoxidation of the two-electron reduced enzyme
by cytochrome c occurs in two single-electron steps and in-
volves the intermediate formation of the red anionic flavin
semiquinone (Fig. 1b). Related aldonolactone oxidoreductases
act as true oxidases, which suggests that they provide a better
access of molecular oxygen to the active site.

Disulfide oxidoreductases

FAD-dependent disulfide oxidoreductases contain active-site
thiols. They use a dithiol substrate and NAD+ to form a disulfide
product and NADH or act in the reverse direction yielding

NAD(P)+ and a reduced (dithiol) product.

EFAD(S-S) + A(SH)2 → EFAD(SH)2 + A(S-S)

EFAD(SH)2 + NAD+ → EFADH2(S-S) − NAD+

EFADH2(S-S)-NAD+ → EFAD(S-S) + NADH

Disulfide oxidoreductases are structurally related homodimers
with residues from both subunits participating in the cataly-
sis of the two active sites (see the Further Reading for more
information). The reductive half-reaction of lipoamide dehydro-
genase involves the reduction of the active-site disulfide by the
dihydrolipoamide substrate. During this reaction, the enzyme
turns red, and a typical absorbance develops around 530 nm
because of the formation of a charge-transfer species between
the oxidized flavin and the nearby thiolate. The intensity of
the charge-transfer absorption band is strongly pH dependent
as influenced by the pK a-modulating properties of a C-terminal
histidine, which acts as an acid-base catalyst. Binding of NAD+

then shifts the reducing equivalents from the disulfide to the
flavin because of an increase of the redox potential of the FAD.
The catalytic cycle is terminated by flavin reoxidation and dis-
sociation of NADH.

Thioredoxin reductase (TrxR) acts in the reverse direction and
shows a somewhat different mechanism, which is dependent
on the protein source. Prokaryotes, plants, and lower eukary-
otes contain a 35-kDa TrxR with one redox-active disulfide.
Higher eukaryotes produce a 55-kDa TrxR that has either an
additional redox-active disulfide or a selenenylsulfide in the
flexible C-terminal part of the neighboring subunit (15). In low
Mr TrxR, a large conformational change is required to move
reducing equivalents from the apolar flavin site to the surface
of the protein where the thioredoxin redox partner binds. In
high Mr TrxR, this transfer is mediated by the second disulfide
or selenylsulfide, and the conformational changes required are
comparatively small (17).

Npx and Nox use a stable cysteine-sulfenate redox center,
in concert with FAD, in catalysis (16). In Npx, the sulfenate
form of the resting enzyme is reduced by NADH via the flavin,
producing a thiolate:

EFAD(SO−) + NADH + H+ →
EFAD(S−) + NAD+ + H2O

The thiolate is stabilized by a histidine, which facilitates the
nucleophilic attack of the reduced enzyme-NADH complex by
hydrogen peroxide:

EFAD(S−) + NADH → EFAD(S−)-NADH

EFAD(S−)-NADH + H2O2 → EFAD(SO−) − NADH

+ H2O

Again, NADH reduces the sulfenate via the flavin, which
prepares the enzyme for the next cycle:

EFAD(SO−)-NADH → EFAD(S−) + NAD+ + H2O
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(a)

(b)

Figure 2 (a) Proposed hydride transfer mechanism for substrate oxidation in MCAD. (b) Proposed polar nucleophilic mechanism for the reductive
half-reaction in MAO.

In Nox, NADH reduction of the thiolate form involves the
stabilization of the four-electron reduced enzyme:

EFAD(S−) + NADH + H+ → EFADH2(S−)-NAD+

Subsequent reaction with molecular oxygen then yields the
active-site sulfenate:

EFADH2(S−)-NAD+ + O2 →
EFAD(SO−) − NADH + H2O

The Nox oxidizing substrate must be activated prior to its
reaction with the active site thiolate. Kinetic studies with the
Cys42Ser variant have indicated the formation of a flavin
C4a-hydroperoxide as a primary oxygenated intermediate in
reoxidation of the reduced enzyme-NAD+ complex (16). In
the Cys42Ser variant, hydrogen peroxide is eliminated directly
to give the oxidized enzyme. In wild-type Nox, Cys42 is
in a favorable position for nucleophilic attack on the distal
peroxyflavin oxygen, which yields the sulfenate and the flavin
C4a-hydroxide in a monooxygenase type of reaction (vide
infra). The flavin C4a-hydroxide eliminates water directly to
give the oxidized enzyme.

Oxidases

Flavoprotein oxidases catalyze the conversion of a substrate
single bond to a double bond. They differ from flavoprotein
dehydrogenases in that the reduced flavin is reoxidized by

molecular oxygen to form hydrogen peroxide.

EFAD + AH2 → EFADH− + A + H+

EFADH− + O2 + H+ → EFAD + H2O2

The reaction of singlet-reduced flavin with triplet oxygen
is spin forbidden and therefore involves the initial formation
of a flavin semiquinone-superoxide anion radical pair (11).
This caged radical pair can dissociate into oxygen radicals,
or it can undergo a second electron transfer that produces
hydrogen peroxide and oxidized flavin. Or, it can collapse
to form a flavin-C4a-(hydro)peroxide covalent adduct. This
adduct is the essential oxygenation species in flavoprotein
monooxygenases (vide infra) but has never been detected in
flavoprotein oxidases. The oxygen reactivity of flavoprotein
oxidases can vary dramatically, and it is not entirely clear what
determines this reactivity (45).

Flavoprotein oxidases come in many flavors. They can
have different folds and topologies (46) and are active with
many different substrates, which include (amino) acids, mono-
and polyamines, nitroalkanes, aliphatic and aromatic alcohols,
monosaccharides and oligosaccharides, thiols, thioesters, and so
on. Flavoprotein oxidases obey either a ping-pong or ternary
complex kinetic mechanism. In the latter case, the product
(A) remains bound during the oxidative half-reaction. The
rate-limiting step in catalytic turnover is often represented by
the rate of flavin reduction or the rate of product release. The
kinetic mechanism and also the rate-limiting step of catalysis
may vary depending on the type of (model) substrate used.
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DAAO is one of the most extensively studied flavoprotein
oxidases. The homodimeric enzyme catalyzes the strictly stere-
ospecific oxidative deamination of neutral and hydrophobic
D-amino acids to give α-keto acids and ammonia (Fig. 3a).
In the reductive half-reaction the D-amino acid substrate is
converted to the imino acid product via hydride transfer (21).
During the oxidative half-reaction, the imino acid is released
and hydrolyzed. Mammalian and yeast DAAO share the same
catalytic mechanism, but they differ in kinetic mechanism,
catalytic efficiency, substrate specificity, and protein stability.
The dimeric structures of the mammalian enzymes show a
head-to-head mode of monomer–monomer interaction, which
is different from the head-to-tail mode of dimerization ob-
served in Rhodotorula gracilis DAAO (20). Benzoate is a
potent competitive inhibitor of mammalian DAAO. Binding
of this ligand strengthens the apoenzyme-flavin interaction
and increases the conformational stability of the porcine en-
zyme.

MAO-A and MAO-B catalyze the oxidative deamination of
aromatic amines to the corresponding aldehydes. Two active-site
tyrosyl residues function in both isoforms as an “aromatic cage”
(23). The kinetic mechanism of MAO is similar to that of
DAAO (Fig. 4). The active sites of either MAO-A or MAO-B
do not contain basic residues that could possibly function as
a proton acceptor in the reductive half-reaction. However, the
bent conformation of the isoalloxazine ring of the flavin might
provide a clue as to how proton abstraction might occur (23).
The strained conformation of the isoalloxazine moiety results in
a higher electron density at N5 and lowered electron density at
the C4a position of the flavin ring. This composition facilitates
the nucleophilic attack of the basic substrate amine lone pair on
the C4a position of the cofactor that results in a flavin-substrate
adduct that would be isoelectronic with the reduced flavin ring
(Fig. 2b). The N5 of the reduced flavin could constitute the
strong base required to abstract the proton from the benzyl
carbon of benzylamine substrates, and the “aromatic cage”
might polarize the amine moiety of the substrate to make
it more nucleophilic in accord with the proposed mechanism
(23).

Nitroalkane oxidase (NAO; EC 1.7.3.1) from Fusarium oxys-
porum catalyzes the oxidation of neutral nitroalkanes to the
corresponding aldehydes or ketones with the production of ni-
trite and hydrogen peroxide (24). The enzyme is evolutionary
related to the acyl-CoA dehydrogenases and acyl-CoA oxidases,
but it contains an aspartate (Asp402) instead of a glutamate as
active site base. NAO obeys a ternary complex mechanism and
is the only flavoprotein oxidase for which a carbanion has been
established as an intermediate in catalysis. With nitroethane as a
substrate, the rate-limiting step for flavin reduction is formation
of the nitroethane anion. NAO prefers the neutral substrate. If
the enzyme is incubated with a mixture of neutral and anionic
nitroethane (pK a = 8.0), then the enzyme is suicide inactivated
through covalent flavin adduct formation with two substrate
molecules (Fig. 5). At physiological pH, catalysis begins with
proton abstraction from the neutral nitroalkane by Asp402. Nu-
cleophilic attack of the nitroalkane anion on the flavin followed
by nitrite loss would form an electrophilic cation (Fig. 5). Attack
by hydroxide rather than a nitroalkane anion on the cation would

form a species, which could eliminate the respective aldehyde
to form reduced FAD (24).

Vanillyl-alcohol oxidase (VAO; EC 1.1.3.38) is the prototype
of a family of flavoenzymes that favor the covalent binding of
FAD (3). In addition to the oxidation of aromatic alcohols, the
enzyme catalyzes demethylation, deamination, and hydroxyla-
tion reactions (25). The reaction with 4-methoxymethylphenol
obeys a ternary complex mechanism (cf. Fig. 4). During binding
to the oxidized enzyme, the substrate gets activated by deproto-
nation. In the rate-limiting reductive half-reaction, the substrate
is converted to a quinone methide species via hydride transfer
(Fig. 3b). During the oxidative half-reaction, the quinone me-
thide is attacked by water in the active site with production of
the aromatic aldehyde, methanol, and hydrogen peroxide. Stud-
ies with alternative substrates and site-directed mutants revealed
that the attack by water is stereospecific and that the enantios-
electivity of the enzyme can be reversed by transferring the
catalytic base involved in water attack to the other site of the
substrate-binding pocket (26).

Monooxygenases

Flavoprotein monooxygenases mainly use NAD(P)H as elec-
tron donor and insert one atom of molecular oxygen into their
substrates. Oxygen activation of flavoprotein monooxygenases
involves the (transient) stabilization of a flavin C4a-(hydro)
peroxide. This species performs either a nucleophilic or elec-
trophilic attack on the substrate (Fig. 6). Oxygenation reactions
catalyzed by flavoprotein monooxygenases include hydroxyla-
tions, epoxidations, Baeyer-Villiger oxidations, and sulfoxida-
tions (43).

PHBH is the protype of the flavoprotein aromatic hydroxy-
lases. Each subunit of this dimeric enzyme contains two active
sites which, during catalysis, are alternately visited by the isoal-
loxazine ring of the FAD cofactor (31). Catalysis is initiated by
reduction of the flavin in the exterior active site. The reduced
flavin then moves to the interior active site where the reac-
tions with oxygen occur. A similar conformational flexibility of
the FAD cofactor has been observed in the crystal structures
of phenol hydroxylase (EC 1.14.13.7) and 3-hydroxybenzoate
4-hydroxylase (EC 1.14.13.23). PHBH obeys the following ki-
netic mechanism:

EFAD + S → ESFAD

ESFAD + NADPH → ESFADH− + NADP+

ESFADH− + O2 + H+ → ESFADHOOH

ESFADHOOH → EPFADHOH

EPFADHOH → EFAD + P + H2O

Binding of 4-hydroxybenzoate (S) in the phenolate form facil-
itates flavin reduction by NADPH. After NADP+ release, the
flavin hydroquinone reacts with molecular oxygen to yield the
flavin C4a-hydroperoxide oxygenation species. Protonation of
the distal oxygen of the peroxflavin facilitates the electrophilic
attack on the nucleophilic carbon center of the substrate phe-
nolate. After monooxygenation, the resulting hydroxyflavin is
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(a)

(b)

Figure 3 (a) Oxidative deamination of D-amino acids by DAAO. (b) Oxidative demethylation of 4-methoxymethylphenol by VAO.

Figure 4 Ternary complex kinetic mechanism of flavoprotein oxidases.
Q: imine (DAAO and MAO); quinone methide (VAO). P1 + P2: α-keto-acid
+ ammonia (DAAO); aldehyde + ammonia (MAO); aldehyde + methanol
(VAO).

decomposed, and the 3,4-dihydroxybenzoate product (P) is re-
leased (Fig. 6). Studies from site-directed mutants have pro-
vided many insights in the process of substrate hydroxylation
(32). In general, flavoprotein aromatic hydroxylases display a
narrow substrate specificity and are very regioselective.

Baeyer-Villiger monooxygenases are another class of flavo-
protein monooxygenases. These enzymes typically depend on
NADPH as an electron donor and catalyze a relatively broad
range of asymmetric oxygenation reactions with high enantios-
electivity or enantiotoposelectivity (35). The kinetic mechanism
of Baeyer-Villiger monooxygenases differs from that of the aro-
matic hydroxylases:

EFAD + NADPH → EFADH−-NADP+

EFADH−-NADP+ + O2 → EFADHOO−-NADP+

EFADHOO−-NADP+ + S → EPFADHOH-NADP+

EPFADHOH-NADP+ → EPFAD-NADP+ + H2O

EPFAD-NADP+ → EFAD-NADP+ + P

EFAD-NADP+ → EFAD + NADP+

Here, NADP+ stays bound throughout the entire reaction
cycle. Furthermore, Baeyer-Villiger monooxygenases usually
promote the deprotonation of the flavin C4a-peroxide (Fig. 6),
which thereby facilitates nucleophilic substitution reactions

(36). Structural and kinetic studies on phenylacetone monooxy-
genase have revealed the importance of a conserved arginine in
the reactivity with organic substrates (37).

Two-protein component flavoprotein monooxygenases gener-
ally consist of a reductase component and an oxygenase com-
ponent. In addition to hydroxylation and epoxidation reactions,
these enzymes can also catalyze desulfurization, halogenation,
and light-emission reactions (43). Oxidative halogenation by
tryptophan 7-halogenase has been proposed to involve the for-
mation of hypochlorous acid through decomposition of the
flavin C4a-hydroperoxide by chloride ion. Structural analysis
suggests that the resulting hypochlorous acid is guided through
a tunnel inside the enzyme to the tryptophan-binding pocket
where it is activated to participate in the regioselective halo-
genation of the substrate (40).

Chemical Tools and Techniques

Understanding the action mechanism of flavoenzymes heavily
relies on the combination of different chemical tools and tech-
niques. First, it is of utmost importance to have a pure and stable
(recombinant) protein. Size exclusion chromatography will pro-
vide information about the enzyme quaternary structure, and
mass spectrometry can establish posttranslational modifications.
For a detailed insight into the protein structure, well-diffracting
crystals are needed to determine the X-ray structure.

The properties of the flavin are exploited for flavoenzyme
characterization. Absorbance spectroscopy (under anaerobisis,
as needed) can be used for binding studies, redox titrations,
and rapid-reaction kinetics (Note the relevant articles in the
“See Also” section). Other useful techniques include fluores-
cence spectroscopy (at equilibrium or time-resolved, although
in most cases the flavin fluorescence is quenched in the holoen-
zyme), EPR, and NMR. Several of these techniques have been
developed early on (also) thanks to research on flavoproteins.

Preparation of the apoflavoprotein (1) and its reconstitution
with 13C- and 15N-enriched flavins and subsequent NMR analy-
sis yields information about the π-electron density of the atoms
of the isoalloxazine ring in the different redox states (47). Re-
constitution with chemically modified (“artificial”) flavins can
be of help in substrate structure-activity relationship studies (23)
and provide information about the solvent accessibility of the
active site (48).
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Figure 5 Proposed carbanion mechanism for the reductive half-reaction of NAO. The lower path shows the off-pathway covalent adduct formed by
attack of a second nitroalkane anion.

Site-directed mutagenesis can be used to establish the func-
tion of individual amino acid residues. This method also allows
to introduce chemical probes (e.g., fluorophores) that may give
insight into the dynamic features and folding properties of a
flavoenzyme and its interaction with other protein partners (33,
34). In this context, it is important to stress that catalytically
relevant conformational changes of flavoenzymes have been
demonstrated that actually exploit the flavin itself as an excellent
intrinsic spectroscopic probe (18, 31).

Bioinformatic tools are of increasing importance for the char-
acterization of flavoenzymes. This finding holds for protein
sequence and protein structural analysis as well as for gain-
ing insight into the reactivity of the flavin cofactor by combined
quantum mechanical and molecular mechanical (QM/MM) sim-
ulations (12).

Practical Applications and Future
Research Directions
The available knowledge about the structural and mechanistic
properties of flavoenzymes is extremely valuable for the discov-
ery and characterization of new flavoenzymes and for the devel-
opment of practical applications. Several flavoenzyme-inspired
applications already exist but many more can be foreseen. Glu-
cose oxidase (EC 1.1.3.4) (27) and cholesterol oxidase (EC
1.1.3.6) (28) are widely applied in diagnostics. Many flavopro-
tein oxidases and monooxygenases serve as biocatalysts for the

production of fine chemicals and pharmaceuticals (41). DAAO
is used for the enzymatic synthesis of the cephalosporin precur-
sor 7-aminocephalosporanic acid and in gene therapy for tumor
treatment (20). Other flavoenzymes, like e.g. MAO (22) and
TrxR (15) serve as drug targets.

Flavoenzymes may be ideal model systems for the devel-
opment of new tools to be made available for the study of
enzymes in general. One example may be the use of choles-
terol oxidase for single molecule enzymology, which exploits
the flavin fluorescence changes during the catalytic cycle (29).

Sophisticated computational tools will facilitate the prediction
of novel flavoenzyme functions from sequence, provide a better
insight in enzyme and ligand dynamics, and improve methods
for flavin-dependent biocatalyst design (41). Another challenge
is to use the tools of chemical biology to study the functional
properties of flavoenzymes in their natural environment, the
living cell. In this article, only a selected group of “simple”
flavoenzymes has been discussed. However, one should re-
member the “complex” flavoenzymes, and the flavin-dependent
photoreceptors, and the emerging group of flavoenzymes that
do not catalyze redox reactions (see Further Reading List).
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Förster Resonance Energy Transfer (FRET) is a spectroscopic technique
applied throughout physics, chemistry, and biology to measure
quantitatively the distance between selected locations on macromolecules
and to determine the close association between interacting molecular
components. Because FRET typically occurs over distances from 0.5 to
10 nm, it is especially useful for investigating many interesting biological
molecular structures. It is also particularly valuable for following the
dynamics and structural fluctuations of biological molecular systems. FRET
can be applied in solution or under imaging conditions (such as in
fluorescence microscopy, nanoscience, and even macroscopic imaging). In
this article, we discuss the fundamentals of FRET. These principles apply to
every FRET measurement. We present the basic rudiments and the relevant
literature of FRET to provide the reader with the necessary background
essential for understanding much of the past and modern literature. At the
end of the article, we give a short discussion of several applications of FRET
to proteins. The literature for FRET is vast, and many new applications are
constantly being developed. We could not do justice to the many
practitioners of FRET in such a short space, but armed with the background
that is presented, we hope this basic information will help readers follow
much of the literature and apply it in their own work.

The description of Förster Resonance Energy Transfer (FRET)
in a form that is useful for quantitatively interpreting experimen-
tal results was first described in 1946 (1) and was later more
quantitatively described by Förster in a series of publications
(2–10). It has been popular and extensively used in biochem-
istry since the early 1950s. Many reviews have been published
that cover not only the theory and analysis but also the ap-
plication to protein structures. For the additional perusal of the
reader, we list here some selected classic general overviews and
discussions of the theory and analysis (11–52). These reviews
contain many references to the literature that deal with specific
topics, including proteins. In this article, we will concentrate
on a discussion of the physical basis of the FRET mechanism
and will present a few applications from the literature to de-
termine macromolecular structures. The initial applications of
FRET were by physicists and physical chemists. They dealt
mainly with solution studies of freely diffusing molecular chro-
mophores and with solid structures. But already in the early
1960s, the power of applying FRET to biological systems was
realized: for instance, applications to proteins (16, 20, 23, 34)
and to nucleic acids (53, 54). By this time, the theory had been

fully developed and tested; however, the applications were hin-
dered by the limitations of a choice of suitable chromophores
that could be attached covalently to specific sites of the struc-
tures. Thus, many original applications were carried out using
either intrinsic chromophores (tryptophan or tyrosine) or dyes
that were known to bind noncovalently to protein or nucleic
acid structures. Quantitative interpretations of the early exper-
imental results were thereby complex because the placement
of the dyes on the biological macromolecules were usually not
well known. However, many ingenious analysis methods were
developed to extract structural information from the data. The
limitation of available chromophores pairs that can be used to
investigate structures of proteins has been removed in the last
20 years; a very large number of available chromophores that
can be used as extrinsic labels of proteins can now be purchased
commercially. All the research areas in this review are being
actively and vigorously pursued, and despite the fact that FRET
has been used extensively for over 50 years, new methods of
measurement and analysis as well as new areas of application
are continually being developed. The literature is extensive and
sometimes daunting to the newcomer to the FRET field. The
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following is an introduction to the basics of FRET, which en-
ables the reader to read the vast, continually expanding FRET
literature. We especially emphasize the aspects of FRET that are
critical for determining structural and kinetic information about
proteins and the biological structures that incorporate proteins.

Examples Representing the Broad
Applications of FRET and Proteins

The introduction of fluorescent proteins has been a great boon
for use as FRET pairs that can be inserted into protein struc-
tures under genetic control. In vivo FRET studies have benefited
greatly from the incorporation of the green fluorescent protein
(GFP) gene into a host genome (55) to form protein hybrids.
This method eliminates the external labeling of organic fluo-
rescent dyes and allows labeling of specific proteins in vivo.
Fluorescence lifetimes and photo-physical properties of fluores-
cent proteins have been characterized (56–65). It is easier to
interpret time-resolved FRET studies quantitatively if the donor
has only one fluorescence lifetime; although average lifetimes
are often used. The original wild-type GFP and GFP variants
exhibit complex (multiexponential) decays from their excited
states (66, 67), which limit the reliability of lifetime mea-
surements. Fluorescent proteins better suited for fluorescence
lifetime imaging (FLI) and FLI-based FRET studies have been
obtained by random and site-directed point mutations (63) (for
a concise informative review of the development of monomeric
fluorescent proteins, see Reference 68).

Energy transfer is an integral part of photosynthetic systems
[see review chapters in Govindjee et al . (69)]. Excitation energy
transfer lies at the heart of the phenomenon and its mechanisms
(70). The fluorophore of interest is chlorophyll and a few other
intrinsic chromophores. The fluorescence intensity and lifetime
of plants are tightly coupled to 1) the competition between
the rapid shuttling of the excitation energy by FRET, 2) the
dissipation of the excitation energy by quenching mechanisms,
and 3) the eventual irreversible transfer of the energy into the
reaction center, where it initiates the electron transfer chain of
photosynthesis (71, 72). As a matter of fact, photosynthesis was
one of the initial motivations for developing the dipole-dipole
mechanism of FRET (1, 73), and the role of FRET and its
mechanism is still a very active research topic in photosynthesis
(70, 74–77).

Single-molecule experiments in a microscope with the macro-
molecules of interest attached to a surface have made extensive
use of FRET in the last several years (78–80). FRET allows
one to directly observe conformational changes, and if the ki-
netics take place in the right time range (tens of microseconds
to seconds), then the individual steps can be observed, and the
kinetic rate constants can be determined. Another method that
has single-molecule resolution is fluctuation correlation spec-
troscopy (81, 82). Thereby FRET can be used to measure kine-
tics of protein conformational changes and noncovalent binding
reactions as the macromolecule passes through diffraction lim-
ited focused laser light in a fluorescence microscope (83). This
technique has been further developed to achieve picosecond

time resolution, which allows fluorescence lifetime measure-
ments to be made on the diffusing entities, and FRET to be
determined from the lifetimes (60, 84, 85).

Additional examples of the application of FRET to proteins
are given at the end of the article, after discussing the physical
basics of FRET.

What is the Basis for the FRET
Phenomenon

Hetero-and homo-FRET

As the name implies, FRET involves the transfer of energy
from a molecule in an electronically excited state (this molecule
is called the donor) to another molecule (the acceptor) that is
within a certain distance from the donor. The transfer of energy
is brought about by a dipole–dipole interaction between the
donor and acceptor. The acceptor is usually a different molecu-
lar species, but it can be the same as the donor. If the donor and
acceptor are different molecular species, then the energy transfer
is called hetero-FRET. If the donor and acceptor are the same,
then it is called homo-FRET. For proteins, most applications in
the literature use hetero-FRET to determine information about
protein structures and conformational changes. In hetero-FRET,
the fluorescence intensity of the donor decreases because a
probability exists that the donor loses its excitation energy by
transferring excitation energy to the acceptor, instead of fluo-
rescing. If the acceptor can also fluoresce and energy transfer
takes place, then emission from the acceptor can usually be
observed. With true homo-FRET, the intensity of the fluores-
cence does not change; the energy is simply transferred from
one identical molecule to the other, and the probability of emis-
sion remains the same. The only way to observe homo-FRET
is to measure the decrease in fluorescence anisotropy (polar-
ization). For measuring homo-FRET, the donor molecules are
excited with polarized light, just as when measuring normal flu-
orescence anisotropy. Donor molecules oriented in a direction
best suited for absorbing the polarized light are preferentially
excited. Because the donor molecules are selectively excited
according to their orientation relative to the excitation light po-
larization, their fluorescence emission will also be polarized
preferentially in a direction related to the excitation light po-
larization. The extent of polarization depends on the rotational
correlation time and time the molecules are in the excited state.
If homo-FRET can take place, then those donor molecules ex-
cited by homo-FRET are not oriented solely relative to the
excitation light, but they depend also on the relative orientation
of the originally excited donor molecules and the molecules
that accept the energy (as we will see in the general formula
for energy transfer). This process will decrease the overall po-
larization of the sample. The measured anisotropy can then be
used to interpret the extent of energy transfer.

The efficiency of FRET

The number of energy quanta transferred from excited donors
to acceptors divided by the number of quanta initially absorbed
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by donors is called the efficiency of FRET. The maximum of
this efficiency fraction is one. Whether energy transfer is more
or less likely to occur in a particular situation will depend on
what other paths are available for the excited donor molecule
to give up its energy and how likely the donor will de-excite
via these alternate paths. In other words, FRET is in direct
kinetic competition with all other mechanisms of de-excitation
of the donor. Therefore, for FRET to take place, the transfer
must occur in the same time range, or faster, than all other
de-excitation pathways (such as fluorescence emission, dynamic
quenching, intersystem crossing to the triplet state, etc.). In
practice, the actual transfer process is not measured directly, but
is inferred by measuring its effect on other reaction pathways
in kinetic competition with FRET. For example, the efficiency
of FRET can be determined by comparing donor or acceptor
fluorescence intensities in the presence and absence of FRET.
This measurement can be done in steady-state or time-resolved
experiments (25, 42, 45, 49, 86).

The fluorescence quantum yield of the donor cannot be zero.
On the other hand, the acceptor does not have to fluoresce. Be-
cause energy is conserved, the transfer must be resonant; that
is, the energy lost by the acceptor must equal the energy gained
by the acceptor. The probability that the energy can be trans-
ferred depends strongly on the distance between the molecules
(see Eq. 1). This dependence makes FRET particularly suited
for measuring molecular distances and determining spatial
proximities.

The distance dependence of FRET and R0

For two isolated molecules (donor and acceptor), the rate of
energy transfer kET from the excited donor to the acceptor is
proportional to the inverse sixth power of the distance between
the two molecules R and is equal to

kET = 1

τD

(
R0

/
R
)6

(1)

τD is the lifetime of the donor excited state in the absence of the
acceptor; it is the average time an excited donor remains in the
excited state (typical values of τD are between 1–10 ns). The
rate of de-excitation of the donor in the absence of the acceptor
is 1/τD . The constant R0 (see below) is defined as the distance
R between the donor and acceptor molecules where the rate of
transfer is equal to 1/τD . R0 is often approximately 5 nm.

The rate of transfer shown in Equation 1 has an excep-
tionally strong 1/R6 distance dependence. As discussed above,
the probability of energy transfer is in competition with all
the other pathways of de-excitation. For instance, according to
Equation 1, if the molecules are separated by less than about
0.5R0, then the rate of transfer is greater than 65 × (1/τD ).
Therefore, on the average, essentially all the excitation en-
ergy will be transferred from the donor to the acceptor. If the
molecules are separated by 2R0 or greater, then the rate of trans-
fer is less than 0.015 × (1/τD ). Essentially, on the average, no
energy will be transferred. Thus, as a rule of thumb, because of-
ten R0 ≈ 5 nm, FRET can only be used to determine distances
less than 10 nm. For reasons that will be evident later, the lower
limit is approximately 0.5 nm.

The constant R0 is dependent on several parameters: 1) the
relative orientation of the transition dipole moments of the
two molecules (these dipoles are the spectroscopic transition
dipoles), 2) the extent that the fluorescence spectrum of the
donor overlaps with the absorption spectrum of the acceptor, and
3) the surrounding index of refraction. We will deal with each
of these below (see Equation 8). Because many proteins have
diameters less than 10 nm, this distance dependence explains the
usefulness of FRET for determining distances inside proteins
as well as between interacting proteins, which is the reason
that the name “spectroscopic ruler” was coined for FRET (20).
FRET is a convenient method for determining the distance
between two locations on proteins, or for determining whether
two proteins interact intimately with each other. Fluorescence
instrumentation is available in many laboratories, and a plethora
of dyes and a wide variety of fluorescent proteins are now
readily available. Therefore, FRET is a viable option for most
researchers. With care, FRET can yield valuable information
concerning protein–protein interactions, interactions of proteins
with other molecules, and protein conformational changes.

Quantitative expressions for measuring
the efficiency of FRET

The efficiency of FRET is the fraction of times that an excited
donor molecule will transfer its excitation energy to an acceptor.
For instance, if the efficiency of transfer is 0.3, and if a
molecule is excited 100 times, then on average it will transfer
the excitation energy to the acceptor 30 times. Another way
to express the efficiency is by means of the rate of energy
transfer (Eq. 1). After the donor has been excited from the
ground state (S0) into its first excited singlet state (S1), the
donor can exit the S1 state by several pathways (see Fig. 1a).
As indicated in Fig. 1a, all pathways that lead away from the
excited state of a chromophore (either to the ground state—by
some radiative or nonradiative process—or passage to the triplet
state) are in direct kinetic competition with each other. FRET
is one of these pathways. Each i th pathway exits the excited
state with a certain rate constant (k i in seconds−1). Figure 1b
is a schematic that depicts the kinetic pathways. Because they
are in direct competition, the probability of going by any single
pathway (the efficiency of that pathway) is the ratio of the rate of
that pathway divided by the sum of the rates of all the pathways.
The efficiency of energy transfer, Fig. 2a, can be expressed as

EFRET = # times FRET pathway is chosen

total # of times the molecule is excited

= kET

/∑
i
ki

(2)

= 1

τD
(R0/R)6

/ [
1

τD

(
1 + (R0/R)6)]

= 1

/ (
1 + (R/R0)6)

The k s are rate constants (with units of s−1), and the only
ones that are included in Equation 2 are those that emanate
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(a)

(b)

Figure 1 FRET and competing pathways. (a) A Perrin–Jablonski diagram shows common spectroscopic transitions for de-excitation of the donor
fluorophore: Absorption of a photon excites the donor from the S0 to the S1 excited state, where it rapidly relaxes (typically in less than 1 ps) to the lowest
vibrational level of the S1 state, which is known as internal conversion (IC). Internal conversion involves energy loss through vibrational interactions with
the surroundings. The excited molecule in a higher vibrational state of S1 thereby releases heat to the surroundings, finally ending up in the lowest
vibrational state of S1. The donor can then undergo de-excitation from the lowest vibrational level of the excited state to the S0 ground state through
several pathways. The typical fluorescence lifetime (independent of the other pathways) is on order of 1–10 ns. Through spin–spin or spin–orbital
interactions, the S1 state can undergo intersystem crossing (ISC) into the excited triplet state where it spends some time (typically 10µs–10 s, depending
on the concentration of oxygen in the solution) before phosphorescence or conversion to the ground state by internal conversion takes place. The ground
state of oxygen is a triplet, and it can easily react with the triplet state of the chromophore, producing reactive oxygen species (radicals) that can collide
with the chromophore, destroying it (photolysis). (b) This panel shows a schematic of the various competing pathways for leaving the excited donor state,
including quenching, photolysis, fluorescence, and phosphorescence, which compete with FRET. Dexter transfer involves energy transfer to the acceptor
molecule by exchange of electrons (see text) when the electronic orbitals of the donor and acceptor overlap. By measuring the effect of FRET on one of the
competing processes (e.g., donor fluorescence), one can measure the FRET efficiency. It is not necessary to measure fluorescence to determine FRET
efficiency, but this technique is the normal way. It is also possible to measure the fluorescence intensity of the acceptor (if the acceptor can fluoresce) to
detect and quantify FRET (42, 48).

directly out of the excited state of the donor (Fig. 1b). kET is
the rate of undergoing FRET,

∑
i ki is the sum of the rates

over all the i th pathways (fluorescence emission, nonradiative
de-excitation, quenching, photolysis, intersystem crossing to the
triplet state, and including kET), and E FRET is the efficiency of
energy transfer. The efficiency of fluorescence emission E fluor

is defined analogously, and it is usually called the fluorescence
quantum yield qem or φem. The efficiency can be defined this
way for any of the pathways. It is also sometimes referred to
as the quantum yield of the different pathways.

The lifetime of an excited molecule (in seconds) is the inverse
of the sum of the kinetic rates (in s−1) for all the pathways for
exiting the excited state. Thus in the absence of an acceptor,
the lifetime is

τ−A =
(∑

i ,i �=ET
ki

)−1
(3)

And in the presence of an acceptor, the lifetime is

τ+A =
(∑

all i
ki

)−1
(4)

Therefore, the efficiency can also be given in terms of the
measured fluorescence lifetimes in the presence and absence of

an acceptor

EFRET = kET

/ ∑
all i

ki =
∑

all i ki − ∑
i �=ET ki∑

all i ki (5)

=
1
/

τ+A − 1
/

τ−A

1
/

τ+A

= 1 − τ+A

τ−A

Thus one can determine the efficiency of FRET by measuring
the nanosecond fluorescence lifetime of the donor in the pres-
ence (+A) and the absence (−A) of the acceptor. If one has the
possibility of making this measurement, then it is a convenient,
accurate, and robust way to measure the efficiency of FRET
because the lifetimes can often be determined accurately, and
not many corrections or experimental controls need to be made
when calculating the efficiency.

Several ways exist to determine the efficiency by measuring
steady-state fluorescence. It is easily observed by inspecting the
first equality in Equation 2. The best way to acquire steady-state
values of the fluorescence intensity is photon counting. We will
not go into the way it is done with hardware and electronics
(it is usually done automatically with modern instrumentation),
but simply note that by using photon counting one can easily
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(a)

(b)

Figure 2 FRET characteristics. (a) The FRET efficiency as a function of R/R0
is shown E = 1/(1 + (R/R0)6). Proper selection of FRET pairs so that
distances of interest lie near R0 where the FRET efficiency–distance slope is
greatest will give the most sensitivity. (b) The spectral overlap requirement
for FRET between the donor emission and the acceptor fluorescence
spectrum is shown for the organic cyanine Cy3–Cy5 donor–acceptor pair.

measure a correct value of the intensity at any wavelength
by counting the number of photons emitted. If one does not
count photons, then the light detector must be corrected for the
sensitivity of the photomultiplier at different wavelengths. We
can rewrite Equation 2 as

EFRET = # times FRET pathway is chosen

total # of times the molecule is excited

= #(photons)D ,−A − #(photons)D ,+A

#(photons)D ,−A (6)

= 1 − #(photons)D ,+A

#(photons)D ,−A

#(photons)D,±A means the number of photons emitted by the
donor in the presence or absence of the acceptor, respectively.
This “counting” quantification is very important when measur-
ing the efficiency of FRET, because the quantities of interest in
Equation 6 are the number of photons emitted and the number of
photons absorbed, and not their energy. The experiment can be
conducted either on an ensemble of molecules (where different
donor molecules will be excited by each excitation event) or by
repetitive experiments on a single molecule. Thus, the numera-
tor of Equation 6 is just the number of photons that the donor
emits in the absence of an acceptor minus the number of photons
emitted by the identical number (or concentration) of donors in
the presence of an acceptor. This difference is just the number
of “quanta” that are transferred to the acceptor, which would
have been emitted as fluorescence photons if the acceptor were

not there. The denominator is then simply the number of pho-
tons emitted by the donor in the absence of an acceptor. Thus,
when the acceptor is far away, the efficiency is zero. When the
acceptor is very close to the donor, the efficiency becomes one.
Note the exact parallel of Equation 6 to Equation 5 (i.e., E FRET

= 1 − τ+A/τ−A = 1 − #(photons)D,+A/#(photons)D,−A). This
parallel relationship occurs because the lifetime of the donor
emission becomes shorter when another pathway (for instance,
kET) opens up for an escape from the excited state. That is, the
average time in the excited state becomes shorter. It reduces
the number of photons emitted by the donor by transferring
a certain number of energy quanta from the excited donor to
the acceptor. Often one measures the intensity of fluorescence.
The intensity is proportional to #(photons)D,±A/second. Then,
provided the concentration of the donor is the same in both mea-
surements, and the conditions of measurement remain identical,
the efficiency is

EFRET = 1 − #(photons)D ,+A

#(photons)D ,−A (7)

= 1 − #(Photons)D ,+A/second

#(photons)D ,−A/second
= 1 − ID ,+A

ID ,−A

I D,±A is the measured fluorescence intensity of the donor in the
presence and absence of the acceptor, which is measured under
identical conditions and with the same donor concentration.
If the concentration of the donor is not identical in both
measurements, then it can usually be corrected simply by
multiplying by the corresponding concentration ratio.

Conditions for FRET and the Effect
of the Transition Dipole
Orientations

The value of R0 for a singular pair of D and A molecules is
(1, 3, 6):

R6
0 =9000(ln 10)κ2φD

NA128π5n4 (8)[∫ ∞

0
εA(v )F (v )v−4dv

/∫ ∞

0
F (v ) dv

]

where, v is wave number (in cm−1 units), φD is the quantum
yield of the donor, N A is Avogadro’s number, n is the index of
refraction pertaining to the transfer, εA(v ) is the molar absorp-
tion coefficient of the acceptor (in units of cm−1mol−1), F (v )
is the fluorescence intensity of the measured fluorescence spec-
trum of the donor, and κ2 is an orientation factor that results
from the inner product between the unit vector of the electric
near field of the donor dipole and the unit vector of the absorp-
tion transition dipole of the acceptor (see the Orientation Factor
section below). The ratio of integrals in the bracket has units
of cm6/mol. Using the units given in the paragraph above, we
have:

R6
0 = 8.79 × 10−25n−4φDκ2J (v ) cm6 (9)
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(a)

(b)

Figure 3 The electric field of the donor and the orientation factor. (a) The
acceptor dipole �pA in the electric field �ED of the donor �pD. r = |�r | is the
distance between the point dipoles. θD is the angle between p̂D and r̂ .
(b) This schematic shows the donor and acceptor dipoles and illustrates
the angles and radial vectors used in the definition of the orientation factor
κ2. The coordinate system is chosen such that the �pD and �ED vectors are in
the r–y plane; the �pA vector can be in any direction, and is not supposed
to be in either the r–y or r–x planes. The dipole field is symmetrical about
the azimuthal angle of the �pD vector.

J (v ) is the ratio of integrals given in square brackets in
Equation 8. We describe the parameters of this important
equation below.

Distance dependence

For energy to be transferred from the donor to the acceptor,
an interaction must occur between the two molecules, and the
energy must be conserved (i.e., the energy lost by the donor
equals that gained by the acceptor). Coulomb (charge–charge)
interactions between the electron distributions in both molecules
are responsible for the FRET interaction, and the energy transfer
can be understood as an interaction between two classical
oscillating dipoles. Actually, a classical derivation of the FRET
equations (87, 26) results in the identical expression as a
quantum mechanical derivation (3, 48). The electric field of an
oscillating dipole is very large in the “near-field” region where
the field can be described by a pure dipole field (Fig. 3a). A
dipole field at some point in space a distance R from the center
of the dipole is dependent on the angle relative to the dipole
direction, and it varies with distance as 1/R3. The interaction
energy between the two dipoles therefore varies as 1/R6. The
interaction energy also depends on the relative orientations
of the two dipoles and the orientation of each dipole to the
separation vector between the two dipoles (see Figs. 3a and 3b).
The dipole–dipole nature of the interaction explains the 1/R6

dependence of the rate of energy transfer (Eq. 1).

Overlap integral

It is important to realize that in this near-field zone of the dipoles
(which extends maximally 10 nm for FRET) no photon exists;

the lack of photons in the near-field zone is essentially because
of the Heisenberg uncertainty principle of quantum mechanics
(88). That is, the energy is transferred without the emission
or absorption of a photon. Of course, the energy transferred
from the donor must equal exactly the energy transferred to
the acceptor. However, it turns out that the interaction between
the two molecules in the near-field zone can be described
as if the acceptor is bathed in an oscillating electric field of
the near-field zone of the donor, �ED in Equation 10. This
oscillating electric field (with a frequency equal to that of the
fluorescence of the donor emission, F (v ) of Equation 8) is in
the near-field zone of the donor where no photons exist and
not in the far field zone where photons exist. The energy of
such a Hertzian oscillating dipole is not emitted as photons
until a distance of about one wavelength away from the donor.
Energy is conserved during the transfer event; that is, the
energy lost by the donor must equal the energy taken up by
the acceptor. The change in the energy levels of the donor and
the acceptor are the same energy levels that correspond to the
spectroscopic transitions of the donor (the emission spectrum)
and acceptor (the absorption spectrum). Therefore, to conserve
energy, the emission (fluorescence) spectrum of the donor F (v )
must overlap with the excitation (absorption) spectrum εA(v )
of the acceptor (Fig. 2b). The more these spectra overlap, the
stronger is the energy transfer; that is, a larger spectral overlap
leads to a longer R0. The F (v ) and εA(v ) spectra (Fig. 2b) are
those of the separate donor and acceptor components. These
spectra must be the appropriate spectra that correspond to the
identical conditions as where the FRET measurements are made.
Often the spectra can simply be taken from the literature that
refers to the separate dyes. But often, the dyes physically
interact with the proteins, which changes the dyes’ absorption
or emission spectra. The overlap integral involves the weighting
function v−4 in addition to the emission spectrum of the donor
and the absorption spectrum of the emitter (see Eq. 8).

As mentioned above, although no photon is emitted or ab-
sorbed in the transfer process, the emission spectrum of the
donor and the absorption spectrum of the acceptor are still in-
volved in the overlap integral. This participation of the optical
spectra is because FRET involves changes in the energy levels
of D and A that are identical to those in normal absorption and
emission events. An important condition for Förster transfer is
that the interaction between the donor and acceptor is very weak,
and the two molecular species retain their separate electronic
and vibrational structures and energy levels. In FRET, the donor
and acceptor are very weakly perturbed by dipole interactions,
which is formally the same type and strength of interaction that
describes the interaction of the chromophores with light. There-
fore, the energy transitions, which can occur in the donor and ac-
ceptor molecules during FRET, are the same as their respective
spectroscopic transitions when absorbing or emitting photons.
This requirement for the conservation of energy, which is ex-
pressed by the overlap integral in the expression for R0 (Eqs. 8
and 9), is also the reason for the word “resonance” in FRET.
We emphasize once more: Although the emission and absorp-
tion spectra of the donor and acceptor are in the overlap integral,
the FRET process does not involve the emission or the absorp-
tion of a “photon.” The quantum of energy transferred by FRET
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takes place in the near field of the oscillating dipoles (quantum
mechanically the transition dipoles), where the energy cannot
yet be described in terms of real photons.

Orientation factor κ2

The parameter κ2 in Equation 8 is referred to as the orientation
factor of FRET. This factor represents the angular dependence
of the interaction energy between the acceptor transition dipole
and the oscillating dipole electric field of the donor. κ2 is
the source of much debate and many misunderstandings. It is
the most difficult factor to control and usually the hardest to
determine with confidence (28, 48). Therefore, we will spend
more time discussing this factor.

To understand this angular dependence of the acceptor transi-
tion dipole in the donor electric field, we first express the electric
dipolar interaction between the donor and acceptor molecules
classically. The energy of interaction between the donor and
acceptor dipoles is directly proportional to the vector dot prod-
uct of the electric field of the donor with the dipole moment
of the acceptor. The equations for FRET have been derived
classically (87, 26, 48) by assuming that the donor molecule
is an oscillating point dipole [a Hertzian dipole (89)]. One
assumes that the acceptor is located in the “near-field zone”
(which extends much less than one wavelength of light of
the corresponding frequency) of the oscillating dipole of the
donor (Fig. 3). The acceptor absorbs the energy by interacting
with the oscillating near field of the donor (the donor oscil-
lates at the same optical frequency where the acceptor absorbs).
The near field is not radiating (no transverse photon emis-
sion occurs in the near-field zone of a Hertzian dipole). And
the electric field in the near field has both longitudinal and
transverse components, in contrast to the far field zone, where
the electric field has only transverse components. Neverthe-
less, the mechanism of absorption of energy by the acceptor
from the oscillating electric field of the donor Hertzian dipole
is identical to the mechanism of absorption of light of the
same frequency. Therefore, the interaction of the “transition
moment” of the acceptor with the electric field of the donor
obeys the same rules as normal absorption of light by the accep-
tor (polarization dependence and all the spectral requirements
for normal absorption). The rate of absorption is proportional
to the square of the vector dot product of the acceptor transi-
tion dipole with the electric field of the donor, just as though
this field were equivalent to the oscillating electric field of
light impinging on the acceptor. However, the electric field in
the near-field of the donor is not propagating, and the field di-
rection has longitudinal as well as transverse vector components
[propagating light (photons) has only vector components trans-
verse to the direction of propagation]. This electric field is a
reflection of the fact that in the near-field zone no photon could
even exist according to the uncertainty principle. This simple
classical description (which results in the correct theoretical de-
scription of FRET) is also perfectly consistent with a quantum
derivation.

The orientation factor can be best understood quantitatively
by studying the interaction of the acceptor dipole in the
near-field zone of the donor (Fig. 3a). The energy of inter-
action of the donor electric field �ED , and the acceptor dipole

moment �pA, is �ED · �pA. The rate of absorption is proportional
to the square of this energy of interaction. Therefore, the rate
of energy transfer is proportional to

( �ED · �pA
)2

(Eq. 11).
The field �ED that surrounds an oscillating classical electric

dipole �pD is shown in Fig. 3a,

�ED = |pD |
r3

{3 cos θD r̂ − p̂D }
(10)

= |pD |
r3

{
2 cos θD r̂ + sin θD θ̂D

}
where |pD| is the time independent dipole strength, r = |�r | is
the distance from the point donor dipole (in FRET it is the
distance from D to A), and r̂ is the unit vector pointing from
the donor dipole to the position �r , where the acceptor is located.
θD is the polar angle between p̂D and r̂ . θ̂D is a unit vector
perpendicular to �r that points in the direction of increasing θD

(Fig. 3a). The caps designate unit vectors. Figure 3b shows
the juxtaposition of two dipoles, and it defines the parameters
used in the Equations 10, 11, and 12. As we said above, kET

in Equation 1 is proportional to
( �ED · �pA

)2
, according to classic

electrodynamics. We can write

kET ∝
(

U �PD → �PA

)2 =
(
−�ED · �PA

)2

= |pD |2|pA|2
r6

{
2 cos θD r̂ · p̂A + sin θD θ̂D · p̂A

}2

(11)

= |pD |2|pA|2
r6

{
3 cos θD r̂ · p̂A − p̂D · p̂A

}2

= |pD |2|pA|2
r6

κ2

where κ2 has been defined as

κ2 = {
2 cos θD r̂ · p̂A + sin θD θ̂D · p̂A

}2

(12)

= {3 cos θD r̂ · p̂A − p̂D · p̂A}2

cos θD = r̂ · p̂D . The orientation factor κ2 can have values be-
tween 0 and 4. We have given κ2 in two different representations
in Equation 12.

Thus, the rate of energy transfer depends on the square of
the dot product between the acceptor dipole (transition dipole)
�pA and the field �ED of the donor dipole (transition dipole), �pD

(Eq. 11 and Fig. 3b). For any chosen locations and orientations
of the donor and acceptor, the value of κ2 involves the cosine of
the angle between the unit vectors p̂D and p̂A (i.e., p̂D · p̂A) as
well as the cosine of the angles between r̂ and p̂A (i.e., r̂ · p̂A)
and between r̂ and p̂D (i.e., r̂ · p̂D ). Therefore, for any constant
selected angle between the donor and acceptor dipoles (that is,
constant p̂D · p̂A), the value of κ2 will depend on the position
in space where the acceptor dipole is relative to the donor. The
strength of the field of the donor molecule for any particular
constant values of θD, θA and p̂D · p̂A changes with the distance
|�r | as 1/r3, that is, for any particular direction of r̂ relative
to �pD . As illustrated in Fig. 3a, for a particular angle between
the orientations of the donor and acceptor dipoles (p̂D · p̂A),
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the angle between the acceptor dipole and the electric field
of the donor depends on the position in space of the acceptor.
Also, for constant relative orientations of the donor and acceptor
dipoles (constant p̂D · p̂A), and for constant cos θD r̂ · p̂A, κ2

is constant (Eq. 11 and 12). In this case, the rate of FRET
is solely a function of the distance between the donor and
acceptor. However, if only p̂D · p̂A and θD are constant, then the
distance dependence is more complicated than just the distance
between the donor and acceptor. This intertwining relationship
between the distance separating the donor and acceptor and
the orientational dependence of κ2 illustrates the complexity of
determining a value for κ2.

Because the orientations and spatial locations of the two
chromophores may vary over the ensemble of molecules, and
because they can also change during the time the donor is
in the excited state, the measured effect of κ2 is usually
an average over the appropriate spatial/temporal distributions.
Whenever �ED and the acceptor dipole moment �pA have parallel
orientations, the rate of FRET is maximum for that placement
in space for the acceptor relative to the donor. For �pA oriented
parallel to �ED , the possible maximum values of κ2 are between
1 and 4; that is, the actual maximum value depends on the value
of θD (see below). The minimum value of κ2 is zero for every
position of the acceptor relative to the donor whenever �ED and
the acceptor dipole moment �pA are oriented perpendicular to
each other.

The possible introduction of error in the estimation of the
FRET efficiency from the orientation factor is often of concern
when measuring FRET in proteins or between proteins. This
uncertainty can occur because the actual distribution of dye
orientations is often not known, or because the dyes do not
rotate freely and rapidly relative to the fluorescence lifetime
of the donor. If the donor and acceptor molecules undergo
rotational or translational movements during the time the donor
is in the excited state, or if an ensemble of different donor and
acceptor orientations exist, then the value of κ2 (and of course
the rate) will be averaged over the corresponding ensemble of
configurations. Because κ2 can, in principle, range from 0 (e.g.,
acceptor absorption dipole perpendicular to the electric field
of the donor) to 4 (e.g., end-to-end stacked parallel dipoles),
the variation in the rate of FRET can be extensive because
of such movements. This possible variation in κ2 becomes
especially apparent when one notes that the measurement of
the rate of transfer (or the efficiency) varies directly as R6

0 ,
and therefore directly with κ2 (see below). If the condition of
very rapid (compared with the lifetime of the donor) rotational
movements of both donor and acceptor is met, then κ2 is
rigorously 2/3, which arises from averaging over all possible
orientations. If rapid re-orientation through all angles is not the
case, then limitations on the degree of rotational freedom can
have significant effects on the measured efficiency of energy
transfer. However, as we discuss below, the assumption that
κ2 = 2/3 is often a justified, and reasonable one to make (39,
48, 86).

It is worthwhile to consider a few simple examples to get a
feeling for the values of κ2. If the two dipoles have orientations
in space perpendicular to each other, and if the acceptor dipole is
juxtaposed next to the donor, but in the direction perpendicular

to the direction of the donor dipole, then κ2 = 0 (that is,
because, θD = π/2, so cos θD = 0, and θ̂D · p̂A = 0). However,
this example is only a special case where κ2 = 0. As was pointed
out above, for any position in space of the acceptor molecule,
κ2 will equal zero for all orientations of �pA where �ED · �pA = 0.
And for most of these positions where �ED · �pA = 0, the donor
and acceptor dipoles are not perpendicular to each other (see
Fig. 3a). Conversely, if the donor and acceptor dipoles are
perpendicular, then most locations of the acceptor relative to the
donor will have κ2 �= 0. This relationship is easiest to observe by
looking at the second equality in Equation 12 or by examining
Fig. 3a. Another simple example is when the dipoles are parallel
(p̂A · p̂D = 1). Then, if θD = 0 and r̂ · p̂A = 1 (parallel dipoles,
stacked on each other), then κ2 = 4. But when θD = π/2
and θ̂D · p̂A = 1 (again parallel dipoles, but now next to each
other), then κ2 = 1. In the latter case, �pA is parallel to �ED

but cos θD = p̂D · r̂ = 0, and the value of κ2 is four times
smaller than when cos θD = p̂D · r̂ = 1. These few examples
demonstrate the complexity of the behavior of κ2. In Fig. 3a, we
have indicated both the orientation of �pA and �ED as well as the
angle θD (where cos θD = p̂D · r̂). More thorough discussions
of kappa can be found in the literature (35, 48, 51).

Because fluctuations always exist in positions and angles of
the D and A molecules, the actual value of κ2 is an ensemble
average or a time average. The most commonly used average
value is κ2 = 2/3. As already mentioned, this result is rigorously
true if during the excited state lifetime of the donor the orien-
tations of the donor and acceptor can each individually reorient
fully in an independent random fashion. However, even when
this condition is not met (for instance when the anisotropy of
the dyes is not close to zero), it has been found that the approxi-
mation κ2 = 2/3 is often satisfactory (39, 42, 45, 51, 90). It is
often discussed in the literature as though κ2 = 2/3 pertains
only to the case of very rapidly rotating D and A molecules.
This statement is not true, because depending on the placement
of the dyes and their relative orientations, it is possible for
κ2 = 2/3 at every location of the acceptor relative to the donor,
even when the dyes cannot rotate at all. Also, many dyes used
for FRET have more than a single transition dipole, which can
be excited at the same wavelengths. Because different transi-
tion dipoles of a fluorophore are usually not parallel to each
other (they are often perpendicular to each other), the presence
of multiple transition dipoles leads again to an averaging of
κ2 (90).

Finally, if one is interested in detecting a change in structure
or extent of interaction (binding), then one may not be interested
in exact estimates of κ2. For instance, when fluorescent proteins
are used in FRET experiments, κ2 can become a very important
variable, and averages are often not applicable. This situation
occurs because the chromophores are fairly rigidly held in the
fluorescent protein structure, and the fluorescent proteins may
have specific interactions either with each other or with other
components of the complex under study (91, 92).

Index of refraction

Note that in Equations 8 and 9, R6
0 ∝ 1/n4, which means that

the distance over which FRET can take place is shortened for
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higher indices of refraction in the molecular surroundings (the
solvent). A high index of refraction—which is equal to the
square root of the dielectric constant—means that the electrons
in the molecules of the solvent are freer to respond to an
electric field than for solvents with lower indices of refraction.
The solvent is assumed not to absorb at the wavelengths in
question, so the index of refraction is real (not a complex
number). This screening from the response of the solvent
molecules leads to a damping of the extent of the field, and
therefore the two dipoles (donor and acceptor) must be closer
together in a solvent with higher index of refraction to have
the same strength of interaction as in a solvent with lower
index of refraction. Note that the wavelengths are also shorter
in a higher index of refraction; however, remember that FRET
does not involve propagating light fields. The actual situation
is somewhat more complex, and the reader is referred to an
excellent discussion in the recent literature (93–95), which
clears up common misconceptions as to the origin of the effect
of the index of refraction for FRET. In addition, the index
of refraction varies significantly over short distances in and
on the surface of proteins (90); for very short distances, the
concept of an index of refraction becomes suspect. However,
usually an average value is chosen between 1.33 and 1.5, which
correspond to values of water and crystals of polypeptides.
The value chosen usually depends on whether the dyes are
in direct contact with water or are inside the protein, where
the dyes are removed from water. Detailed numerical methods
(96, 76, 97, 70) can be used to take into account directly the
interaction between charges if the protein structures are known
and if the position and orientations of the chromophores are
known. Such extensive numerical calculations, whenever the
structures are well known, avoid the use of an “effective” index
of refraction.

Quantum yield of the donor

Equation 8 shows that R0 is dependent on the quantum yield
of the donor φD. This dependence is not strong; R0 ∝ (φD)1/6.
For instance, (R0)φD = 0.1

/
(R0)φD = 1 ≈ 0.7. Therefore, small

changes in the quantum yield of the donor will not make
large differences in the value of R0. Of course, if increasing
φD by a factor allows one to make accurate measurements of
distances or to observe conformational changes, then the change
can be significant. However, the range of distances observable
by FRET are not a strong function of the quantum yield of
the donor. However, small displacements in the horizontal
placement of the efficiency curve of Fig. 2a can significantly
increase or decrease the sensitivity of a FRET measurement. In
some circumstances, it is advisable to choose a donor–acceptor
pair that have a smaller R0, preferably in the range of the
distance one is interested in measuring (see section below on
“What is important, R6

0 or R0?”). One can sometimes shorten R0

by simply adding a collisional dynamic quencher to the solution,
which will lower the quantum yield of the donor in the absence
of the acceptor, lowering τD , thereby adjusting R0 to lower
values (90).

Transfer at very short distances

The Förster transfer mechanism (Eqs. 1, 8, and 10) is valid at
all distances in the near-field region where the approximation of
point dipoles is valid. At very small distances from the molec-
ular dipoles, the finite extended distribution of the electrons
make the point dipole approximation invalid (98, 99). In this
case, the higher order terms such as quadrapoles and octapoles
would have to be taken into account (14, 15). In addition, if
no electric dipole interactions occur between the donor and ac-
ceptor (for symmetry conditions, making the transition dipole
zero), then these electric quadrapole terms and interactions be-
tween the magnetic dipole and electric dipole terms have to
be taken into account. The lack of electric dipole transitions
is seldom the case, and the use of quadrapole terms has not
yet been important for the interpretation of FRET in proteins.
However, if the two participating dipoles are very close, then
transfer by electron exchange [Dexter transfer (14, 15)] also
presents a possible pathway for energy transfer. This type of
energy transfer should not be referred to as FRET because it
is a different mechanism than Förster Transfer and requires a
partial overlap of the electronic orbitals of the donor and accep-
tor. The transfer probability drops off exponentially, following
the exponential decrease in the overlap of the wave functions
of the electronic orbitals. However, even in photosynthesis,
where the chlorophylls are very close and oriented to maximize
energy transfer, it has not been shown unequivocally whether
Dexter transfer is an important pathway for energy transfer in
the photosynthetic unit. Nevertheless, one should be aware of
these other mechanisms of energy transfer.

Noncoherent energy transfer (FRET) or
coherent transfer

Lately there has been increased interest in coherent transfer.
Förster transfer assumes that interactions with the molecular
surroundings, or the internal vibrations of the molecules, are
sufficiently rapid so no correlation exists between the act of
excitation of the donor and the act of transfer. In other words
(to give an anthropomorphic analogy), during the time when
FRET can take place the donor shows no memory of how,
or when, it was excited. This lack of memory is attributed to
the chaotic, randomizing effects take place in subpicosecond
times, rapidly relaxing the initially excited molecule to the
lowest vibrational state of the excited electronic state (before
fluorescence emission or FRET). A similar process takes place
after the energy is transferred to the acceptor; the original
acceptor state immediately following the transfer is rapidly
randomized so that the transfer is irreversible. Whenever this
randomization occurs, energy transfer can be analyzed from
a probability viewpoint (Förster transfer), as is the case in
the derivation of the Equations 2–7, 8, and 11. That is, in
Förster transfer we consider the probability per unit time for
each pathway where the probabilities are independent of time
and independent of each other. This probabilistic treatment
of all the rates of deexcitation from the excited state for
Förster transfer holds true whether the donor and acceptor are
identical (homo-FRET) or different molecules (hetero-FRET). If
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molecules (or atoms, with which most of these coherent transfer
experiments have taken place) are completely isolated from the
environment (such as in a vacuum at very low temperatures,
e.g. well below 1 K), or if one is observing the fluorescence
emission in the femtosecond time range at low temperatures
(<77 K), then it is possible to observe coherent transfer. Under
the right conditions, the energy oscillates between different
states (with the energy localized on different molecules or
atoms) as a function of time; that is, the location of the
excitation energy is not localized on just one chromophore
independent of time. Instead, the energy is distributed between
different chromophores and oscillates from one to the other.
These oscillations can be observed in the time dependence
of the fluorescence emission. Analogous oscillations in the
transfer of energy between different interacting molecules in
resonance (even without emission) were first described by
Schrödinger (100). Until recently, it was not considered relevant
for protein systems; however, lately these oscillations have
been observed for photosynthetic systems at low temperatures
(101, 102). How important these coherent oscillations are for the
mechanism of photosynthesis at normal temperatures remains
to be determined. But the effect has created much interest. The
question is whether this coherent transfer, which is very rapid
and can therefore transfer energy over large distances before
the processes that lead to transfer becomes incoherent, plays a
major role in the efficiency of photosynthesis.

What is Important: R6
0 or R0,

and When?

Whether R6
0 or R0 are more important, may sound like a

silly question; however, a subtle difference determines when
one may be of more interest than the other. Usually, R0 is
stressed. R0 is the distance where the rate of transfer is half the
rate of de-excitation from the excited state (1/τD in Eq. 1).
One usually tries to choose dye pairs (donor and acceptor)
such that the expected range of R is in the most sensitive
part of the efficiency curve (Fig. 2a). Choosing appropriate
donor and acceptor molecules can be done by trial and error,
researching the literature, or determining the variable parameters
in Equation 8 and calculating R0. The variable experimental
parameters that define R0 are: J (v ), εA(v ), F (v ), n , κ2, and φD.
To make calculations of R0, one usually chooses κ2 = 2/3,
and then corrects the κ2 = 2/3-calculated R0 by the appropriate
factor if it is suspected that κ2 �= 2/3. Because R0 is proportional
to the 1/6 power of J (v ), εA(v ), F (v ), κ2 and φD, the value
of R0 is not a strong function of these parameters; therefore,
variations in their values do not change the value of R0 very
much. As we pointed out above, R0 is proportional to the 4/6
power of the index of refraction, n . So a fractional change in
the index of refraction can have a more significant effect on R0.
For instance, a 20% change in κ2 will change R0 by only 3%.
However, a 20% change in n will change R0 by 13%. So, all the
variations in R0 are smaller than the corresponding variation in
the parameter itself. Even if the parameters change by a factor
of 2 (except for n), R0 will only change by 12%, which is the

reason that the R0 of many dyes are in the same range. So,
one might get the idea that variations in these parameters will
be insignificant compared with the expected (or searched for)
changes in distance.

However, the measured variation in the rate of transfer (Eq. 1)
is proportional to R6

0 , which means that variations these para-
meters could have a much more significant effect on the mea-
sured efficiency. If R is not approximately within R0 ± 0.5 R0,
then the measured efficiency (Eq. 2) will not depend on vari-
ations or changes in these parameters significantly (Fig. 2a),
because the efficiency is within about 8% of the minimum or
maximum value, and such small changes may be hard to mea-
sure. However, if one is in the range R = R0 ± 0.5 R0, then the
changes in any of the parameters J (v ), εA(v ), F (v ), n , κ2 and
φD can lead to significant changes in the efficiency that could
be confused with changes in R. The sensitivity to such confor-
mational changes (if the dyes are chosen with judicious values
of R0) is one of the valuable characteristics of FRET. This
possibility should be carefully considered, especially whenever
one is using FRET to measure changes in protein structure and
wants to interpret the results as a change in R (see, for in-
stance Reference 90). In any case, as is clear from looking
at Equation 1, one achieves maximum efficiency for observing
small changes in D—A distances when R is approximately equal
to R0. The take-home message is that when choosing dyes for
specific cases, it is worthwhile to consider carefully the choice
of dyes, investigate their spectroscopic properties, and calculate
the R0. It is not necessarily the best choice to select dye pairs
that show the maximum values of R0.

Examples of FRET and Proteins

For over 50 years, FRET has been applied to protein and
peptide structures (16, 34). It would be impossible to review
even a small selection of the vast literature, and the following
list of applications does not attempt to present details of the
methodologies or the results. We will present just a few selected
publications to give a flavor of the type of problems where
FRET is applied, and from which the interested reader can
obtain references.

FRET has been shown to acquire reliable estimates of protein
and other macromolecular structures (27, 34, 53, 90, 103–108).
Attention must be paid to the relative orientations of the tran-
sition dipoles of the donor and acceptor (28), but it has also
been shown that for many biological systems, the approxima-
tion κ2 = 2/3 is reasonable and gives correct distances despite
relatively high fluorescence anisotropies of the donor and/or
acceptor emissions (39, 109, 90). Reasons for this approxima-
tion have been discussed (48). Conformational changes based
on singular positions of the donors and acceptors as well as
donor–acceptor distributions can be observed (110–112). Dy-
namics of protein conformational changes can be observed in
the nanosecond time range by measuring the fluorescence life-
times of the donor or by following steady-state fluorescence of
the donor or acceptor at longer times (110, 113–117). FRET
is also very useful as the measurement basis of biochemical

10 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



Förster Resonance Energy Transfer (FRET) for Proteins

assays (118). The stoichiometry and formation of macromolec-
ular assemblies and aggregated protein structures can often be
quantified by well-planned and correctly analyzed FRET mea-
surements (119–124). A common problem in FRET studies can
occur with the use of multi-donors and multi-acceptors. But
analysis methods have been developed to take this problem
into account, and it can also be an advantage when determining
structures (125–127).

FRET has been widely used to determine the distribution of
proteins in membranes and their interactions in two dimensional
systems, as well to detect communication across membranes
(128–137).

The introduction of fluorescent proteins have been a great
addition to the repertoire of FRET measurements of protein
systems in solution and especially in fluorescence microscopy
(138–141). Indeed, the number of applications of FRET in
fluorescence microscopy have exploded in recent years, and
novel analysis methods have also been developed in order to
extract quantitative parameters from image data (142–146).

In bioluminescence resonance energy transfer (BRET), the
excitation of the donor is carried out with a biological/chemical
reaction instead of light excitation. It was discovered as a natu-
rally occurring phenomenon (147). The photoprotein aequorin in
Aequorea emits blue light when alone; however, when GFP and
aequorin are associated in vivo, GFP accepts the energy from
aequorin and emits green light. The use of bioluminescence as
a donor in vitro was realized early (148), and it has under-
gone a renaissance because of the availability of the biological
systems used for donor and acceptor excitation (149, 150). In
general, the donor is replaced by luciferase, which becomes ex-
cited chemically in the presence of a substrate and can transfer
its energy to an acceptor, which is usually (although not neces-
sarily) a fluorescent protein (149, 150). BRET is very useful in
microscopy and the background fluorescence is essentially zero.
BRET has also been used in high-throughput screening (151).
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Fluorescence spectroscopy in all of its variations can be considered among
the most powerful types of analysis available to chemical biology. However,
to be useful almost all applications are dependent on optimal labeling of
biomolecules with a fluorophore and on the appropriate choice of analytical
technique. In this article, we examine the applications and contributions of
fluorescent spectroscopy to chemical biology in three inter-related sections.
We first examine the properties of the common fluorophores available from
many disparate structural and functional classes, which includes a
discussion of their individual benefits and liabilities in the context of their
application. The available conjugation chemistries used to attach
fluorophores to myriad biomolecules are next reviewed. As each class of
biomolecule differs in both structure and function, the focus here is on
strategies for the specific labeling of different functional groups. Last, some
major types of fluorescent spectroscopy and the associated biologic
questions and analysis that can be addressed with them are covered briefly.

Fluorescence can be defined as the emission of a photon from
an excited singlet state electron returning to the ground state
orbital of a molecule where it is paired with, but of oppo-
site spin to, the second ground-state electron (1). Fluorescence,
although it typically originates from molecules containing mul-
tiple double-bonded aromatic groups, can also be emitted from
many structurally diverse substances. The power of fluorescent
analysis results from the ability to label myriad biomolecules
with fluorophores (or to use their intrinsic fluorescence), dis-
cretely excite and visualize them in a heterogeneous sample,
and then monitor their function either in vitro or in vivo with
a variety of different techniques. For the purpose of this re-
view we define chemical biology as “applying the tools of
chemistry to the understanding of biological problems” and
focus in this article on the diverse classes of available fluo-
rophores, their labeling chemistries, the predominant fluorescent

techniques in use, and some biologic questions that can be an-
swered by their application. As fluorescence is a diverse and
complex discipline, an in-depth description of each aspect is
beyond the current scope; the focus here is more a generalized
overview of fluorophore structure/function, fluorescent appli-
cations and important considerations within a chemo-biologic
context. The continuing challenge in this field remains in la-
beling the biologic molecule(s), both in vivo and in vitro, in
a specific manner such that useful data can be derived from
the configuration. Fortunately, many fluorophores are available
commercially along with affordable instrumentation (2). Inter-
estingly, the most popular application of fluorescent labeling is
in microscopy, for example, antibody labeling or in situ hy-
bridization, and the many facets of this particular technique are
discussed in other related articles. Additionally, myriad other
prominent analytical techniques rely on fluorescent detection,
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including fluorescence activated cell sorting (FACS), real-time
polymerase chain reaction (PCR), and various microarray anal-
yses, all of which are covered to some extent in other articles.
For the interested reader, Lakowicz’s Principles of Fluorescence
Spectroscopy can be considered the primary go-to reference for
almost all questions on fluorescent analysis, including history,
theory, basic and advanced concepts, techniques, fluorophores,
instrumentation, and applications (1). Although primarily a cat-
alog of fluorophores, Haughland’s The Handbook, A Guide to
Fluorescent Probes and Labeling Technologies is another excel-
lent resource (available from Invitrogen, Carlsbad, CA) (2).

Properties of Common
Fluorophores

Fluorophores come in a huge diversity of structures based on
the materials they are derived from and can be divided into
three primary classes: organic, inorganic, and biologically de-
rived materials. Fluorophores manifest many intrinsic physical
properties that are exploited in the various experimental formats,
which includes their absorption/emission profiles (spanning the
UV-to-near-infrared (IR) regions of the electromagnetic spec-
trum), varying fluorescent lifetimes, stokes shifts and quantum
yields, and in some instances their sensitivity to their local envi-
ronment. The exact choice of fluorescent probe for a particular
application obviously depends on several factors, including the
nature of the system under investigation, the question to be ad-
dressed, the pertinent biolabeling chemistries, and the available
analytical instrumentation.

Biologic materials

Amino acid fluorophores

Biologic materials are a class of fluorophores that can range
from amino acids and enzymatic cofactors to fluorescent pro-
teins. As their fluorescence originates from their structures,
they are sometimes referred to as intrinsic fluorophores (1).
The aromatic amino acids, tryptophan (Trp), tyrosine (Tyr), and
phenylalanine (Phe) are the simplest structural class of these
fluorophores and are ubiquitous in most naturally occurring
proteins (see Fig. 1a). The UV absorbance at 280 nm, which
is commonly used for protein quantitation, and the resulting
emission at 340–360 nm originates mostly from the indole ring
of the tryptophan residue (1, 3). Tryptophan emission also re-
flects the polarity of its local solvent environment and can be
sensitive to the binding of substrates/ligands, protein–protein
association interactions, protein denaturation, and global confor-
mational changes in structure (1, 4–6). These interactions can
be used for protein characterization and sometimes can form
the basis of certain types of biosensing (see below). Because of
its UV emission, tryptophan has also been used as a donor in
various fluorescence resonance energy transfer (FRET) studies
examining intraprotein distances and conformation changes (3).
Phenylalanine has a low quantum yield, and tyrosine residues
are less prevalent in proteins and have been far less used for
fluorescence.

The advent of recombinant DNA technology has enabled
researchers to introduce these three residues into any desired
site(s) within a cloned protein for potential fluorescent usage. It
is particularly advantageous for FRET configurations in which
optimal placement of a donor fluorophore is desired (2). Al-
though it is an advantage in some cases, the widespread occur-
rence of these residues in almost all natural protein structures
can also be considered a disadvantage, especially in applica-
tions in which observing a specific protein in a heterogeneous
environment is desired. Another potential disadvantage includes
excitation confined to the UV region, which can result in high
background signals from scatter and autofluorescence within
cells or other biomolecules in a sample matrix.

Fluorescent cofactors
Enzymatic cofactors, such as nicotinamide adenine dinu-
cleotide (NADH), nicotinamide adenine dinucleotide phosphate
(NADPH), flavin adenine dinucleotide (FAD), flavin mononu-
cleotide (FMN), and pyridoxal phosphate, are fluorescent and
commonly found associated with various proteins where they
are responsible for electron transport (see Fig. 1b and Table 1).
NADH and NADPH in the oxidized form are nonfluorescent,
whereas conversely the flavins, FAD and FMN, are fluorescent
only in the oxidized form. Both NADH and FAD fluorescence is
quenched by the adenine found within their cofactor structures,
whereas NADH-based cofactors generally remain fluorescent
when interacting with protein structures. The fluorescence of
these cofactors is often used to study the cofactors’ interac-
tion with proteins as well as with related enzymatic kinetics
(1, 9–12). However, their complex fluorescent characteristics
have not led to widespread applications beyond their own in-
trinsic function.

Fluorescent proteins
Fluorescent proteins (FPs) are a class of fluorescent probes of
which green fluorescent protein (GFP) from the jellyfish Ae-
quorea victoria (see Fig. 2) is probably the best characterized
and can be considered the prototype (13–16). Their utility is
derived primarily from the ability to append genetically and to
coexpress these proteins as a chimeric fusion with a desired
target in a wide range of host cells, including bacteria, lower
eukaryotes such as yeast, almost all higher eukaryotic cells, and
even within transgenic animals (17). This process makes FPs,
in general, a very powerful chemical biology tool for many
applications, including in vivo labeling of specific proteins in
cells as well as monitoring of intercellular signaling and intra-
cellular processes (18–25). Beyond basic research, many FPs
are used in a variety of applications related to drug discovery.
The field has progressed rapidly to the point where now sev-
eral GFP variants exist, such as blue, cyan, yellow, and various
dimeric (Ds) and monomeric (m) red fluorescent proteins (BFP,
CFP, YFP, DsRed, mRFP) (26–28). Continued cloning from
many different species, including coral (29), in conjunction with
functional optimization has led to a variety of commercially
available FPs with emission maxima that range across the spec-
trum from 470 nm to 630 nm (Fig. 2). Tsien’s monograph on the
green fluorescent protein is perhaps the best source on many im-
portant photophysical considerations when using all fluorescent
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Figure 1 Chemical structure of (a) the fluorescent amino acids and (b) various fluorescent cofactors, which are commonly found in biologic species.
(Modified from Reference 3.)

proteins (14). Issues of relevance when using FPs include size;
maturation time; absorption and emission shifts; sensitivity to
pH, O2, temperature, and certain ions; obligatory dimerization
or oligomerization; optimal placement; and photobleaching (21,
26, 30). Another important consideration, when appending such
large fluorescent probes onto a protein of interest, is verify-
ing that the primary function/activity of the endogenous parent
protein is not perturbed in any way (20, 21). Rationally de-
signed FRET sensing in live cells to monitor signaling events
would not have been possible without the ability to append ge-
netically these FPs to species of interest, with some commonly
used FRET FP pairs, including GFP/BFP and CFP/YFP; see
below (3, 13–18).

Phycobiliproteins, such as phycocyanin and phycoerythrin,
are members of a family of fluorescent accessory, non–
chlorophyll-based pigments found in cyanobacteria and eu-
karyotic algae. The phycobiliproteins have characteristic broad
absorption profiles spanning 450–600 nm, emissions ranging
570–660 nm, and small stokes shifts; see Fig. 3. The major
structural subunits, phycoerythrobilin (PEB) or phycocyanobilin

(PCB), have multiple covalently attached bilin chromophores
(open chain tetrapyrol, between 6 and 34) per moiety, which
result both in the large molecular weight (∼10 times that of
GFP) and a remarkable extinction coefficient (∼100 times that
of GFP). The strong brightness and photostability of these fluo-
rophores have led to their wide use as a very sensitive probe (31,
32). Although appearing to succumb to classic photobleaching
under constant illumination, the loss of specific fluorescence of
some phycobiliproteins, such as B-phycoerythrin (B-PE). may
actually be from the exciting of more than one chromophore
per protein that can annihilate the excited state and decrease
the quantum yield (1, 33). These FPs are currently available
from several commercial sources (Martek Biosensciences Cor-
poration, Columbia, MD; Invitrogen; Cyanotech Corporation,
Kailua-Kona, HI; and Europa Bioproducts Ltd., Brussels, Bel-
gium) and are commonly conjugated to antibodies or steptra-
vidin for use in a variety of immunoassay and other detection
formats.

Phytochromes are a family of bilin binding proteins that func-
tion as photoreceptors, regulating many physiologic processes
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Table 1 Physical properties of selected fluorescent probes

Approximate
molecular λabs max λem max Quantum Lifetime

Species weight (Da) (nm) (nm) yield† (ns)

Biologic Materials
Tryptophan 204 295 353 0.13 3.1
NADH 709 340 460 0.4
FAD 829 450 525 2.3
BFP 25–30,000 380 440 0.17
GFP 25–30,000 396,475 508 0.79 3.2
R-phycoerythrin 240,000 495,536 576 0.84

565Organic Materials
Fluorescein 332 490 514 0.95 4.0
FITC 389 495 525 4.1
TAMRA 430 555 580
ROX 534 580 605
Texas Red 817∗ 595 615 4.2
Cy3 766∗ 550 570 0.15 <0.3
Cy5 792∗ 649 670 0.28 1.0
Alexa Fluor 488 643 495 519 4.1
Alexa Fluor 555 1250 555 565 —
Alexa Fluor 647 1250 650 668 1.0
Inorganic Materials
LanthaScreen Tb 915 343 495,545,570 µs-ms
Ru chelate(‡) 940 445 615 500
550 nm CdSe/ZnS QDs >100 kd UV < 550 nm 550 ≥0.20 5–10

Drawn from References 1, 3, 7, and 8.
*NHS Ester form.
†Quantum yield added where available; the quantum yield and fluorescent lifetimes can be highly dependent on the local environment. A
fluorophore free in solution may have a different quantum yield than the same fluorophore attached to a protein, which in turn also depends on
the extent of protein-to-fluorophore labeling (1–3).
‡Sigma-Aldrich Product # 71603 Ru(bpy)2(phen-5-isothiocyanate) (PF6)2.

in plants, cyanobacteria, and other microorganisms (34, 35). Un-
like their light harvesting phycobiliprotein counterparts, native
phytochromes binding their natural bilins (phytochromobilin or
phycocyanobilin) result in a nonfluorescent conjugate caused by
deactivation by an efficient double-bond isomerization. If, how-
ever, the apophytochrome is allowed to bind phycoerythrobilin
(PEB; found naturally in phycobiliproteins), a highly fluores-
cent protein results, which is referred to as a phytofluor (36).
These proteins have large extension coefficients, high quantum
yields (0.7), and good photostability and pH stability. Highly
fluorescent proteins can also result from site-directed mutagen-
esis of the apoprotein while maintaining the natural bilin (37). In
contrast to phycobiliproteins, phytochrome-based FPs have not
found widespread application as fluorescent probes principally
because in their natural form, they are not fluorescent and only
become so through either genetic mutation of the bilin binding
site or insertion of a non-native bilin.

Enzyme-generated luminescence

Chemiluminescence and bioluminescence are unique processes
in the sense that the excited state species is generated enzymat-
ically through a chemical reaction rather than photophysically.
Although closely related, bioluminescence (BL) is considered a

natural phenomenon found in certain beetles, bacteria, and ma-
rine species, whereas chemiluminescence (CL) originates from
reactions with synthetic substrates. Both processes result from
an enzymatically catalyzed reaction that generates an excited
state chemical product that decays to produce light emission,
generally between 400 nm and 550 nm (3). Although a variety
of BL and CL enzymes/substrates combinations are available
from which to choose, the firefly Luciferase/Luciferin pair is the
most commonly exploited BL reporter system and Horseradish
peroxidase (HRP) is the most popular CL system (3). BL and
CL are dark field techniques, which means they do not require
an excitation source, therefore, reducing the background fluores-
cence and greatly improving the sensitivity and potential limits
of detection (LODs) when used for detection. BL/CL have been
applied widely, including in microarrays and nanoarrays, in in
vivo imaging ranging from whole animals down to single cells,
in numerous biosensors, and as tracers in immunoassays such as
enzyme-linked immunosorbent assays (ELISAs) (38–40). The
only major disadvantages of using BL and CL are that mul-
tiple wash and reagent addition steps are often required in
the “development” of the signal, which can make the analy-
sis time longer, and the user typically has a limited time in
which to collect the generated signal as the local substrate is
consumed rapidly. Therefore, when multiple samples are run
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Figure 3 Absorption and emission profile of the phycobiliprotein
B-phycoerythrin (B-PE), which is a multi-subunit multi-chromophore
fluorescent protein with exceptional absorption and emission properties.

simultaneously in microtiter plates or microarray formats for
high-throughput analysis, luminescent imaging techniques are
preferred over the more traditional plate readers (41).

Organic materials

Standard organic fluorophores

Organic dye materials represent the largest and best character-
ized class of probes used in all manner of fluorescent analysis.
As an overall class, these dyes are used in almost all ar-
eas of biotechnology, including biosensing, cellular imaging,
clinical immunofluorescence, and in DNA/protein microarrays
(42–45). Several major structural classes of organic fluorophore
span the UV-to-near-IR spectrum; see Fig. 4. UV dyes are
typically pyrene-based, naphthalene-based, and coumarin-based
structures, whereas the Vis/near-IR dyes include a variety of

fluorescein-based, rhodamine-based, and cyanine-based deriva-
tives; see Fig. 5. Fluorescein dyes are extremely popular be-
cause they have good quantum yields, are relatively cheap,
water soluble and readily bioconjugated, and easily excited us-
ing a standard argon-ion laser (488 nm). However, fluorescein
has a high rate of photobleaching, is sensitive to pH (some-
times considered an advantage; see below), and can self-quench
at high degrees of substitution onto biomolecules. Various al-
ternatives are available such as Oregon Green dyes (Invitro-
gen, Carlsbad, CA), which are fluorinated fluorescein analogs;
AlexaFluor dyes [Invitrogen; (46)]; Cy dyes (GE Healthcare,
Buckinghamshire, United Kingdom); and BIODIPY dyes (In-
vitrogen), all of which claim to alleviate some of these issues.
For some redder dyes, overlabeling can induce protein precipi-
tation because of their low solubility in aqueous environments
(47). Also, several organic-based dyes are used as fluorescent
stains for visualizing cell membranes, proteins, and DNA in
cells or separation gels (1, 2, 48). These dyes also include fluo-
rescent dyes attached to lipids that allow membrane labeling and
intercalating probes like ethidium bromide, which are typically
weakly fluorescent until bound to DNA (1, 2, 48). In general, or-
ganic dyes have several issues that have to be considered before
use; these include broad absorption/emission profiles with small
stokes shifts (which can be problematic for FRET-based ap-
plications or multiplexing), solubility issues, and susceptibility
to environmental influences. Cumulatively their many advan-
tages, which include extensive characterization in the literature,
their wide availability from several commercial sources, relative
cost, ease of use, and many different available bioconjugation
chemistries, often outweigh the above liabilities and mean that
they are usually the first choice in most experiments. Haugh-
land’s handbook is an excellent reference on many aspects of
most commercial organic fluorophores (2).
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Environmentally sensitive fluorophores

Environmentally sensitive fluorophores that exhibit some change
in their absorption or emission properties as a function of their
environment are often referred to as indicator probes (1, 3). Such
dyes may be sensitive to changes in pH, ionic strength, ionic
type, oxygen, solvation, or polarity. Although many dyes will
exhibit some sensitivity to perturbation of their local environ-
ment, fluorescein is probably the best known; with sensitivity
to pH, see Fig. 6. Again Haughland’s handbook is an excellent
reference for organic dye probes optimized for environmental

sensing (2). Many new indicator probes, which are sensitive

to neutral and ionic molecules as well as to oxygen reactive

species, have been reviewed recently in the literature (49, 50).

These indicator dyes have applications for chemical sensing

both in vitro and in vivo. Important considerations when load-

ing cells with these indicator probes include whether the probe

is as follows: toxic to the cell, and at what concentration, and

where the dye will likely be sequestered during loading into the

cell, such as within the organelles.
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Fluorescent polymeric microspheres
and nanospheres

One photophysical limitation of organic fluorescent dyes is the
tendency toward self-quenching that occurs when attempting
high conjugation ratios to improve both sensitivity and LODs.
Researchers have overcome this limitation by functionalizing
polymeric microspheres and nanoparticles with multiple fluo-
rophores (100s–1000s) that result in highly fluorescent parti-
cles. This strategy also allows one to label biomolecules with
dyes that would otherwise lack reactive groups for bioconju-
gation or are inherently insoluble in an aqueous environment
(3). Fluorescently functionalized microspheres and nanospheres
are available commercially from several sources, spanning the
UV-to-IR, in a variety of sizes ranging from 20 nm to 5 µm
(3). Fluorescent microspheres are also commonly labeled with
primary or secondary antibodies and are used as solid sup-
ports in many sandwich immunoassays, where they take full
advantage of solution-based kinetics (51–53). Alternatively,
microspheres can be obtained with carboxyl, amine or other
surface-displayed functional groups for chemical conjugation
to biologic molecules (3). The recently developed FloDots,
which are functionalized with either antibodies or DNA, have
demonstrated applications in several areas, including bioimag-
ing, cell detection, gene detection, and protein arrays (54). Sim-
ilar sol-gel–derived silica nanoparticles have also been investi-
gated (55). Coded microspheres, which are internally labeled
with specific concentrations of two fluorescent dyes, are an in-
tegral part of the Luminex flow cytometry technology and have

been used in many biomedical research and diagnostic applica-
tions (56, 57). Environmentally sensitive dyes have been immo-
bilized in various cross-linked polymers to produce PEBBLE
(Probes Encapsulated by Biologically Localized Embedding)
nanosensors for several ionic and neutral species. When deliv-
ered into cells, these PEBBLE nanosensors are used to image
and monitor the presence of intracellular chemical species (58,
59). In general, the liability of working with a microsphere that
is far larger than an organic or intrinsic fluorophore can be offset
greatly by the increased sensitivity and stability.

Inorganic materials
Metal chelates and long-lifetime fluorophores
Long-lifetime dyes typically consist of either the luminescent
lanthanides or the ruthenium-metal chelates. The principle ad-
vantage of working with long-lifetime dyes over conventional
fluorophores originates from the ability to gate out, through
time-resolved measurements, any background fluorescence orig-
inating from matrix components in the sample (such as aut-
ofluorescence and scattering), thus greatly improving the sen-
sitivity of detection. Of the four lanthanides, terbium (Tb),
europium (Eu), samarium (Sm), and dysprosium (Dy), that
emit in the visible region, Tb and Eu are the most commonly
used probes (60–63). In particular, chelate ligands of the lan-
thanide ions are typically used for biophysical applications.
The chelates are designed to 1) tightly bind the lanthanide
ion, imparting high thermodynamic and photochemical stabil-
ity; 2) position a sensitizing chromophore in close proximity
to the ion; and 3) contain a reactive group allowing bioconju-
gation (see Fig. 7). Because of their relatively low extinction
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coefficients (∼1 M−1cm−1), lanthanide ions are almost impos-
sible to excite directly so the sensitizing chromophore is an
essential part of the lanthanide chelate probe as it functions
as the initial light-harvesting antenna. Lanthanide probes are
characterized by unique, sharp emission profiles (see Fig. 7),
which originate from both magnetic and electric dipole transi-
tions, along with large stokes shift (excitation 343 nm, emis-
sion > 500 nm). The fluorescent lifetimes of these materials
range from µs to ms, and this allows lanthanide probes to be
used in luminescence resonance energy transfer (LRET) appli-
cations along with various clinical bioassays (60, 61, 63–65).
Commercial sources for lanthanide probes include CIS-Bio In-
ternational (Yvette, France) and Packard Instrument Company
(Downers Grove, IL; cryptate-based probes), PerkinElmer, Inc.
(Waltham, MA; LANCE, a pyridine-based system), Invitrogen
(LanthaScreen; polyaminocarboxylate chelates, coupled with a
CS124 sensitizer), and GE Healthcare who market a europium
(TMT) chelate donor in the isothiocyanate form for bioconjuga-
tion to amines. Also, an increasing number of reports appear in
the literature of lanthanide-doped nanoparticles being used as bi-
olabels where their benefits can be compounded for exploitation
(66–68).

Long-lifetime ruthenium metal–chelate complexes were orig-
inally used by Lakowicz as anisotropy labels for measuring
the rotational dynamics of proteins (69, 70). These transi-
tion metal complexes typically contain one or more bi-dentate
or tri-dentate ligands and use metal-to-ligand charge trans-
fer processes; see Fig. 8 (1, 71). Sigma-Aldrich Corporation
(St. Louis, MO) offers a series of reactive ruthenium com-
plexes for biolabeling that are derived from Lakowicz’s work.
They are characterized by relatively small extinction coefficients
(14,500 M−1cm−1) and low quantum yields (0.05), but they pos-
sess long lifetimes, typically 500 ns, coupled with a fairly large
stokes shift. As with the lanthanide probes, several applications
have used the ruthenium complex as a donor in LRET-based
studies. The major advantage of these transition metal com-
plexes is again the ability to gate out any background signal and
direct excitation of the acceptor dye, which leads to significantly
improved sensitivity (72).

Fluorescent metal nanoparticles

Atomic clusters consisting of a few noble-metal atoms have
demonstrated intense fluorescence emission as well as some in-
teresting nonlinear optical properties. Gold (73), silver (74, 75),
and copper (76) nanoparticles have both size-dependent and
shape-dependent absorption and luminescent profiles, with the
resulting emission exhibiting strong resistance to photobleach-
ing. The potential benefit here would be the extremely small
size; however, these nanoparticles are currently not available
commercially and to date have found limited use as fluorescent
labels, mostly because of complex synthesis and stabilization
along with lack of bioconjugation routes.

Semiconducting nanoparticles: quantum dots

The II-VI group of semiconductor nanocrystal materials or
quantum dots (QDs), namely CdSe and CdS, are extremely well

characterized in the literature and have proven their applicabil-
ity as fluorescent probes in a wide range of biologic applica-
tions, including FRET-based investigations (3, 77), biosensing
(78), drug discovery (23), cancer diagnostics and investigative
treatments (79, 81), and many other areas of biomedical re-
search (82, 83). QDs or Qdots have several unique properties
that make them ideal fluorescent probes compared with organic
dyes: 1) high quantum yields and molar extinction coefficients
>10 to 100 times those of organic dyes that steadily increase to-
ward the UV; 2) high resistance to photobleaching and chemical
degradation; 3) broad absorption coupled with narrow emission
profiles (see Fig. 9b); 4) large stokes shifts, >200 nm for the
red-emitting QDs; and most importantly, 5) size-tunable photo-
luminescence; see Fig. 9a (83, 88). Although QDs have been
synthesized from many binary and ternary semiconductors, the
most commonly used are a CdSe QD core overcoated with a
ZnS shell, which acts to passivate and protect the core (83,
89). Critical to the development of QD biotechnology has been
the ability to make these inherently insoluble materials biocom-
patible through the use of bifunctional ligands (83, 87). QDs
are available commercially from Invitrogen and Evident Tech-
nologies, Inc. (Troy, NY); they are typically overcoated with a
protecting layer and then precoated with avidin or other pro-
teins that facilitate bioconjugation. Several detailed discussions
have occurred on the synthesis of QD core-shell materials (89,
92). Many applications specifically aim to minimize the large
protecting outer layers, which is often desired in FRET-based
applications where acceptor distance from the QD donor core
can be an issue (77, 93).

Silicon and more recently germanium semiconductor-based
nanocrystals have also demonstrated intense fluorescence emis-
sion (94–98). Si-based nanoparticles have found some appli-
cations as biolabels (98, 99), whereas Si-based and Ge-based
nanoparticles are still in the early stages of development. How-
ever, all are characterized by immature synthesis and stabiliza-
tion that has limited their biologic use to date. That said, they
still have a promising future as optical probes that potentially
may be a nontoxic alternative to semiconductor materials.

Fluorophore Bioconjugation
Chemistries

To exploit analytical fluorescence in biomolecular assays fully,
it is often necessary to label target biomolecules by introduc-
ing a fluorophore, usually through a chemical reaction. Ideally,
the reaction should take place in aqueous conditions; be fast,
high yielding, and nondestructive; target reactive groups already
present on the biomolecule; and allow easy purification of prod-
uct from unreacted dye. Many reactions have been developed
that fit some or most of the above criteria, and this section
is only intended to give the reader a general outline of the
common/practical chemical methods of achieving fluorescent
labeling. Several excellent reviews (100) and books (3, 101,
102) cover this extensive topic exhaustively, and the reader is
referred to these and to the current literature in the field of
bioconjugation for additional insight.
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Synthetic considerations

Labeling biomolecules with fluorophores can be challenging be-
cause of the differences in the nature of the two reactants and the
small quantities of reagents employed (pmol to µmol). Because
of their widespread incorporation in countless assays, many flu-
orophores are now available commercially in reactive form,
targeting chemical groups already present in biomolecules, with
amines and thiols being by far the most common targets (2). Al-
though sometimes expensive, reactive fluorophores are the most
convenient to use as a stock solution can be prepared and the
conjugation reaction can be performed by adding a known con-
centration of fluorophore to the biomolecule dissolved in the ap-
propriate buffer. Fluorophores are often hydrophobic molecules
with limited water solubility, whereas biomolecules are soluble
in water at a wide pH range. To facilitate the reaction between

these disparate entities, a large excess of dye is usually em-
ployed. As a result, a common problem often encountered in
fluorescent labeling of biomolecules can be the presence of a
heterogeneous reaction mixture: soluble biomolecule and solid
dye in two immiscible phases. One way to address partially
this issue consists of adding small quantities (usually between
20% and 50% of the total reaction volume) of a carrier solvent,
such as dimethylsulfoxide (DMSO) or N,N-dimethylformamide
(DMF). The carrier solvent facilitates the solubilization of some
hydrophobic dye in the water medium and diminishes the prob-
lems associated with the formation of aggregates. Labeling
reactions usually take place under some moderate-to-vigorous
stirring, and if the desired substitution level is not achieved in
a reasonable reaction time (usually 1–2 hours), repeating the
conjugation is preferred over extended reaction times as many
reagents tend to hydrolyze over time. Because of the necessity of

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 9



Fluorescent Labeling and Fluorescent Spectroscopy: Overview of Applications in Chemical Biology

1.0 510 nm AB S
510 nm BM
530 nm BM
555 nm BM
570 nm BM
590 nm BM
610 nm BM

0.5

0.0

1.0

0.5

0.0
300 400 500

Wavelength (nm)

600

A
bs

or
ba

nc
e 

(n
or

m
al

iz
ed

)

P
ho

to
lu

m
 in

es
ce

nc
e 

(n
or

m
al

iz
ed

)

rCdSe core Å
lmax em. nm

(a)

(b)

Figure 9 Semiconductor QDs. (a) Image showing the effect of CdSe core size on the wavelength of emission. Note that all QDs were excited using a UV
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Reference 83.)

lowering background fluorescence in the final assay, purification
of the fluorescent adduct from the unreacted fluorophore is nec-
essary and sometimes complex. The large excess of fluorophore
employed in the labeling reaction can compound purification
of the labeled adduct, and several rounds of purification using
different techniques may be necessary. Centrifugation and pre-
cipitation are the first steps that can help in removing suspended
unreacted fluorophore and in facilitating additional purifica-
tion steps. Gel-permeation, reverse-phase high-performance liq-
uid chromatography, electrophoresis, dialysis, and combina-
tions thereof are the techniques more commonly employed to
achieve a high-purity labeled product. Depending on applica-
tion, site-specific labeling may be a preferred strategy as op-
posed to nonspecific or generalized labeling of a common func-
tional group, for example, a single-labeled protein-thiol versus
multiple lysine-amines. Alysines are abundant on most proteins,
there is also the possibility of a distribution of labeled-adducts
expressing various degrees of functionalization. Furthermore,
lysine residues may be the key to subsequent function, and la-
beling can interfere with this process.

Polypeptides and nucleic acids
as biomolecular targets

Proteins, antibodies, and enzymes consist of long polypeptide
sequences folded in ways that favor the positioning of hy-
drophobic residues at their interior, whereas more hydrophilic
or easily ionizable residues are at the periphery. Water-exposed

residues are therefore important and available targets for biocon-
jugation, most notably the carboxyl group of aspartic (103) and
glutamic acid (104), the primary amine of lysine and arginine
(105, 106), the secondary amine of histidine (107, 108), the thiol
of cysteine (109, 110), and the phenolic hydroxyl of tyrosine
(111). All behave as nucleophiles under appropriate conditions,
such as specific pH ranges, and their reactivity can be exploited
for the attachment of several reactive probes (112, 113). Such
target-expressing residues can also be introduced recombinantly
at well-defined specific sites in proteins (114, 115). Besides
the presence of these residues, it is also possible to introduce
alternative functional groups, or to interconvert existing ones,
through the use of versatile and readily available bifunctional
reagents (116). For example, 2-bromoethylamine can be used to
transform thiol-containing amino acids (cysteine) into primary
amines, whereas N-succinimidyl-s-acetylthioacetate (SATA) re-
acts with amine containing amino acids to form a protected
sulfhydryl group, which can be deprotected readily using hy-
droxylamine to a free thiol (101). The use of bifunctional
reagents provides versatility to the bioconjugation chemist, ex-
tending the repertoire of reactions and functional groups avail-
able and permitting the fine-tuning of other factors, such as the
spacing or the solubility of the fluorophore.

Nucleic acids do not display the same promiscuous chemical
reactivity of proteins. Instead, individual synthetic nucleotides
can display a unique functional group that can be exploited even
more for direct attachment of probes (117). The simplest method
of labeling DNA uses high-affinity bis-intercalating dyes such
as ethidium bromide, acridine, and thiazole orange monomers
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and dimers (118). These dyes, which have almost no emission in
water, display fluorescent enhancements of 30–1000-fold after
binding to DNA and remain bound even during electrophore-
sis, hence, their use as gel stains. Different DNA samples can
be prestained with differentially emissive dyes before elec-
trophoresis, then mixed, and finally coanalyzed (119). Perhaps
the biggest liability of these dyes is their toxicity, which necessi-
tates careful handling and disposal. The 5

′
-backbone phosphates

can be targets for modification through carbodiimide-mediated
formation of a phosphoramidate (120, 121). Such reactions,
however, are not easy to control, and the expertise required
makes this type of approach not very common. Two other tech-
niques are usually preferred for tagging DNA with a fluorescent
probe: 1) direct enzymatic labeling and 2) postsynthetic mod-
ification. Direct enzymatic labeling usually uses some type of
enzymatic introduction of modified ddNTPs (122, 128), which
results in the generation of an oligonucleotide sequence that
contains the probe or an appropriate functional moiety such
as an amine to which a probe can be attached. Several enzy-
matic techniques are available, including PCR, nick-translation,
random-primed labeling, and 3

′
tailing with terminal transferase,

which are all methods reviewed in References 129 and 130. Is-
sues of this enzymatic insertion include the limited types of
modified nucleotides that can be introduced, as the enzymes
employed can be very selective when it comes to incorporating
non-natural substrates, cost, and the necessity of long incuba-
tions in some cases. Postsynthetic modification of nucleotides
usually consists of the automated synthesis of a short DNA
fragment incorporating a specific chemical moiety—usually an
amine or a thiol—within or at the termini of the sequence (117,
130–132). The functionalized oligo is then tagged with the flu-
orescent probe, which exploits reactions very similar to those
employed for the proteins above or listed in Table 2. Alterna-
tively, a fluorophore can be introduced directly through auto-
mated synthesis whenever its phosphoramidate building block
is available, provided that the dye is stable to the synthetic
and resin-cleavage conditions.# This, however, can be a costly
approach because of the use of specialized synthetic building
blocks and modified chemistries. Small oligonucleotides (i.e.,
DNA, RNA, and PNA) that have been dye-labeled during syn-
thesis are commonly used in techniques such as quantitative
PCR, in situ hybridization, and array labeling. Most commercial
DNA vendors offer a variety of dye choices and modification
sites as part of their services, and again, cost, the need for post-
synthetic purification, and some limitations on dyes choices may
be an issue. The alternative choice is a derivative of the previ-
ous one and simply involves synthesizing oligonucleotides with
unique modifications, i.e., amines or thiols, and then custom la-
beling them with appropriate reactive dyes as desired (3, 171).
The last method is an interesting hybrid technology where en-
zymes such as peroxidases are attached to the oligonucleotide
and then used to generate light via enhanced chemiluminescence
(ECL) (172, 173). In this case, biotinylated oligonucleotides are

#Glen Research (Sterling, VA; www.glenres.com) and TriLink BioTech-
nologies (San Diego, CA; www.trilink.com) offer a variety of fluorescent
phosphoramidates for automated DNA synthesis.

exposed to streptavidin-enzyme conjugates for specific and lo-
calized labeling. The enzymes then generate light when exposed
to the substrate, which is captured on film or by a detection
panel. This last method has become a sensitive and attractive
alternative to the use of radioactivity for classic techniques such
as Southern analysis.

Type of linkages
Table 2 presents a list of the most common target groups used
for fluorescent biolabeling along with their cognate reactive
partner and the type of product formed. Amines and thiols are
by far the most commonly exploited target functional groups
as they are both good nucleophiles, readily available and/or
easily introduced in biomolecules. Figure 10 shows the most
common reactions for targeting amines. Isothiocyanate (ITC)
(153–155) and succinimidyl ester (OSu) (151, 152) derivatives
are the most common amine-reactive groups readily forming, re-
spectively, stable thiourea and amide linkages (Fig. 10a, 10b).
ITCs, however, present long-term storage stability problems,
which makes the OSu derivatives more popular. Nonetheless,
certain types of reactive ITC probes, such as the fluorescein
(FITC) and tetramethylrhodamine (TRITC) derivatives, are still
used widely. OSu derivatives are extremely common, and many
of them are available commercially (3). OSu derivatives can also
be prepared easily starting from a carboxylic derivative and
N-Br-Succinimide as reagent. Less common, but still viable,
reactive partners for amines are sulfonyl chlorides, unstable
in aqueous (156), which leads to more stable sulfonamides
(Fig. 1c) and aldehydes (157) yielding Schiff bases (imines)
(Fig. 1d). Carboxylic acids can also be reactive toward amines,
ultimately forming amide bonds, but they require prior activa-
tion usually achieved by employing a water-soluble carbodi-
imide reagent (Fig. 1e) (159, 164).

Maleimides (133–138), iodoacetamides, and alkyl halide
derivatives (133, 139–141) are the most common thiol-reactive
groups (Fig. 11a, 11b). All of these reagents readily react
when a free thiol is present to give stable thioethers. Disul-
fide exchange of a free thiol with an activated piridyldisulfide
is another common and effective reaction (146, 147, 171, 174)
(Fig. 11c), but the resulting disulfide containing product may
not be stable under reducing conditions or in the presence of
other free thiols.

Other chemical groups such as aldehydes, ketones, and alco-
hols are also exploitable targets for bioconjugation. The reac-
tivity of alcohols in water is very low, and usually intermediate
steps are involved to transform the hydroxyl into a more reac-
tive or more easily exchangable group. The resulting multistep
scheme, although not an alternative to more readily labeled
groups, is an option when other reactive groups, such as car-
bohydrates, are not present (175). Aldehydes and ketones react
with amines to give imines (149, 150). However, both groups
are not commonly found and often have to be generated by ox-
idation of the corresponding alcohol or vicinal diol. Hydrazines
are also very good reactive partners for ketones and, to some
extent, aldehydes, which yield hydrazones (148). The hydra-
zones can be stabilized even more by reduction yielding an
irreversible product. Interestingly, these same groups are also
common targets for modifying sugars and carbohydrates using
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Table 2 Selected biologic functional groups and their corresponding target chemistries

Target Reactive group Product References

Free Thiol Maleimide Thioether (133–138)
Haloacetyl/Alkyl Halide Thioether (139–141)
Arylating agents Thioether (142)
Aziridine (143)
Acryloyl derivatives Thioether (144, 145)
Pyridyl disulfides,

5-thio-2-nitrobenzoic
(TNB) acid

Mixed disulfide (14, 147)

Hydrazine Hydrazone (148)
Aldehyde/Ketone Amines Schiff’s base (imine)∗ (149,150)

N-hydroxysuccinimide
ester

Amide (151, 152)

Free Amine (NHS)
Isocyanates,

Isothiocyanates
Urea, Thiourea (153–155)

Acyl azides Amide (101)
Sulfonyl chlorides Sulfonamide (156)
Aldehydes, Glioxals Imine, secondary amine† (157, 158)
Epoxides, Oxiranes Secondary amines (101)
Carbonates Carbamate (101)
Arylating agents Arylamine (101)
Imidoesters Amidine (159, 160)
Carbodiimides,

Anhydrides
Amine‡ (120, 121, 161)

Diazoalkanes,
Diazoacetyl

Ester (162, 163)

Carboxylate Carbonyldiimidazole,
Carbodiimides

Amides‡ (159, 164)

Epoxides Ether (101)
Hydroxyl Cabonyldiimidazole,

N,N’-disuccinimidyl
carbonate,
N-hydrosuccinimidyl

Carbamate or Urethane‡ (165, 167)

chloroformate Ether
Alkyl halogens carbamate (168, 169)
Isocyanates (170)

*Might be followed by reducing amination to form a stable product.
†After reduction.
‡Via reactive intermediate.

some of the same chemistry. However, sugar modification is a
less well-developed chemistry in general and thus less prevalent,
although strong research in this area continues (2, 101).

Another commonly exploited labeling method takes advan-
tage of the very strong interaction between the protein Avidin
(or Streptavidin) (176) and its natural ligand biotin, as reviewed
in Reference 2. This labeling scheme usually starts with the bi-
otinylation of the target biomolecule by employing one of many
commercially available biotinylating reagents. The biotinylation
chemistries available are essentially similar to the ones already
mentioned for the fluorphores above. After biotinylation, fluo-
rescently labeled Avidin or Streptavidin is added, which results
in strong binding to the biotin and forms a basically irreversible

linkage that has found use in countless biologic applications
(177, 178).

Beyond the above chemical methods for the introduction
of fluorophores, several emerging technologies target in vivo
fluorescent labeling for applications where the probe has to
be located inside a target cell. Fluorescent proteins such as
the GFP can be appended onto the target protein by re-
combinant techniques resulting in the coexpression of fluo-
rescent protein chimeras (14, 179). FLASH technology can
be used in the specific in vivo tagging of proteins express-
ing a Cys–Cys–Pro–Gly–Cys–Cys sequence by employing a
cell-permeable dye that becomes fluorescent only during la-
beling (180–182). The HaloTag method consists of a fusion
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Figure 10 Schematic representation of the most common reactions for labeling an amine: (a) reaction with isothiocyanate to give a thiourea; (b) reaction
with a Succinimidil ester to give an amide; (c) reaction with a sulfonyl chloride to give a sulfonamide; (d) reaction with an aldehyde to give an imine
(Schiff’s base); and (e) reaction with a carbodiimide-activated carboxylic acid to give an amide.

protein with a dehalogenase domain that conjugates a fluores-
cent ligand through chloride substitution (183). Also, the SNAP
method allows both in vivo or solution labeling of proteins by
using a modified alkylguanine-DNA alkyltransferase reacting
with a p-benzylguanine modified fluorophore to form a thioether
bond (3).

A recent and growing conjugation methodology worth men-
tioning is the implementation of click chemistry to bioconju-
gation. Click chemistry is a fairly generic term referring to a
certain class of quick, high-yielding reactions. For bioconjuga-
tion, this term usually indicates the Cu(I) catalyzed 1,3-dipolar
(Huisgens) cycloaddition between an alkyne and an azide to
give a 1,2,3-triazole as the product. This reaction proceeds very
rapidly and is compatible with both aqueous chemistry and a va-
riety of functional groups, which makes it an excellent candidate
for future development and applications (184, 185). However,
the current drawback to this chemistry is the unavailability of
widely applicable commercial kits for introducing the necessary

alkyne and azide cognate precursors onto both target and probe.
However, the Click-iT kit (Invitrogen) targeting glycoproteins
probably represents the first of many applications to come that
will use this exciting chemistry.

Selected Fluorescent Techniques

Fluorescence anisotropy

The extent of the polarized emission from excited state flu-
orophores in a solution can be described in terms of their
anisotropy (r), and measuring this can provide insight into
the angular displacement of the biomolecule(s) to which the
fluorophores are attached (1). Within a homogeneous solu-
tion, the ground-state fluorophores are all oriented randomly.
However, when exposed to a polarized excitation source, the
molecules with their absorption transition moments oriented
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Figure 11 Schematic representation of the most common reactions for
labeling a thiol: (a) reaction with an alkyl halide to give a thioether;
(b) reaction with a maleimide to give a thioether; and (c) reaction with an
activated piridyl-disulfide to give a mixed-disulfide through disulfide
interchange.

along the electronic vector component of the light will be ex-
cited preferentially (1), which means the excited population is
not random in orientation, but their transition moments are all
oriented. For chemical biology, the factors that affect the rota-
tional correlation time, or anisotropy, can then be investigated,
including biomolecule–biomolecule interactions, modifications,
or denaturation. Anisotropy is also a powerful tool for mea-
suring viscosity in select bioenvironments such as membranes
and lipid composition. Again, the interested reader is referred
to Lakowicz’s text for more detailed reading on all facets of
this subject (1).

Anisotropy, which is sometimes used interchangeably with
polarization, although the former is preferred, is a dimensionless
quantity that is independent of sample intensity. A fluorometer
and appropriate polarizing filters (parallel and perpendicular) are
the simplest instrumental setup that can be applied (1). Mea-
suring the steady-state fluorescence anisotropy provides data
on only the average anisotropy decay and the interpretation
can be complex. Far more information is gained from measur-
ing the time-resolved anisotropy; however, the equipment and
analysis required is more complex. Direct monitoring of fluo-
rescent anisotropy provided insights into the binding modes of
the G-protein-coupled type A and B cholecystokinin receptors
(186). These receptors, which share homology to rhodopsin and
β-adrenergic receptors, have important regulatory functions in
certain hormonal responses. Monitoring changes in anisotropy
of differentially labeled probes while interacting with the recep-
tors confirmed that each type uses a distinct mode of high affin-
ity binding. The structure of UreG, which is an essential Bacillus
pasteurii protein required for the in vivo activation of the en-
zyme urease, has also been probed with both steady-state and
time-resolved anisotropy analysis (187). Although this protein
behaves as an intrinsic unstructured dimer, the conformation it
assumes is unknown, for example, fully folded, molten globule,
or random coil. Direct analysis of steady-state anisotropy and
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Figure 12 Conformational transition of BpUreG as revealed by
steady-state fluorescence signals. (a) Steady-state emission spectra of
BpUreG at 24◦ C at increasing concentrations of GuHCl (from 0 M to 3 M,
incubation time of 10 min). (b) Changes in emission max (black circles)
and steady-state anisotropy (clear squares) as a function of denaturant
concentration. The solid lines represent the fits by a nonlinear least-squares
method of the experimental data. (Reprinted from Reference 187 with
permission of the ACS.)

intrinsic tryptophan fluorescence wavelength shift allowed mon-
itoring of transitions between native and unfolded states upon
increasing concentrations of a denaturant (see Fig. 12). Further-
more, the hydrodynamic parameters obtained by time-resolved
fluorescence anisotropy in the presence of a denaturant con-
firmed the existence of a stable but disordered dimer formed at
a unique cysteine residue. This key bond acts to stabilize the
dimer under native conditions.

DNA and fluorescence

Fluorescent labeling and spectroscopic analysis have had a
profound impact on two areas: research into DNA struc-
ture/function and myriad diagnostic and sequencing applica-
tions. For the former area, the focus is to understand complex
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nucleic acid chemistry and more recently to exploit the in-
herent self-assembled structures for creating precisely formed
nanoscale architectures (188, 189). For the latter area, the focus
has been on all aspects of genomic analysis from clinical/genetic
diagnostics to the creation of the genomic databases (190). Al-
though this field is relatively young, with fluorescent DNA
sequencing described just ∼20 years ago (191), commercial
applications have driven progress and the completion of the Hu-
man Genome map (192); many focused reviews are available
in this area (3, 193–195).

Fluorescent sensing

Fluorescent sensing can provide a powerful tool to the chem-
ical biologist especially for in vivo applications. One version
of this analysis originates almost exclusively from the envi-
ronmental sensitivity of selected fluorophores discussed earlier
(1–3). Fluorescein, for example, has been exploited for intracel-
lular pH monitoring (see Fig. 6). Intracellular calcium-sensing
techniques are a powerful and widely used technology with
many applications in neuroscience and in cardiovascular and
signal transduction research. It has also proven useful recently
in monitoring receptors associated with odor detection (196).
This particular technique is discussed extensively in other ar-
ticles; see, for example, the article “Calcium Signaling.” The
ability of membrane localized receptors to “sense” and trans-
duct an odorant was monitored by their ability to elicit a
coupled-intracellular calcium transient. Invitrogen also offers
a variety of commercial probes targeting diverse ions as modi-
fied esters for intracellular delivery and Haughland’s handbook
is an excellent reference on this subject (2). This type of flu-
orescent sensing is well developed but may be limited by the
lack of multiplexing capability. That is, only one or two of
these dyes can be used simultaneously because of their broad
absorption/emission profiles.

Fluorescent sensing has been exploited even more by implant-
ing environmentally sensitive fluorophores into select proteins
to create a variety of in vitro and in vivo sensors. The proteins
provide biologic specificity for target recognition, whereas the
fluorophores provide signal transduction. This type of sensing
relies on some change in the proteins structure during binding,
which in turn causes a change in the local environment of the
fluorescent dyes and, thus, its photophysical state. The super-
family of bacterial periplasmic binding proteins has provided an
excellent source of sensing proteins for diverse analytes from
which to begin designing such sensors (197), but long-term flu-
orophore instability has remained an issue and may necessitate
preparation of fresh sensors for each experiment. The proto-
type for this sensor design has been the maltose binding protein
(198), and many different maltose sensors have been assembled
to test a variety of signal transduction modalities, including a
variety of surface-tethered versions with complex kinetic func-
tions; see Fig. 13 (198, 199). Hellinga and Frommer (197, 200)
have been at the forefront of this field where they have applied
computational design to identify critical sensing sites within a
variety of natural and de novo rationally designed proteins.

Energy transfer
As FRET is a significant analytical technique for a variety of
in vivo and in vitro biosensing configurations, the concepts and
applications will be discussed in other articles. However, FRET
is heavily dependent on optimal placement of two or more flu-
orophores either within a single biomolecule or two cognate
biologic entities (1, 3, 201). As such, discussion is warranted on
some relevant issues. The first is choice of fluorophores with ap-
propriate spectral overlap and their placement such that enough
proximity exists between the fluorophores for efficient FRET (1,
3, 201). Depending on the structure and the available functional
groups, site-specific sequential or orthogonal labeling of a sin-
gle biomolecule with multiple fluorophores is still challenging.
DNA and other oligonucleotides are synthesized readily with
both site-specific amine- or thiol-functions for facile labeling
with appropriately reactive dyes (2, 101). Single cysteines can
be introduced recombinantly into specific protein sites; however,
the presence of other cysteines can cause “thiol-scrambling” of
the structure and subsequent loss of function (3). Hellinga and
colleagues (202) have described recently a method for the se-
quential labeling of multiple cysteines within a single protein to
address this issue specifically. Primary amines are ubiquitous to
proteins, and thus, fluorophores targeting these functions tend to
be nonspecific. The same considerations for thiols and amines
usually apply to labeling synthetic peptides.

Proteins can also be engineered to express a variety of fluores-
cent proteins appended at different points within the structure.
Frommer and colleagues (203, 204) have designed advanced
sensors that couple two fluorescent proteins at select sites within
sensing proteins and ligand binding is signaled by changes in
their FRET efficiency. Figure 14 is an example of a cell-surface
expressed version of such a sensor that detects glutamate release
from neurons (205). The recently developed FLASH, HaloTag,
and SNAP tag techniques offer alternative methods for labeling
specific recombinant sequences in vivo with proprietary reac-
tive dyes (3). The use of two disparate fluorophore classes as
donors/acceptors in FRET configurations is steadily growing as
exemplified by quantum dot—dye or fluorescent protein—dye
pairings (3, 7). Interestingly, although not fluorophores per se,
fluorescent quenchers and gold nanoparticles have found utility
as acceptors in myriad FRET applications (3). In vivo sensing
of proteases and second messengers with FRET-based fluores-
cent protein sensors is an important and related area covered in
several other chapters.

Single-molecule analysis
In theory, single-molecule analysis (SMD) represents the ul-
timate analysis as it can provide the highest sensitivity while
providing stochastic sensing. In an ideal experiment, fluores-
cent signal transduction is suited particularly to this analysis
as a lone fluorophore can emit photons against a dark back-
ground. Practice has proven far more complex, however, and
this remains a technically challenging and still nascent technique
(1). The two confounding issues remain sample immobiliza-
tion coupled with optical detection configuration. Almost all
SMD is dependent on microscopy and the 1) immobilization of
biomolecules by surface tethering or fixation within a network,

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 15



Fluorescent Labeling and Fluorescent Spectroscopy: Overview of Applications in Chemical Biology

SOLID SUBSTRATESOLID SUBSTRATE

NA NA NA NA NA NA NA NA NA NA NA NA

FRET
Quenching

Quenching
Dye 1

MBP

β-CD

Excitation
Ni-NTA

B B B

5-HIS
Ni-NTA
5-HIS

Signaling
Dye 2

Modulator DNA
binding position

EMISSION

B

+ Maltose

Modular

Arm

Maltose sensor
Ka∞ 153 +/− 27 mM

0

1000

2000

3000

4000

5000

6000

10010−1 101 102 103 10410−210−3

maltose mM

C
ha

ng
e 

in
 fl

uo
re

se
nc

e 
(a

rb
itr

ar
y 

un
its

)

Wash and regenerate

(a)

(b)

Figure 13 (a) Schematic of a surface-tethered maltose biosensor with complex binding kinetics. The modular arm consists of DNA, a dye, and terminates
in the maltose analog beta-cyclodextran (β-CD). The maltose binding protein (MBP) is site-specifically dye labeled, and both it and the β-CD are assembled
onto a Neutravidin (NA) functionalized surface using biotin (b). For MBP, this uses a biotin–nickel nitroloacetic acid (Ni-NTA) intermediary to bind the
MBP’s 5-histidine sequence, 5-HIS. MBP binding of the β-CD-dye-DNA arm assembles the final sensor by bringing dyes 1 and 2 into proximity, which
allows FRET or FRET quenching. Maltose displaces the β-CD disrupting FRET in a concentration-dependent manner. The addition of second modulator
DNA that hybridizes to the arm can alter and extend the binding kinetics. (b) Representative binding curve and approximate binding constant (Kapp) for
titrating the sensor against maltose. (Reprinted from Reference 199 with permission of the ACS.)

or 2) monitoring and averaging of a continuous sample of indi-
vidual molecules to overcome any photobleaching effects. The
required instrumentation is still some combination of confocal
imaging, cooled avalanche photodiode (APD) detector, and to-
tal internal reflection or similar microscope, although continuous
technological innovations have made these simpler and more af-
fordable. SMD has been applied recently to detecting the cystic
fibrosis transmembrane conductance regulator (CFTR) localized
to the erythrocyte plasma membrane (206). In this case, a novel
experimental approach that combined atomic force microscopy
with quantum-dot–labeled anti-CFTR antibodies was employed
to detect individual CFTR molecules. The results suggested that
quantification of CFTR in a blood sample could be useful in the
diagnosis of CFTR-related diseases. An important issue for ev-
ery SMD experiment is whether immobilizing the analyte effects
its function, and thus, monitoring in this state may reflect “unre-
alistic” data. The benefits of SMD include bypassing ensemble
averaging completely, taking measurements from fixed “quanti-
ties” of analyte, and the ability to monitor intermediary reaction
states that can be “masked” in an ensemble. For all pertinent

issues, the reader is referred to References 1, 207, and 208 for a
comparison of ensemble versus single-molecule FRET studies.
The interested reader is referred to other pertinent articles on
SMD of various analytes.

Fluorescence correlation spectroscopy

Fluorescence correlation spectroscopy (FCS) is a technique that
allows monitoring of single molecules but does not necessi-
tate surface immobilization as above. At its most basic level,
this process is a monitoring of fluorophore translational diffu-
sion into/out of a minute volume defined by a focused laser
and imaged with a confocal aperture (1). Diffusion continu-
ously replenishes the analyzed molecules and their short transit
times through the laser focal point to mitigate any photobleach-
ing issues. The fluorescent bursts are collected and analyzed
with the Stokes–Einstein equations to correlate their diffusion
coefficients and thus provide insight into their size, rotational
properties, concentration, and so on. FCS has found exten-
sive applications in biochemical reaction monitoring and kinetic
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Figure 14 Cell-surface glutamate nanosensor. (a) Model of the glutamate
sensor. The two lobes of the protein are shown in green with glutamate in
red in the central binding pocket. Enhanced cyan-fluorescent protein
(ECFP) and Venus, a yellow fluorescent protein, are fused to one lobe.
Binding of glutamate causes the two lobes to move relative to each other,
which alters the energy transfer efficiency between the two fluorescent
proteins. (b) Image of hippocampal neurons expressing the glutamate
sensor with highest concentration at the plasma membrane. (Provided by
W. Frommer and reproduced from Reference 205 with permission and
Copyright National Academy of Sciences, USA.)

analysis. FCS has been applied recently to investigating the hy-
drodynamic sizes of monomeric polyglutamine (209). The data
suggest that the monomeric polyglutamine ensemble is made
up of a heterogeneous collection of collapsed structures de-
spite the absence of hydrophobic residues. Understanding this
process has important implications for diseases where polyglu-
tamine structures aggregate, such as the molecular mechanism
behind Huntington’s disease, which is caused by polyglutamine
stretches in the Huntington’s protein. The benefits of this tech-
nique include the ability to analyze very small sample concen-
trations/volumes and to bypass photobleaching issues that may
originate from continuous sample excitation. For information on
theory, analysis, applications, and instrumentation, the reader is
referred to References 1 and 210.

Summary

A strong case can be made that fluorescent analysis in all its
myriad variations is the most powerful tool available to the
chemical biologist. This article has attempted to provide an
overview of this field from the prospective of the fluorophores.

The authors realize that we have left out far more than we
have included, and beyond our apologies for this, we hope
that this article will serve rather to stimulate more reading and
experimentation.
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Further Reading
Fluorophore spectra:
http://probes.invitrogen.com/resources/spectraviewer/ .
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http://microscopy.biorad.com/fluorescence/fluorophoreDatab.htm .
Pierce linker selection guides:
http://www.piercenet.com/products/browse.cfm?fldID=78C0D455-

A2D3-11D5-9E2A-00508BD9167A.
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Biologists and chemists are increasingly turning to fluorescence to
investigate proteins. Not only is fluorescence detection highly sensitive, but
it can also report specific information about a range of properties of
proteins. For example, fluorescence can be used to probe the environment
of fluorescent molecules, interactions with other proteins, and the motions
of proteins over time scales from picoseconds to seconds. This article
surveys the properties of biologic fluorophores that can be used to study
proteins and introduces the fluorescence techniques commonly applied to
proteins, with an emphasis on the information generated. Techniques
discussed include steady-state emission, time-resolved detection,
fluorescence anisotropy or depolarization, energy transfer, fluorescence
correlation spectroscopy, single-molecule spectroscopy, and fluorescence
imaging.

Fluorescence is the basis for elegant and sensitive tools for
studying proteins. Its applications range from detection of pro-
teins at concentrations as low as single molecules to characteri-
zation of protein structure and dynamics. Since Gregorio Weber
pioneered protein fluorescence studies in the 1950s (1), biolo-
gists and chemists have increasingly turned to fluorescence to
probe the properties of proteins. Two fundamental reasons exist
to use fluorescence. First, fluorescence is one of the most sen-
sitive detection methods known. Second, fluorescence signals
report a wealth of information on protein structure, dynamics,
and interactions. This chapter contains a survey of fluorescence
techniques with an emphasis on the information generated rel-
evant to proteins. Additional surveys can be found listed in the
Further Reading list. More focused review articles are refer-
enced in the context of specific methods or techniques.

Biologic Fluorophores

Fluorescence measurements on proteins require both an appro-
priate fluorescence technique and the presence of a suitable
fluorophore. The techniques used for the application of fluo-
rescence to proteins are described later in this article. In this
section, we briefly consider three classes of fluorophores that
are used widely to study proteins: native fluorophores including
fluorescent amino acids, extrinsic fluorescent labels, and auto-
fluorescent proteins. Each has advantages for probing proteins
and has distinct drawbacks: No perfect fluorophore exists for
studying proteins.

Native fluorescent amino acids

The use of fluorophores intrinsic to the protein allows re-
searchers to probe protein structure and dynamics without incor-
porating non-native fluorophores that could perturb the native
structure of the protein. Proteins usually contain one or more
fluorescent amino acids, which makes dynamic studies on the
native protein feasible. Often, fluorescent amino acid residues
can be introduced by site-directed mutation without altering pro-
tein structure significantly.

The three aromatic amino acids, tryptophan (Trp), tyrosine
(Tyr), and phenylalanine (Phe), are the only native amino acids
with useful fluorescence properties. Figure 1a shows their ab-
sorption and fluorescence spectra. Their fluorescence properties
are summarized in Table 1. Note that the relative absorption
coefficients increase in the order Phe < Tyr < Trp. The fluores-
cence quantum yields increase in the same order. The product
of absorption coefficient and fluorescence quantum yield can
be taken as a measure of the brightness of the fluorophore. By
the standards of fluorescent dyes (see below), the brightness of
all three amino acids is poor. Trp is the brightest of the three,
and for proteins with a small number of Trp residues it may be
possible to assign fluorescence decays to specific Trp residues.
As a result, of the three fluorescent amino acids, Trp is by far
the most widely exploited for its fluorescent properties. Fluo-
rescence from Tyr is also detectable but may be masked by Trp
fluorescence. Proteins often contain many Tyr residues, so it
is often not possible to isolate the fluorescence from individual
Tyr residues. Fluorescence from Phe is weak and not often used
in fluorescence studies.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 1
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Figure 1 (a) Absorption and fluorescence spectra of fluorescent amino acids blocked with peptide bonds: N-acetyltryptophanamide (black),
N-acetyltyrosinamide (green), and N-acetylphenylalaninamide (red) in aqueous solution. The absorption spectra (left) show the relative absorption
strengths of the three amino acids. The fluorescence spectra (right) are normalized to the same peak intensity (see Table 1 for relative quantum yields). (b)
Fluorescence emission spectra of the maleimide derivatives of four common fluorescent dyes: Alexa Fluor 488 (green), tetramethylrhodamine (yellow),
Texas red (orange), and Cy 5 (red).

Table 1 Fluorescence properties of amino acids and other intrinsic fluorophores

Absorption λmax Absorption coefficient Fluorescence λmax Lifetime
Fluorophore (nm) (M−1cm−1) (nm) (ns) Quantum yield

Tryptophan 280 5,600
in water 353 3.1 (mean) 0.13
in proteins 308–352 0.3–7 0.01–0.35

Tyrosine (in water) 274 1,400 304 3.2 0.07
Phenylalanine (in water) 257 200 260 6.8 0.02
NADH in water 340 6,200 470 0.52 0.02

in protein 330 440 0.6–10 0.08–0.2
FMN 450 12,000 520 4.7 0.2
FAD 0.5 0.02

Although Trp fluorescence is the strongest of the three flu-
orescent amino acids, its fluorescence is also the most com-
plex. The Trp fluorescence spectrum is highly sensitive to its
environment. Trp residues buried in the protein tend to fluo-
resce at shorter wavelengths (λmax as low as 308 nm), whereas
solvent-exposed Trp residues emit at longer wavelengths (λmax

= 353 nm in water). The environmental sensitivity of λmax re-
sults from the large increase of the Trp dipole moment in the
fluorescing excited state (denoted the 1La state). The environ-
ment surrounding Trp, including H-bonds and charged groups,
can therefore tune the emission wavelength over a large spectral
range (see Reference 2). The fluorescence quantum yield of Trp

is also highly sensitive to the environment, and depends on the
distance and the orientation of the indole side chain of Trp rela-
tive to groups that quench Trp fluorescence, especially carbonyl
groups of the peptide backbone. The fluorescence quantum yield
of Trp is modulated further by the presence of two closely lying
excited states, 1Lb and 1La. Several fine reviews of the fluores-
cence properties of Trp describe these properties in greater detail
(see Further Reading).

Although the fluorescence from Tyr residues is often less in-
tense than the fluorescence from Trp residues, Tyr fluorescence
is not complicated by the presence of two close-lying excited
states, and Tyr emission spectra are much less sensitive to the
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Fluorescence Techniques for Proteins

environment than those of Trp with peak emission typically
around 303 nm to 305 nm. Fluorescence from Phe in proteins is
extremely weak and is likely to be quenched by energy transfer
to Tyr or Trp.

Some proteins contain other native fluorophores in addition
to fluorescent amino acids. These include cofactors such as
nicotinamide adenine dinucleotide (fluorescent in its reduced,
NADH state) and flavin adenine dinucleotide (FAD). NADH
is weakly fluorescent in water, but its fluorescence yield in-
creases markedly on binding to a protein-binding site with an
emission peak around 470 nm (3). FAD and flavin mononu-
cleotide (FMN) are also fluorescent with an emission maximum
around 520 nm, but fluorescence is quenched on binding to
many flavoproteins (4).

Fluorescence labels
As described above, the intrinsic fluorophores that nature pro-
vides in proteins generally have rather low absorption coef-
ficients and quantum yields. For many applications, brighter
fluorescence probes are needed, and emission in the visible re-
gion is desirable. One way to meet these needs is by labeling
with a fluorescent dye. A wide range of fluorescence probes
is now available for this purpose (see Fig. 1b). A summary of
the spectroscopic and photophysical properties of many fluores-
cence probes is available in References 5 and 6.

Extrinsic fluorophores have emerged as remarkable tools for
studies of proteins in part because reactive derivatives are avail-
able to target labeling to specific functional groups in proteins.
Derivatives (which include isothiocyanates, succinimidylesters,
and sulfonyl chlorides) are available to label amino groups such
as lysine residues or the N-terminus of the protein. However,
proteins may contain many lysine residues, which makes it
problematic to label a specific site selectively. Thiol-reactive
fluorescent probes (iodoacetamides and maleimides) offer more
selectivity because they can be targeted specifically to cysteine
(Cys) residues in proteins. Additional details about the chem-
istry of labeling functional groups in proteins are available from
Molecular Probes (Invitrogen Corp., Eugene, OR) (5).

Often, the greatest challenge in applying fluorescence probes
to proteins is the labeling procedure itself. Although the chem-
ical conditions for effective labeling of amino groups and
thiols are well established, selectively targeted labeling may
require thorough characterization of the reactivities of func-
tional groups. Proteins often have multiple Cys or Lys residues
with varying reactivities toward thiol-reactive or amine-reactive
probes, respectively. Under the proper conditions, it may be
possible to label the most reactive site. Other strategies include
site-directed mutation to eliminate Cys residues from protein
sites where labeling is undesired and to introduce a Cys residue
at the desired location. More selective labeling motifs can
also be introduced into proteins by site-directed mutation. For
example, a tetra-cysteine motif can be introduced and labeled
with a fluorophore derivatized with biarsenical ligands (7).

Over the past decade, semiconductor nanoparticles (e.g.,
CdSe) have emerged as alternative fluorescence labels for pro-
teins. These particles, called quantum dots, are very bright, have
a low susceptibility to photobleaching, and are available for a
wide range of emission wavelengths. They are especially useful

in imaging applications. Quantum dots derivatized for label-
ing proteins, for example by biotin or antibody conjugation,
are now available commercially. Therefore, they are a very at-
tractive option for some applications. However, quantum dots
are large (>10 nm in diameter) and can be toxic in a cellular
environment.

Autofluorescent proteins

A different approach to fluorescence labeling is to harness the
protein-synthesizing machinery of cells to fuse an autofluores-
cent protein to the protein of interest. The original protein in this
class was green fluorescent protein (GFP), isolated from the jel-
lyfish Aequorea aequorea . GFP consists of a β-barrel structure
that encloses the fluorophore, which protects it from photo-
bleaching reactions. Since the discovery of GFP, a menagerie
of variants of GFP has been generated by site-directed muta-
tions to alter their spectroscopic and photophysical properties.
These variants include blue fluorescent protein (BFP), cyan flu-
orescent protein (CFP), and yellow fluorescent protein (YFP),
as well as variants with enhanced brightness. A red-emitting
fluorescent protein, dsRed, has been isolated from reef corals.
Most variants of GFP, however, are susceptible to photochemi-
cal processes such as excited-state proton transfer that generate
transient dark states (8). Tables of spectroscopic properties of
fluorescent proteins are available in several sources (9, 10).
Given the wide variety of absorption and emission wavelengths
together with the improved brightness and photostability of sev-
eral mutant fluorescent proteins, fluorescent proteins are now
available for many applications. These fluorophores are par-
ticularly useful for fluorescence imaging in organisms because
they are formed internally, which alleviates the need to intro-
duce extrinsic fluorophores. Applications in live cells include
photobleaching recovery and energy transfer. In the latter ap-
plications, pairs of fluorescent proteins (e.g., CFP and YFP) are
used to detect protein interactions or conformational changes.

Fluorescence Primer

Excitation of a fluorophore by absorption of light generates an
electronically excited state. This state can then relax by emitting
a fluorescence photon. A schematic of the molecular states
involved is shown in the Jablonski diagram (named after Polish
physicist Aleksander Jablonski, 1898–1980) in Fig. 2a. Because
fluorescence can be detected at right angles to the excitation
beam (or any other direction), the emission can be detected
with high sensitivity against a very low background. This
section describes basic photophysics involved in fluorescence
measurements, including methods of fluorescence excitation.

Fluorescence lifetime and quantum yield

Figure 2a illustrates the concepts of radiative and nonradiative
decay, fluorescence quantum yield, and fluorescence decay. A
molecule in an excited electronic state can relax by several
channels. Molecules excited to a vibrational level in the excited
state undergo vibrational relaxation (cooling, yellow arrows in
Fig. 2a) to the lowest vibrational levels of the excited state in a
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Figure 2 (a) Jablonski diagram of photophysical processes related to light absorption and emission. One-photon (green arrow) or two-photon (red
arrows) exciting a vibronic level in the excited S1 electronic state is followed by rapid vibrational relaxation in the excited state. Nonradiative relaxation of
the excited state can occur by internal conversion to the ground state (blue arrow) or intersystem crossing to the triplet state T1 (gray arrow). Other
processes that may deplete the excited state include photochemistry and energy transfer (light blue arrow). The excited state can also relax radiatively by
emitting a photon (orange arrow). (b) Illustration of fluorescence generated by one-photon excitation (left) or two-photon excitation (right). The
one-photon excitation probability is linear in light intensity, whereas the two-photon excitation probability is quadratic in light intensity and therefore
occurs mostly in the focal region.

few picoseconds or less. Other nonradiative relaxation channels
include internal conversion with rate constant kic to generate
another electronic state with the same electronic spin, or inter-
system crossing with rate constant kisc to the triplet state T1.
Other decay channels may include excited-state reactions such
as electron transfer, proton transfer, or isomerization, with rate
constants denoted kpc in Fig. 2a, or electronic energy transfer to
another molecule, kfret. All processes compete kinetically with
radiative decay from the excited state. Radiative decay has an
intrinsic rate constant (denoted kr) that can be calculated from
the integrated absorption coefficient (11).

The total decay rate constant kf of the excited state is simply
the sum of the rate constants for all processes that deplete the
excited state:

kf = kr + kic + kisc + kpc + kfret + · · · (1)

where . . . includes the rates of any other processes that deplete
the excited state. The intensity of fluorescence is proportional
to the population of excited states; therefore, after excitation
the probability of fluorescence emission decays with the rate
constant kf. The inverse of this value is called the fluorescence
lifetime τf. The fluorescence decay is then described by:

I (t) = I (0) · exp(−kf t) = I (0) · exp(−t/τf ) (2)

The fraction of the decay rate that results in emission of a
photon is the fluorescence quantum yield (or quantum effi-
ciency) φf:

φf = kr

kf
(3)

Note that if the radiative rate kr can be calculated, then the
fluorescence decay rate and fluorescence lifetime follow from
the fluorescence quantum yield φf. Of course, the situation is
often more complex. As will be described below, fluorescence
decays for proteins often do not follow the single exponential
decay model of Equation 2. The fluorescence quantum yield and
Equation 3 then provide an average fluorescence lifetime.

Excitation sources

The simplest steady-state measurements of fluorescence prop-
erties such as the fluorescence emission spectrum or the
steady-state anisotropy can be carried out in a standard fluo-
rometer with excitation from a lamp source and a monochroma-
tor. Common lamp sources in commercial fluorometers include
xenon lamps for excitation from the UV to the near-IR (250 nm
to 1100 nm).

For many advanced fluorescence applications, the sample is
excited with a laser. Lasers have several advantages over tra-
ditional lamp sources: 1) Laser beams often have low beam
divergence and therefore are directed readily and focused onto
a sample; 2) laser sources can generate narrow excitation band-
widths, which allows excitation of the fluorophore of interest
or photoselection of a subset of fluorophores; and 3) through
a technique called mode-locking, some lasers can generate ex-
tremely short pulses of light, which allows time resolution of
protein dynamics on time scales from less than one picosecond
(10−12 s). The laser source selected for a given technique will
depend on the wavelengths needed, the desired beam power,
and, for time-resolved experiments, the required pulse width.
The properties of some laser sources are summarized in Table 2.
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Table 2 Common laser sources for fluorescence excitation

Typical average
Laser Wavelength (nm) Power CW or pulse characteristics

Ar ion 457, 476, 488, 496,
502, 514, 529 (plus
other weaker lines)

10 mW to 10 W
total for all lines

CW
Pulses can be generated for
some lines (476, 496, 502, 514)
by mode-locking (pulsewidth
100 s of picoseconds)

Kr ion 531, 568, 647, 676,
752 (plus other
weaker lines)

10 mW to 1 W
total for all lines

CW

Diode pumped
solid state

460, 473, 488, 532,
561, 635, 660
(other wavelengths
also available)

1 mW–10 W CW or pulsed

Diode 400–1650 1–100 mW CW or pulsed
Dye 400–900 10 mW–1 W CW, pulsed, or ultrafast
He-Cd 325, 440 2–200 mW CW
He-Ne 543, 594, 633 1–10 mW CW
Nd (Nd:YAG,

Nd:YVO4)
1064 and

harmonics: 532,
355, 266

1–10 W CW or mode-locked (pulse width
∼100 ps)

Ti:sapphire 700–1100 and
harmonics: 350–
550, 233–366

100 mW–1 W CW or modelocked
(pulse widths ∼10–200 fs)

Two-photon excitation

With intense laser pulses, new nonlinear optical phenomena are
possible. The prime example is two-photon excitation (TPE).
The peak power in a laser pulse from a Ti:sapphire laser
(pulse width ∼100 fs) can readily reach 105 W or higher, with
a focused intensity of 1014 W/cm2. Under these conditions,
excitation can occur with two photons that have half of the
energy (twice the wavelength) of the corresponding one-photon
transition (see Fig. 2a). The rate of TPE is given by:

dN ∗

dt
= δ(2)I 2N

2 · (hv )2
(4)

where N ∗ is the population of the excited states, N the pop-
ulation of ground states, I is the peak intensity of the laser
pulse in W/cm2, v is the optical frequency of the laser pulse,
h is Planck’s constant, and δ(2) is the two-photon cross section.
The two-photon cross section is a molecular property that de-
pends on the nature of the ground state, the excited state, and
the wavelength of light. It has typical magnitudes of 10−48 to
10−50 cm4 · s at the peak excitation wavelength for strong
two-photon absorbers. The two-photon excitation probability
also depends on the polarizations of the photons, but δ(2) is
usually given as an orientationally averaged value for linearly
polarized light and an isotropic sample. The two-photon ex-
citation spectra and cross sections have been described for
fluorescence dyes (12), Trp (13), NADH and flavins (14), and
GFP and other fluorescent proteins (15).

Why use TPE? The answer lies in Equation 4. First, because
the excitation probability depends on the square of the laser
intensity, molecules are excited predominantly at the focus of
a lens. The result is highly localized excitation (see Fig. 2b).
This property is particularly useful in two-photon fluorescence
microscopy, which was pioneered by W. Denk et al. (16) and
now widely used in imaging. A second advantage of TPE is
the possibility of excitation with near-IR light, a region of
the spectrum in which biologic samples are more transparent
than in the visible or UV. This region also corresponds nicely
to the output of Ti:sapphire lasers. Therefore, TPE with a
near-IR laser source minimizes damage to cells or tissues and
reduces significantly autofluorescent background in fluorescence
microscopy. Third, the two-photon excitation spectra of many
fluorophores are broad, which allows excitation of multiple
fluorophores with the same excitation wavelength.

Fluorescence Techniques Applied
to Proteins

Multiple parameters can be measured for fluorescence photons:
count rate (or intensity), wavelength (λ), polarization (p), arrival
time (ta), time delay after excitation (td), and location (x,y on
an imaging detector). These parameters carry information about
the fluorophore that includes the nature of its environment, its
interactions with other molecules, and its motions. Fluorescence
techniques that exploit each of these parameters are described
below.
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Steady-state fluorescence spectroscopy:
intensity and wavelength

The most straightforward fluorescent technique is simply the
measurement of the fluorescence intensity. Laser-induced fluo-
rescence (LIF) is one of the most sensitive detection methods
known. In LIF, the fluorescence intensity excited by a laser
beam is used to quantify the amount of fluorophore present.
When combined with a separation technique such as capillary
electrophoresis, LIF is a powerful bioanalytic method. Detec-
tion limits can reach less than 100 femtomolar and potentially
the single-molecule level (reviewed in Reference 17).

The fluorescence intensity resolved by wavelength consti-
tutes the fluorescence spectrum. The wavelengths of fluores-
cence photons contain information about the environment of
the fluorophore and the sample heterogeneity. For example, as
described above, buried Trp residues tend to have blue-shifted
emission bands (λmax < 330 nm), whereas Trp residues par-
tially or fully exposed to water have red-shifted emission bands
(λmax > 340 nm). Therefore, protein conformational changes
or unfolding may be accompanied by shifts in the native flu-
orescence spectra. Fluorescence spectra can be measured on a
standard fluorometer, which is available from many manufac-
turers.

Time-resolved fluorescence:
time after excitation

In this section, we discuss methods that detect the time delay
td between excitation of a fluorophore and arrival of a fluo-
rescence photon. The distribution of td times constitutes the
fluorescence decay profile of the fluorophore. The average time
lag between the excitation event and the emission is the fluo-
rescence lifetime τf of the fluorophore. The fluorescence decay
contains information about dynamic processes that deplete the
excited state (Fig. 2a). In time-resolved fluorescence experi-
ments, the fluorescence decay is measured to gain information
about these processes.

Often, experimentally measured fluorescence decays do
not follow the simple single-exponential form predicted by
Equation 2. In many cases, the fluorescence decays are better
described by a multiexponential decay:

I (t) = I (0)
∑

i

ai exp(−t/τi ) (5)

or by a distribution of decay times

I (t) = I (0)

∞∫
0

a(τ) · exp(−t/τ) dτ (6)

In Equation 5, τi is the decay time and ai is the relative
amplitude for the i th decay component, and in Equation 6 a(τ)
is the normalized distribution of decay times.

The observation of a nonsingle exponential fluorescence de-
cay contains additional information about the nature of the sys-
tem of fluorophores. Two general reasons exist for observation

of nonsingle exponential decays. First, the sample may be het-
erogeneous, comprising different ground-state conformations or
environments that have different intrinsic fluorescence lifetimes
(Equation 5) or a distribution of lifetimes (Equation 6). Sec-
ond, excited-state reactions may exist that are reversible (which
allows return to the fluorescent state) or that generate a new
fluorescent state that has a different decay rate.

A great deal of attention has been focused on the origin
of nonsingle-exponential fluorescence decays in proteins. Some
of the most intensely studied cases involve the fluorescence
decays of the amino acids Trp and Tyr in proteins. Fluorescence
decays for Trp in proteins are almost always multiexponential.
The origins of the nonsingle-exponential fluorescence decays
continue to be debated. In proteins with multiple Trp residues,
multiexponential decay can be expected because of different
environments and different decay times for each Trp. As with
the emission wavelength, the fluorescence lifetime of a Trp
residue is highly sensitive to its environment, notably the
presence of quenching moieties (for example, histidine residues,
disulfide bonds, or the carbonyl group of peptide bonds).

Even proteins that contain only a single Trp residue generally
exhibit multiexponential decays. Several hypotheses have been
proposed to explain why. First, multiple conformational states
may exist for the single Trp such as different rotameric config-
urations (orientations about the Trp χ1 or χ2 C–C bond) (18).
Even in the absence of multiple rotamers, the electron-transfer
quenching rate is extremely sensitive to the local environment,
so a distribution of local microconformational states may cause
a nonexponential fluorescence decay. Other possible sources of
nonexponential fluorescence decay include the response of the
protein and surrounding solvent to the change in dipole moment
of Trp on excitation (“solvation”) (19).

Time-resolved fluorescence
measurement

Two common methods exist for measuring of fluorescence de-
cays in proteins: time-domain and frequency-domain measure-
ments. Signals are processed by time-correlated single-photon
counting (TCSPC) for time-domain measurements, or by phase
fluorimetry for frequency-domain measurements. For higher
time resolution, both time-domain and frequency-domain meth-
ods generally employ the same light sources and the same
detectors. Although one or the other technique may have some
advantages in certain applications, a recent analysis showed that
the two methods give essentially identical results for a series of
fluorescence lifetime standards (20). More thorough treatments
of TCSPC and frequency domain fluorometry are available in
books cited in “Further Reading.”

TCSPC is illustrated in Fig. 3a. In addition to a mode-
locked laser for pulsed excitation and a detector with high
time resolution (usually a micro-channel plate photomultiplier
tube capable of time-resolution of 20–30 ps), the required instru-
mentation includes constant-fraction discriminators to generate
electrical pulses triggered by fluorescence photons and by the
reference (the excitation pulse), a time-to-amplitude converter
or other device to measure the time lag between reference and
fluorescence counts, and a multichannel scaler to accumulate
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Figure 3 Time-resolved fluorescence techniques. (a) Time-correlated single-photon counting. The sample is excited with a short pulse of light. A
fluorescence photon is detected by a microchannel-plate photomultiplier tube, which generates a voltage pulse. A portion of the excitation pulse is split off
from the excitation beam and detected by a photodiode to generate a reference pulse. The time lag between excitation pulse and fluorescence photon is
determined by a timer. After many counts are detected, the accumulated histogram of time lags gives the fluorescence decay convoluted with the
instrument response function. (b) Illustration of the fluorescence response (solid red lines) to modulated excitation (dashed blue lines), simulated for a 1-ns
fluorescence lifetime. At low modulation frequencies, the fluorescence response closely follows the modulation. High modulation frequencies generate a
greater phase shift and demodulation of the fluorescence response. The phase shift and demodulation are analyzed as a function of modulation frequency
to determine the fluorescence decay properties.

the histogram of lag times. Until recently, each device was a
separate component. Now, it is possible to obtain the complete
TCSPC electronic processing system on a single computer card.
Manufacturers include Becker & Hickl (Berlin, Germany) and
PicoQuant (Berlin, Germany).

In the frequency domain, fluorescence lifetime measurements
are based on the phase shift and demodulation of a fluorescence
signal with respect to a modulated excitation beam (21) (illus-
trated in Fig. 3b). For routine measurements with low time
resolution, a fluorescence lamp or continuous laser source can
be transmitted through an intensity modulator such as a Pockels’
cell. For high time-resolution, the modulation frequency achiev-
able by this method is not high enough, and the method employs
pulsed excitation, just as in TCSPC. The signal analysis con-
sists in measurement of the fluorescence response at a range of
frequencies (harmonics of the pulse repetition rate). The phase
shift φ and modulation depth m are given as a function of the
modulation frequency f by (ω = 2πf ):

tan φ(ω) = ωτf and m(ω) =
(

1

1 + ω2τ2
f

)1/2

(7)

Accurate results require measurement of multiple modulation
frequencies and fitting the resulting phase shifts and demodula-
tions to characterize the fluorescence decay. At low frequencies,
the fluorescence signal follows closely the modulation of the
excitation pulse. At high frequencies, the time lag between ex-
citation produces a phase shift in the fluorescence signal, and the
distribution of time lags over the fluorescence decay manifests

itself as a decrease in modulation. The instrumentation required,
in addition to the mode-locked laser source and detector, in-
cludes mixing and tuning electronics to detect the fluorescence
response as a function of frequency.

Both TCSPC and frequency-domain fluorimetry are limited in
time resolution by the response of available detectors, typically
>25 ps. For cases in which higher time resolution is needed,
fluorescence up-conversion can be used (22). This technique
uses short laser pulses (usually sub-picosecond) both to excite
the sample and to resolve the fluorescence decay. Fluorescence
collected from the sample is directed through a material with
nonlinear optical properties. A portion of the laser pulse is used
to “gate” the fluorescence by sum frequency generation. The flu-
orescence is up-converted to the sum frequency only when the
gate pulse is present in the nonlinear material. The up-converted
signal is detected. The resolution of the experiment therefore de-
pends only on the laser pulse widths and not on the response
time of the detectors. As a result, fluorescence can be resolved
on the 100-fs time scale. For a recent application of fluorescence
up-conversion to proteins, see Reference 23.

Fluorescence anisotropy: polarization

Here, we discuss the polarization of fluorescence emission. The
spatial orientations of emitting fluorophores determine the po-
larization of photons emitted. This relationship is the basis of
fluorescence depolarization experiments as illustrated in Fig. 4a.
When a sample of randomly oriented molecules (e.g., proteins
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Figure 4 (a) Fluorescence anisotropy is generated by excitation of the sample with vertically polarized light, which excites molecules preferentially whose
transition dipole is aligned with the polarization (red arrows), generating an anisotropic distribution of excited molecular orientations. The fluorescence
emission is therefore preferentially polarized vertically. (b) Definition of reorientation angles. The excitation probability is determined by the angle between
the excitation polarization (z axis) and the absorption transition dipole µabs. If the emission dipole µem is not parallel to µabs (angle α), then the t = 0
anisotropy, r0, will be less than its maximum value of 0.4. Reorientation of µem (angle β) leads to decay of the anisotropy. (c) Schematic of anisotropy
decay with two reorientational times: a fast reorientation caused by local segmental motion of the fluorophore or protein domain motion, and a slower
component caused by tumbling of the entire protein by rotational diffusion.

in solution) is excited by a polarized excitation beam, fluo-
rophores whose transition dipole is parallel to the polarization
are preferentially excited with a probability proportional to cos2

θ, in which θ is the angle between the polarization and the tran-
sition dipole for excitation (see Fig. 4b). If the fluorophore
emits a fluorescence photon before reorienting, then the fluo-
rescence emission will also be polarized preferentially in a di-
rection parallel to the excitation polarization: The fluorescence
is anisotropic. As the fluorophores reorient, the fluorescence
emission becomes depolarized, and the fluorescence anisotropy
decays. Thus, the rate of fluorescence depolarization measures
the rate of reorientation of the molecule. Fluorescence depo-
larization or fluorescence anisotropy decay can therefore be
applied to determine the rate of molecular reorientation, whether
by rotational diffusion, domain motion, segmental reorientation,
or local reorientational motion of the fluorophore.

Several parameters have been defined to describe fluores-
cence depolarization. One is the polarization, p, given by

p = I‖ − I⊥
I‖ + I⊥

(8)

Jablonski showed in 1960 that the fluorescence depolariza-
tion can be described naturally by another parameter, the
fluorescence anisotropy r , defined by:

r = I‖ − I⊥
I‖ + 2I⊥

(9)

where r denotes the steady-state (time-averaged) anisotropy,
I|| is the fluorescence intensity with polarization parallel to
the excitation polarization, and I ⊥ is the fluorescence intensity
with polarization perpendicular to the excitation polarization.
Francis Perrin had derived an equation in 1926 that related the
steady-state polarization p to the fluorescence lifetime. Cast in
terms of the anisotropy, this equation takes on an especially
simple form:

r = r0 ·
(

1 + τf

τr

)−1

(10)

where τf is the fluorescence lifetime, τr is the rotational corre-
lation time (sometimes denoted φ), and r0 is the short-time lim-
iting anisotropy. Equation 10 can be used to estimate rotational
correlation times from steady-state fluorescence measurements.
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One application of fluorescence anisotropy is in fluorescence
polarization assays, in which steady-state anisotropy measure-
ments are used to detect binding of ligands to proteins (24). Flu-
orescence polarizations assays are effective for cases in which
a fluorescence ligand binds to a much larger object such as a
protein. On binding to the protein, the fluorescent ligand experi-
ences a marked increase in its rotational correlation time, which
results in an increased steady-state anisotropy. The technique
lends itself to high-throughput assays of ligand binding, which
permits rapid screening of binding interactions and sensitive
determination of binding affinities.

For time-resolved measurements, Equation 9 can be ex-
pressed in time-dependent form:

r(t) = I‖(t) − I⊥(t)

I‖(t) + 2I⊥(t)
(11)

where now the fluorescence intensity decays are measured as
a function of time for parallel and perpendicular polarizations.
The importance of Equation 11 lies in the relationship of the
fluorescence anisotropy to the reorientation of the transition
dipole moment:

r(t) = 1

2
· r0 · 〈3 cos2 β(t) − 1〉avg (12)

where β(t ) is the angle of reorientation of the emission transi-
tion dipole, and the brackets 〈· · · 〉avg denote the average over
all fluorophores. The short-time limiting anisotropy r0 is de-
termined by the angle α between the absorption and emission
transition dipoles at time t = 0 (see Fig. 4b). The maximum
value for the anisotropy, obtained for parallel absorption and
emission transition dipoles, is 0.4, which corresponds to a ratio
I|| / I ⊥ of 3 to 1.

The time dependence of the anisotropy r(t ) depends on
the underlying dynamics of reorientational motion. For rota-
tional diffusion (tumbling) of a spherical object, the expected
anisotropy decay is exponential with a rotational diffusion time
given in the hydrodynamic limit by the Stokes-Einstein-Debye
equation. For nonspherical molecules, more complex time de-
pendence may be detected. (For more on these topics, see the
book by Cantor and Schimmel in Further Reading.)

Interesting applications of anisotropy decays for proteins
often develop not from tumbling of the protein as a whole, but
from other reorientational degrees of freedom. These motions
may include protein domain motions or segmental motions in
proteins and peptides. The anisotropy decay in this case is
non-single-exponential (see Fig. 4c) and takes the form:

r(t) = r0

∑
i

ai exp(−t/τri ) (13)

where ai is the relative amplitude and τri the correlation time of
the i th rotational component. The slowest rotational correlation
time is usually the global tumbling time of the protein. Faster
rotatational correlation times represent local motions. The am-
plitude ai contains information about the orientational freedom
available for the fast motion of the fluorophore (25).

Time-resolved anisotropy decays can be recorded by time-
correlated single-photon counting. The fluorescence signals I||(t )
and I ⊥(t ) are both convolutions of the instrument response
function (IRF) with the sample response and can be analyzed
by nonlinear regression with iterative reconvolution of the
fitting function with the IRF. In contrast, the anisotropy r(t ),
as calculated according to Equation 11 directly from the raw
fluorescence signals, cannot be written as a convolution with an
instrument function. For this reason, it is much more reliable to
fit the signals I||(t) and I ⊥(t ) directly rather than to fit r(t ) to
determine the anisotropy decay properties.

Fluorescence anisotropy decay can also be measured by
frequency-domain methods. In this approach, the polarized
fluorescence intensities I||(ω) and I ⊥(ω) are measured as a
function of the modulation frequency of the polarized exci-
tation beam. Even more information about frequency-domain
anisotropy measurement and analysis can be found in the mono-
graph by Lakowicz (see Further Reading).

Fluorescence correlation spectroscopy:
photon arrival time

The arrival times of fluorescence photons contain information
about correlations in fluorescence signals. Fluorescence corre-
lation spectroscopy (FCS) (26) exploits these correlations to
measure the magnitude and time scales of fluctuations in fluores-
cence. These fluctuations contain information about the dynamic
time scales of the system and the concentration of fluorescing
molecules. Correlations may span time ranges from nanosec-
onds to milliseconds, which extends the dynamic time window
for fluorescence measurements far beyond what is achievable in
fluorescence lifetime measurements. The autocorrelation func-
tion is calculated as:

G(τ) = 〈δF (t) · δF (t + τ)〉
〈F (t)〉2

(14)

where δF(t) is the fluctuation in the fluorescence intensity F(t)
and 〈···〉 here denotes the average over t . The recorded autocor-
relation functions are typically fit to a function that describes
diffusion through a three-dimensional Gaussian observation vol-
ume with adjustable parameters, which include the diffusion
time τd, the average number of molecules 〈N 〉 in the focal vol-
ume, and the focal volume dimensions ro/z .

G(τ) = 1

〈N 〉 · 1(
1 + τ

τD

) · 1√
1 +

(( r0
z

)2 · τ
τD

) (15)

Because the magnitude of the correlation function in the short
τ limit is inversely proportional to the concentration of fluo-
rophores, FCS can be used to follow changes in concentration.
The diffusion time τd yields the translational diffusion coeffi-
cient. If the fluorophore undergoes intramolecular dynamics or
photophysical processes, then Equation 15 must be modified
accordingly (27). Analysis of the autocorrelation with a modi-
fied fitting function can then provide dynamic information about
these processes.
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Reviews listed in Further Reading provide excellent intro-
ductions to FCS. Related techniques have been developed to
detect other molecular properties. These properties include flu-
orescence cross-correlation spectroscopy (FCCS) (28) to detect
codiffusing fluorophores and photon-counting histograms (PCH)
(29), or fluorescence intensity distribution analysis (FIDA) (29)
to distinguish fluorescent species according to their brightness.

Resonance energy transfer:
molecular calipers

Förster resonance energy transfer (FRET) is a remarkable tool
for detecting changes in the distance between two fluorophores.
FRET is the nonradiative transfer of excitation energy from
the excited state of one fluorophore (the donor) to another (the
acceptor). It is sensitive to the separation between fluorophores
on the distance scale of tens of Ångstroms, a distance range
highly useful for proteins. The theory of dipole–dipole coupling
between donor and acceptor (separated by distances that are
large compared to the molecular sizes of the fluorophores) was
developed by Theodor Förster. In this limit, the rate of energy
transfer is given by:

kfret = 1

τD

(
R0

R

)6

(16)

where τD is the lifetime of the donor when no acceptor is
present, and R0, known as the Förster radius, is the distance
between fluorophores where the FRET rate is equal to the
intrinsic donor decay rate (i.e., the efficiency of FRET is 50%).
Additional information about the theory and application of
FRET to proteins can be found elsewhere in this volume.

Single-molecule fluorescence

The intrinsic high sensitivity of fluorescence detection is il-
lustrated dramatically by the detection of fluorescence from
single fluorophores. Many fluorescence techniques described
above have been applied with single-molecule sensitivity.
In heterogeneous samples, where a distribution of molecu-
lar properties exists (structure, dynamics, and environment),
single-molecule measurements can map out the distribution,
which yields information that is not readily available from bulk
or ensemble-averaged measurements. Single-molecule detection
sensitivity can also be applied fruitfully in cases where the copy
number of molecules is low, for example in detection of pro-
teins in the contents of single cells. Single-molecule detection is
often carried out with a fluorescence microscope equipped with
a sensitive detector such as an avalanche photodiode or a CCD
camera. Additional details about single-molecule measurements
are available from several reviews (see Further Reading).

Imaging: location of emitted photons

Another area of rapid growth in application of the fluorescence
techniques to proteins is in imaging of cells and tissues. Through
use of an array detector such as a CCD camera with wide-field
illumination or beam scanning with confocal detection, the spa-
tial position of fluorophores can be recorded with a precision

determined by the resolution of the microscope. (Single-particle
tracking techniques can provide even greater precision by fit-
ting the intensity profile of the emitted light (30).) A wide
range of fluorescence techniques is now applied routinely to
biologic imaging. These techniques include two-photon fluores-
cence microscopy, fluorescence recovery after photobleaching,
fluorescence lifetime imaging, FRET imaging, and fluorescence
anisotropy imaging. An introduction to topics within the broad
area of fluorescence imaging techniques is available in many re-
sources. See, for example the book by Pawley listed in Further
Reading.
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The power of fluorescence spectroscopy in the study of nucleic acids relies
on the availability of hundreds of different fluorophores that span the
visible spectrum of light and the possibility of using them to label
oligonucleotides (short fragments of DNA or RNA obtained by chemical
synthesis) specifically. Any sequence can be obtained with one or more
fluorophores and fluorophore quenchers attached at preselected positions
by linkages with suitable parameters to ensure the optimal properties for
the fluorescent oligonucleotides. Fluorescent labeling of long DNA or RNA
fragments is also possible by enzymatic methods. Fluorescence-based
studies of nucleic acids are widely used in different areas such as basic
research, molecular and clinical diagnostics, disease monitoring,
therapeutic development, food technology, environmental sciences, and
biotechnology. After a few words on biological and fluorescence
backgrounds, the main labeling strategies will be developed and examples
of biological questions that can be addressed with fluorescent
oligonucleotides and the major types of fluorescence spectroscopy
techniques will be reported.

Fluorescence-based studies of nucleic acids (NAs) rely on two
key contributions of synthetic chemistry: the automatization of
oligonucleotide (ON) syntheses (1) and the development of ef-
ficient methods for site-specific fluorescent labeling of these
ONs (2–7). Many applications are based on the complementary
hybridization between short fluorescent synthetic ONs (15–25
nucleotides in length) and the NA to be analyzed. ON sequences
can also be chosen for assembling into structures that mimic
those found in living biological systems, which provides tools
for structural, dynamic, and interaction studies. Because the in-
trinsic fluorescence emission of the major nucleic bases is too
weak to be used for detection, fluorescence-based studies have
to rely on synthetically modified nucleotides with more desir-
able emissive characteristics or exogenous fluorescent labels
(Fs). It is a challenge for the chemist to develop ON analogs that
do not perturb the samples to be analyzed while providing the
desired spectroscopic properties. Fluorescence-based techniques
can be used both in solution and in solid-phase applications. In
the last few years, the development of fluorescent ONs (FONs)
that show a modified emission in the presence of the target
has been the focus of intense research (2–7). These new FON
probes simplify the analyses in vitro and provide the possibility
of applications in living organisms. New strategies for specific
enzymatic labeling of large NAs are also in development. Many
reviews have been published over the last 3 years on the use

of fluorescence to study NAs (2–7). After a brief account on
biological and fluorescence backgrounds, this article will focus
on the main strategies used to label ONs with Fs and examples
will be given of biological questions that can be addressed with
FON using the major fluorescence parameters.

Background

Biological background

The sequencing of the human genome provides the full genetic
map of the NAs of a human being but lacks information as to
how they are involved in the processes within cells. Analysis of
the interindividual sequence variations in healthy and diseased
people can help to identify and understand inherited or acquired
pathologies as well as drug side effects (8). The ability to detect,
localize, and quantify the different RNAs (pre-mRNA, mRNA,
micro RNA) in living cells and tissues, in real time, will offer
tremendous opportunities for biological and disease studies, and
it will have a significant impact on medical diagnostics and drug
discovery (8, 9). To understand RNA functions in the cell, it is
also necessary to monitor their conformational changes directly
during pre-mRNA splicing, ribosome assembly, and tRNA pro-
cessing. These different biological questions can be addressed
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Table 1 The physical properties of the main fluorophores and fluorescent quenchers reported in this article

Fluorescent labels λexc(nm) λem(nm) References

Xanthene dyes
FAM 494 517 3, 4, 15, 16, 17, 18, 19, 20, 21, 22, 23, 25
TAMRA 555 577 15, 17, 18, 26, 20, 23, 27, 24, 25, 33
Cyanine dyes
Cy3.5 582 (550) 593 (570) 15
Cy5 650 670 15, 19, 21, 22, 27, 28
Thiazole orange 480 530 29, 30, 31, 32, 33
Alexa Fluor 546 556 570 34
Polycarbocyclic dyes
Pyrene 240, 345 375, 395, 480 2, 4, 5, 7, 16, 35, 36
Perylene 444 461, 487 4, 5, 16
Triphenyl methane dye
Malachite green 610 nm 648 nm 37

Quenchers λabs(nm) References

TAMRA 540 15
Dabcyl 474 15, 36, 18, 19, 20, 22, 25
BHQ-1 534 21
Metal 26

with different ON probe structures conveniently labeled with
selected Fs that exploit the main characteristics of fluorescence.

Fluorescence background

Emission of light, which occurs when an F excited to the sin-
glet state relaxes back to the ground state, can be characterized
by parameters such as emission spectrum, fluorescence inten-
sity (enhancement or quenching), fluorescence lifetimes, and
anisotropy (10). The fluorescence exhibited by a given F de-
pends on its intrinsic properties, its exposure to solvents, as well
as its interaction with other environmental elements. In our ap-
plications, the F can interact with the labeled ON. Interactions
of the FON with its target sequence or with other nucleic acid
binding molecules induce additional contacts of the F leading
to quenching or enhancement of the fluorescence. The fluores-
cent signal can also be modified by the use of more than one F
(identical or different) or by a suitable fluorophore/fluorescence
quencher (F/Q) pairs linked at convenient positions on the ONs.
When two different Fs are in close proximity and the emis-
sion spectrum of the donor overlaps the excitation spectrum of
the acceptor, energy is transferred from donor F to acceptor
F in a distance-dependent manner that follows a nonradiative
process (Förster). Another strategy to induce changes of the
fluorescent signal consists in the use of modified fluorescent
ONs that can adopt specific structures prone to changes during
interaction with their targets. When two or more aromatic hy-
drocarbon molecules such as pyrene are in close proximity, an
excited-state pyrene monomer and ground-state monomer can
form an excimer state that fluoresces at a longer wavelength
than the monomer emission (Birks). Fluorescence resonance
energy transfer (FRET) and excimer formation coupled with
quenching/unquenching strategies are the most frequently used

fluorescence parameters because of the ease of their usage. Fluo-
rescence lifetime and anisotropy measurements require more ex-
pertise and sophisticated equipment. Fluorescence detection and
measurements can be performed with various instruments (spec-
trofluorometers, micro plate readers, scanners, microscopes, and
flow cytometers) that provide different pieces of information.
The possibility of detection at different wavelengths associated
with the suitable covalent fluorescent labeling of ONs provides
the possibility of multiplexing. Finally, progress made in the
field of instrumentation associated with the development of very
sensitive Fs allows detection at the single-molecule level (11).

Nucleic Acids Labeling Strategies
Fluorescence labeling of NAs relies on chemical or enzymatic
methods. However, intrinsic fluorescence emissions of the five
most frequent natural nucleobases is too weak to be used for de-
tection, and fluorescent labeling relies on synthetically modified
nucleotides or exogenous Fs incorporated at convenient posi-
tions inside the ONs or NA sequences to provide the required
spectroscopic properties.

Different classes of Fs
and F quenchers (Qs)
Fs used to detect and study NAs involve nucleoside analogs,
organic dyes, metal complexes, nanoparticles, and quantum
dots (2–7). These Fs cover much of the visible spectrum and
are available from many suppliers (12–14) (Table 1) (15–37).
Several Qs are also commercially available. A very useful study
on F/Q pair efficiencies has been reported (15). Researchers are
also continuously developing Fs and Qs with spectroscopically
tuned properties to fit the requirements of new applications into
different formats and new detection instruments (2–5).
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(a)

(b)

(c)

(d)

(e)

Figure 1 A selection of modified fluorescent nucleoside analogs.
(a) Isomorphic base analogs. (b) Purine analogs. (c) Extended base
analogs. (d) Natural bases conjugated to Fs. (e) Base replacements.

Different chemical labeling strategies
Nonspecific labeling
Many organic dyes F bind to NAs by electrostatic and hydropho-
bic (including intercalation) interactions that are not specific to
the NA sequence. They provide information about the amount
of NA available in a sample. These applications mainly include
staining of the NA in polyacrylamide and agarose gels as well
as DNA quantification during real-time PCR or cell labeling.
These compounds, which are available from many suppliers,
include SYBR Green, ethidium bromide, and YO-Pro-1.

Specific labeling
The selective chemical covalent labeling of ONs (DNA and
RNA) can be achieved by either the incorporation of modified
fluorescent nucleosides or the covalent attachment of Fs (and
Qs) at preselected positions on the ON (2–5, 16). Fluorescent
nucleotide analogs include either modified bases (isomorphic
base analogs, purine analogs, extended base analogs, natural
bases conjugated to Fs, etc.), or base replacement (polycarbo-
cyclic Fs. . .) (2–5, 16, 38) (Fig. 1). These analogs can be incor-
porated via their phosphoramidite or H-phosphonate derivatives

during the ON synthesis on solid phase. The phosphoramidite
derivatives of the most common organic Fs (fluorescein, rho-
damine, a few cyanines), Q (dabcyl. . .), and nucleosides with
pyrene and perylene pendant groups as well as functionalized
supports that allow the incorporation of the Fs and Qs at the
3′-end of the ONs can be obtained from different suppliers
(12–14). However, the direct incorporation of the Fs during
the ON synthesis requires that the F or nucleoside analogs can
withstand the chemical conditions needed for the deprotection
step and that they are soluble in organic solvents. Another strat-
egy consists in the postsynthetic attachment of Fs to various
positions of ONs by specific reactions between convenient func-
tional groups incorporated at preselected positions of the ONs
and in the Fs. Many Fs with groups that can react with the
amino or thiol functionalized linker incorporated into ONs are
commercially available (12, 13). The preparation of FONs with
new specific properties can be achieved by the refinement of
the F structures together with the development of new linkage
parameters. Commonly used positions are the 5′- or 3′-termini
(3, 4, 15, 17, 18, 20–22, 25, 31, 32, 34–36, 39–41), internu-
cleotidic position (29, 30, 32) and the 2′-position of the sugar
residue (3 and 4, positioning the F in the minor groove) (Fig.
2). It is also possible to attach Fs to nucleobases typically at the
5-position of T(U) or C (positioning the F in the major groove),
the 7-C carbon of 7-deazaadenine or 7-deazaguanine, and the
8-position of adenine or guanine (2-5, 16, 42 and 43). In addi-
tion to the amide, thiourea, and thioether bonds, other linkages
such as amine, phosphoramidate, oxime, hydrazone, phospho-
thiolodiester, triazole, squarate, or disulfide can be used. The
coupling reactions can take place in different solvents, aqueous
buffers, or aqueous buffers/organic solvent mixtures depending
on the F solubility (17, 18, 29–32, 35, 36, 39). It is also pos-
sible to perform the coupling steps directly in methanol in the
presence of crown-ether to solubilize the deprotected ON (31).

The noncovalent specific labeling of NA probes based on the
aptamer strategy has also been reported. The malachite green
(37) aptamer, which was designed as a binary probe, assembles
only in the presence of the target sequences and induces an
increase in the intensity of the signal emitted by the F bound
aptamer.

Multilabeling
The chemical strategy allows the positioning of Fs at many
selected sites along the ON. When several Fs are involved, they
must be linked to the ON probes in positions that enable the
most efficient properties required [FRET (17, 39), excimer (35)].
Tunable intensities of the excimer dependent on the pyrene
number can also be observed (36).

Hybridization formats
The design of hybridization formats that enable important
changes (fluorescence intensity increase or wavelength shifts)
in the presence of the targets is the focus of intense research
because their use can simplify the analyses in vitro and pro-
vide the possibility of applications in living organisms. The
most frequently used involve binary probes (35), competitive
hybridization probes (18), linear probes with only one F (2, 5,
16, 29, 31), and molecular beacons (MBs) (39–41), (Fig. 3).
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Figure 2 ”The most frequently used positions for the covalent attachment of Fs onto the oligonucleotides.”

Enzymatic labeling

The enzymatic incorporation of modified fluorescent nucleo-
sides or analogs via their triphosphate derivatives is also pos-
sible using DNA polymerases (3). One of the most important
examples of applying this labeling strategy concerns the meth-
ods for NAs sequencing (42). More recently, a DNA sequencing
method by synthesis on a solid surface has been proposed (43).
This method is based on the four nucleotide 5′-triphosphates,
which each contain a unique F with a distinct fluorescence emis-
sion at the base, modified at their 3′ position to be reversible
terminators. This method has yielded the Solexa sequencing
technology (44). However, the sequence-specific internal label-
ing of large DNA require the development of other strategies
as for example the use of DNA methyltransferase associated
with a cofactor labeled with a F (45). A new strategy for the
site-specific labeling of DNA and RNA is based on the expan-
sion of the genetic alphabet by unnatural base pairs (46).

Selected Fluorescence Techniques
and Applications

Different biological questions can be addressed using different
ON probe structures conveniently labeled with a selected F that
exploits the main characteristics of fluorescence, which is the
most sensitive spectroscopic technique (10). Their definitions
are widely reported in companion articles and will not be
discussed here. The applications can be divided into different
series. One application concerns synthetic FONs that mimic
the different structures found in living systems and aims at
structural, dynamics, and interaction studies in vitro. Another

series includes mainly molecule and clinical diagnostic studies
performed with native DNA targets. However, the amount of
the DNA sequence available is in general very small, and
the amplification of the NA acid target by PCR is necessary
prior to detection. A comprehensive review concerning the
PCR methods has recently been published (3). The last group
involves studies in living cells mainly devoted to the detection
of the different RNA families. A selection of examples of
applications of the fluorescent oligonucleotides reported in this
article is listed in the Table 2.

In vitro applications

Single-nucleotide polymorphism (SNP) analysis
by fluorescence sensing and FRET
Most SNP genotyping assays detectable by fluorescence can
be separated into four groups based on molecular mechanisms:
primer extension, oligonucleotide ligation, invasive cleavage,
and allele-specific hybridization (3, 47). Examples of specific
hybridization applications are reported. Methods based on vari-
ations of the emitted light of nucleoside analogs inserted in the
position opposite the mutation spot on the NA sequence to be
analyzed have attracted a great deal of attention in the past few
years. Most of these are based on the use of size-expanded
base-discriminating fluorescent nucleosides or pyrene-labeled
nucleosides. These FONs are attractive because they are easy to
prepare and are cheap (2). A genotyping method without am-
plification of genomic DNA has been reported (34). It is based
on the different conformations of a cationic polythiophene F in
the presence of single- and double-stranded DNA that results in
a fluorescence signal increase in the presence of the latter. Flu-
orescence can be enhanced via FRET by convenient labeling of

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



Fluorescence Techniques for Nucleic Acids

one strand of the duplex with Alexa Fluor 546. Using 20-mer
probes, discrimination between the fully matched duplex and
the mismatched one has been possible.

Detection of terminal mismatches on DNA
duplexes by fluorescence sensing

FON probes labeled at their 5′-ends with thiazole orange can
discern perfect duplexes from those that involve a terminal
mismatch, as well as those that involve mismatches at the
penultimate or last two positions under nonstringent conditions
(31).

Increasing the specificity of detection with binary
probes

Duplexes of 15–25 base pairs are often too stable to be sensitive
to the presence of a mismatched base pair. The division of the
ON probes into two parts that lead to good selectivity of the
NA recognition has recently been reported. These examples are
autoligating probes detectable by FRET (19) or aptamers (37)
assembled in the presence of the NA target. The formation of the
complex resulted in a great increase in the fluorescence emission
of the reporter molecule. A malachite green aptamer can dis-
criminate 41 out of 42 possible single-nucleotide substitutions
in a 14-mer DNA target (37).

Detection of DNA abasic site with light-up probes

The detection of an abasic site located at the central position of
a 13-base pair duplex by a modified nucleobase inserted at the
opposite position was signaled by a 7-fold enhancement of the

fluorescence emission when compared with that of the perfectly
matched duplex (38).

Detection of mRNA splicing by FRET and
single-molecule spectroscopy

Two probes fluorescently labeled to undergo FRET can hy-
bridize to areas flanking the splice sites of an RNA molecule and
demonstrate a difference in FRET efficiency between spliced
and unspliced mRNA as shown by both bulk solution and
single-molecule spectroscopy measurements (33).

Multiplex pathogen detection

The development of a highly accessible and easily adaptable
multiplex system for the detection of pathogens remains the ul-
timate goal in molecular diagnostic laboratories (48). By attach-
ing the MB to bar-coded nanowires, it is possible to detect mul-
tiple target sequences with only one F (26), whereas multiplex
detection by MBs in a homogeneous solution requires different
F/Q pairs (20). Recently, MBs labeled with 6-FAM/BHQ-1 or
Cy5/BHQ-2 quencher pairs were linked to microspheres of dif-
ferent sizes by a biotin-streptavidine linkage and used for the
multiplex detection by flow cytometry. The average limit of de-
tection for these beads specific for SARS coronavirus, HCV,
PIV-3, and RSV was found to be 37 fmol (21).

FISH to size the telomeric sequences

The length of the telomere repeats at individual chromosome
ends influences biological functions that range from aging to
carcinogenesis (9). Measurements of the telomere length can be

(a)

(b)

(c)

(d)

(e)

Figure 3 Schematic representation of the main hybridization formats. (a) Binary probes. (b) Competitive hybridization probes. (c) Linear probe with one
F. (d) Molecular Beacon. (e) Aptamer.
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Table 2 A selection of applications of the fluorescent oligonucleotides reported in this article

Hybridization Fluorescent
Applications formats F(s), Q(s), positions techniques References

SNP analysis in
homogeneous
solutions

Monolabeled
uniprobes

Fluorescent
nucleosides in
opposite position
to the interrogation
position (internal
position of
duplexes)

Fluorescent
sensing

2

SNP analysis with
genomic DNA

Monolabeled
uniprobes

F at the 5′-end + free
minor groove
binder F

FRET 34

Improving
specificity of
sequence
detection

Binary aptamer Noncovalent labeling Fluorescent
sensing

37

Detection of
terminal
mismatches

Monolabeled
uniprobes

F at the 5′-end Fluorescence
sensing

31

Detection of abasic
site

Monolabeled
uniprobes

Modified nucleoside in
opposite position
to the interrogation
position (internal
position of
duplexes)

Fluorescence
sensing

38

Sequencing by
synthesis

Templeted
enzymatic
incorpora-
tion

F attached to bases of
nucleoside
triphosphates

Fluorescence
sensing,
multicolour
detection

43

Pathogen detection
(multiplex)

MB on beads F/Q pairs at both ends Fluorescence
sensing
multicolour
detection

20, 21

Virus localisation
in living cells

MB F/Q pair at both ends Fluorescence
sensing

25

Detection of RNAs
In living cells

Autoligating
Binary
probes
Uniprobe

Two F and one Q (at
selected positions)
MB or MB pair
F at internal
position

FRET, flow
cytometry and
confocal
microscopy

19, 29, 40–42,

Visualization of
mRNA in
cellular extracts

Binary probes Two Pyrene. One at
the 5′-end of one
ON probe and the
second at the
3′-end of the
second ON probe

Excimer detection
Time-resolved
microscopy

35

achieved by fluorescence in situ hybridization (FISH). Recently,
a flow FISH method has been developed (22).

Probing nucleic acid structures,
dynamics, and interactions

Studies of the structural dynamics of NA in solution and their
complexes are very important for the understanding of their

functions in living organisms (4, 49). This research can be eas-

ily performed by using fluorescent base analogs that resemble

natural ones with respect to their dimensions and hydrogen bind-

ing patterns (5). Among them, 2-aminopurine and pteridines

have been used in numerous applications (5, 16). Alternatively,

the covalent attachment of Fs at convenient positions of the

NA to be analyzed can be performed to allow FRET to take
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(a)

(c)

(b)

(d)

Figure 4 Structures of selected ON backbone modifications resistant to
nuclease degradation used in cellular experiments. (a) 2′-O-methyl-2′-
deoxyribonucleoside. (b) PNA. (c) Oligo-α-deoxyribonucleoside. (d) LNA.

place (3, 4). The latter strategy has been used to elucidate com-
plex NA structures, which include the hammerhead ribozyme
(23) and the human telometric G-quadruplex (27). Important
biological processes such as the stepwise movement of an
aminoacyl-tRNA into the ribosome (28) or the structural ba-
sis for Flap Endonuclease-1 substrate specificity (24) have also
been studied by FRET.

Applications in cellular extracts and
living cells

These applications require the use of FON probes resis-
tant to nucleases. ONs with modified backbones such as
oligo-2′-O-methyl-2′-deoxyribonucleotides (19), oligo-α-deoxy
ribonucleotides (29), peptide nucleic acids (33) and locked nu-
cleic acids (LNA) (50) (Fig. 4) are often used because of the
commercially available building blocks. They form, with the
RNA targets, hybrids that are not RNAse H substrates unless
they can stimulate degradation of the targets rather than report
on their presence.

The visualization of RNAs in cellular extracts
using time-resolved spectroscopy
An important factor for in vivo studies is the auto fluorescent
cellular background. To overcome this problem, pyrene-labeled
binary probes have been used to take advantage of the long
fluorescence lifetime (>40 ns) of the pyrene excimer, compared
with that of the cellular extracts (7 ≈ ns), that allows selective
detection of the excimer using time-resolved spectroscopy (35).

Profiling microRNA expression in biological
samples
Because of the importance of micro-RNAs in gene regulation
in both plants and animals, there is a need for profiling their
expression in biological samples (51). Multiplexed detection
methods in solution and in solid phase have been developed
(52).

Detection of viral sequences by
fluorescence sensing

The direct visualization of poliovirus NA in living host cells
was achieved with MB, involving TAMRA as F and Dabcyl as
Q, targeting the viral plus-strand RNA (25). The poliovirus plus
strand was observed to display different distribution patterns at
different post-infection time points in living vero cells.

The visualization of RNAs in living cells using
FRET, excimer and light-up probes

Competitive hybridization probes (18), binary hybridization
probes (35), MBs (40), light-up probes (29), and quenched
auto-ligation probes (QUAL) (19) can be used. Among them,
the quenched probe strategy offers the advantage of a decreased
background signal in the absence of the RNA target. By using
QUAL probes, mRNAs as well as 28S ribosomal RNA were
detected in HL-60 cells by FC and were visible by confocal
microscopy (19). A cell membrane-permeant couple of MBs
designed to produce FRET in the presence of the target sequence
was successfully used to detect human GAPDH and surviving
mRNAs in living cells (41). Oligo-α-thymidylates that involve
thiazole orange at the internucleotidic position were used to
visualize the mRNAs intracellular distribution in HOS cells
(29). The accurate detection of mRNA in living cells with
F-ON probes requires homogenous distribution of the F-ONs
throughout the cells. To make visible the cytoplasmic mRNAs
in living cells, MBs were linked to tRNA (53).

Summary

In this article, we have attempted to show, through a few
examples, the power of fluorescence strategies based on fluo-
rescent oligonucleotides to study nucleic acids. This process has
been made possible through chemistry that makes the synthesis
of fluorescent oligonucleotidic probes possible with the required
properties suitable for experiments in varied formats including
living cell experiments. We apologize to authors whose work
has inadvertently not been cited. It is our hope that this arti-
cle will stimulate further reading and help the design of new
strategies.
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With the successful results of the Human Genome Project, we are now
faced with the problem of handling numerous gene targets whose
functions remain to be studied; this challenge is being undertaken by the
field known as functional genomics. Chemical genetics is an emerging new
paradigm to attack this challenging problem, of which there are two
approaches: forward and reverse. Although reverse chemical genetics uses
a ‘‘cause-to-effect’’ approach, forward chemical genetics uses an
‘‘effect-to-cause’’ approach. As opposed to conventional genetics where
gene knock-outs or overexpression, forward chemical genetics uses a
small-molecule library to produce a novel phenotype that eventually is
employed in the elucidation of gene function. Compared with
conventional genetics, chemical genetics holds several unique advantages.
A successful forward genetic study provides not only knowledge about a
novel gene’s function, but also it provides a small molecule ON/OFF switch
that can regulate biologic processes. These small molecules will be
extremely useful biologic probes as well as potential new drug candidates.
Three main components make up forward chemical genetics: 1) chemical
toolbox generation, 2) phenotypic screening, and 3) target identification.
Although all three components require additional refinement, target
identification poses the greatest challenge. Herein, the general concepts of
chemical genetics, with a focus on the forward approach, and the technical
overviews for each component are described.

Chemical genetics, in the simplest of terms, can be defined
as a “genetics” study using “chemical” tools (1). Elucidating
the function of every gene from the sequence data of tens of
thousands of genes (so-called functional genomics) is the next
major step for the human genome project. Geneticists conven-
tionally have investigated the function of unknown genes by
comparing the normal phenotype with that of knockouts, or
through the overexpression of target genes. A novel approach
using chemical library screening to find interesting phenotypic
changes through the targeting of a specific gene product, a pro-
tein, has emerged as an alternative tactic—so-called chemical
genetics . In chemical genetics, one chemical compound may
specifically inhibit or activate one (or multiple) target proteins.
Therefore, the compound is equivalent in conventional genet-
ics to a gene knockout or to the overexpression of a gene. As
in classic genetics, chemical genetics is divided into two ap-
proaches: forward and reverse.

Genetics and Chemical Genetics
Forward and reverse approach
Forward genetics (FG) operates “from effect to cause” or “phe-
notype (physically apparent characteristic) to genotype (genetic

sequence)” and requires no specific gene target at the onset. It
studies changes in phenotype(s) such as morphology, growth,
or behavior resulting from random genomic DNA mutations
or deletions induced from radioactive or chemical mutagene-
sis, and then it identifies the gene responsible through mutation
mapping. Forward chemical genetics (FCG) mimics FG by sub-
stituting random mutagenesis with a collection of a library of
typically unbiased (not targeted) compounds as protein func-
tion regulators in place of mutagens (2). The first step in both
FG and FCG is to screen for changes induced by either the
inhibition or the stimulation of a protein’s function, and both
go on to identify the genetic cause but in different ways. FG
goes after genetic mutation, which is a permanently retained
marker, but FCG needs to identify the protein partner for the
small molecule. This target identification is one of the greatest
challenges in chemical genetics (3).

With the help of molecular biology techniques, reverse ge-
netics (RG) was a later development in genetics and operates
“from cause to effect” (genotype to phenotype) (4). Reverse ge-
netics begins with selecting a gene of interest, manipulating it
to produce an organism harboring the mutated gene, and charac-
terizing the phenotypic differences between the mutant and the
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wild-type organisms (5). In the same context, reverse chemical
genetics (RCG) begins with a known protein, which is analo-
gous to a specific gene selection (6). This known protein is then
screened with vast pools of library compounds to identify func-
tional ligands that either stimulate or inhibit the target protein
(7). Once a specific ligand is identified, it is introduced to a cell
or organism, which is analogous to genetic mutation, and the
resulting changes in phenotype are studied.

Advantages of forward chemical genetics
In RCG, the starting point is a selection of the protein of in-
terest using previous information. The chemical libraries are
mainly tested for only one selected protein target. This ar-
ticle is a more focused study of the known (most likely
well-validated) target protein usually focused on improving on
the chemical probes, which in a sense narrows down the scope
of the work. In contrast, FCG studies whole cells or organ-
isms, and thus, the compounds are screened against multiple
potential targets simultaneously. A successful FCG will iden-
tify a novel gene product (target protein) and its on/off switch,
the small-molecule complement. Therefore, FCG promises an
efficient “two-birds-with-one-stone” approach. However, the
unpredictable pharmaceutically usable results have kept phar-
maceutical companies from making a full commitment to FCG,
leaving the field to be developed by the academic community
thus far.

Compared with classic genetics, FCG offers several advan-
tages and provides access to previously unstudied biologic
space. Use of chemical tools offers greater ease and flexibility
than does classic genetic modification. Classic genetic tech-
niques are relatively difficult to employ especially in mammals
because of their diploid genome, physical size, and slow repro-
duction rate. On the other hand, FCG studies may be conducted
on any complex cellular or animal models without the need for
any time-consuming genetic modifications that may prove lethal
or in which the cell/animal can mask the phenotype through re-
lated gene functional compensation for the mutation. Especially
important is FCG’s promise in operating in the relevant context
of human cells at physiologic conditions that has strained tradi-
tional genetics techniques. Therefore, FCG fills a major gap in
genetic studies where no, or suboptimal, model systems exist.
Additionally, chemical genetics also allows for the possibility
of “multiple knockouts” by adding multiple specific ligands,
which is a situation often described as a “nightmare” for the
geneticist.(8)

Second, classic genetic knockouts, in principle, delete the
protein entirely from the organism (9). Therefore, it is difficult
to determine the effects that develop from the deletion separate
from those that develop from merely a particular function of
the protein (10). It is always possible that one protein may have
multiple functions, and chemical genetics can potentially isolate
and dissect particular functions of that protein while leaving
others intact (11). Additionally, if a gene is essential for survival
or development, a total knockout such as in classic genetics,
may abolish the chance to study the later stage function of that
gene because the deletion may be lethal (12). Chemical genetics
allows the use of sublethal doses of the ligand and avoids full
lethality, thus providing a partial knockout phenotype (13).

Another advantage of chemical genetics is real-time control.
Chemical genetics allows for this control by the ability to
introduce rapidly a cell-permeable ligand at any stage that
may yield the desired phenotype as quickly as diffusion-limited
kinetics will allow. The chemical perturber/ligand/probe is in
effect a “switch” that can turn the event under study ON or
OFF in real time and allows for kinetic in vivo analysis, which
is something not usually possible in classic genetics. Although
temporal control is available in classic genetic studies through
conditional alleles, such as temperature-sensitive mutations,
they often have unwanted broad side-effects that may interfere
with the desired result (4). The antisense oligonucleotide and
RNA interference (RNAi) are other popular alternatives for
conditional knockouts (10) that work by inhibiting the synthesis
of the target protein from mRNA. However, as their effects
are delayed until all existing proteins are degraded, they are
particularly ill-suited to time-sensitive studies, such as signal
transduction, that occur on the milliseconds-to-hours time scale.

Chemical genetics and classic genetics are techniques that
compliment each other well (14). One of the greatest advantages
of classic genetics is the incredible specificity of a gene knock-
out. Although some chemical ligands can be specific switches
with specificity approaching that of a gene knockout’s, the low
specificity of many ligands often give “off-target” effects in
which the probe may interact with proteins other than the pro-
tein(s) targeted. This low specificity makes defining specific
protein functions very difficult because these off-target effects
may lead to toxicity or false or unwanted positive/negative bi-
ologic results. In addition to this lack of specificity, chemical
genetics cannot yet match the generality of genetics. Geneticists
can, in theory, “knockout” any gene as long as the genomic se-
quencing is completed in the given species, which is an ability
that at this point exists as nothing more than a dream for the
chemical geneticist (8). These situations are the perfect place
for the integration of chemical and classic genetics (10).

Importantly, unlike drug development where specificity is
tantamount, in chemical genetics, ligands need not be com-
pletely specific, so long as they give an identifiable phenotype
that allows for the deciphering of the target protein’s function
and that its side effect are relatively small. Whereas one may de-
sire compounds with affinity in the (sub)nanomolar range capa-
ble of producing the desired effect, in reality, compounds of low
micromolar affinities are often accepted as good-to-reasonable
candidates in chemical genetics (3), Despite this issue, and
with an understanding of the necessary medicinal chemistry
follow-up modifications and studies required, chemical genetics
still has the advantage of immediately offering a potential drug
lead, rather than simply a target gene or protein, as in classic
genetics. Interestingly, a lead compound developed in drug dis-
covery that may not possess pharmacokinetic properties suitable
for therapeutic purposes may still be used as a probe in chem-
ical genetics studies (11). In fact, the lower pharmacokinetic
property requirements for chemical genetics probes compared
with drugs allows for the use of a greater variety of functional
groups and for a maximization of the chemical space in library
constituents.(15)
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Components of Forward Chemical
Genetics

With the advent of combinatorial library techniques that facili-
tate the synthesis of a large number of molecules (Fig. 1a), in
combination with the success of HTS (high-throughput screen-
ing), a large number of compounds can be easily and rapidly
screened to discover a novel small molecule (hit compound).
Once the hit compound is selected in a cellular or organism
system (Fig. 1b), the next step is to identify the target protein
and the biochemical pathways involved. An on-bead affinity ma-
trix or tagged molecule (photoaffinity, chemical affinity, biotin,
or fluorescence), which is obtained through the modification of
the lead compound (Fig. 1c), is commonly used in the identifi-
cation of the target protein. The protein is identified by “fishing
out” the target through the exploitation of the binding affinity
of the proteins toward the immobilized molecule (Fig.1d), fol-
lowed by gel separation (Fig.1e) and mass-spectrometry. Some
small molecules and their target proteins identified FCG thus
far are summarized in Table 1 (16–46) In summary, the for-
ward chemical genetics procedure is composed of 1) preparation
of chemical toolboxes, 2) phenotypic screening, and 3) target
identification and validation.

Chemical toolboxes
Collections of compounds, so-called libraries, are the absolute
starting point for any chemical genetics study. These library
compounds can be either natural products or synthetic com-
pounds with various designs.

Natural products
Natural products have evolved alongside the various life forms
on earth. Each surviving natural product may have its own rea-
son for existence in the context of biologic function, so-called,
biologically validated. That is why many natural products have
been used for medicinal purposes for so long. For example,
colchicine has been used as a drug for over 2000 years. There-
fore, it is generally accepted that collections of natural products
have a higher probability of delivering pharmacologically use-
ful compounds than a typical synthetic combinatorial library.
(9, 47)

Natural products are obtained from sources such as plants,
soils, and marine sponges. The most difficult in natural prod-
uct discovery is isolating any active components out of the

whole mixture extract. The typical and time-consuming isolation
route is known as bioassay-guided purification. The purification
procedure involves iterative processes in which compounds un-
dergo multiple rounds of extraction/chromatography guided by
the screening results of the successive crude extracts. These
studies are hampered by overlooking potentially highly active
low-abundance compounds, the cytotoxicity of one component
masking the desired effect of another component, and bioac-
tivity resulting from complicated synergistic effects (2, 48). In
addition, determining the structure of the compound is another
laborious and challenging task. Over the past decade and a
half, these drawbacks led to a retreat from natural products
by most pharmaceutical companies. However, the disappoint-
ment in the number of drugs originating from combinatorial
chemistry and the continued benefits of natural products are
luring many companies back to them. Currently, major phar-
maceutical companies are re-embracing natural products and
natural product–like libraries. Natural products need not have
their use restricted to therapeutics, but they can be of great
value to chemical genetics studies. Extremely exciting is the in-
tegration of traditional natural products and their scaffolds with
modern combinatorial and HTS tools. Perhaps success will lie
in a balance of the old and the new.

Natural product–like compounds
Natural product–like libraries offer a highly desirable middle
ground between those who seek powerfully bioactive com-
pounds from natural libraries and those who seek the ease
of synthesis found in libraries composed of small organic
molecules. Natural products are typically chiral, are extremely
complex, and contain many stereogenic centers. These struc-
tures are often highly potent and serve as attractive leads for
drug development (49). Natural products can be considered priv-
ileged structures in a biologic context and an excellent starting
point for library design with a high probability for biologic
activity. These compounds often contain sets of related and ho-
mologous pharmacophoric groups throughout families of natural
compounds (50). Natural product–like libraries are those collec-
tions of compounds whose structures are based on or share high
structural homology with natural products. These libraries may
be designed to generate derivatives of a natural product scaf-
fold. In addition, some have sought to generate natural product
like–libraries not to improve on known activity but to expand a
molecule’s functionality into a previously unknown area of bio-
logic space (51). The synthesis of natural product–like libraries,
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Figure 1 Forward chemical genetics scheme.
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however, encounters many of the difficulties of synthesizing
natural products, along with the challenge of synthesizing these
complex structures on the solid phase.

Diversity-oriented synthesis

After the combinatorial boom of the 1990s, a well-documented
disappointment in the number of quality leads has set in (52).
The compounds coming out of early combinatorial libraries
simply did not perform up to the designer’s expectations.
Guidelines such as Lipinski’s rules are helpful for generating
more drug-like small molecules, but it has been argued that
compounds from solid-phase organic synthesis may not be
chemically diverse enough to generate the desired selectivity
and potency (53).

Diversity-oriented synthesis (DOS) is a new term for a
method of library construction in chemical genetics. Advocates
of the DOS approach point to the archetypal case of a flat
aromatic or heterocyclic core dotted with various diverse ap-
pendages that have largely failed to deliver the promised drugs.
The discrepancy between the success of natural products and the
traditional combinatorial libraries’ as yet disappointing rate of
lead generation has forced the question of whether natural prod-
ucts occupy regions of chemical space evolutionarily fine-tuned
to be the most potent and active compounds (54). Thus, one of
the stated goals of DOS is to create extremely diverse libraries
populating the maximum amount of chemical space in order to
explore the greatest amount of biologic space.

DOS draws its name from its contrast to the traditionally used
approach of target-oriented synthesis (TOS). Beginning with a
known target (often natural product), TOS uses retrosynthetic
analysis to work backward from a complicated product to simple
and available starting materials. The goal of TOS is to get
to a precise region of chemical space—a single target or a
few closely related derivatives. Retrosynthetic analysis is not
applicable to DOS because no target structure is available, and
thus, the library cannot be targeted. Therefore, new thinking
and planning strategies are required, and the idea of forward
synthetic analysis has been proposed, which moves in the
direction of simple to complex, or reactants to products, in
contrast to TOS. DOS strategies focus on maximizing diversity
by using branched and divergent pathways where the products
of one reaction are common substrates for the next and where
any follow-up chemistry must be efficient and systematic (55,
56). Molecules that occupy a greater degree of 3-D space, or
those that are more globular/spherical, are a popular goal of
DOS, as opposed to the relatively flat or circular molecules
traditionally used in combinatorial chemistry.(54)

Tagged libraries

Tagged libraries represent unique opportunities in library design
(57). In this approach, libraries may be synthesized by any
means and designed around any type of scaffold, but they
must contain some functional tags integrated into the library.
These tags are incorporated into the library compounds from the
beginning, and they bestow some additional function into the
molecules. The most common example of a tag is a fluorophore,
but many more variations exist that allow the compounds to

have functions extending beyond their biologic activity that may
aid in areas such as target identification or ligand assembly.

Peptide nucleic acids (PNAs) are oligonucleotide-like
molecules that have their DNA backbone removed and replaced
with an achiral polyamide backbone that can hybridize with
DNA through strand displacement (58). PNA tags have been
used in the development of tagged libraries that allow for the
spatially addressable localization and identification of probes on
a DNA microarray.

Click chemistry offers unique tags that can be used to gener-
ate library members through strategies such as target-guided
ligand assembly. Sharpless developed click chemistry as a
rapid reaction that proceeds in a short amount of time through
“spring-loaded” highly exothermic, irreversible reactions to
form carbon–hetero bonds (59). One of the most common bond
is a (2+3) Huisgen 1,3-dipolar cycloaddition between an azide
and an alkyne moiety, which is described as an energetically
“near-perfect” reaction. Click chemistry’s main advantage is the
swift and clean nature of these reactions that can greatly assist
library synthesis and lead discovery. Click chemistry–based tags
have also been incorporated into studies of activity-based pro-
tein profiling (ABPP) (60). ABPP is a chemical genetic method
that uses probes to monitor and visualize changes in protein
functions/levels in the cell, especially changes that occur on a
posttranslational level. In a traditional ABPP study, the probes
carry a tag/reporter, such as biotin or fluorescence, whose size
and physical properties may adversely affect probe–target in-
teraction, cellular uptake, and probe distribution. In the click
chemistry–based approach, the probe is functionalized with a
tag bearing a simple azide moiety, which presents much less
of a disturbance in the system. After screening and binding to
the protein target, an acetylene bearing reporter is introduced
where it is covalently attached to the probe–target complex for
visualization.

An intrinsic linker tag approach has been developed for
facilitated target identification. All library compounds carry a
linker tag built in, and the compounds were tested in phenotypic
screening in the presence of the tag. These linker tags contain
a functional group at the end of the linker, and this facilitates
the conversion of a hit compound to affinity matrix without
the need for a time-consuming structure-activity relationships
(SAR) study (44). The tagged strategy is applicable to any type
of library scaffold and allows for rapid transfer from biologic
screening to target identification.

Instead of tags being external to the active portion of the
molecule, internally tagged fluorescent compound libraries were
also demonstrated in a chemical genetic study. In many cases,
the addition of an exogenous reporter or tag can alter the effect
or cellular distribution of the original molecule. Tagging the
molecule intrinsically avoids this problem. In this strategy, the
probes being studied are all intrinsically fluorescent through
their known fluorescent scaffold, and no additional tagging is
required to visualize cellular localization (61) or to visualize a
bound protein (62).

Dynamic combinatorial libraries
Traditional combinatorial libraries are synthesized primarily
by parallel or split-pool techniques as static pools of discrete
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molecules. Although using compound mixtures fell out of fa-
vor in combinatorial chemistry, they found renewed use in
supramolecular chemistry in the form of dynamic combina-
torial chemistry (DCL). The dynamism of DCLs results from
the reversible interchangeability possible with their components.
In these systems, every member of the library and the targets
themselves affect all other members of the library, particularly
in terms of library composition (63). Any stabilization of one
member will result in an equilibrium shift and thermodynamic
redistribution, by LeChatelier’s principle, of the library mixture
favoring the best binder. Advantageously, library construction
and screening can be combined in one step, because amplifica-
tion of the best binder can be analytically detected. Therefore,
the use of DCLs is as much an application of HTS as is li-
brary development. Whereas traditional combinatorial libraries
rely on their sheer numbers, DCL libraries offer an alternative
approach through self-replication and amplification.

The use of dynamic combinatorial libraries requires three
steps: 1) the collection/design of a library capable of undergoing
reversible constituent interchange, 2) conditions whereby the
library may undergo interconversion, and 3) a step that selects
the “fittest” binder and possibly involves its amplification. When
a template or ligand is used to amplify the concentration of
a member of the library, called “survival of the fittest,” the
Darwinian implications of this often lead to it being referred
to as “molecular evolution.” In a molecular evolution system,
the fittest binder is amplified with each successive round of
screening, whereas the poor binders’ concentration will either
be unaffected or decrease. Although widely applied for many
other purposes, DCLs have also been used to identify protein
ligands, which make them a promising tool in chemical genetics
library development.

Annotated chemical libraries
Generally, libraries require careful design followed by extensive
screening. Truly daunting is the follow-up work to identify a hit
compound’s mechanistic mode of action or target protein. An
alternative approach to designing and building large collections
of compounds of which no known biologic activity information
exists is the use of an annotated chemical library (ACL). An
ACL is a collection of compounds of diverse structure from
various sources possessing experimentally bona fide biologic
activities and mechanisms. An ACL contains compounds with
diverse sets of biologic activity, whereas a typical library would
even in a best-case scenario be composed of just a fraction
of a percent of active compounds. One need not synthesize
even a single compound to generate an ACL; one merely needs
to identify, collect, and annotate. ACLs operate by assigning
previously reported biologic activity to each compound without
any required regard for the pathway or phenotype under study.

Phenotypic screening
Once libraries of compounds are assembled, the next step in
chemical genetics is evaluating them for their biologic activ-
ity (i.e., assay or screening). Although virtually any kind of
organisms can be used for phenotypic screenings in FCG, the
most popular model systems have been Saccharomyces cere-
visiae (budding yeast), Arabidopsis (plant), zebrafish embryo,

drosophila (fruit fly), Caenorhabditis elegans (worm), and var-
ious mammalian cell cultures.

Assays must be designed with maximum sensitivity, selectiv-
ity, reproducibility, and cost effectiveness in mind (64). Given
the size of today’s libraries, the option of doing anything other
than HTS is something less than desirable. Screening technolo-
gies have progressed in miniaturization from high-throughput
(384 well plates) to ultra-high-throughput (3456 well plates)
screening (u-HTS), and their limits have not yet been reached.
However, although screening methods have matched the enor-
mity of many libraries, the screens must be reliable and repro-
ducible, and the data must also be manageable. Not only have
the number of assays increased, but assays have increased in
the dimensionality of the data produced, so-called “high-content
screening.” Therefore, a significant challenge in HTS, and es-
pecially in u-HTS, is the development of tools that allow for
data management and analysis in chemical genetics.

Yeast

Budding yeast (S. cerevisiae) is a robust and powerful tool
in chemical genetics. Three significant advantages of yeast
as a model organism in understanding cellular responses to
chemical perturbation include its ease of growth, high genetic
conservation with humans, and the size of the collection, up
to 6000 genes, which makes their use a very high-throughput
screen.

Plants

Plants offer an attractive platform for phenotypic screening in
chemical genetics: 1) All known plant growth regulators are
small molecules, the experimental protocols for analyzing plant
growth regulators are well defined and can be easily adapted
to unbiased chemical genetic screens; 2) the genomes of the
most common systems are already sequenced and that signif-
icantly aids in target identification; and 3) plant roots readily
uptake small molecules avoiding many of the permeability and
transport issues in traditional chemical genetic systems.

Zebrafish

Zebrafish (Danio rerio) have become a promising whole-
organism screening method in chemical genetics for many of the
same reasons they are popularly used in developmental biology
and genetics. Whole-organism screening is preferred in some
cases over target-based screening because it allows for a more
unbiased discovery in a relevant physiologic context. However,
although mammals provide an excellent relevant screening con-
text, their use is expensive, requires a great deal of space, large
quantities of compounds, strict regulations, is laborious, and
often raises ethical questions. Because of these limitations in
mammals, systems such as zebrafish have been popularized as
a result of the many advantages they present. First, zebrafish,
unlike other systems such as yeast or round worms, are verte-
brates with discrete organs such as the brain, sensory organs,
heart, muscles, and bones. These organ systems are very close
to their human counterparts, in terms of their high level of struc-
ture, and this aids in their suitability for chemical genetics and
drug discovery. Additionally, zebrafish are small enough in their

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 13



Forward Chemical Genetics

early embryonic stages to live in a well of a microtiter plate.
They are also prolific reproducers, which allows for the screen-
ing of large libraries. Lastly, zebrafish embryos are a desirable
model because of their complete transparency that allows for
the multiple observations of dynamic processes in every organ
and structure without the need for dissection or for sacrificing
the animal.

Drosophila
Drasophila has been used by geneticists in many studies. Their
short life cycle and low cost make them a desirable animal
model. Although they bear less genes than humans, cases exist
of one Drasophila gene representing several human genes,
and this kind of feature makes it a popular model system for
studying human disease pathways. Additionally, Drosophila is
an excellent compliment to C. elegans RNAi studies in which
some knockouts are unavailable, such as genes expressed in the
nervous system.

C. elegans
C. elegans has had little use by researchers in chemical genet-
ics thus far, but it is of growing use in drug discovery and is
poised to make a large contribution. It is merely a matter of time
until it becomes a widespread tool in chemical genetics. C. el-
egans was the first multicellular organism to have its genome
completely sequenced. The knowledge and the experience that
comes with it will prove invaluable in future C. elegans appli-
cations in chemical genetics. The worm is small and transparent,
which allows for full visualization of its developmental pro-
cesses and contains complex structures such as a digestive tract,
nervous system, and muscles. Additionally, it has a short life
cycle and produces many progeny, which makes it more com-
patible with high-throughput screening. Advantageously, RNAi
screens were first used and developed in C. elegans and the large
amount of experience in this field will greatly aid multipronged
chemical genetic approaches, particularly target identification.

Target identification and validation

Target identification is an integral part of chemical genetics
studies and is its most rate-limiting and challenging step (57).
Much of the difficulty originates from the weakly binding
compounds often identified in FCG screening. The possibility of
success in target identification greatly increases with increasing
binding affinity. Whereas nM or pM binding constants will
make target identification much easier, mid-µM results are
much more common. Some simple approaches exist such as “the
guess and test” where one hypothesizes a target and performs in
vitro tests to validate it, or “guilt by association” identification
where targets are implied or hinted at through studies such as
mRNA transcription profiling (12). However, as in most FCG,
without a clue toward the identity of the target protein, an ab
intio target identification technique is required.

Affinity matrix
The most commonly used tool in target identification is the
pull-down experiment, which is also known as the classic
“fishing experiment” using an affinity matrix. This procedure

typically involves the attachment of the “hit” molecule to
a solid-phase resin such as agarose gels. The solid-linked
material is then exposed to a cell extract. This process is
commonly performed by passing the extract over a column of
the immobilized material.

Although commonly used, affinity experiments are beset
with drawbacks. First, the compounds need to be derivatized
to include a handle for attachment to the resin, unless they
intrinsically bear some functional tag that allows for it. The
so-called tether effect can alter the activity of the compound,
and tedious structure-activity relationships (SAR) studies are
required to optimize the attachment point. As a solution, this
SAR work could be avoided by introducing the intrinsic linker
tag strategy (57). Two other requirements are needed for any
hope of success in affinity matrix experiments: 1) high-affinity
ligands and 2) high abundance of target. The end result of the
affinity matrix relies on the multiplication of affinity and on the
abundance. Also, during the cell extract preparation, a serious
dilution occurs, at least 100 times. It is totally possible that
the target protein exists in a complex with other protein(s) in
intact cells, but it may be segregated into a monomer in the
cell extract, and thus, it no longer binds to the small molecule.
Therefore, a new technique, which can be performed in vivo
without breaking the cellular integrity, is highly desirable.

Photoaffinity

Another interesting alternative is photoaffintity labeling, which
involves attaching a photoaffintity moiety and a reporter tag.
Although this method does require significant SAR knowl-
edge, it does not require immobilization of the compound on
solid support (3). Photoaffinity simply uses a photo-activated
cross-linking group that forms a covalent bond during irradia-
tion and a reporter, such as a radioactive isotope or biotin, that
allows for isolation or ease of identification. Libraries have been
designed bearing photoaffinity groups to exploit this approach.

Tag for mass spectrometry

Labeling proteins with “heavy” and “light” tags and screening
the “hit” compound versus an inactive control, followed by
mass spectrometric comparison of the two samples, is another
approach that avoids many of the common pitfalls in affinity
methods (3). Techniques such as stable isotope labeling with
amino acids in cell culture and isotope-coded affinity tagging
(ICAT) exemplify these techniques.

Yeast three-hybrid system

Genetic approaches also exist to tackle this problem. A promis-
ing approach is the yeast three-hybrid system (Y3H). This work
evolved from yeast two-hybrid screens and has grown in use
(65). Three components are required for these studies: 1) a
protein containing a DNA binding domain fused to a small
molecule with a ligand binding domain, 2) a protein with a
transcriptional activation domain fused to another ligand bind-
ing domain, and 3) a bivalent small molecule. The bivalent small
molecule is composed of a known ligand with an affinity for the
protein containing the DNA binding domain, a probe portion of
the molecule that is being tested for novel protein binding, and a
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linker connecting the two faces of the bivalent small molecule.
Should the probe portion of the small molecule bind to the pro-
tein bearing the transcriptional activation domain, that protein is
brought into a proximal relationship with the DNA and allows
for the activation of the downstream reporter gene, which thus
indicates successful target identification (66). The advantages
of the Y3H system are that the identification of ligand binding
proteins is linked to the selection of the cDNAs that encode the
proteins, that phenotype and genotype are closely linked, and
that these systems are explored in vivo. However, one draw-
back of this approach is that it is limited to simple, unicellular
organisms, but work is underway to overcome this hurdle (3).

Drug western

In this approach, tagged small molecules are used to probe
electrophoretically resolved cell extracts or cDNA expression
libraries. Drug westerns involve bacteriophages infecting bac-
teria grown in a Petri dish with a cDNA library. Lysis caused
by a viral infection leads to a clearing, called a plaque, contain-
ing a single member of the library. The proteins in the plaque
are transferred to nitrocellulose where they are screened with
tagged small molecules. Any hit plaques are isolated, a single
virus is purified, and the target protein is identified by DNA se-
quencing. An example is the screening of two million plaques
in which a sulfonamide drug was identified as inhibiting the
transcription factor NF-YB (67).

Protein microarray

Protein microarrays are derived from and are complimentary to
DNA microarrays. Here, collections of proteins are immobilized
on a microarray surface and are probed for specific binding with
tagged small molecules or by comparing the profiles of healthy
versus diseased tissues (68). Although a very direct approach,
protein microarrays suffer from the lack of large numbers of
purified and stable proteins available for immobilization on the
microarray surface. Although they have found great utility in
proteomics, their development has been slow because of several
technical challenges.

Magnetism-based interaction capture (MAGIC)

A unique in vivo target identification method in mammalian
cells has been reported recently. The hit compound was attached
covalently to magnetic nanoparticles and a green fluorescent
protein–(GFP)–fused protein library was expressed in mam-
malian cells. When mixed together, the target proteins bind to
the nanoparticle. An exogenously applied magnetic field assem-
bles the GFP fused proteins whereby the signal can be visualized
(69).Although a chemical modification of the hit compounds is
still required, this is the only technique reported so far to visu-
alize a small-molecule–target-protein interaction in mammalian
cells.

Display cloning

A phage display–based direct cloning of cellular protein has
been demonstrated as a possible technique for target identifi-
cation (70). The surface protein library was constructed using
human brain cDNA, and a biotinylated FK506 probe molecule

was used as a chemical bait. During the affinity selection, the
FKBP12 (FK506-binding protein) gene emerged as the domi-
nant library member and was the only sequence identified after
the second round of selection. Although the approach has been
demonstrated successfully by isolating a full-length gene clone
of FKBP12, its broad application potential to novel target iden-
tification remains to be explored.
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Mammalian glycosylation, the process by which a cellular complement of
glycans of dazzling complexity is produced, involves a minimum of 1% of
the genome (in humans) and is the dominant postsynthetic modification of
both proteins and lipids endowing these molecules with an extended range
of structure and function. This article provides a brief outline of the
metabolic process by which monosaccharides—the raw material for the
construction of complex oligosaccharides—are converted into high energy
nucleotide sugar ‘‘building blocks’’ that are in turn assembled into four
major classes of mammalians carbohydrates: glycoproteins, glycolipids, GPI
anchored structures, and polysaccharides. Finally, the article concludes with
a brief discussion of modern methods for manipulating glycans in living
cells and in animals–using synthetic, molecular biology, and ‘‘chemical
biology’’ approaches—as early steps toward developing sugar-based
medicines.

As more information is uncovered regarding the human genome
and proteome, it becomes increasingly clear that a deeper level
of information resides in the great variety of signaling, receptor,
and structural molecules that comprise the human body than is
predicted from a strict examination of the genetic code. The
answer to this apparent disparity lies in the posttranslational
modification of proteins that endows the unexpectedly modest
number of genes with great product diversity. Although dozens
of posttranslational modifications occur, glycosylation—the ad-
dition of one or more sugar residues to a protein or lipid to
convey additional information, structure, or function—is ar-
guably the most common (1). In recent years, major strides
in the development of sensitive and reliable methods of de-
tection and functional analysis for complex carbohydrates have
revealed just how significant these posttranslational glycosy-
lation modifications are; yet, many of these structures remain
elusive as large-scale sugar-specific technologies have lagged
the rapid rate of discovery for genes and proteins. Now, in-
formation gleaned from glycomics is accelerating the study of
glycosylation (2, 3) and has generated claims that 220–250
genes, roughly 1% of the human genome, are involved in glycan
production and modification (4), and that a minimum of 50% of
proteins are glycosylated (5). This article outlines the biosyn-
thetic process of mammalian glycans by first examining the
basic monosaccharide building blocks and the ways they com-
bine to form oligosaccharide and polysaccharide structures (Fig.
1). An inspection of the various glycoprotein, glycolipid, GPI
anchor, and independently functional polysaccharide linkages

is then provided along with a brief description of the structure
and function of the various classes of enzymes in the respec-
tive biochemical pathways. The article concludes with examples
of current research efforts in synthetic chemistry, biologic, and
“chemical biology” strategies that seek to exploit the flurry of
recent advances in understanding mammalian glycans to de-
velop novel sugar-based therapies for human disease.

Monosaccharides—The Building
Blocks for Glycosylation

Monosaccharides are obtained from the
diet and transported into cells

In mammals, the primary source for the monosaccharides used
for glycan biosynthesis is the diet, but many cell types also
scavenge sugars released into the bloodstream by other tissues
and organs. A typical mammalian diet containing polysaccha-
rides and starches will result in a rich supply of simple sugars
such as glucose (Glc) after digestion in the gastrointestinal tract
(the full names, abbreviations, and chemical structures of mam-
malian monosaccharides are given in Fig. 2). These sugars, as
well as several less abundant monosaccharides such as galactose
(Gal), mannose (Man), or glucosamine (GlcN), are absorbed
into the bloodstream and taken up by cells throughout the body
via transporters located in the plasma membrane.
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Glycan Biosynthesis in Mammals

ER/Golgi 
Lumen

Cytosol

NST

NDP-

Pi

PPaseGT

NDP

NMP

NMP

Na+
Phosphorylation

GLUT SGLT

-P

Growing glyco-
lipid/protein

Processing and
Transport

Cell
Surface

(Refer to Figures 3, 
4, and 5 for details)

NDP-

Glucose

Monosaccharide

Monosaccharide
Processing

Figure 1 Overview of mammalian glycan biosynthesis. Monosaccharides, most commonly glucose (shown), are imported into a cell by membrane
transporters of the GLUT or SGLT families. Imported sugars can undergo extensive processing in the cytosol, as exemplified by ManNAc conversion to sialic
acid (see Fig. 7), or be directly phosphorylated and converted to high energy nucleotide sugars (an NDP-monosaccharide is shown, where N is a
nucleoside). Nucleotide sugars may be used in the cytosol to synthesize lipid-linked precursors of N-linked glycans (see Fig. 3), or they may be transported
into the lumen of the ER or Golgi by nucleotide sugar transporters (NSTs) and therein used as donors for oligosaccharide biosynthesis catalyzed by
glycosyltransferases (GTs). The NDP released by GT action is converted to NMP by pyrophosphatase (PPase). Upon further processing and transport,
glycans are displayed on the cell surface (shown) or exported from the cell (not shown) where they have diverse functions ranging from signaling and
metabolic regulation (e.g., glycoprotein hormones) to a structural role (e.g., polysaccharides that are major ECM constituents).

Characterization of the function and structure of monosac-

charide transporters found in the plasma membrane led to the

identification of the SGLT (sodium-dependent co-transporters

from the gene SLC5A) and GLUT (sodium-independent fa-

cilitative transporters from the gene SLC2A) families (6, 7).

Various members of these two transporter families are local-

ized to different tissue types. For example, GLUT1 is found

in erythrocytes; GLUT4, GLUT5, and GLUT12 predominate in

skeletal muscle tissue although other transporters are also ex-

pressed at lower numbers in this metabolically voracious tissue

(8); and GLUT14 is specifically expressed as the predominant

transporter in two alternative splice forms of the human (but not

mouse) testis (9). Another feature of these proteins is overlap-

ping substrate specificity with many family members capable

of transporting multiple monosaccharides, albeit with differing

efficiencies (10).

De novo synthesis of high-energy
nucleotide sugars

After monosaccharides are delivered into cells, they are sub-
jected to a series of chemical conversions, including epimer-
ization, acetylation, condensation, and phosphorylation reac-
tions, to produce the spectrum of building blocks required
for glycan biosynthesis. The intracellular metabolic network
is capable of the de novo synthesis of sufficient amounts of
glucosamine (GlcN), fructose (Fru), mannose (Man), fucose
(Fuc), N-acetylneuraminic acid (sialic acid, Neu5Ac or Sia),
galactose (Gal), N-acetylglucosamine (GlcNAc), N-acetylgalac-
tosamine (GalNAc), xylose (Xyl), and glucuronic acid (GlcA),
all of which exist in the d-conformation except for l-fucose.
Mammals other than humans also produce the N-glycolylneura-
minic acid (Neu5Gc) form of sialic acid (11).

In the cytosol, these monosaccharides can be phosphorylated
and subsequently coupled with nucleotides such as uridine
diphosphate (e.g., UDP-GlcNAc), guanosine diphosphate (e.g.,
GDP-mannose), or cytosine monophosphate in the case of sialic
acids (Fig. 2b) to create a set of high energy “building blocks”
for glycan assembly. In some cases, such as for the initial steps
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Figure 3 Outline of N-linked glycoprotein biosynthesis showing topography and major biosynthetic events. Production of the Dol-PP-14-mer begins on
the cytosolic side of the ER and is flipped to the luminal side after the assembly of two GlcNAc and five Man residues (a). An additional four Man and three
Glc residues are added to create the GlcNAc2Man9Glc3 14-mer that is transferred en bloc by an oligosaccharyltransferase (OST) to a newly synthesized, yet
unfolded peptide (b). Trimming of the Glc residues controls protein folding in the calnexin / calreticulin cycle in the ER (c). This is followed by transfer to
the cis-Golgi lumen (d) where removal of four Man residues produces the GlcNAc2Man5 ‘‘core’’ structure that is subsequently elaborated into a diverse
array of high mannose, complex, and hybrid N-glycans. Enzyme abbreviations are shown (where known), and updated information on enzymatic activity
(indicated by the E.C. number) can be found in online databases such as the Kyoto Encyclopedia of Genes and Genomes (KEGG) Glycan Pathway resources
(http://www.genome.jp/kegg/glycan/ or http://www.genome.jp/kegg/pathway.html).

in the synthesis of the dolichol-linked 14-mer used in N -linked

glycan biosynthesis (discussed below) or for O-GlcNAc protein

modification (12), nucleotide sugars are used in the cytosol;

more often they are transported into the lumens of the Golgi

apparatus and endoplasmic reticulum (ER) where the bulk of

oligosaccharide assembly and processing occurs. In either case,

the release of the monosaccharide from its bonded nucleotide

phosphate provides the energy currency for the formation of
glycosidic bonds found in glycolipids and glycoproteins.

Transport of nucleotide sugars
into ER/golgi

The transport of high energy nucleotide sugars from the cy-
tosol into the ER and Golgi lumens occurs by highly specific

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.
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membrane proteins of the SLC35 nucleotide sugar transporter
family. This class of proteins has at least 17 members, some
of which can accept multiple substrates; at the same time, cer-
tain nucleotide sugars can be accepted by multiple transporters.
These transporters are organelle specific; typically nucleotide
sugars are only transported into an organelle compartment en-
dowed with the corresponding glycosyltransferases (13). For
example, CMP-Sia, GDP-Fuc, and UDP-Gal are transported
solely into the Golgi; UDP-GalNAc, UDP-GlcNAc, UDP-GlcA,
and UDP-Xyl are transported twice as rapidly into vesicles of
Golgi as ER; conversely, UDP-Glc is transported into ER vesi-
cles much more rapidly than into the Golgi (10).

Regulation of the assembly of complex carbohydrates from
nucleotide sugars, which is an extremely complex and still
poorly understood process, is accomplished by several means,
including compartmentalization of glycosyltransferases, the ac-
tivities of these enzymes, nucleotide sugar-transport rates, and
the available concentration of substrates (14). By influencing
the latter two parameters, nucleotide sugar transporters play a
major role in determining the outcome of glycan structure and
significant efforts have been expended to understand the trans-
port mechanism. Briefly, these proteins are anti-porters that
exchange the nucleotide sugar for a corresponding nucleotide
monophosphate in an equimolar fashion (15). For example,
a nucleoside monophosphate (NMP) may be exported from
the ER in exchange for the importation of a nucleotide sugar
(Fig. 1). It is worth noting that NMP is not a product of
the glycosylation process within these organelles; instead NMP
is produced by enzymatic dephosphorylation of NDP gener-
ated during the glycosyltransferase-catalyzed attachment of a
monosaccharide residue to a growing oligosaccharide chain.
Consequently, both the specific transporter and the correspond-
ing nucleotide diphosphatase are required within the lumen of
a specific organelle for successful transport, and evidence sug-
gests that the transport of these nucleotide sugars into the ER
or Golgi apparatus regulates which macromolecules will un-
dergo glycosylation (16). Transport is competitively inhibited
by corresponding nucleoside monophosphate or diphosphate in
the cytosol, but not by the free sugars, and it does not require an
energy source such as ATP. Finally, after glycan assembly, the
many postsynthetic modifications that glycans undergo (phos-
phorylation, acetylation, and sulfation) also require active trans-
port of necessary materials into the ER and Golgi; for example,
PAPS (3′-phosphoadenosine 5′-phosphosulfate) required for sul-
fation is imported by the PAPST1 gene product (17).

Glycoconjugate Assembly

Once the required high energy nucleotide sugars and other build-
ing blocks have been translocated to the appropriate cellular
compartments, the glycosylation of newly synthesized proteins
and lipids can begin. In this section we examine the production
of the major classes of prevalent mammalian glycan structures;
a more thorough discussion, including low abundance glycans
not discussed here, can be found in review articles (see the
Further Reading list).

Glycoproteins

In proteins there are two major glycan classes, N-linked (Fig. 4)
and O-linked (Fig. 5), based on the atom (nitrogen or oxygen) of
the specific amino acid residue to which the glycan is tethered.
Glycans are also distinguished from one another by significant
differences in biosynthesis, structure, and function.

N-linked glycosylation

N-Linked glycosylation is one of the most prevalent protein
modifications and serves many invaluable functions, includ-
ing stabilization of structure, enhanced solubility, immuno-
modulation, mediation of pathogen interaction, serum clearance
rate, protein half-life, and proper folding (18). Dysfunctional
N-glycosylation can result in serious detriment to the cells and
organism as a whole as exemplified by congenital disorders
of glycosylation (CDGs) (19) and adult diseases such as can-
cer (20).

The term “N-linked” refers to the chemical linkage of the gly-
can moiety to the nitrogen of the amido group of an asparagine
(Asn) residue in the host protein. N-linked glycosylation is a
multicompartmental affair, which involves the cytosol and both
the ER and the Golgi complexes (Fig. 3). Biosynthesis of glyco-
proteins begins on the cytosolic face of the ER by the formation
of a 95–105 carbon polysoprenoid lipid, dolichol phosphate
(Dol-P), which acts as a carrier for the nascent glycan struc-
ture. Assembly of the core glycan on this carrier begins by
addition of a GlcNAc-P (from UDP-GlcNAc) onto Dol-P, form-
ing GlcNAc-pyrophosphoryldolichol (GlcNAc-PP-Dol) through
the action of the GlcNAc-1-phosphotransferase DPAGT1. This
reaction exemplifies the use of monosaccharide transferases that
occurs throughout the assembly of the core structure as well as
in subsequent elaboration processes. A second GlcNAc and five
Man residues are added (from UDP-GlcNAc and GDP-Man, re-
spectively) in sequence to form Man5GlcNAc2-PP-Dol, which
is then flipped to the luminal side of the ER (A in Fig. 3) (21).
Additional Man and Glc residues are added in the lumen of the
ER via donors Dol-P-Man and Dol-P-Glc, which results in the
primary core structure Glc3Man9GlcNAc2-PP-Dol. The termi-
nal α1-2-linked Glc residue is required for recognition by the
oligosaccharyltransferase (OST) that attaches this core glycan
structure en bloc to the host protein (22).

N -Linked glycosylation is considered to be a cotransla-
tional rather than a posttranslational modification because OST
searches unfolded polypeptides emerging from the ER during
translation for a universal Asn-X-Ser/Thr consensus sequence,
where X is any residue except proline. Proline is disallowed
because its rigidity prevents the consensus sequence from form-
ing a loop structure wherein the hydroxyl group of Ser/Thr
interacts with the amido group of Asn, thereby making it
more nucleophilic and enhancing the installation of the gly-
can moiety (23). OST binds to Glc3Man9GlcNAc2-PP-Dol
and catalytically cleaves the phosphoglycosidic bond in the
GlcNAc-P moiety, thereby releasing Dol-PP during the trans-
fer of Glc3Man9GlcNAc2 to the targeted Asn residue (B in
Fig. 3) (24).

Once the transfer of the core Glc3Man9GlcNAc2 14-mer to
protein is complete, the terminal Glc residues are removed in
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sequence by glucosidase I (the terminal α1-2-linked Glc) and
glucosidase II (the α1-3-linked Glc residue). Glc1Man9GlcNAc2

targets the nascent glycoprotein for entry into the calnexin/
calreticulin cycle within the ER, which is a major component
of the quality control system that assists glycoproteins to fold
properly and to achieve their ideal conformation (C in Fig. 3)
(18, 25). After folding is completed, the final Glc residue is
removed by glucosidase II, and a terminal α1-2-linked Man
residue is removed from either of the two other arms of the
oligosaccharide by ER mannosidase I or II. The remaining
Man8GlcNAc2 oligosaccharide structure is transported along
with the newly formed protein to the cis-Golgi for further
modification (D in Fig. 3). Golgi mannosidases IA and IB
subsequently remove three additional α1-2-linked Man residues
to form an intermediate Man5GlcNAc2 glycan structure that
is subsequently built into the High-Mannose, Complex, and
Hybrid subclasses of N-linked glycans.

The formation of complex N-linked glycans begins in the
medial-Golgi with the addition of a GlcNAc residue by man-
nosyl-α1-3-glycoprotein-β1-2-N-acetylglucosaminyltransferase
(MGAT1) onto the α1-3-linked Man residue of Man5GlcNAc2

(26). Mannosidase II removes the two remaining terminal Man
residues from Man5GlcNAc2, and mannosyl-α1-6-glycoprotein-
β1-2-N-acetylglucosaminyltransferase (MGAT2) adds a Glc-
NAc residue to the final remaining terminal Man residue (27).
Additional modifications, such as the addition of a Fuc to the
proximal GlcNAc, addition of a β1-6-GlcNAc to the α1-6-linked
Man residue that already bears β1-2-GlcNAc, or capping with
terminal sialic acids, generate a wide variety of diverse struc-
tures within the complex N-linked glycan class (10). Biosyn-
thesis of hybrid N-linked glycans begins with the addition of
β1-2-GlcNAc to the α1-3-linked Man residue of the intermedi-
ate Man5GlcNAc2 glycan structure; the removal of the two re-
maining Man residues by mannosidase II, as occurs in complex
N-linked glycan biosynthesis, is prevented by the addition of a
β1-4-GlcNAc to the proximal β1-4-Man residue (28). This man-
nosidase II-protected structure is translocated to the trans-Golgi
where additional modifications to the oligosaccharide structure
occur, which once again generates a vast array of structures.

O-linked glycosylation

O-Linked glycosylation is a posttranslational modification where
the glycan moiety is attached to the hydroxyl group of a ser-
ine or threonine amino acid residue of a protein, often in
dense clusters of carbohydrate that force the peptide chain
into a highly extended, poorly folded conformation. There
are several potential O-glycans, including O-linked Fuc and
O-glycan linkages to hydroxylysine (in the collagen sequence
-Gly-X-Hyl-Gly-) and hydroxyproline (in plants), but by far
the most common form of O-glycosylation is the addition
of α-N-acetylgalactosamine to form O-linked GalNAc-Ser/Thr
(known as mucin-type O-glycosylation) to which many subse-
quent oligosaccharides can be added for varying functionality.
Aberrations in O-linked glycosylation are often found in various
disease states, including blood disorders, cancer, and diabetes.

Unlike N-glycosylation that always begins with en bloc trans-
fer of the Glc3Man9GlcNAc2 14-mer core structure, mucin-type

O-glycosylation begins in the Golgi apparatus with the addition
of a single monosaccharide, typically GalNAc, onto a Ser or
Thr residue of a protein that has already completed the fold-
ing process (Fig. 4). The production of the initial O-linked
GalNAc-Ser/Thr structure, known as the Tn-antigen, is facil-
itated by an enzyme, O-GalNAc transferase, which forms a
complex with the protein. Often, this simple glycan moiety is
translocated to the trans-Golgi for elongation through the step-
wise addition of Gal, GalNAc, or GlcNAc residues that form
the basis of eight core structures. These structures can be further
modified by sialylation, sulfation, acetylation, fucosylation, or
polylactosamine extension (10).

Although there is not a specifically defined consensus se-
quence for mucin-type O-linkages (29), statistical analysis
has yielded a rule set to predict sites of O-GalNAc modi-
fication. For instance, there are inherent differences in site
specificity between tissue types based on different GalNAc
transferase expression patterns between cells. Moreover, be-
cause O-glycosylation occurs on fully folded proteins, only
surface-exposed Ser and Thr residues will be accessible for
O-glycosylation. The density patterns of O-linked glycans also
suggest that nearby residues can influence transferase activ-
ity (29).

Also of interest in a discussion of O-linked glycans is the ad-
dition of a single GlcNAc to Ser or Thr to form a class of cytoso-
lic and nuclear glycosylated proteins (30). O-GlcNAc is very
common in nuclear and cytosolic proteins, including nuclear
pore proteins, transcription factors, and cytoskeletal elements
(31). O-GlcNAc modification is likened more to phosphoryla-
tion than to the other forms of O-glycosylation because of its
transient nature and frequent yin-yang status with phosphory-
lation at the same sites, particularly during different cell-cycle
stages and in development (32).

Glycolipids

A glycolipid is any compound containing one or more monosac-
charide residues bound by a glycosidic linkage to a hydrophobic
moiety such as an acylglycerol, a sphingoid, or a prenyl phos-
phate. In mammals, most glycolipids are glycosphingolipids
(GSLs), which is a large and widely varying family of am-
phipathic lipids based on the ceramide N-acylsphingoid lipid
moiety (Fig. 5). GSLs reside in cellular membranes, typi-
cally in the plasma membrane where the glycan is almost
always oriented outward, exposed to the extracellular space.
These molecules play a role in the protective glycocalyx cov-
ering of a cell and participate in raft assemblies such as the
“glycosynapse” (33). GSLs participate in cell–cell recognition,
cell–matrix interactions, and cell surface reception and messag-
ing. GSLs are required for proper development. Biosynthetic or
catabolic defects result in pathologies ranging from liver disease
to insulin-resistant diabetes, multiple sclerosis, Tay–Sachs, and
Graves’ disease.

Glycolipid synthesis begins on the cytosolic face of the
ER (34) with the condensation of a serine residue and a
palmityl-CoA to form 3-dehydrosphinganine, which is hy-
droxylated at the 4′ oxygen, N-acylated, and unsaturated be-
tween C4 and C5 in a trans-fashion to form ceramide (Cer)
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(35). Ceramide then crosses the ER membrane and undergoes
one of several modifications that lead to different classes of
glycolipids; most commonly, Cer is conjugated with a Gal or
Glc residue to form the simple glycolipids GalCer and GlcCer
(Fig. 5). These two glycolipids form the core of all mammalian
GSLs; the GalCer core undergoes only a few conservative mod-
ifications, whereas the GlcCer core can experience extensive
elaborations that generate hundreds of distinct structures.

GalCer-based GSLs are restricted to a few specific cell types,
including myelin sheathing provided to neuronal axons by
oligodendrocytes and Schwann cells, and epithelial cells of renal
tubules and the gastrointestinal tract (36). GalCer is synthesized
in the ER lumen and then trafficked into the Golgi where it
can be modified further by sulfation or additional glycosylation
before cell-surface presentation. Unlike GalCer-derived GSLs,
structures based on GlcCer are ubiquitous. This GSL forms at
the cytosolic face of the cis-Golgi and is translocated to the
lumen of the Golgi via the Golgi stack trafficking process (37)
to become a substrate for various glycosyltransferase enzymes
and complexes. The addition of a Gal residue to GlcCer results
in LacCer, which is the foundation for three additional classes of
GSLs. First, the (neo-)lacto-series, or blood group series, begins
with the addition of a β1-3-GlcNAc. Next, the Globo series is
distinguished by the addition of an α1-4-Gal (also known as the
Pk antigen). Third are the gangliosides, which are glycolipids
that feature one or more sialic acid residues; membership in this
group does not preclude inclusion in the lacto- or Globo series.
Gangliosides are present in nearly all animal cells, but they are
particularly prevalent in the plasma membranes of cells in the
central nervous system (37).

Because of the importance of gangliosides in a variety of
disease states and the volume of research devoted to them,
the biosynthetic processes of this class of GSLs are de-
scribed briefly. All gangliosides begin as LacCer except for
GM4 (NeuAc-α2-3-GalCer). From LacCer, non-GM4 ganglio-
side biosynthesis continues down one of two branches: the
asialo pathway (also called the o-pathway) through addition
of a GalNAc residue, or into the “ganglioside proper” path-
ways (a-, b-, and c-pathways) through the addition of one or
more sialic acid residues. GalNAc and Gal residues can be
added as side chains that may be capped with additional sialic
acids. Sialic acids appended to gangliosides can have subtle
differences in structure that can result in drastic functional dif-
ferences; a prime example is 9-O-acetylation of the terminal
residue of GD3 that endows this potent inducer of apoptosis
with anti-apoptotic properties (38). The N-terminal domains of
the promiscuous glycosyltransferases responsible for the con-
struction of the gangliosides specify the distribution of these
enzymes within the Golgi stacks, which results in a differen-
tial expression pattern (37). A salvage pathway also exists for
resynthesizing gangliosides, recycling them from their endo-
somal breakdown through the Golgi; this recycling pathway
dominates in slowly dividing cells, whereas de novo synthesis
dominates in highly mitotic cells.

GPI anchors
The discovery that phospholipase C could release alkaline
phosphatase from lipid-linked structures on cellular surfaces
(39) led to the identification of the glycophosphatidylinositol
(GPI) membrane component (40). GPI structures are a synthetic
tour de force of nature, combining lipids, carbohydrates, and
proteins into a single macromolecule. Certain proteins require
GPI anchoring to be functional; for example, Ly-6A/E-mediated
T-cell activation is critically dependent on its GPI anchor (41),
and folate uptake functions efficiently only when its receptors
are GPI anchored (42).

The basic structure of the GPI-anchor (Fig. 6, maintained
across all species studied thus far) begins with phosphatidylinos-
itol (PI), which spans the external ER membrane leaflet linked
to an inositol via a phosphodiester. An oligosaccharide chain,
which is attached to the inositol, consists of GlcN (donated
from a rapidly de-acetylated UDP-GlcNAc) and three linear
Man residues (provided by Dol-P-Man donors). Finally, phos-
phoethanolamine (P-EtN) is linked to the terminal Man residue
(donated by phosphatidylethanolamine), resulting in the core
EtN-P–Man3–GlcN-PI structure to which proteins are cova-
lently linked [although not all GPI anchors ultimately bear a
protein (43)]. In mammals, before the attachment of a protein,
GPIs are completely assembled in the membrane of the ER by a
series of enzymes that are PIG gene products (43). The topology
of every biosynthetic step has not been elucidated. The synthetic
process begins on the cytosolic face of the ER, and the attach-
ment of protein occurs on the luminal face of the ER membrane
(44), which suggests that a yet-to-be-discovered “flippase” par-
ticipates in the production of GPI-anchored structures (45).

Phosphoethanolamine provides the attachment point for a
protein via an amide bond between the C-terminal residue of
the protein and the N-terminal of P-EtN (43). Proteins that
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are destined for GPI binding are targeted to the ER during
their synthesis by an N-terminal signal and translocated to the
ER lumen. They contain a C-terminal signal peptide, which
upon removal exposes their acidic C-termini and allows attach-
ment to GPI by ethanolamine through a transamidation reaction.
GPI-anchored proteins belong to the type-1 class of the GPI
structures, which have Man-α1-6-Man-α1-4-GlcN-α1-6-PI core
linkages (other GPI structures have varying linkages between
these core residues). After passing through the Golgi apparatus
for further protein modification, the entire structure is translo-
cated to the exterior leaflet of the plasma membrane.

Polysaccharides

Aside from the modification of proteins, lipids, and GPI an-
chors with branching oligosaccharide structures, mammals also
assemble carbohydrates into much larger, linear polysaccharide
structures. Despite losing the inherent complexity derived from
branching, and being made from repeating units of only two

monosaccharides, polysaccharides are nonetheless highly di-
verse through a series of postsynthetic modifications, primarily
epimerization and sulfation reactions (46).

Polysaccharides generally exist outside of a cell, sometimes
remaining attached to surface elements to form an interface
between a cell and its surroundings, and sometimes secreted
freely into the extracellular matrix (ECM). These sugars pos-
sess their own inherent functionality and are of critical impor-
tance to cellular function by modulating adhesion, migration,
differentiation, and proliferation as well as by influencing an-
giogenesis and axonal growth. ECM polysaccharides become
highly hydrated and thus serve as hydrogels for embedded fi-
brous ECM proteins, such as collagen, as well as scaffolds for
signaling molecules such as growth factors. In mammals, four
main classes of structural polysaccharides are all glycosamino-
glycans (GAGs): hyaluronic acid (or hyaluronan), heparin (or
heparan sulfate), keratin sulfate, and chondroitin/dermatan sul-
fate. Each group is now discussed briefly.
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Hyaluronan

Hyaluronan, or hyaluronic acid, is synthesized at the plasma
membrane (rather than in the ER or Golgi apparatus) by
one of three distinct hyaluronan synthases, which allows it
to be easily secreted directly to the ECM (47). Hyaluro-
nan is the simplest GAG, consisting of the repeating unit
-GlcA-β1-3-GlcNAc-β1-4-; this GAG forgoes postsynthetic
modification and remains unbound to surface proteins.

Heparin/heparan sulfate
and chondroitin/dermatin sulfate

Heparin/heparan sulfate GAGs (HSGAGs) and condroitin/
dermatan sulfate GAGs (CSGAGs) share a common synthetic
origin, with both being linked to a core protein through a specific
O-linked sequence (GlcA-β1-3-Gal-β1-3-Gal-β1-4-Xyl-β1-) at
the same consensus sequence (-Ser-Gly/Ala-X-Gly-). The as-
sembly of the tetrasaccharide linker begins in the ER where
Xyl (from UDP-Xyl) is transferred to the hydroxyl group of the
serine in the consensus sequence by a xylosyltransferase. The
nascent glycoprotein then moves into the cis-Golgi where two
Gal (by galactosyl transferase I and II) and a GlcA (by glucoro-
nic acid transferase I) are attached sequentially to complete the
tetramer.

Synthesis of the polysaccharide portion of these GAGs be-
gins with the addition of GalNAc (or GlcNAc) and GlcA
residues to the O-linked tetramer in an alternating fashion
by multidomain glycosyltransferases (48). The addition of
the first GalNAc or GlcNAc residue determines whether the
GAG will belong to the heparan sulfate or condroitin sulfate
family, respectively. HSGAGs consist of the repeating unit
-GlcNAc-α1-4-GlcA-α/β1-4-, which is constructed by enzymes
from the EXT gene family glycosyltransferases (49). CSGAGs
have a different basic disaccharide repeat unit (-GalNAc-β1-4-
GlcA-α/β1-3-), which contain GalNAc rather than GlcNAc and
employ 1-3- rather than 1-4-glycosidic linkages between the
repeating disaccharides; despite the differences in the monosac-
charide building blocks used, CSGAG are also constructed from
genes in the EXT family (48). When the HSGAG or CSGAG
chain has grown to an appropriate length, it is acted upon by ad-
ditional enzymes that impart structural uniqueness. 2-O-, 3-O-,
and 6-O-sulfotransferases add sulfate groups at appropriate lo-
cations (50), N-deacetylase N-sulfotransferase can expose the
amine groups of GalNAc, and C5 epimerase converts a por-
tion of GlcA residues to IdoA. This epimerization results in the
distinction between condroitin sulfate and dermatan sulfate (51).

Keratan Sulfate

Keratan sulfate differs from other GAGs in two major respects.
First, it can be either N- or O-linked to the core protein (52).
Second, its repeating disaccharide unit contains a Gal rather
than one of the uronic acids in its disaccharide repeat. The
basic repeating unit is -Gal-β1-4-GlcNAc-β1-3-, assembled by
β1-4-galactosyl transferase (B4GALT1) and a β1-3-GlcNAc
transferase (B3GNT1 or B3GNT2). Three classes of keratan
sulfate are distinct in their protein linkage. KSI members are
N-linked to an Asn of the protein; they are found primarily
in the cornea and can be terminated with sialic acids, Gal, or

GlcNAc. KSII members are O-linked to a Ser/Thr residue of the
core protein; they are primarily found in cartilage, are highly
sulfated, and are terminated by sialic acids. KSIII are found in
brain tissue and have a unique linker between the keratan sulfate
chain and the protein: a Man O-linked to a Ser of the protein.

Manipulating Mammalian
Glycans—Early Steps Toward
Sugar-Based Medicines

Although many aspects of glycans remain mysterious, mam-
malian glycosylation has now been elucidated well enough to
provide a basic understanding of glycan biosynthesis, struc-
ture, and function that, combined with the realization that many
disease states result from glycan abnormalities, have spurred
efforts to develop sugar-based medicines. As modern medical
research looks for ways to exploit the knowledge that has been
gained regarding glycan biosynthesis to create new therapeu-
tics, several challenges inherent in modifying glycosylation in
living cells and tissues must be overcome (53). A particular
obstacle to biologic intervention is the lack of template for
carbohydrate structures akin to the DNA sequence that spec-
ifies primary amino acid sequences of proteins that motivates
gene therapies. Similarly, the expense of de novo synthesis of
complex oligosaccharides coupled with their notoriously poor
pharmacologic properties make them nonideal drug candidates
and hinders conventional synthetic approaches to drug devel-
opment. Notwithstanding these limitations, both biology- and
chemistry-based approaches remain enticing; moreover, merg-
ing these two disciplines into innovative “chemical biology”
strategies seems particularly promising. This article concludes
by discussing each of these topics briefly, after providing a short
synopsis of the contributions of rapidly coalescing glycomics ef-
forts to the study of mammalian glycosylation and development
of human therapeutics.

Advances in technology
and bioinformatics ease
characterization

Efforts to manipulate glycans for medical purposes rely on
knowing what oligosaccharide structures exist in health and dis-
ease, the biosynthetic machinery that builds these sugars, and
specific molecular changes rendered by therapeutic interven-
tion. In the past, the difficulty of characterizing glycans has
made tackling even one of these tasks formidable. Now, how-
ever, bioinformatics has combined technological advances in
carbohydrate analysis with the concept of global characteriza-
tion found in genomics and proteomics to create the field of
“glycomics”—the study of all the glycan structures produced
by the cell. Modern methods using mass spectrometry, chro-
matography, nuclear magnetic resonance, and capillary elec-
trophoresis have identified many carbohydrate structures (3, 54,
55). These techniques, along with high throughput arrays using
lectins and other glycan-binding proteins (56), have resulted in
a significant amount of information available in databases such
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as those available online from the German Cancer Research
Center (http://www.glycosciences.de), the Consortium for Func-
tional Glycomics (http://www.functionalglycomics.org), and the
AFMB-CNRS of the University of Provence and the Univer-
sity of the Mediterranée (http://www.cazy.org). These resources
complement automated methods for predicting function,
structure, and localization of newly discovered glycans and
glycan-related enzymes alongside their arrays of references,
composition and spatial structures, and gathered NMR shift
data (4). These developments are critical both for the glyco-
biology specialist undertaking further study of the intricacies
of glycosylation and well as for the non-specialist, such as a
physician, who seeks to apply glycobiology-based technologies
in the clinic.

Biological approaches

Genetic approaches
Fascinating findings that viruses alter the glycome by regulat-
ing expression of host glycosyltransferases or by expressing
their own glycosyltransferases (57) and forward genetics ap-
proaches that have identified glycan defects associated with
specific genetic abnormalities (58) have motivated efforts to
exploit modern genetic tools to manipulate glycosylation. Un-
fortunately, tools such as knockout mice to eliminate a specific
biosynthetic enzyme often have manifold and severe effects
such as early lethality (59). By contrast, in other situations,
including the “αGal” knockout pig created to supply organs for
xenotransplantation (60), the removal of a glycosyltransferase
did not abolish production of the targeted oligosaccharide epi-
tope. Notwithstanding these difficulties, the compelling links
between defects in specific glycosylation enzymes and disease
currently refractory to treatment, such as cancer (20), have en-
sured the continuation of research efforts to develop genetic
methods to manipulate glycans.

Molecular biology approaches
In addition to upregulation or knock-down of biosynthetic el-
ements, modern molecular biology offers techniques for more
subtle manipulation of the glycosylation process. The biosyn-
thesis of glycan structures relies on precisely localized enzymes
for proper construction, for example, the localization of gly-
cosylation enzymes within the ER and Golgi cisternae in the
same sequence in which they act to modify oligosaccharide
substrates (61). One way that this localization is achieved is
based on the thickness of the membranes, which increases from
the ER to the cis-, medial-, and trans-Golgi compartments; gly-
cosyltransferase enzymes possess transmembrane domains of a
length optimal to anchor them to a specific location in a cell’s
secretory organelles (62). It is therefore possible to relocate an
enzyme involved in glycosylation by swapping that enzyme’s
native transmembrane region with a transmembrane domain of a
different length and thereby changing substrate preference (63).
Additionally, the stem region, located between the transmem-
brane and catalytic domains, can also be swapped to tune the
activity of a glycosyltransferase (64). Although currently largely
laboratory research tools, these studies point the way to a fu-
ture where fine control over glycosylation may be possible by

mix-and-matching the membrane, stem, and catalytic domains
of glycan processing enzymes.

Synthetic approaches

Modern synthetic chemistry has been able to reproduce sev-
eral glycan structures of considerable complexity and biomed-
ical relevance. The pioneering example is the use of synthetic
sialyl Lewis X for the treatment of reperfusion injury (65).
For the past decade, much effort, which has been facilitated
by automated synthesis (66), has focused on the creation of
carbohydrate-based vaccines. It is possible to use synthetic
carbohydrate analogs of viral and microbial surface polysac-
charides as vaccines to elicit an immune response against the
microorganism. In fact, because an “artificial” polysaccharide
can be carefully designed through precise synthesis, this type
of vaccine may be both safer and more effective at lower
dosage [i.e., through multivalency (67, 68)] than a naturally
derived vaccine such as that of a live or killed microbe that
contains a mixture of glycoforms, some of which may be im-
munogenic (69). Synthetic polysaccharide vaccines have been
recently developed for several targets, including Haemophilus
influenza type b (70), human immunodeficiency virus (71), and
various cancers (72, 73). In the future, as synthetic strategies are
streamlined to become both technically and cost-effective, the
possibilities of using carbohydrates to positively impact human
health are numerous; for example, human breast milk contains a
multitude of oligosaccharides that are distinct from other species
such as the cow. Human-specific milk sugars are both devel-
opmentally important and have activity against pathogens (74),
and the ability to supplement infant formula with these sugars
would be valuable especially in the third world nations where
malnutrition is endemic and infectious diseases are prevalent.

Chemical biology approaches

Combined chemical–biological synthesis

Combining tried-and-true synthetic methods with emerging
chemoselective ligation methodology (75) and chemoenzymatic
transformations that use the suite of enzymes cells employ for
glycosylation (76) has led to the production of a multitude of
carbohydrate structures. These hybrid approaches, exploiting
biologic tools for programmable one-pot strategies (77), have
several attractive features, including the ability to not only make
a carbohydrate moiety but rather an entire glycoprotein (78) or
glycolipid (79). Another important aspect of a synthetic strat-
egy is that chemically distinct glycan structures can be produced
allowing evaluation of the biological response of an individual
glycoform, rather than an averaged response obtained when test-
ing a mixture of the profusion of glycoforms found in nature. To
illustrate, prion proteins from diseased and healthy cells have
different glycan profiles that are proposed to be critical for dis-
ease progression (80), but this hypothesis is difficult to verify
without the synthetic ability, which is afforded by the methods
described herein, of producing testable quantities of individual
prion glycoforms.
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Small-molecule switches for controlling
glycosylation
The emerging use of small molecules to control the activity
of glycan processing enzymes (81) and direct biosynthetic
traffic in the Golgi (82) constitutes an intriguing approach for
modulating glycan synthesis. These efforts build on the modular
nature of glycosyltransferases, where the membrane, stem, and
catalytic domains can be swapped without loss of function.
In particular, fusion proteins were created that combined the
catalytic or localization domain of fucosyltransferase 1 (FUT1)
with the rapamycin-binding proteins FKRP or FRB. Then,
by exploiting rapamycin-mediated heterodimerization of these
elements to control Golgi localization of both domains and
thereby reconstitute FUT1 activity, Kohler and Bertozzi showed
that cell-surface glycosylation could be altered (83). In the
future, bringing a rich complement of biologic and chemical
tools into play, as exemplified by this approach, will continue
to drive progress toward glycan-based therapies.

Metabolic oligosaccharide engineering
“Metabolic oligosaccharide engineering” is an attractive alterna-
tive to the synthetic strategies outlined above not only because
of its basic simplicity but also because it provides one of the
few ways to alter glycosylation in living systems. This method-
ology, pioneered by the Reutter laboratory for sialic acid (84)
(Fig. 7) and now extended to GalNAc (85, 86) and GlcNAc
(87), is based on the remarkable ability of certain non-natural
monosaccharide analogs to be metabolically incorporated into
glycosylation pathways and to replace the corresponding sugar
residue in the oligosaccharide complement of a cell.

The opportunities provided by metabolic oligosaccharide en-
gineering can be divided into two essential classes. First, the
intended target glycan can be endowed with a unique func-
tion. In particular, ManNAc analogs can be used to increase
the repertoire of sialic acids, which is a family of over 50 nat-
ural sugars that nature uses to fine-tune function and structure
(88), and thereby endow glycans with antiviral properties (89),
enhance immunogenicity (90), modulate cell adhesion (91), or
control stem cell fate (92). Alternatively, when the analog bears
a chemical functional group unique to the cell surface, such as
a ketone (93) or an azide (94), such sugars can act as “tags” for
the delivery of genes (95), toxins (93), or imaging agents (96)
by exploiting chemoselective ligation chemistry that has been
developed to be compatible with physiologic conditions (75).
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Starch is a major storage compound in plants that is present both in leaves
and in storage tissues. Biochemical and molecular biological data show that
ADP-glucose is the glucosyl donor for plant starch synthesis, and its
synthesis is catalyzed by ADP-glucose pyrophosphorylase. Subsequently,
starch synthases catalyze the transfer of the glucosyl residue from
ADP-glucose to the oligosaccharide chains of the starch components
amylose and amylopectin to form new α-1,4-glucosidic residues. After
elongation of these α-1,4-glucosidic chains, the branching enzyme
catalyzes a cleavage of the elongated chain and transfers the cleaved
portion of the oligosaccharide chain to either another region in the
amylopectin molecule or to a new amylopectin and forms a new
α-1,6-glucosidic linkage. Amylose synthesis is catalyzed by the
granule-bound starch synthase. Regulation of starch synthesis occurs at the
ADP-glucose pyrophosphorylase step. The enzyme from higher plants,
green algae, and cyanobacteria is activated allosterically by
3-phosphoglycerate and inhibited by inorganic phosphate. Isolation of
mutants and control analyses indicate that the allosteric activation and
inhibition are of physiological and functional importance in the regulation
of starch synthesis. Furthermore, evidence indicates that ADP-glucose
pyrophosphorylases can also be regulated by a redox mechanism. The
current knowledge of the enzyme structures and critical amino acids
necessary for substrate binding, allosteric effector binding, regulation, and
catalysis for the ADP-glucose pyrophosphorylase is reviewed.

The enzymatic reactions involved in starch synthesis in higher
plants and algae and in glycogen synthesis in cyanobacteria are
reviewed in this article. Regulation of α-1,4 and α-1,6 glucan
synthesis at the enzymic level is discussed, and mutants that
cause specific enzymatic deficiencies that affect starch structure
are also reviewed. Recent reviews on starch synthesis have been
published and are noted (1–6).

Localization of Starch in Plants

Starch is present in every type of tissue, such as leaves, fruit,
pollen grains, roots, shoots, and stems. Formation of starch
granules occurs in the chloroplast during exposure of leaves
to bright light because of carbon uptake during photosynthesis.
Loss of leaf starch occurs in low light or in long dark periods
of 24–48 hours where it is degraded to products that are used
for sucrose synthesis. Arabidopsis thaliana mutants that cannot

synthesize starch grow as well as wild type when placed in
continuous light as they can synthesize sucrose (7). However,
if grown in a day–night regime, the growth rate is dramatically
decreased because starch is required for sucrose synthesis at
night. Thus, leaf starch synthesis and use is a dynamic process
with diurnal fluctuations.

Starch synthesis occurs during development and maturation
of plant storage organs. During sprouting or germination of the
seed or tuber or in fruit ripening, the reserved starch is degraded,
and its metabolites are sources for carbon and energy. Thus,
reserved starch degradation and synthesis are time-separated
events. Cereal grain starch-storage tissue is the endosperm,
with starch granules located in the amyloplasts. Reserve starch
content varies from 65% to 90% of the total dry weight.

The starch granule contains two polysaccharide types: amy-
lose, which is a linear polymer, and amylopectin, which is a
branched polymer. Amylose is composed of linear chains of
about 800 to 22,000 α-D-glucopyranosyl units in (α-1,4) linkage
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Figure 1 Cluster model of amylopectin (10). A indicates A chains. A chains have no other oligosaccharide chains attached to them. B indicates B chains
that are defined as having either one or more oligosaccharide chains (either A or B) attached to them. The C chain, which is not labeled, has the only
reducing end group Ø in the polysaccharide. B3 chains are longer than B2 chains, which are longer than the B1 chains. The B2, B3, and B4 (not shown)
chains extend into 2, 3 and 4 cluster regions, respectively. The average chain lengths are B1, 19; B2, 41; B3, 169; and B4, 109. For the A chains, the
shortest chain length is about 13.

(molecular size ∼1.36 × 105 to 3.5 × 106). Amylose molecules
may be slightly branched (branch chain, 170 to 500 glucosyl
units). Amylopectin, which comprises about 70–80% of the
starch granule, has 4–5% of the glucosidic linkages as branch
points.

The accepted models of proposed amylopectin structures,
which are known as cluster models, are those of Robin et al.
(8), Manners and Matheson (9), and Hizukuri (10). Reviews that
detail chemical and physical properties of starch are given by
Morrison and Karkalis (11) and Hizukuri (12). Figure 1 shows
the proposed cluster structure.

Starch Synthesis Reactions
in Plants and Algae and Glycogen
Synthesis in Cyanobacteria

ADP-glucose is used for synthesis of α-1,4 glucosidic link-
ages in amylose and amylopectin. Its synthesis is catalyzed
by ADP-glucose pyrophosphorylase (reaction 1, E.C. 2.7.7.27;
ATP:α-D-glucose-1-phosphate adenylyltransferase).

ATP + α-glucose 1-P � ADP-glucose + PPi (1)

Synthesis of the 1,4-α-D-glucosidic bond in starch is catalyzed
by starch synthase (E.C. 2.4.1.21; ADP-glucose: 1,4-α-D-glucan
4-α-glucosyltransferase; reaction 2) and was first reported by
Leloir (13, 14). Similar reactions are seen for glycogen synthesis
in bacteria and cyanobacteria (15), and the enzyme is termed
glycogen synthase (also E.C. 2.4.1.21).

ADP-glucose + 1, 4-α-glucan → (2)

1, 4-α-glucosyl-1, 4-α-glucan + ADP

Synthesis of the 1,6-α-D-glucose bonds in amylopectin is cat-
alyzed by a branching enzyme [E.C. 2.4.1.18; 1,4-α-D-glucan
6-α-(1,4-α-glucano)-transferase; reaction 3]. Amylopectin con-
tains longer chains (about 20–24 glucosyl units) and has less

branching (∼5% of the glucosidic linkages are α-l, 6) than an-
imal or bacterial glycogen (10–13 glucosyl units and 10% of
linkages, α-l, 6).

Elongated α-1,4-malto oligosaccharide chain → (3)

α-1, 4-1, 6 branched-α-Glucan

Isozymes of plant starch synthases (2, 16–20) and branching
enzymes (2, 16, 21–26) have been characterized. Presumably,
they play distinct roles in amylopectin and amylose synthe-
sis. Also, plant and Chlamydomonas reinhardtii granule-bound
starch synthases (27–33) are responsible for synthesis of amy-
lose. Mutants defective in this enzyme are known as waxy
mutants and contain starch granules that have little or no amy-
lose.

A debranching enzyme called isoamylase is involved in syn-
thesis of the starch granule and its polysaccharide components
(34–37). Mutant plants deficient in isoamylase activity accumu-
late a soluble α-glucan designated phytoglycogen (3, 37, 38)
and little starch.

Properties of the Plant
1,4-α-Glucan Synthesizing Enzymes

ADP-glucose pyrophosphorylase: kinetic
properties
The ADP-glucose pyrophosphorylases (ADP-Glc PPase) of
higher plants, green algae, and the cyanobacteria are activated
allosterically by 3-phosphoglycerate (3-PGA) and inhibited by
inorganic phosphate (Pi). These effects are important in reg-
ulation of starch synthesis. Both potato tuber (2, 39–49) and
spinach leaf ADP-Glc PPases (50–52) have been studied in de-
tail with respect to kinetic properties. The kinetic and regulatory
properties of the ADP-Glc PPases of several leaf extracts are
similar to those of the spinach leaf enzyme (50). The results
obtained with potato tuber and spinach leaf enzyme are sum-
marized in Table 1.
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Table 1 Kinetic constants of ADP-Glc PPases from Spinach leaf and potato tuber. S0.5 is the concentration of substrate ATP
or Glc-1-P required to attain 50% of Vmax. A0.5 is the concentration of activator 3PGA required for 50% of maximal
activation. I0.5 is the concentration of inhibitor need for 50% inhibition

Source Effector/substrate S0.5/A0.5/I0.5 (mM) Hill constant n Activation-fold Reference

Spinach leaf 3-PGA 0.051 1.0 20 50
Pi 0.045 1.1
Pi (+3-PGA, 1 mM) 0.97 3.7
ATP 0.38 0.9
ATP(+3-PGA) 0.062 0.9
Glc-1-P 0.12 0.9
Glc-1-P(+3-PGA) 0.035 1.0

Potato tuber 3-PGA 0.16 1.0 30 42, 44
Pi (–3-PGA) 0.04 NR
Pi (+3-PGA, 3 mM) 0.63 NR
ATP (+3-PGA) 0.076 1.6
Glc-1-P (+3-PGA) 0.057 1.1

Quaternary structure
Bacterial ADP-Glc PPases are homotetrameric in structure
(53). The catalytic and allosteric sites are on each subunit.
In plants and green algae, however, the ADP-Glc PPases
have been shown to be heterotetramers with two homolo-
gous subunits α2β2 (5, 52–54) that have different molecular
sizes. The small subunits are 50–54 kDa, with catalytic activ-
ity. The large subunit, which is about 51–60 kDa, is the reg-
ulatory subunit. The large (regulatory) subunit modulates the
sensitivity of the small subunit toward allosteric effectors via
large-subunit/small-subunit interactions (45). However, recent
results indicate that some large subunits, particularly those in
the leaf (55), also have catalytic activity.

ADP-Glc PPase from potato tuber is composed of two dif-
ferent subunits, each of 50 and 51 kilodaltons, with α2β2

heterotetrameric-subunit structure. The potato tuber ADP-Glc
PPase small subunit can be expressed as a homotetramer and is
active in presence of high concentrations of the activator 3-PGA.
The small subunit of many higher plant ADP-Glc PPases is
highly conserved among plants with 85–95% identity (54). The
homotetrameric potato enzyme that is composed exclusively of
small subunits has a lower apparent affinity (A0.5 = 2.4 mM) for
the activator 3-PGA than the heterotetramer (A0.5 = 0.16 mM),

which is more sensitive to the inhibitor Pi (I0.5 = 0.08 mM in
the presence of 3-mM 3-PGA) as compared with the heterote-
tramer (I0.5 = 0.63 mM) (42). The large subunit of the potato
greatly increases the affinity of the small (catalytic) subunit for
3-PGA and lowers the affinity for the inhibitor Pi (41, 42).

In plants, only one conserved small (catalytic) subunit and
several large (regulatory) subunits are distributed in different
parts of the plant (56, 57). This finding is of physiological
significance as expression of different large subunits in different
plant tissues may confer distinct allosteric properties to the
ADP-Glc PPase needed for the plant tissue′s distinct need for
starch.

It has been shown with Arabidopsis ADP-Glc PPase that
coexpression of its small-subunit APS1 with the different Ara-
bidopsis large subunits, which include ApL1, ApL2, ApL3, and
APL4, resulted in heterotetramers with different regulatory and
kinetic properties (56) (Table 2 and Table 3). The heterote-
tramer of the small-subunit APS1 with ApL1, which is the
predominant leaf large subunit (56), had the highest sensitivity
to the allosteric effectors 3-PGA and Pi as well as the highest
apparent affinity for the substrates ATP and Glc-1-P. The het-
erotetrameric pairs of APS1 with either APL3 or APL4, which
are large subunits prevalent in sink or storage tissues (57), had

Table 2 Kinetic parameters for the 3-PGA of A. thaliana recombinant ADP-Glc PPase in the synthesis direction (56)

Control 0.2 mM Pi 2 mM Pi

3-PGA A0.5 mM nH 3-PGA A0.5 mM nH 3-PGA A0.5 mM nH

APS1 5.7 ± 0.5 1.6 13.9 ± 1.8 2.3 ND
APS1/APL1 0.018 ± 0.004 0.8 0.094 ± 0.002 1.4 1.6 ± 0.1 2.9
APS1/APL2 0.87 ± 0.11 0.9 1.54 ± 0.27 1.3 10.5 ± 1.6 1.5
APS1/APL3 0.34 ± 0.09 0.8 0.70 ± 0.1 1.4 2.7 ± 0.1 2.7
APS1/APL4 0.16 ± 0.03 0.8 0.46 ± 0.1 1.2 1.7 ± 0.1 1.5

ND , not determined.
APS1 designates Arabidopsis thaliana small subunit 1, APL1, APL2, APL3, and APL4 are large subunits 1, 2, 3, and 4, respectively from A.
thaliana.
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Table 3 Arabidopsis ADP-Glc PPase: Kinetic parameters for the substrates in the synthesis direction (56)

ATP Glc-1-P

S 0.5 mM nH S 0.5 mM nH

APS1 0.402 ± 0.04 1.5 0.076 ± 0.018 0.9
APS1/APL1 0.067 ± 0.008 1.0 0.019 ± 0.001 1.0
APS1/APL2 0.575 ± 0.03 1.6 0.085 ± 0.014 0.9
APS1/APL3 0.094 ± 0.008 1.4 0.052 ± 0.007 1.0
APS1/APL4 0.118 ± 0.01 1.2 0.060 ± 0.008 0.9

20 mM of 3-PGA was used for the APS1 enzyme in determining the ATP and the Glc-1-P kinetic constants. For the APS1/APL1 kinetic study,
0.1 mM of 3PGA was used. 4 mM of 3PGA was used for the APS1/APL2, 2 mM of 3PGA was used for the APS1/APL3, and 1 mM of 3PGA
was used for the APS1/APL4 kinetic studies. These concentrations were five times the 3-PGA A0.5 of each enzyme, respectively.

intermediate sensitivity to the allosteric effectors and interme-
diate affinity for the substrates ATP and Glc-1-P (57). APL2
also present mainly in sink tissues had low affinity for either
3-PGA or Pi (56). Thus, differences on the regulatory proper-
ties conferred by the Arabidopsis large subunits were found in
vitro. Differences noted for source and sink large-subunit pro-
teins strongly suggests that starch synthesis is modulated in a
tissue-specific manner in response to 3-PGA and Pi, as well as to
the substrate levels. APS1 and ApL1 would be regulated finely
in source tissues by both effectors and substrates, whereas in
sink tissues, the hetrotetramers of APS1 with APL2, APL3, or
APL4 with lower sensitivity to effectors, and substrates would
be controlled more by the supply of substrates.

Based on mRNA expression, ApS1 is the main small subunit
or catalytic isoform responsible for ADP-Glc PPase activity
in all tissues of the plant. ApL1 is the main large subunit in
source tissues, whereas ApL3 and ApL4 are the main isoforms
present in sink tissues. It was also found that sugar regulation
of ADP-Glc PPase genes was restricted to ApL3 and ApL4 in
leaves (57). Sucrose induction of ApL3 and ApL4 transcription
in leaves allowed formation of heterotetramers less sensitive to
the allosteric effectors, which resembles the situation in sink
tissues.

Relationship between the small and
large subunits

The similarity between the small and large subunits (∼50 to
60% identity) suggests a common origin (54). In both sink and
source tissues, the small subunit has catalytic activity, whereas
catalytic activity is only observed for the large subunits that
may reside in the leaf and not in the sink large subunits (55).
Gene duplication and divergence probably has led to different
and functional catalytic and regulatory roles for the subunits.
The ancestor of small and large subunits possibly is a bacterial
subunit that has both catalytic as well as regulatory function in
the same subunit. This suggestion is supported by the similarity
between the two plant subunits with many active bacterial
ADP-Glc PPases (5, 53).

The large subunit from the potato (Solanum tuberosum L.)
tuber ADP-Glc PPase was shown to bind substrates (44). There-
fore, the plant heterotetramer, and bacterial homotetramers bind
four ADP- [14 C] glucose molecules (44, 58). It can be pos-
tulated that the large subunit maintained its structure needed

for binding of substrate, but catalytic ability was eliminated by
mutations of essential residues. To test this hypothesis, it was
attempted to create a large subunit with significant catalytic
activity by mutating as few residues as possible (49).

Thus, sequence alignments of ADP-Glc PPase large and
small subunits with reported activity were compared to identify
of critical missing residues for catalytic activity in the large
subunit (49). The subset of the residues absent in the large
subunit was of particular interest. In the large subunit of potato
tuber, Lys44 and Thr54 were selected as the best candidates
to study because the homologous residues Arg33 and Lys43 in
the small (catalytic) subunit were conserved completely in the
active bacterial and plant catalytic subunits. Moreover, Lys44
and Thr54 are in a highly conserved region of ADP-Glc PPases
(Table 4).

The modulatory large subunits Lys44 and Thr54 were mu-
tagenized to Arg44 and Lys54, respectively. The mutant,
LargeK44R/T54K was expressed in the absence of the small
subunit, and it had no activity. Possibly the large subunit can-
not form a stable tetramer in absence of the small subunit as
observed earlier with the Arabidopsis enzyme (56). Because
a wild-type small subunit has intrinsic activity, the activity of
the large-subunit mutants cannot be tested when coexpressed.
Thus, the large-subunit mutants were coexpressed with inac-
tive small-subunit D145N, in which the catalytic residueAsp145
was mutated (59), and small subunit activity was reduced
by more than three orders of magnitude (Table 5). Coex-
pression of the large-subunit double mutant K44R/T54K with
smallD145N generated an enzyme that had 10% and 18% of the
wild-type enzyme in the ADP-glucose synthetic and pyrophos-
phorolytic directions, respectively (Table 5). Single mutations
of K44R or T54K generated enzymes with no significant ac-
tivity. The combination of both mutations in the large subunit
(smallD145NlargeK44R/T54K) gave the most dramatic effect
(Table 5). Therefore, it was concluded that the two residues
Arg44 and Lys54 are needed for restoring catalytic activity to
the large subunit. Replacement of the homologous two residues
with Lys and Thr in the small subunit (by mutations R33K
and K43T) decreased the activity by one and two orders of
magnitude, respectively, in both directions, which confirms the
hypothesis (Table 5) (49). The mutant enzymes were still ac-
tivated by 3-PGA and inhibited by orthophosphate (Pi). The
wild-type (wt) enzyme and smallD145NlargeK44R/T54K had
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Table 4 Sequence comparison of the potato tuber large subunit (large wt) with ADP-Glc PPases shown to be
enzymatically active (49)

R. Sphaeroides KAQPPLRLTAQAMAFVLAGGRGSRLKELTDRRAKPAVY
R. rubrum MDQITEFQLDINRALKETLALVLAGGRGSRLRDLTNRESKPAVP
A. tumefaciens MSEKRVQPLARDAMAYVLAGGRGSRLKELTDRRAKPAVY
E.coli MVSLEKNDHLMLARQLPLKSVALILAGGRGTRLKDLTNKRAKPAVH
E.coli SG14 MVSLEKNDHLMLARQLPLKSVALILAGGRGTRLKDLTNKRAKPTVH
G. Stearothermophilus MKKKCIAMLLAGGQGSRLRSLTTNIAKPAVP
Anabaena sp. PCC7120 MKKVLAIILGGGAGTRLYPLTKLRAKPAVP
A. thaliana small subunit MAVSDSQNSQTCLDPDASSSVLGIILGGGAGTRLYPLTKLRAKPAVP
H. vulgare endosperm QCNVYSHKSSSKHADLNPHAIDSVLGIILGGGAGTRLYPLTKKRAKPAVP

33 43
Small wt MAVSDSQNSQTCLDPDASRSVLGIILGGGAGTRLYPLTKKRAKPAVP
Large wt MAYSVITTENDTQTVFVDMPRLERRRANPKDVAAVILGGGEGTKLFPLTSRTATPAVP

44 54

Residues that are 100% conserved are in red and the ones conserved in the small subunit (small wt) but not in the large subunit are
in blue.

very similar kinetic properties, which indicated that the sub-
strate site domain has been conserved. The apparent affinities
for the substrates and the allosteric properties of small subunit
D145NlargeK44R/T54K resembled those of the wild type (49).
The new form has a similar sensitivity to Pi inhibition, and the
activator–inhibitor interaction is the same. The large subunit
restored enzyme activity because the two mutations provide ev-
idence that the large and small subunits are derived from the
same ancestor. The smallD145NlargeK44R/T54K mutant was
disrupted in each subunit at their Glc-1-P site, and their ki-
netic properties were compared. With wt enzyme replacement
of Lys198 in the small subunit of the wild-type enzyme, de-
creased the Glc-1-P affinity was observed; disruption of the
homologous residue Lys213 in the large subunit had much less
effect on the affinity (59). In smallD145NlargeK44R/T54K, the
K213R mutation of a large subunit severely decreased the ap-
parent affinity for Glc-1-P, whereas the K198R mutation on the
small subunit did not indicate the large subunit double mutant,
and not smallD145N was the catalytic subunit. In the wild-type
enzyme, Lys213 does not seem to play an important role, but
smallD145NlargeK44R/T54K recovered its ancestral ability for
the enzyme to have a low physiological Km for Glc-1-P. Pre-
vious results showed that in wild type, Asp145 of the small

subunit is essential for catalysis, but homologous Asp160 in
the large subunit is not essential for catalysis (59). In addi-
tion, mutation of D160 to N or E in the active large subunit,
LK44R/T54K abolished activity. This result confirms that catal-
ysis of smallD145Nlarge K44R/T54K does occur in the large
subunit.

A comparative model of LK44R/T54K shows the predicted
role of Arg44 and Lys54 (Fig. 2). In the model, Asp160, which
is homologous to the catalytic Asp145 in the small subunit and
catalytic Asp142 in the E. coli ADP-Glc PPase (59, 60), in-
teracts with Lys54. This type of interaction (Lys54–Asp160)
has also been observed in crystal structures of enzymes that
catalyze similar reactions, such as dTDP-glucose pyrophos-
phorylase (dTDP-Glc PPase) and UDPN-N-acetyl-glucosamine
pyrophosphorylase (UDPGlcNAc PPase). It is postulated to be
important for catalysis by orienting the aspartate residue cor-
rectly (61–63). Lys54 interacts with the oxygen that bridges the
α- and β -phosphates as it has been observed in the crystal
structure of E. coli dTDP-Glc PPase (63). The interaction may
neutralize a negative charge density to stablize the transition
state and make PPi a better leaving group. Arg44 interacts in
the model with the β- and γ-phosphates of ATP, which corre-
spond to the PPi byproduct (Fig. 2). Likewise, Arg15 in the E.

Table 5 Activity of potato tuber small (catalytic) and large (regulatory) subunit ADP-Glc PPase mutants (49)

Subunits Units/mg
Small (catalytic) Large (regulatory) ADP-glucose synthesis ATP synthesis

WT WT 32 ± 1 49 ± 2
D145 N WT 0.017 ± 0.001 0.037 ± 0.002
D145 N K44 R 0.031 ± 0.001 0.033 ± 0.002
D145 N T54K 0.92 ± 0.08 0.56 ± 0.03
D145 N K44 R/T54K 3.2 ± 0.2 9.0 ± 0.7
R33K WT 3.6 ± 0.2 4.1 ± 0.1
K43 T WT 0.32 ± 0.1 0.28 ± 0.01

The enzymes activities of purified coexpressed small and large subunits were measured for ADP-glucose synthetic activity or ADP-glucose
pyrophosphorolytic (ATP synthesis) activity. For ADP-glucose synthesis, 4 mM of 3-PGA (activator), 2 mM of ATP, and 0.5 mM of Glc-1-P
were used. For pyrophosphorolysis, 4 mM of 3-PGA, mM of ADP-Glc, and 1.4 mM of PPi were used.
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Figure 2 Involvement of large (regulatory) subunit mutant K44 R/T54K in
ADP-Glc PPase catalysis. The WT and double-mutant large subunits were
modeled based on the dTDP-Glc PPase and UDP-UDPGlcNAc PPase crystal
structures as indicated in the text. Portions of ADP-Glc PPase residues
31–73 and 131–136 are shown. The deoxyribose triphosphate portion
common to dTTP and ATP is modeled with Mg+2 as a black sphere. The
dotted lines depict hydrogen bonds.

coli dTDP-Glc PPase was postulated to contribute to the de-
parture of PPi (61), and kinetic data agreed with interaction of
PPi with Arg44 in the model. A Lys44, in both the catalytic
large subunit mutant and the small subunit, decreased the ap-
parent affinity for PPi at least 20-fold (49). In a wild-type large
subunit, Lys44 and Thr54 cannot interact as Arg44 and Lys54
(Fig. 2).

Phylogenetic analysis of the large and
small subunits

A phylogenetic tree of the ADP-Glc PPases present in pho-
tosynthetic eukaryotes also sheds information about the origin
of the subunits (Fig. 3). The tree shows that plant small and
large subunits can be divided into two and four distinct groups,
respectively (49). The two main groups of small subunits are
from dicot and monocot plants, whereas large-subunit groups
correlate better with their documented tissue expression. The
first large-subunit group, which is termed group 1, is generally
expressed in photosynthetic tissues (49) and comprises large
subunits from dicots and monocots. These subunits have been
shown recently to have catalytic activity and have in their se-
quences Arg and Lys in the equivalent residues of 102 and
112 of A. thaliana large subunit, APL1. Group 2 displays a
broader expression pattern, whereas groups 3 and 4 are ex-
pressed in storage organs (roots, stems, tubers, seeds). Subunits
from group 3 are only from dicot plants, whereas group 4 in-
cludes seed-specific subunits from monocots. These last two
groups stem from the same branch of the phylogenetic tree and
split before monocot and dicot separation (49). These subunits
are probably inactive in catalytic activity as they are lacking
Arg and Lys in the homologous residues observed in A. thaliana
APLI and APL2.

Crystal structure of potato tuber ADP-Glc
PPase

The crystal structure of potato tuber homotetrameric small
(catalytic) subunit ADP-Glc PPase has been determined to

2.1A◦ resolution (48). The structures of the enzyme in complex
with ATP and ADP-Glc were determined to 2.6 and 2.2 A◦

resolution, respectively. Ammonium sulfate was used in the
crystallization process and was found tightly bound to the
crystalline enzyme. It was also shown that the small-subunit
homotetrameric potato tuber ADP-Glc PPase was also inhibited
by inorganic sulfate with the I0.5 value of 2.8 mM in the presence
of 6-mM 3-PGA (48). Sulfate is considered as an analog of
phosphate, which is the allosteric inhibitor of plant ADP-Glc
PPases. Thus, the atomic resolution structure of the ADP-Glc
PPase probably presents a conformation of the allosteric enzyme
in its inhibited state. The crystal structure of the potato tuber
ADP-Glc PPase (48) allows one to determine the location
of the activator and substrate sites in the three-dimensional
structure and their relation to the catalytic residue Asp145. The
structure also provides insights into the mechanism of allosteric
regulation.

Supporting data for the physiological
importance of regulation of ADP-glucose
pyrophosphorylase

The reaction catalyzed by plant ADP-Glc PPases is activated by
3-P-glycerate and inhibited by orthophosphate; it is an important
step for regulation of starch synthesis in higher plants as well
as in the cyanobacteria (see reviews in References 5 and 53).
In addition, it has been shown that in higher plants the enzyme
activity can also be regulated by its redox state (46, 47)

Considerable experimental evidence is available to support
the concept that ADP-Glc PPase is an important regulatory
enzyme for the synthesis of plant starch. A class of C. rein-
hardtii starch-deficient mutants have been isolated and shown
to contain an ADP-Glc PPase not activated by 3-PGA (64, 65).
Evidence for the allosteric regulation by ADP-Glc PPase being
pertinent in vivo has also been obtained with A. thaliana (66,
67). Mutant TL25 lacked both subunits and accumulated less
than 2% of the limits of detection of starch observed in the
normal plant (66), which would indicate that starch synthesis
is almost completely dependent on the synthesis of ADP-Glc.
Mutant TL 46 is also starch deficient, and it lacked the reg-
ulatory 54-kDa subunit (67). The mutant had only 7% of the
wild-type ADP-Glc PPase activity, and subsequently (68) it was
shown that in optimal photosynthesis the starch synthetic rate of
the mutant was only 9% of that of the wild type. At low light,
starch synthesis in TL 46 was only 26% of the wild-type rate.
These observations support the idea that regulation of ADP-Glc
PPase by 3-PGA and Pi is physiologically pertinent. A maize
endosperm mutant ADP-Glc PPase is less sensitive to inhibition
by Pi than the wild-type enzyme (69), which had 15% more dry
weight and more starch than the normal endosperm. Also, ge-
netic manipulation of ADP-Glc PPase activity in potato tuber
(70) and wheat endosperm (71) leads to increase of starch. This
finding also has been shown for rice (72) as well as for cas-
sava root (73). These results confirm that ADP-Glc synthesis
is rate limiting for starch synthesis. Thus, data observed with
the allosteric mutant ADP-Glc PPases of C . reinhardtii (64),
maize endosperm (69), and Arabidopsis (66, 67) present strong
evidence that in vitro allosteric effects are functional in vivo.
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Plant ADP-Glc PPases can be activated by
thioredoxin

ADP-Glc PPase from potato tuber has an intermolecular disul-
fide bridge that links the two small subunits by the Cys12

residue; it can be activated by reduction of the Cys12 disul-
fide linkage (46). At low concentrations (10 µM) of 3-PGA,
both spinach leaf reduced thioredoxin f and m reduce and acti-
vate the enzyme. Fifty percent activation was observed for 4.5-
and 8.7- µM reduced thioredoxin f and m (47). The activation
was reversed by oxidized thioredoxin. Cys12 is conserved in
the ADP-Glc PPases from plant leaves and other tissues except
for the monocot endosperm enzymes. In photosynthetic tissues,
this reduction may also be physiologically pertinent in the fine
regulation of the ADP-Glc PPase.

Both potato tuber and potato leaf ADP-Glc PPases are plas-
tidic; the leaf enzyme is in the chloroplast, and the tuber enzyme
is in the amyloplast (74). The ferredoxin-thioredoxin system is
located in the chloroplast and thus, with photosynthesis, reduced
thioredoxin is formed and activated within the leaf ADP-Glc
PPase. At night, oxidized thioredoxin is formed; it oxidizes and
inactivates the ADP-Glc PPase. This activation/inactivation pro-
cess during the light/dark cycle allows a fine tuning and dynamic
regulation of starch synthesis in the chloroplasts. Thioredoxin
isoforms are present in many different subcellular locations of
plant tissues; cytosol, mitochondria, chloroplasts, and even nu-
clei (75) and are also present in amyloplasts (76).

It has been shown starch synthesis that occurs in potato
tubers from growing plants is inhibited within 24 hours after

detachment (77) despite having high in vitro ADP-Glc PPase
activity and high levels of substrates, as well asATP and Glc-1-P
and an increased 3-PGA/Pi ratio. In the detached tubers, the
small subunit in nonreducing SDS-PAGE is solely in dimeric
form and relatively inactive in contrast to the enzyme form
of growing tubers where it was composed as a mixture of
monomers and dimers. The detached tuber enzyme had a great
decrease in affinity for the substrates as well as for the activator.
Treatment of tuber slices with either DTT or sucrose reduced
the dimerization of the ADP-Glc PPase small subunit and
stimulated starch synthesis in vivo. These results indicate that
reductive activation, which was observed in vitro of the tuber
ADP-Glc PPase (46, 47), is important for regulating starch
synthesis (77). A strong correlation between sucrose content in
the tuber and the reduced/activated ADP-Glc PPase was noted.

Characterization of ADP-Glc PPases from
some different sources

As previously indicated, Table 1 summarizes the kinetic and
regulatory properties of purified potato tuber and spinach
leaf ADP-Glc PPases. As reviewed in References 5 and 53,
the properties of many other plant, algal, and cyanobacterial
ADP-Glc PPases are similar. However, some ADP-Glc PPases
within plant reserve tissue show some differences with respect
to allosteric properties and their nonplastidic location. These
examples are summarized below.
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Barley
The barley leaf ADP-Glc PPase has been purified to homogene-
ity (69.3 U/mg), and it shows high sensitivity toward activation
by 3-PGA and inhibition by phosphate (78). Substrate kinetics
and product inhibition studies in the synthesis direction sug-
gested a sequential Iso Ordered Bi Bi kinetic mechanism (78).
ATP or ADP-Glc bind first to the enzyme in the synthesis or
pyrophosphorolysis direction, respectively, which is similar to
the E. coli enzyme (58).

Partially purified barley endosperm ADP-Glc PPase was
shown to have low sensitivity to the regulators 3-PGA and Pi
(78). However, 3-PGA decreased up to threefold the S 0.5 for
ATP and the Hill coefficient. At 0.1-mM ATP, the activation
by 3-PGA was around fourfold (79), and phosphate 2.5 mM
reversed the effect. A recombinant enzyme with a (His)6-tag
from barley endosperm was expressed using the baculovirus
insect cell system (80). It shows no sensitivity to regulation by
3-PGA and Pi. However, the enzyme was assayed at saturating
concentration of substrates and only in the pyrophosphorolysis
direction. For ADP-Glc PPases, the synthetic direction is more
sensitive to activation. When the recombinant enzyme without
the (His)6- tag is expressed in insect cells, the heterotetrameric
form still was not activated by 3-PGA nor inhibited by Pi at
saturating levels of substrates (81). Whether 3-PGA had any
effect on the affinity for the substrates as shown in the enzyme
purified from the endosperm was not reported. Of interest is that
the small (catalytic) subunit; when expressed alone it is very
responsive to the allosteric effectors (81). This finding suggests
that the large subunit in barley endosperm desensitizes the small
subunit to activation by 3-PGA, and inhibition by Pi is opposite
of what is observed for large subunits of potato tuber (42, 45)
and Arabidopsis (56)

In green algae and in leaf cells of higher plants, ADP-Glc
PPase has been demonstrated to reside in the chloroplast (82).
More recently, using plastids isolated from maize and barley
endosperm (83–85), the existence of two ADP-Glc PPases, a
plastidial form, and a major cytosolic form were found. Sub-
sequently, cytosolic forms of ADP-glucose pyrophosphorylase
have been found in wheat (86, 87) and rice (88). Because starch
synthesis occurs in plastids, it was proposed that in cereal en-
dosperms, synthesis of ADP-Glc in the cytosol requires the
involvement of an ADP-Glc carrier in the amyloplast envelope
(85). Subsequently, characterization of the ADP-Glc transporter
has been reported for maize endosperm (89, 90), barley en-
dosperm (91), and wheat endosperm (92).

Pea embryos
ADP-Glc PPase from developing embryos of peas was purified
to apparent homogeneity (56.5 U/mg), and it was found to be
activated up to 2.4-fold by 1-mM 3-PGA in the ADP-Glc syn-
thesis direction (93). In pyrophosphorolysis, 1-mM Pi inhibited
the enzyme 50%, and 3-PGA reversed this effect. The effect of
3-PGA or Pi on the S 0.5 for ATP was not analyzed.

Maize endosperm
Partially purified maize endosperm ADP-Glc PPase (34 U/mg)
was found to be activated by 3-PGA and Fru 6-P (25- and

17-fold, respectively) and inhibited by Pi (94). The heterote-
trameric endosperm enzyme has been cloned and expressed in
E. coli , and its regulatory properties were compared with an
isolated allosteric mutant less sensitive to Pi inhibition (69). As
indicated above, the increase of starch noted in the mutant maize
endosperm ADP-Glc PPase insensitive to Pi inhibition supports
the importance of the allosteric effects of 3-PGA and Pi in vivo.
Also as indicated above, it is believed that the major endosperm
ADP-Glc PPase isoform is located in the cytosol (83).

Identification of Important Amino
Acid Residues Within the ADP-Glc
PPases

Amino acid residues that play important roles in the binding
of substrates and allosteric regulators have been identified in
the ADP-Glc PPases mainly by chemical modification and
site-directed mutagenesis studies. Thus, photoaffinity analogs
of ATP and ADP-Glc, 8-azido-ATP, and 8-azido-ADP-Glc were
used to identify Tyr114 as an important residue in the enzyme
from E. coli (95, 96). Site-directed mutagenesis of this residue
rendered a mutant enzyme that exhibits a marked increase in
S 0.5 for ATP as well as a lower apparent affinity for Glc-1-P
and the activator Fru1,6-bisP (95). The Tyr residue must be
close to the adenine ring of ATP or ADP-Glc but probably
also near the Glc-1-P and the activator regulatory sites. The
homologous Tyr114 in the enzyme from plants is a Phe residue
(54), which suggests that the functionality is not given by the
specific residue but by its hydrophobicity.

Chemical modification studies on the E. coli ADP-Glc PPase
that showed involvement of Lys195 in the binding of Glc-1-P
(97, 98) were confirmed by site-directed mutagenesis (99).
Site-directed mutagenesis was also used to determine the role
of this conserved residue in the small-subunit Lys198 and
large-subunit Lys213 of the potato tuber ADP-Glc PPase (44).
Mutation of Lys198 of the small subunit with Arg, Ala, or Glu
decreased the apparent affinity for Glc-1-P 135-fold to 550-fold.
Little effect is observed on kinetic constants for ATP, Mg2+,
3-PGA, and Pi. The results show that the Lys198 in the small
subunit is involved directly in the binding of Glc-1-P. However,
the homologous site residue Lys213 in the large subunit does
not seem to be involved because similar mutations on Lys213
had little effect on the affinity for Glc-1-P (44). This finding is
consistent with the view that the potato tuber large subunit is a
modulatory subunit and does not have a catalytic role (42).

Asp142 in E. coli ADP-Glc PPase in modeling studies was
predicted to be close to the substrate site, and this amino acid
was identified as mainly involved in catalysis (60). Site-directed
mutagenesis of D142 to D142A and D142N confirmed that the
main role of Asp142 is catalytic for a decrease in specific activ-
ity of 10,000-fold was observed with no other kinetic parameters
showing any significant changes (60). This residue is highly
conserved throughout ADP-Glc PPases from different sources
as well as throughout the super-family of nucleotide-sugar py-
rophosphorylases (59). The role of this Asp residue was also
investigated by site-directed mutagenesis in the heterotetrameric
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potato tuber ADP-Glc PPase. The homologous residues of the
small-subunit Asp145 and large-subunit Asp160 were replaced
separatley by either Asn or Glu residues (59). Mutation of
the Asp145 of the small subunit rendered the enzymes almost
completely inactive. D145N mutant activity decreased by four
orders of magnitude, whereas D145E, which is a more conser-
vative mutation, decreased in specific activity by just two orders
of magnitude. The homologous mutations in the large subunit
alone (D160) did not alter the specific activity, but they did
affect the apparent affinity for 3-PGA (59). Thus, these results
agree with the view that each subunit in potato tuber ADP-Glc
PPase plays a particular role: the small subunit conducts catal-
ysis and the large subunit plays a regulatory role.

Pyridoxal-5-phosphate (PLP) could be considered to have
some structural analogy to 3-PGA, and it was found to activate
both the enzymes from spinach leaf and Anabaena. In spinach
ADP-Glc PPase, PLP bound at Lys440, which is very close
to the C-terminal of the small subunit, and bound to three
Lys residues in the large subunit. Binding to these sites was
prevented by the allosteric effector 3-PGA, which indicated that
they are close to or are involved directly in the binding of this
activator (100, 101).

With Anabaena ADP-Glc PPase, PLP modified Lys419 and
Lys382. That these residues were regulatory binding sites
was confirmed by site-directed mutagenesis of the Anabaena
ADP-Glc PPase (102, 103). Mutation of the homologous Lys
residues in the potato tuber enzyme small-subunit Lys441 and
Lys404 indicated that they were also part of the 3-PGA site
in heterotetrameric ADP-Glc PPases and that they contribute
additively to the binding of the activator (45). Moreover, mu-
tation on the small subunit yielded enzymes with lesser affinity
to 3-PGA, measured by 3090-fold and 54-fold, respectively,
than the homologous mutants on the large subunit. Results in-
dicate that Lys404 and Lys441 on the potato tuber small subunit
are more important than their homologous counterparts on the
large-subunit Lys417 and 455. It seems that the large subunit
seems to contribute to the enzyme activation by making the ac-
tivator sites already present in the small subunit more efficient
rather than by providing more effective allosteric sites (45).

Arginine residues were found in ADP-Glc PPases from
cyanobacteria to be functionally important as shown by chem-
ical modification with phenylglyoxal (104, 105). Also, the role
played by Arg294 in the inhibition by Pi of the enzyme from
Anabaena PCC 7120 was shown by Ala-scanning mutagenesis
studies (105). More recently, it was found that replacement of
this residue with Ala or Gln produces mutant enzymes with a
changed pattern of inhibitor specificity; it was found that they
have NADPH rather than Pi as the main inhibitor (106). All
these results suggest that the positive charge of Arg294 may
play a key role in determining inhibitor selectivity rather than
being specifically involved in Pi binding. However, studies on
the role of Arg residues located in the N-terminal of the enzyme
from Agrobacterium tumefaciens demonstrated the presence of
separate subsites for the activators Fru-6-P and pyruvate as well
as a desensitization of R33A and R45A mutants to Pi inhibition
(107).

Random mutagenesis experiments performed on the potato
tuber ADP-Glc PPase have been useful to identify residues

that are important for the enzyme. Mutation of Asp253 on
the small subunit showed a specific effect on the K m for
Glc-1-P, which increased 10-fold with respect to the wild-type
enzyme (108). The small magnitude in the increase (only
one, rather than three to four orders of magnitude) suggests
that the Asp253 residue is not involved in directly Glc-1-P
binding. This residue, however, is conserved in the NDP-sugar
PPases that have been crystallized and the structure solved
(61–63). Alignment of Asp253 in the structure according to the
secondary structure prediction (109) places the residue close
to the substrate site without direct interaction with Glc-1-P
suggests that substitution of the Asp 253 causes an indirect
effect on the Glc-1-P by alteration of the Glc-1-P-binding
domain. Another random mutagenesis study (110) concerns
Asp416 (described in the article as Asp413) of the potato
tuber ADP-Glc PPase small subunit and its effect on 3-PGA
activation. This residue is adjacent to Lys417, which has been
shown to be a site for PLP binding and 3-PGA activation
(100). Also, several modifications on the C-terminus caused
modifications on the regulation of different plant ADP-Glc
PPases (69, 111).

The finding that Lys and Arg residues are important in
allosteric effector binding and are situated at the C-terminus in
ADP-Glc PPases of plants and cyanobacteria is different with
what is observed for the bacterial ADP-Glc PPases. Lys39 (E.
coli ) and Arg residues in the N-terminal of the A. tumefaciens
enzyme were shown to be important for the interaction of
the activators and inhibitors (97, 98, 107, 112). These results
suggest that the regulatory domains may be at different sites
in the bacterial and plant enzymes. Other studies, however,
with chimeric ADP-Glc PPases constructed from E. coli and
A. tumefaciens have shown that the C-terminus in the bacterial
ADP-Glc PPases are also functional in determining effector
specificity and affinity (113). Regulation of ADP-Glc PPases
most likely is determined by interactions that occur between
the N- and C-termini in the enzyme.

Characterization of the regulatory
domain

Truncation of 10 amino acids in the small subunit of potato tuber
ADP-Glc PPase affected its regulatory properties by increasing
the apparent affinity for the activator 3-PGA and decreasing the
inhibitor Pi affinity (42). When the large (regulatory) subunit
was truncated by 17 amino acids at the N-terminal, similar
results were observed (114). The regulatory properties of the
E. coli enzyme were also affected when the N-terminal is
shortened by 11 amino acids (115, 116). The N-terminal region
of the ADP-Glc PPase is predicted to be a loop, and the
data suggests it regulates enzyme activity by acting as the
“allosteric switch”; it is involved in the transition between the
activated and nonactivated conformations of the enzyme. A
shorter N-terminus allows the enzyme to be in an “activated”
conformation.
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Table 6 Properties of maize endosperm-branching isozymes

Branching enzymes BEI BEIIa BEIIb

Phosphorylase stimulation (a) 1196 795 994
Branching linkage assay (b) 2.6 0.32 0.14
Iodine stain assay (c)
Amylose (c1) 800 29.5 39
Amylopectin (c2) 24 59 63
Ratio of activity a/b 460 2484 7100

1.5 27 25
a/c1

49.8 13.5 15.8
a/c2
c2/c1 0.03 2 1.6

Phosphorylase stimulation and branching linkage assays units are µmol/min (126). The iodine stain assay unit is (127), a decrease of one
Absorbance unit per min.

Starch Synthases and Branching
Enzymes

Starch synthase catalyzes transfer of the glucosyl moiety of
ADP-glucose either to a maltosaccharide or to the starch poly-
mers, amylase, and amylopectin, which form a new α-1,4-
glucosidic linkage (reaction 2). The glucosyl anomeric linkage
in ADP-glucose is α, and thus the newly formed glucosidic link-
age is retained. The starch synthase is therefore characterized as
retaining GT-B glycosyltransferase (117). More than one form
of starch synthase is present in many plant tissues. This finding
has been summarized in several publications (1–4, 118,), and
the starch synthases are encoded by more than just one gene.
Some starch synthases are bound to the starch granule and are
designated as starch granule-bound starch synthases. They may
be solubilized by α-amylase digestion of the granule, whereas
others designated as soluble starch synthases can be found in
the soluble portion of the plastid fraction.

Starch synthase or glycogen synthase activity can be mea-
sured by transfer of [14 C]glucose from ADP-glucose into an
appropriate primer such as amylopectin or rabbit glycogen and
then precipitation of the labeled polymer with ethanol (119).

Characterization of the starch synthases

A phylogenetic tree based on the various deduced amino acid
sequences of the plant starch synthases and green alga, Chlamy-
domonas , have identified five subfamilies of starch synthases
(2). These subfamilies are known as granule-bound starch syn-
thase (GBSS), starch synthase 1 (SS1), starch synthase 2 (SS2),
starch synthase 3 (SS3), and starch synthase 4 (SS4). Addi-
tional data indicates that the SS2 class may have diverged even
more to classes SS2a and SS2b (120). Also, the GBSS family
may have also diverged into another class, GBSS1, GBSS1b or
GBSS2 (121–123). The starch synthases are reviewed in detail
in Reference 124.

Branching enzyme
As with starch synthases, many isozymes have been found for
the Branching Enzyme, and they have been characterized in a
number of plants.

Maize endosperm has three branching enzyme (BE) isoforms
(24, 25) BE I, IIa, and IIb from maize kernels (3, 125, 126).
Molecular weights were 82 KDa for BEI and 80 KDa for BEs
IIa and IIb. Table 6 summarizes the in vitro properties of
the various maize endosperm BE isozymes from the studies
of Takeda et al. (127) and Guan et al. (24, 25). BEI had the
highest activity in branching amylase, and its rate of branching
amylopectin was about 3% observed with amylose. The BEIIa
and BEIIb isozymes branched amylopectin at twice the rate they
branched amylase, and they catalyzed branching of amylopectin
at 2.5 to six times the rate observed with BEI. BEI catalyzes
the transfer of longer branched chains, and BEIIa and IIb
catalyze the transfer of shorter chains (127). This finding may
suggest that BEI produces a slightly branched polysaccharide
that serves as a substrate for enzyme complexes of starch
synthases and BEII isoforms to synthesize amylopectin. BE
II isoforms may also play a predominat role in forming the
short chains present in amylopectin. Moreover, BEI may be
more involved in producing the more interior B-chains of the
amylopectin, whereas BEIIa and BEIIb would be involved in
forming the exterior (A) chains.

Potato branching enzyme thus shows a high degree of simi-
larity to maize BEI and to maize BEII isozymes, however to a
lesser extent (128, 129). As observed with the maize-branching
enzymes, potato BEI was more active on amylose than BEII,
and BEII was more active on amylopectin than BEI (130–132).

Branching isoenzymes from rice (21, 133), wheat (134,
135), and barley (136, 137) have also been characterized. The
effects on starch structure in plants that have mutations in the
starch-branching enzymes have been reviewed (2–4, 118, 124).
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The biologic significance of glycans (i.e., carbohydrates and saccharides)
and the need to obtain structurally defined material for study have resulted
in a proliferation of strategies for the synthesis of this extraordinary class of
biomolecules. Each strategy carries with it both advantages and
disadvantages. The two major approaches, chemical and enzymatic
synthesis, will be discussed with an emphasis on the former.

The synthesis of glycans is more challenging than the synthesis
of peptides and nucleic acids, largely due to issues of structural
diversity and stereochemical complexity. Furthermore, glycan
biosynthesis is not template-driven. Discoveries in glycobiol-
ogy and the arrival of the glycomics era (see the article “Ma-
jor Techniques in Glycomics”) have served to place an even
greater emphasis on the synthesis of glycans and on the de-
velopment of novel strategies for glycan synthesis, as the end
products are vital for the elucidation of function. The roles that
glycans play in the onset, progression, and development of var-
ious disease states have provided opportunities for scientists
in academia and industry to harvest this therapeutic potential
in developing carbohydrate-based drugs (glycopharmaceuticals)
and/or vaccines. Twenty-five years have elapsed since Paulsen’s
seminal review on glycan synthesis was published (1), which
proclaimed: “There are no universal conditions for oligosaccha-
ride synthesis.” Since then, a great deal of progress has been
made in the field, and this review will survey the key strategies
associated with glycan synthesis.

Chemical Synthesis of Glycans

Glycans encountered in nature in the form of glycoconju-
gates (glycoproteins and glycolipids) mediate a remarkable va-
riety of biologic events, including inflammation, fertilization,
cell growth and development, tumor growth and metastasis,
host–pathogen interactions, and the storage and transfer of in-
formation (see the article “Glycans in Information Storage and
Transfer”) (2, 3). To study the structure and function of these
biomolecules, they must be obtained in pure form. As isolation
from natural sources often yields impure material by virtue of
microheterogeneity (4), recourse is made to either chemical or
enzymatic synthesis (or a combination of the two referred to as
chemoenzymatic synthesis).

Linear synthesis

The glycosylation reaction is fundamental to glycan synthesis
(see the article “Key Reactions in Glycan Synthesis”). The iter-
ative addition of monosaccharide units in a synthetic sequence
constitutes a linear glycosylation strategy. With respect to over-
all synthetic efficiency, this strategy is not optimal, particu-
larly for large targets (5). The classic Koenigs–Knorr reaction,
which was discovered in 1901, signaled the advent of chemical
oligosaccharide synthesis (6). The preparation and use of glyco-
syl bromides and chlorides as glycosyl donors in combination
with appropriately protected glycosyl acceptors and heavy metal
activators/promoters (typically silver or mercury salts) remains
to date a formidable methodology for glycan construction de-
spite toxicity and high cost. Because of the general instability
of these intermediates, coupled with the harsh conditions neces-
sary for their preparation, glycosyl bromides have been limited
largely to a linear strategy, as opposed to a more efficient con-
vergent (block) approach.

Convergent synthesis

The development of novel glycosylation methodologies in the
1970s and 1980s featuring more stable glycosyl donors such
as orthoesters (7), fluorides (8), trichloroacetimidates (9), thio-
glycosides (10), n-pentenyl glycosides (NPGs) (11), glycals
(12), and sulfoxides (13), among others, enabled access to
larger oligosaccharides by virtue of a convergent approach. Mild
preparation methods of these donors coupled with chemical sta-
bility (for purification and storage) greatly increased the overall
efficiency of glycan synthesis. Routine conversion of oligosac-
charide intermediates (blocks) into glycosyl donors and sub-
sequent coupling with various acceptors has enabled chemists
to access more complex structures in an efficient manner; for
example, Schmidt et al. (14) have efficiently applied the block
synthesis strategy in the preparation of various glycans.
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Selective, two-stage and latent-active
strategies

The necessity to recruit and use protecting groups on both the
glycosyl donor and acceptor is synthetically cumbersome (see
the article “Glycan Synthesis, Protection and Deprotection”).
Additional synthetic manipulation of oligosaccharide intermedi-
ates before coupling lowers overall yield. In an ideal synthesis,
the number of protecting group operations should be held to
a minimum. Toward this goal, various strategies have been in-
troduced that take advantage of selective activating conditions
(Fig. 1). The selective activation strategy is depicted in Fig. 1. A
generalized example of this method is the selective activation of
a glycosyl donor (halide, trichloroacetimidate) in the presence
of an acceptor bearing a potential leaving group (thioglycoside
or NPG). After the coupling event, the disaccharide is reacted
with another acceptor in the presence of a suitable activator.
This strategy cuts down the number of protecting group opera-
tions in the synthesis. Thioglycosides and n-pentenyl glycosides
are unique donors in that they are stable to traditional protecting
group manipulation and can be activated selectively in the gly-
cosylation event under appropriate conditions. A recent example
of this strategy was Barchi’s preparation of a tumor-associated
T antigen building block (15).

In 1984, the Nicolaou group introduced a two-stage glyco-
sylation strategy (16), which is also represented in Fig. 1. In
this approach, thioglycoside intermediates are converted into
glycosyl fluorides with N -bromosuccinimide (NBS) and (di-
ethylamido)sulfur trifluoride (DAST) (Stage 1) and are coupled
subsequently (Stage 2) with a thioglycosyl acceptor. This pro-
cess can be repeated, offering quick access to large structures.
The Nicolaou group (17) has leveraged this methodology to
prepare a host of complex glycans. Another powerful two-stage
glycosylation approach is Kahne’s glycosyl sulfoxide methodol-
ogy wherein a phenyl thioglycosides is used as a stable anomeric
protecting group, which is oxidized to the anomeric sulfoxide
with m-chloroperbenzoic acid (MCPBA). Subsequent triflation
activates the anomeric center for glycosylation. The Kahne
group (18) has demonstrated the utility of this method in the
synthesis of several blood group antigens.

Roy (19) introduced a latent-active glycosylation strategy in
1992 to describe the use of a stable (latent) anomeric group that
can be converted into a reactive (active) anomeric group. In this
context, a 4-nitrophenyl thioglycoside bearing a free hydroxyl
(acceptor) can be coupled selectively with a 4-N -acetylphenyl
thioglycoside donor. The nitro group can then be reduced and
acetylated, and this procedure can be repeated. By modulating
the electronics of the thioarene, selective glycosylation can be
accomplished. Another fine example of this strategy is the use of
O-allyl glycosides (latent) by Boons (20), which are converted
into O-vinyl glycosides (active) and activated subsequently with
trimethylsilyl triflate (TMSOTf) in the presence of a suitable
acceptor (Fig. 1).

Orthogonal strategy

An orthogonal glycosylation strategy was outlined in 1994
by Ogawa (21) that featured the use of two glycosyl donors

(phenyl thioglycosides and fluorides) meeting the following
two criteria: (1) Either anomeric group should be activated
selectively in the presence of the other; and (2) both anomeric
groups should remain compatible with subsequent protecting
group manipulation (Fig. 1). This strategy was utilized in
the highly efficient synthesis of an extended blood group B
determinant (22).

In 1997, Boons (23) reported a highly convergent and ef-
ficient synthesis of Group B Type III Streptococcus hexasac-
charide using three unique donor sets (ethyl thioglycosides,
cyanoethylidenes, and NPGs) that required no protecting group
steps beyond those used in building-block synthesis.

Chemoselective glycosylation

Fraser-Reid (24) introduced a chemoselective strategy
(armed–disarmed glycosylation) in 1988 after making the
observation that NBS-promoted hydrolysis of NPGs bearing
electron-donating protecting groups (alkyl ethers such as
benzyl) on the C-2 hydroxyl proceeded much faster relative
to those bearing electron-withdrawing protecting groups
(esters such as acetyl). This strategy led to the experiment
in which two monosaccharides bearing identical leaving
groups (4-pentenyloxy) are coupled wherein a “disarmed”
monosaccharide bearing a free hydroxyl bears an ester on the
C-2 position and an “armed” donor possesses an alkyl ether
substituent on the C-2 position. In the event, no self-coupled
product was formed (Fig. 2). This strategy differs from the
orthogonal strategy in that the same anomeric group is used.
Chemoselectivity is achieved by modulating the electronics
of the incipient oxocarbenium ion. By proximity, the C-2
protecting group exerts a powerful inductive effect, and a lower
electron density about the cationic anomeric center results in a
slower relative rate. In this way, the disarmed acceptor does
not self-couple, and the armed donor is formed rapidly, which
ensures a chemoselective reaction. Another extension of this
armed–disarmed method is the use of different promoters in
this strategy, which thus obviates the need to convert the C-2
ester of the coupled product into an alkyl (benzyl) ether. More
specifically, the less-reactive promoter iodonium dicollidine
perchlorate (IDCP) can be used in the first coupling, whereas
the more powerful N -iodosuccinimide (NIS)/triflic acid (TfOH)
or NIS/triethylsilyl triflate (TESOTf) combination is sufficient
to glycosylate disarmed donors (25).

In addition to changing the electronics of the C-2 protecting
group, Fraser-Reid et al. have introduced the use of cyclic acetal
protecting groups (1,3-dioxanes and 1,3-dioxolanes) to “disarm”
glycosides. This process works by placing torsional strain on the
pyranose scaffold, as the oxocarbenium ion is best stabilized by
a dihedral angle of 0◦ (C5O5–C1C2). Conformational restraints
placed by cyclic protecting groups on the saccharide preclude
achieving the desired angle (26). Ley et al. have expanded on
this torsional control element with the introduction of dispiroke-
tals (27) and cyclohexane-1,2-diacetals (28). By using different
promoters in the sequencing of these glycosylations (mild pro-
moters for early coupling, strong promoters for later coupling),
the number of synthetic operations performed on advanced in-
termediates is reduced (Fig. 2). Friesen and Danishefsky (29)
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has applied the chemoselective strategy to glycals for the

preparation of 2-deoxyglycosides.

Chemoselective glycosylations can also be realized by chang-

ing the steric environment about the anomeric center (aglycon).

Boons and colleagues (30) has shown that ethyl thioglycoside

donors can be activated selectively in the presence of sterically

encumbered dicyclohexylmethyl thioglycoside acceptors with

IDCP. This methodology has been exploited in the synthesis

of various glycan targets. The resulting coupled product can be

activated again with the more powerful NIS/TfOH system in
the presence of a suitable acceptor (Fig. 2).

One-pot glycosylation
The assembly of complex glycans via either a linear or a block
approach is often subject to tedious purification (chromatogra-
phy) steps that lower the overall chemical yield. It would be
desirable to use an approach that strives to lower the number
of purifications, particularly as the synthesis advances. Toward
this end, many groups have developed and refined one-pot
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glycosylation strategies in which the bulk of the purification
is concentrated in the linear assembly of appropriate building
blocks and in final protecting group removal steps. Proper se-
quencing of donor and activator addition, followed by a final
purification event, furnishes the glycan in protected form.

One-pot glycosylations (OPGs) fall into three different cate-
gories. Each category is based on the particular strategy being
employed, which includes reactivity-based (chemoselective), se-
lective (including orthogonal donor sets), and iterative one-pot
glycosylations (Fig. 3). Historically, Kahne and coworkers in
1989 disclosed the first OPG strategy for the synthesis of a
cyclamycin trisaccharide, which was based on 1) the relative re-
action rates (chemoselectivity) of electronically distinct phenyl-
sulfoxides and 2) the use of a TMS ether as a latent acceptor in
the second glycosylation. The desired trisaccharide was isolated
in 25% overall yield (31). In 1994, Ley and coworkers demon-
strated the use of 1,2-diacetals and glycoside tuning (torsionally
armed–disarmed glycosides) in a one-pot two-step synthesis of
a trisaccharide derived from the common polysaccharide anti-
gen of a group B Streptococci . Coupling of an armed ethyl
thiorhamnoside with first a torsionally disarmed ethyl thiorham-
noside acceptor (by virtue of a cyclohexane-1,2-diacetal) in the
presence of NIS/TfOH followed by a reducing end acceptor
in the presence of more NIS/TfOH resulted in a trisaccharide
product with an impressive overall yield of 65% (32).

In the same year, Takahashi and coworkers demonstrated
that various glycosyl donors could be sequenced in a one-pot
strategy; namely, glycosyl bromides, fluorides, or trichloroace-
timidates were first coupled with a thioglycosyl acceptor (33).

The addition of a second, reducing end acceptor and a thiophilic
promoter (NIS) resulted in trisaccharide formation. Yields as
high as 84% for the overall process were realized, showcasing
the efficiency of this strategy as well as the promoter compati-
bility, which can be a problem (Fig. 3). The method has been
extended to branched structures as well (34). Takahashi has ad-
vanced the orthogonal OPG strategy in an impressive synthesis
of the heptasaccharide phytoalexin elicitor (HPE) in 24% overall
yield (35).

Ley and coworkers were the first to quantify the reactivity of
various ethyl thioglycosides (36). In 1999, Wong and cowork-
ers disclosed a programmable one-pot glycosylation strategy
in which a database of relative reactivity values (RRVs) was
established for numerous monosaccharides and disaccharides
bearing the p-methylthiophenyl (STol) anomeric group (37).
With this information in hand, they could optimize a one-pot
synthetic sequence in which a series of donors bearing free
hydroxyls (with the exception of the first unit, which is fully
protected) would be sequentially reacted in the order of de-
creasing RRV terminating with a “reducing end” cap (Fig. 3).
Disaccharides (or larger oligosaccharides) can be sequenced
to offer access to branched oligosaccharides. A software pro-
gram, OptiMer, was developed to select the appropriate build-
ing blocks from the database to perform an optimal one-pot
oligosaccharide synthesis. Coupling of STol glycosides can be
affected with a variety of thiophilic reagents. This software
program has enabled the synthesis of a variety of impor-
tant glycans, including poly-N -acetyllactosamines (38), Fucose
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GM1 (small-cell lung cancer epitope) (39), the Lewis Y hex-
asaccharide (colon cancer epitope) (40), and Globo H (breast
cancer epitope) (41) in addition to combinatorial carbohydrate
libraries (42). As of 2005, 600 thioglycoside building blocks
have been entered into the database with RRVs ranging from
1 to >106 (43). Wong and colleagues have introduced a novel
activator, N -(phenylthio)caprolactam/Tf2O, for programmable
one-pot synthesis (44).

Yu and co-workers synthesized several saponins in a one-pot
fashion using monosaccharide and disaccharide trichloroace-
timidates and thioethyl glycosides (45). In 2000, Mukaiyama
and colleagues established that glycosyl fluorides or phenyl-
cabonates could be used in concert with thioglycosides for the
synthesis of several trisaccharides (46). This methodology was
used in the synthesis of HPE using fluorides and thioethyl gly-
cosides (47).

The iterative OPG strategy combines favorable elements of
both chemoselective and orthogonal approaches in that it uses
similar activating conditions for each coupling step yet does not
rely heavily on differentiating building blocks with protecting
groups to modulate and optimize reactivity (armed–disarmed
concept), respectively. Danishefsky et al.’s glycal assembly
method (48), Gin’s chemoselective dehydrative glycosylation
(49), and Yamago et al.’s bromine-activated selenoglycosides
(50) all reflect the utility of the iterative glycosylation strategy
in glycan synthesis.

Crich and co-workers have demonstrated elegantly that the
stereoselective synthesis of β-mannosides with glycosyl sulfox-
ides proceeds via anomeric α-triflate intermediates (51). Crich

and Sun (52) observed that premixing the mannosyl sulfox-
ide with the promoter system (triflic anhydride and a hindered
pyridine base) before the addition of the acceptor , as opposed
to direct triflation of both donor and acceptor, led to higher β:α
ratios. The authors theorized that the increased selectivity orig-
inated from an SN2 displacement reaction of the acceptor and
that the α-triflate derived from the sulfoxide. Crich et al. (53)
also showed that when thioglycosides and anomeric bromides
were subject to triflation, the same α-triflate intermediate was
observed via low-temperature NMR studies. In summary, Crich
and colleagues had demonstrated the viability of the donor pre-
activation concept. These findings account for the feasibility of
the iterative OPG strategy, which is generalized in Fig. 3.

In iterative OPG, the glycosylating species (donor) is treated
with the promoter system in the absence of the acceptor. A
priori , the activated species must be sufficiently stable so
as not to decompose before glycosylation and yet reactive
enough to undergo reaction with the acceptor. In the event, a
glycosyl donor is first activated with the promoter, followed by
the addition of an acceptor bearing a stable anomeric group
(alkylthio moiety). The glycosylation occurs irrespective of
the protecting group ensemble of the acceptor. This process
removes the burden of electronically tuning each glycoside via
protecting group manipulation; moreover, protecting groups can
be selected so as to streamline deprotection steps (endgame).
The process can be repeated (iterated) and terminated with a
final “cap” acceptor (Fig. 3).

In 2003, the van Boom/van der Marel group cleverly used
1-hydroxy and thioglycosides in a sequential OPG strategy in
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which the powerful Ph2SO/Tf2O/TTBP (2,4,6-tri-tert -
butylpyrimidine) (54) promoter system was leveraged to syn-
thesize an α-Gal epitope trisaccharide in 80% yield (stepwise
synthesis was accomplished in 69% overall yield) (55). Initial
activation of the 1-hydroxy donor with the above promoter sys-
tem followed by reaction with a thioglycoside acceptor yielded
a disaccharide intermediate. As a by-product of the reaction is
Ph2O, more Tf2O was introduced to activate the thioglycoside
in the presence of an acceptor to furnish the target trisaccharides
(56, 57).

In 2004, Huang et al. outlined a general, iterative OPG strat-
egy based on “pre-activation” of the glycosyl donor for the syn-
thesis of several trisaccharides and tetrasaccharides using STol
glycosides and a p-TolSCl/AgOTf/MS-AW300 (in situ prepara-
tion of p-TolSOTf) promoter system. This approach obviates the
need to tune electronically or torsionally each donor, which is
critical in reactivity-based OPG (58). This strategy was applied
in a four-component, one-pot synthesis of α-Gal Pentasaccha-
ride, which is a glycan epitope responsible for the shortcomings
of pig-to-human xenotransplantation. Yields for the one-pot se-
quence ranged from 39% to 41% (59). Recently, Huang et al.
(60) introduced a novel arylsulfinylamine, benzenesulfinyl mor-
pholine (BSM), for iterative OPG processes. The novel reagent
was used in the synthesis of several trisaccharides.

Solid-phase synthesis
The advent of automated oligopeptide and oligonucleotide syn-
thesizers revolutionized the fields of protein and nucleic acid
chemistry, respectively. These technologies have greatly en-
abled the study and understanding of structure and function
by making routine access to these structures straightforward.
At the heart of these methodologies lies a solid-phase strat-
egy (61) for which Merrifield was awarded the 1984 Nobel
Prize in Chemistry. Solid-phase methodologies possess sev-
eral advantages: purification is made easy (filtration as op-
posed to chromatography), excess reagents can be employed
to drive reactions to completion via mass action as purifica-
tion is rendered trivial, and the process lends itself well to
automation. Critical to a successful solid-phase oligosaccha-
ride synthesis are the proper selection of the following items:
1) polymer support such as insoluble polystyrene or solu-
ble polyethylene glycol (PEG), 2) orthogonal protecting groups
sets, 3) linker (which can be regarded as a resin-bound pro-
tecting group), and finally 4) building blocks. In addition,
it is desirable to have “on-resin” analytical techniques avail-
able so as to monitor the progress of the synthesis. Toward
that goal, various techniques, including high-resolution magic
angle-spinning NMR (62), gated-decoupling 13C NMR spec-
troscopy using 13C-enriched protecting groups (63), fluorinated
protecting groups and 19F NMR spectroscopy (64), FT-IR (65),
MALDI-TOF MS (66), and colorimetric assays have been de-
veloped (67).

Solid-phase strategies for glycan synthesis can be broken
down into three types: donor bound, acceptor bound, and bidi-
rectional (Fig. 4). In the donor bound mode, an excess acceptor
is used to drive the reaction to completion (or to maximize
yields). As the donor in a typical glycosylation reaction is the
“reactive intermediate,” unproductive side reactions correspond

to a direct loss in overall yield as the material is bound to the
solid support. The acceptor bound approach, which is the most
popular of the three, uses an excess of donor in solution. This
parallels Merrifield’s strategy for peptide synthesis in which
the reactive species is in solution (and in excess); hence, any
undesired side reactions along with unreacted donor are sim-
ply washed away. The bidirectional strategy represents a hybrid
of the two approaches and is well suited for the synthesis of
branched glycans (68).

With the success of solid-phase methods for peptide synthe-
sis, early studies of solid-phase oligosaccharide synthesis were
launched in the 1970s with the pioneering work of Frechet and
Schuerch (69) who prepared several disacchardies and trisac-
charides using Merrifield’s resin and glycosyl bromides. Van
Boom and colleagues (70) reported on the solid-phase synthesis
of a heptagalactofuranoside in 1987 using Merrifield’s resin and
glycosyl chlorides in an impressive 23% overall yield. Both ap-
proaches used an acceptor bound strategy. The field underwent
a renaissance in the 1990s as powerful new glycosylation meth-
ods and protecting group strategies for oligosaccharide synthesis
emerged (71).

Danishefsky and coworkers (72) have used the glycal as-
sembly method in a donor bound approach for the solid-phase
synthesis of various glycans, including among others the Lewis
B hexasaccharide, a blood-group determinant that has been iden-
tified as a mediator in the binding of pathogen Heliobacter
pylori to human gastric epithelium and is implicated in the
onset of peptic ulcers (73). Attachment of a glycal monosac-
charide to a polystyrene resin via a silyl linker was followed by
epoxidation with dimethyldioxirane (DMDO) and reaction with
a glycal acceptor in the presence of ZnCl2. Protection (ester-
ification) of the newly formed C2 hydroxyl (or coupling with
another glycosyl donor, which is a unique advantage of the gly-
cal assembly method) and subsequent iteration of this process
leads to a resin-bound, fully protected glycan. Cleavage or re-
moval of the material from the resin and final protecting group
removal steps furnishes the desired oligosaccharide. To address
the issue of slower reaction rates on the solid-support as com-
pared with solution-phase, Krepinski et al. (74) used the soluble
polyethylene glycol (PEG) polymer in an acceptor-bound ap-
proach with glycosyl bromides. The PEG strategy was used by
van Boom et al. (75) to prepare the heptasaccharide phytoalexin
elicitor (HPE).

As the solid-phase paradigm began to attract interest, a host
of research groups began transferring their respective glycosy-
lation technologies onto the solid-support, with each using the
acceptor-bound strategy. Kahne et al. (76) prepared a trisac-
charide on Merrifield’s resin with glycosyl sulfoxides and a
thiophenyl linker, and they demonstrated that sulfoxides could
be used to install stereoselectively α-fucosidic linkages. The
power of this technology was demonstrated in the combinatorial
synthesis of a library of 1300 disaccharides and trisaccharides
(77). Rademann and Schmidt have shown that trichloroacetim-
idates, which is one of the most powerful and popular donors
to date, have been effective in the solid-phase paradigm (78).
Schmidt et al. have introduced a variety of linker systems (79)
has and have used different supports over the past decade (80).
Recently, they disclosed the synthesis of a library of N -glycans
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(81). Nicolaou et al. (82) used phenolic polystyrene as a solid
support to synthesize several oligosaccharides. Thioglycosides
were employed as donors as well as a photolabile linker for
the synthesis of HPE and a protected dodecasaccharide re-
lated to the phytoalexin elicitor family with a block strategy.
Fraser-Reid et al. (83) translated the NPG method to the solid
support (polystyrene) functionalized with a photolabile linker.
A trisaccharide was prepared in which the chloroacetyl (ClAc)
was used as the temporary protecting group between couplings.
Seeberger et al. (84) have leveraged glycals for the rapid prepa-
ration and utility of glycosyl phosphates, which is a powerful
class of glycosyl donors. A series of glycans has been prepared
with this method (85). In 1999, Seeberger et al. (86) reported on
the development and application of a 4(Z )-1,8-octenediol linker,
which was used in the preparation of several linear oligosac-
charides. Cleavage from Merrifield’s resin with Grubbs et al.’s
first-generation ruthenium catalyst (87) under an atmosphere of
ethylene performed a cross metathesis reaction to yield an NPG,
which can be used for additional glycosylation in solution or can
be modified to access neoglycoconjugates (88).

The development of an automated oligosaccharide synthe-
sizer would be highly beneficial to glycobiologists and would

serve to drive glycomics, as the synthesis of glycans has been

largely restricted to specialized groups. It would allow for rou-

tine assembly of desired targets and would accelerate the pace

of discovery in glycoscience. Toward this end, Seeberger and

coworkers (89) used their solid-phase methodology and dis-

closed the first automated oligosaccharide synthesizer in 2001.

A modified ABI peptide synthesizer was used to prepare a

protected heptsaccharide (HPE) and a protected dodecasaccha-

ride using monosaccharide and disaccharide phosphate donors.

The synthesis of the latter was accomplished in 16 hours after

purification by high-performance liquid chromatography. The

synthesizer has also been used to prepare glycans related to

the branched Leishmania cap tetrasaccharide (90), a synthetic

anti-toxin malaria vaccine (91), a core N -linked pentasaccharide

that is common to all N -linked glycoproteins (92), the Lewis X

pentasaccharide, the Lewis Y hexasaccharide, and the Ley-Lex

nonasaccharide (93). Glycosyl phosphates and trichloroacetim-

idates have emerged as privileged donors in this regime.
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Enzymatic Synthesis

Nature has evolved carbohydrate-processing enzymes for the
efficient assembly of glycans. Glycosyltransferases and glycosi-
dases perform highly regioselective and stereoselective glyco-
sylations, which thus obviates the need for tedious protecting
group manipulation and controls the stereospecific installation
of glycosidic linkages (two key issues in chemical glycan syn-
thesis) (94). Moreover, the reactions are carried out under mild
and green (nontoxic, environmentally friendly) conditions. As
such, a growing trend has occurred in the synthetic carbohydrate
community to leverage these enzymes in order to streamline
glycan synthesis (95). These reactions are particularly useful
for difficult chemical glycosylations (e.g., installation of sialic
acid residues).

Glycosyltransferases

The biosynthesis of oligosaccharides is mediated by glycosyl-
transferases, which transfer either monosaccharide nucleotide
monophosphates (e.g., CMP-Neu5Ac) or monosaccharide nu-
cleotide diphosphates (e.g., Glc-UDP) to acceptors with either
retention or inversion at the donor’s anomeric center (Fig. 5).
These enzymes have evolved to be highly regiospecific and
stereospecific. The high cost and availability of both enzyme
and substrate are major drawbacks of the enzymatic approach.
In addition, nucleotide diphosphate generated during the enzy-
matic glycosylation inhibits the enzyme. The issue of substrate
cost has been addressed with elegant nucleotide donor recy-
cling strategies introduced by Wong et al. (96), which have
been translated to other glycosyltransferase systems (97). Feed-
back inhibition has been tackled by including a phosphatase
(98). Wong et al.’s (99) synthesis of sialyl Lewis X, which is
a glycan involved in the inflammation cascade, is a testament
to the power of this strategy. The enzymatic glycosylation of
sialic acid has found widespread use in glycan synthesis, as the
chemical installation of this monosaccharide is difficult. Many

glycans have been prepared enzymatically, including one-pot
and solid-phase enzymatic approaches (100).

Glycosidases

During glycoprotein synthesis, glycosidases are involved in pro-
cessing the glycans via hydrolysis of glycosidic linkages. These
enzymes have been used for in vitro glycan synthesis under
the appropriate conditions and make use of readily available,
inexpensive donors such as nitrophenyl glycosides (Fig. 5). In
addition, glycosidases are more stable than glycosyltransferases
and more compatible with organic solvents. Although highly
stereospecific, glycosidase are not regiospecific and hence re-
sult in a lower yield of desired oligosaccharide. Nevertheless,
these highly useful bioreagents have been employed in the syn-
thesis of various glycans (101). Finally, a considerable amount
of effort has gone into the engineering of novel glycosyltrans-
ferases and glycosidases that feature desirable characteristics
(e.g., thermostability) as well as in preparing novel structures
(e.g., thioglycosides). These strategies will certainly strengthen
the ability to prepare more efficiently complex structures enzy-
matically (102).

Other strategies

To address issues of large-scale oligosaccharide synthesis,
Koizumi et al. (103) at Kyowa Hakko (Kogyo Co. Ltd.) dis-
closed the utility of multiple metabolically engineered microor-
ganisms containing all of the necessary genes for nucleotide
generation and glycan synthesis; moreover, inexpensive orotic
acid was used as a UTP precursor. The strategy resulted in a
highly efficient synthesis of the globotriose epitope. Wang and
coworkers (104) have also addressed the sugar nucleotide is-
sue with the development of “superbeads,” in which enzymes
involved in the glyconconjugate biosynthetic pathway are ex-
pressed in recombinant Escherichia coli strains, isolated, and
immobilized on an agarose resin. Additional glycosyltranferases
could be used in solution as well. In 2002, Wang et al. (105)

Glycosyltransferase:

O

HO
O

HO

OHO

OOH
glycosyltransferase

cofactors

Glycosidase:

glycosidase

R = p-NO2Ph, sugar

nucleotide mono-
or diphosphate

ROH

A

O

HO

O

B

B

A

O

HO

OH

A

O

HO

OR

B

O

HO

OHO

O

B

A

nucleotide
mono- or
diphosphate

Figure 5 Glycosyltransferases and glycosidases in enzymatic glycan synthesis.
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engineered an E. coli strain, which they termed “superbug,”
containing all of the biosynthetic genes necessary for the syn-
thesis of α-Gal epitopes. This process obviates issues associated
with isolating the individual enzymes (as in the superbead ap-
proach). The “superbug” technology was used in the large-scale
synthesis of globotriose trisaccharide Gb3 (106).

Finally, the hybrid chemical and enzymatic approach
(chemoenzymatic strategy) has also been popular for the syn-
thesis of many glycans (107). The chemical approach with its
drawbacks still allows for greater flexibility in the synthetic
scheme (e.g., carbohydrate-based drugs and unnatural glycans).
Moreover, relatively straightforward components of the glycan
can be assembled readily with chemical synthesis, which leaves
the difficult glycosylations (sterically and/or stereochemically
demanding) to be carried out enzymatically. A highly illustrative
example of this strategy is Unverzagt’s chemoenzymatic syn-
thesis of dodecasaccharide N -glycans of the “bisecting” type.
Chemical synthesis is used to prepare an octasaccharide that is
treated with UDP-Gal in the presence of a galactosyltransferase
to deliver regiospecifically and stereospecifically two Gal units.
Treatment of the decasaccharide acceptor with CMP-Neu5Ac
(CMP-sialic acid) and β-galactoside-α-2,3-sialyltransferase de-
livered the target dodecasaccharide (108). Recently, Chen and
co-workers (109) reported on an efficient one-pot, three-enzyme
chemoenzymatic synthesis of various sialic acid-containing
trisaccharides.

Future Outlook

The biologic significance of glycans and their potential as
therapeutic agents has energized the field of glycochemistry.
The prognosis for the development and implementation of novel
strategies for the synthesis of glycans is very good as no general
solution has been uncovered. Discoveries made in the chemical
and enzymatic/biologic arenas will continue to “raise the bar”
as the need to procure glycans for study persists.
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Carbohydrate–carbohydrate interactions have been suggested as
mediators of cell adhesion and aggregation. Studies of four different
interactions— sponge cell aggregation, embryo and myelin compaction,
and melanoma cell adhesion— have provided insights into the role of the
saccharides in these events. The biological context of these associations as
well as the results of experiments using biophysical and chemical model
systems are described.

Cell-surface glycans in the form of glycolipids, glycopro-
teins, proteoglycans, and glycocalyx polysaccharides play an
important role in biological recognition processes. Although
most known receptors for cell-surface carbohydrates are pro-
teins (i.e., lectins), several studies over the past few decades
have clearly established that carbohydrates can function as
binding partners for each other. These investigations of
carbohydrate–carbohydrate interactions (CCIs) are broadening
our view about the function of cell-surface glycans and may lead
to a more thorough understanding of the principles of carbohy-
drate recognition. Although noncovalent interactions between
individual residues of polysaccharides such as glycosaminogly-
cans and hyaluronic acid have long been recognized (1), the role
of CCIs in cell adhesion and signaling is not fully understood.
Some types of CCIs, such as those involved in sponge cell ad-
hesion, are thought to have primarily structural roles. In other
instances, such as melanoma cell adhesion, the CCI is believed
to initiate signal transduction.

Chemical structures of carbohydrate epitopes from four
well-studied CCIs are shown in Fig. 1. CCIs can occur via
homotopic self-recognition, or they can be heterotopic. A homo-
topic interaction of the sulfated disaccharide 1 mediates sponge
cell adhesion, whereas self-recognition of the Lewis x trisaccha-
ride 2 has been identified in embryonic development. Divalent
cations are required for these two homotopic CCIs. The interac-
tion between the glycosphingolipid GM3 (3) and the glycolipids
LacCer (4) or Gg3 (5) mediate the adhesion of melanoma cells
to lymphoma or endothelial cells and initiate signal transduction.
Carbohydrate epitopes involved in CCIs can also be as small
as a monosaccharide, as is the case with the glycolipids GalCer
(6) and cerebroside sulfate (CBS, 7) found in the myelin sheath.
These heterotopic CCIs also use calcium, but the metal does not
seem to be essential for association. Other carbohydrates that
engage in CCIs have been reported for the aggregation of hu-
man embryonal carcinoma cells and trout sperm fertilization
(2, 3).

All structures shown in Fig. 1 are involved in a
trans-interaction, which requires that sections of the appos-
ing cell membranes be brought in close proximity so that
membrane-bound carbohydrates can interact with each other.
This type of cell junction has been referred to as a glycosy-
napse, an analogy to immunolgical and neurological synapses
4. The existence and characterization of glycosynapses and the
elucidation of their mechanisms of action remain important
challenges for the field of cell-surface carbohydrate recognition.
Alternatively, preliminary evidence has hinted at the occurrence
of CCIs between carbohydrates that are present on the same
membrane; i.e., interactions in cis . In these cases, a glycolipid
has been shown to perturb the function of an N-glycosylated
membrane-bound protein (5–7). Although the perturbation may
be a result of a CCI between the glycolipid and the N-glycan, a
specific and conclusive demonstration of a CCI in these systems
awaits further studies.

The following sections provide a biological context for each
of the four well-characterized CCIs shown in Fig. 1 and de-
scribe in greater detail the results of studies using a variety
of chemical model systems and biophysical tools. It is notable
that despite the very different contexts for these interactions
(e.g., glycolipid vs. proteoglycan), in each case the minimal
carbohydrate residues alone are necessary and sufficient for
association, as long as the sugars are presented in a multiva-
lent format. This ability to reproduce CCIs in model systems
(e.g., glycosylated polymers, surfaces, proteins, vesicles, etc.)
has greatly facilitated studies of this phenomenon. Although
biomimetic models necessarily do not capture all components of
a CCI present in the cellular context, they provide insights into
carbohydrate molecular recognition. Additionally, these model
systems offer tools that can subsequently be used to study the
biological functions of CCIs in their more complex native en-
vironments.
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Figure 1 Glycan structures that participate in carbohydrate–carbohydrate interactions.

CCI in Sponge Cell Adhesion

Biological Context

One of the first examples of a CCI was identified in var-
ious sponge species, where interactions between cell-surface
proteoglycans mediate the self-association of sponge cells (8).
Sponges that have been dissociated into their component cells
are capable of reassociating in a species-specific manner. This
phenomenon has been extensively studied using the marine
sponge Microciona prolifera as a model system. The selec-
tive self-association is mediated by a proteoglycan referred to
as the Microciona aggregation factor (MAF). MAF contains
an N-linked sulfated glycan (g200) composed of fucose, glu-
curonic acid, mannose, galactose, and N-acetyl glucosamine
(9). MAF extracted from sponge cells does not bind to other
sponge cells until it is rendered multivalent by glutaraldehyde
cross-linking (10). MAF-mediated cell aggregation can be in-
hibited by several antibodies that bind to specific carbohydrate
epitopes within the glycan. The Block 1 antibody reactive epi-
tope is a carbohydrate containing a novel pyruvate ketal (11)
A second epitope, reactive with the Block 2 antibody, was
identified as GlcNAc(3SO3)β1–3Fuc (1). The identity of these
oligosaccharide epitopes was determined by degradation of the
polysaccharide followed by nuclear magnetic resonance (NMR)

and microscopic (MS) analysis. Other oligosaccharide com-
ponents of proteoglycan aggregation factors from additional
sponge species have also been identified (12).

Model Studies
Early studies of sponge cell aggregation demonstrated that
CCIs were still observed when the glycans were removed
from their native context. A striking visual example of the
species specificity of CCI is evident in the aggregation of
proteoglycan-attached microbeads, shown in Fig. 2 (13).
Figure 2a shows three different sponges, each with a distinct
coloration. Adhesion factors from the sponges were removed
and covalently attached to beads color-coded pink, yellow, or
white for each sponge. When the three beads were mixed to-
gether in the presence of calcium, they self-sorted into singly
colored clusters based on the origin of the glycans on each bead
(Fig. 2b). In contrast, if the pink, yellow, and white beads were
all coated with the same glycan, no color sorting was observed
(Fig. 2c). These glycan-coated beads are also competent binding
partners for whole cells, as well as immobilized glycans 14.

To demonstrate the minimal structural requirements for ag-
gregation, sulfated disaccharide 1 was attached to a gold
nanoparticle via a thiol linker (15). Particles coated with
α-linked fucose residues rapidly aggregated in the presence of
Ca2+. Minor structural modifications to the sugar prevented ag-
gregation, and although the β-linked sugar was capable of form-
ing aggregates, the association was weaker than the α-anomer.
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(a) (b) (c)

Figure 2 (a) Discrimination between self and non-self, in a suspension of live glyconectin-bearing Microciona prolifera (orange), Halichrondria panicea
(white), and Cliona celata (brown) sponge cell at 0◦C. The microscopically observed colors are from the whole sponge. (b) Ca2 + dependent
species-specific recognition and adhesion of pink, yellow, and white beads coated with glyconectins from each sponge. (c) Control experiment showing
sorting of pink, yellow, and white beads, all coated with glyconections from M. prolifera. Magnification ×40. Adapted by permission from Macmillan
Publishers Ltd. (13).

Sponge cell CCI has also been studied using bovine serum
albumin (BSA) conjugates of the disaccharide 1 (16). A solu-
tion of 1•BSA aggregated rapidly in the presence of Ca2+ but
not Mg2+, which is consistent with previous results observed
with the intact proteoglycans. 1•BSA was immobilized on a
dextran-coated surface for adhesion studies using surface plas-
mon resonance (SPR). When a solution of 1•BSA was flowed
over the chip, formation of glycoconjugate multilayers on the
surface was observed. Similar results were obtained from SPR
measurements using intact MAF or g200 (17). Analysis of bind-
ing isotherms from the adhesion studies with 1-BSA provided
an association constant of 105 M−1 for the interaction of the
carbohydrate units. The adhesive forces between glycans in-
volved in sponge CCI have been examined using atomic force
microscopy (AFM) (14, 17, 18). AFM tips and mica surfaces
were modified with intact MAF or the extracted g200 glycan.
Pull-off adhesion forces ranging between 100 and 300 pN have
been measured for these interactions. Examination of g200 ad-
hesion from different individuals exhibit distinctions between
self–self-interactions and self–non-self-interactions, consistent
with the allogeneicity of sponge cell adhesion (17).

CCI in Embryo Cell Adhesion

Biological Context

Embryonic development is a process in which cell–cell adhesion
is crucial for proper growth of the nascent organism. After fertil-
ization of an egg, the embryo begins to divide into a tightly com-
pacted cell cluster known as the morula. The Lewis x trisaccha-
ride, also referred to as the stage-specific embryonic antigen 1
(SSEA-1), mediates cell adhesion and compaction of the morula
during the 8–16 cell developmental stages. Lactofucopentaose
III (LNFP-III), a Lewis x containing oligosaccharide, was iden-
tified as a carbohydrate inhibitor of fully compacted 8–16 cell
embryos. Multivalent inhibitors were constructed by conjugat-
ing LNFP-III to a lysyllysine peptide (19). Decompaction of
embryo cells was observed only with the multivalent LNFP-III
conjugate, and not with free LNFP-III oligosaccharides or other
multivalent oligosaccharides. F9 embryonal carcinoma cells re-
semble cells undergoing early stages of embryonic development,
as they also express surface Lewis x antigens at the undifferen-
tiated stage and express less of the antigen upon differentiation.
Autoaggregation of these cells was inhibited by LNFP III or

EDTA, consistent with a calcium-dependent, homotopic Lewis
x interaction (20). Furthermore, solid-supported F9 cells inter-
acted preferentially with Lewis x-containing liposomes. Glyco-
lipids bearing the Lewis x trisaccharide specifically interact with
F9 cells, Lewis x-containing liposomes, Lewis x-functionalized
columns, and other Lewis x-bearing lipids. Finally, latex beads
or gold nanoparticles coated with Lewis x glycolipid aggre-
gate in the presence of calcium ions (21, 22). In each case, the
divalent cations Ca2+, Mg2+, or Mn2+ are required for the inter-
action. The Lewis x CCI was used to engineer the adhesion of
non-Lewis x producing cells. Additions of Lewis x glycosphin-
golipids to a culture of nonaggregating rat basophilic leukemia
(RBL) cells resulted in the incorporation of these glycolipids
into the plasma membrane and the subsequent clustering of the
RBL cells in the presence of calcium (23).

Model Studies

Structural studies using NMR, MS, and X-ray crystallography
provided molecular details of the Lewis x CCI. Electrospray
ionization mass spectrometry of Lewis x in the presence of
calcium ions gave rise to ion peaks consistent with two Lewis
x moieties bound to a single calcium atom (24). Additionally,
this complex was observed by cold spray ionization, which
also detected Lewis x aggregates formed in the absence of
calcium (25). NMR spectroscopy of Lewis x in the presence of
divalent manganese cations identified tentative metal binding
sites based on chemical shift perturbations induced by the
paramagnetic ion (26). The binding of monomeric Lewis x to
liposomes containing Lewis x has been detected using transfer
NOESY experiments, although the strength of the association
was exceedingly weak due to the monovalency of one of the
binding partners (27). While calcium binding to the trisaccharide
alone could not be detected by NMR, linking two molecules
of Lewis x by a short tether provided a complex for which
nuclear Overhauser enhancements (NOEs) were observed (28).
The NMR experiments, along with computational analysis,
suggested a model for the complex in which the calcium atom
is sandwiched between the two linked trisaccharides with an
association constant of 55 M−1. In the solid-state structure of
Lewis x, rows of trisaccharides are arranged in a head-to-head
arrangement with especially strong interactions between fucose
and galactose residues (29, 30). Three intermolecular hydrogen
bonds between each Lewis x pair are proposed to mediate their
association.
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The Lewis x CCI was probed using a variety of quantitative
biophysical approaches. Lewis x bearing a thiol terminated lipid
tail has been attached to gold surfaces and AFM tips. AFM
measurements of the interaction between these tips and surfaces
measured an adhesion force of 20 pN (31). The aggregation of
Lewis x-coated gold nanoparticles in a calorimeter was found
to be highly exothermic (31, 32). SPR measurements of the
interaction between Lewis x-coated gold nanoparticles and a
self-assembled monolayer on gold functionalized with Lewis
x have been carried out, and association constants of 1.9 ×
106 M−1 have been reported (33). In an alternative approach,
two vesicles containing Lewis x were held in tight contact
using micropipette manipulation (34). An adhesion energy of
approximately 0.6 kcal/mol was obtained from contact angle
measurements of the vesicle interface.

CCI in Melanoma Cell Adhesion

Biological Context

Heterotopic CCIs involving glycolipids were first identified
from studies of the adhesion of murine B16 melanoma cells.
These cells, which express high levels of the glycosphingolipid
GM3 (5), adhered to mouse AA12 T-cell lymphomas that ex-
press the glycolipid Gg3 (6), but not to the non-Gg3-expressing
AA27 variant of the cell line (35). The adheison of AA12
lymphoma cells to a GM3-coated surface was inhibited either
by pretreatment of the AA12 cells with an anti-Gg3 mono-
clonal antibody or by blocking the GM3-coated surface with
an anti-GM3 antibody. Conversely, adhesion of B16 melanoma
cells to Gg3-coated solid surfaces was correlated to levels of
GM3 expression on the B16 cells. Additional evidence for a CCI
between GM3 and Gg3 was provided by the adsorption of ra-
diolabeled GM3 lysyllysine glycoconjugates onto a Gg3-coated
C-18 column, and the adsorption of GM3 containing liposomes
with Gg3 coated plastic surfaces. Besides adhering to lymphoma
cells and other multivalent presentations of Gg3, the melanoma
cells also bound strongly to plates coated with the glycolipid
lactosylceramide (LacCer, 6). Adhesion of liposomes contain-
ing GM3 to LacCer-coated solid surfaces was inhibited by an
anti-LacCer antibody, identifying a second heterotopic glyco-
lipid partner for GM3.

The adhesion of B16 melanoma cells to endothelial cells
can occur both via a CCI involving GM3 as well as through
a protein–protein interaction involving integrin receptors. The
contribution of CCI is greater during the initial stages of
adhesion, whereas integrin-mediated adhesion dominates later.
CCI-mediated adhesion is stronger when melanoma cells are
passed over immobilized endothelial cells in a dynamic binding
assay using a flow chamber (36). Adhesion of the rolling
cells can be inhibited by adding LacCer or GM3 containing
liposomes to the buffer.

The GM3 in B16 cells is localized within glycolipid-enriched
microdomains in the lipid membrane (37). The microdomains,
often referred to as lipid rafts, also contain a variety of signal-
ing proteins and enzymes. Binding of B16 cells to immobilized
Gg3 activates the signaling proteins Ras and Rho, suggesting

that CCI does not simply mediate cell adhesion but may also
be involved in signal transduction. The structure and function
of the glycolipid signaling domains in B16 cells is perturbed by
the addition of an unnatural, synthetically prepared glycosphin-
golipid (38). The synthetic glycolipid reduced GM3 clustering
on the cell surface and diminished the activity of the kinase
c-Src, identifying another link between CCI and signal trans-
duction. The specific mechanism by which binding to GM3
activates signal transduction is not currently known.

Several studies suggest that interruption of the LacCer-GM3-
mediated adhesion prevents metastasis, raising the possibility
of targeting this CCI for cancer therapy. The metastatic poten-
tial of several variants of the B16 cell line is correlated with
their LacCer binding ability (39). Injection of LacCer contain-
ing liposomes to mice that have aggressive melanoma inhibited
the development of metastatic lung tumors in the animals (39).
Administration of multivalent glycoconjugates such as glycosy-
lated peptides or glycosylated gold nanoparticles also inhibits
metastasis in vivo (40, 41). Inhibition of GM3 biosynthesis has
also been shown to reduce metastatic melanoma migration in an
animal model (42). Further studies with these glycoconjugates
are needed to clarify their mechanism of action in vivo.

Model Studies

Langmuir monolayers have been used to model the interactions
between GM3 and LacCer or Gg3. Micelles of a lactosyl lipid
injected under a GM3 containing monolayer induces a change
in the surface pressure (∆π) at the air–water interface in a
concentration-dependent manner (43). These increases in ∆π

are a consequence of glycolipid insertion into the membrane,
but glycoconjugates that do not insert also increase ∆π upon
binding (44). Minor changes to the structure of the carbohydrate
led to a decrease in the strength of the interaction. The role of the
divalent cation in this interaction is unclear, as it is required in
some conditions but not others (43, 45, 46). In a separate study,
the behavior of various polystyrene glycoconjugates with a
GM3 monolayer was examined (47). Pressure-area compression
isotherms of GM3 monolayers exhibited expanded areas when
they were generated over a solution of the Gg3 glycopolymer.
The amount of Gg3 glycoconjugate adsorbed on the GM3
monolayer was quantified using a quartz crystal microbalance
by transferring the glycoconjugate-bound monolayer to a quartz
substrate (46, 47). An SPR study of this same system provided
an association constant for Gg3-glycopolymer binding to a GM3
monolayer of 2.5 × 10−6 M−1, (48, 49).

CCI in Myelin Compaction

Biological Context

The myelin sheath is a multilayered membrane that wraps
around axons in the nervous system and facilitates the transport
of action potentials by preventing dissipation of a signal as it
travels along the axon. The lipid bilayers of the myelin sheath
are extensions of the membranes of oligodendrocytes in the
central nervous system and Schwann cells in the peripheral
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nervous system. Unlike many other cell membranes, myelin is
highly enriched in glycolipids, primarily GalCer (2) and CBS
(3), that are preferentially embedded in the outer bilayer (50,
51). In addition, the multilayers are tightly compacted, a process
dependent on divalent cations (52). A CCI between GalCer and
CBS is believed to play an important role in maintaining the
structural integrity of the myelin sheath.

The cellular function of this CCI was studied by examin-
ing the interaction of GalCer/CBS containing liposomes with
cultured oligodendrocytes (53). Anti-GalCer antibodies bind to
glycolipid containing membranes on oligodendrocytes and this
binding decreases when the cells are pre-incubated with the gly-
colipid liposomes. Antibody binding to myelin binding protein
(MBP) was similarly inhibited by the liposomes, indicating a
colocalization of the glycolipids and MBP in the oligodendro-
cyte membrane. Liposome incubation also resulted in loss of
microtubule fine structures, suggesting that actin filaments are
destroyed upon CCI. Similar results were obtained in subsequent
studies using galactose (Gal) and sulfated galactose (sGal) con-
jugates of BSA (54). BSA conjugates containing both Gal and
sGal elicited a stronger response than albumin modified with a
single carbohydrate.

Model Studies

The interaction between these two glycolipids has also been
examined in various chemical model systems. A cerebroside
sulfate (CBS) coated surface is adherent to liposomes containing
GalCer but not to lactosyl or glucosyl ceramide (55) The ag-
gregation of glycolipid containing liposomes in the presence of
various divalent cations was examined (56). The largest amount
of aggregation was observed between liposomes containing Gal-
Cer and CBS, and the magnitude of the interaction was inversely
correlated with the ionic radius of the cations. The presence of
longer or α-hydroxylated N -acyl chains on the glycolipids also
increased the association between GalCer and CBS liposomes.

Infrared spectroscopy of this interaction revealed that the
presence of calcium changed the conformation of the sul-
fate group in CBS, thereby disrupting several intramolecular
hydrogen bonds (57, 58). As membranes in myelin contain
both GalCer and CBS, this CCI can occur in a cis- or a
trans-fashion. Studies with fluorescent and spin-label probes,
as well as anti-glycolipid antibodies, all indicated a preferen-
tial trans-interaction between the glycolipids (57). Interestingly,
when the GalCer•CBS interaction was probed by IR in lipid dis-
persions, no cation requirement was observed, in contrast to the
results of the liposome aggregation studies. Ternary complexes
of GalCer, CBS, and calcium were detected by electrospray
mass spectrometry (59, 60). Increased complexation was ob-
served when calcium was replaced with zinc, suggesting a role
for the elevated zinc concentrations observed in some types of
myelin (60, 61).
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Oligosaccharides are essential for interactions of cells with their
environments. These complex carbohydrates are often found covalently
attached to proteins embedded in eukaryotic cell membranes. Protein
glycosylation is heterogeneous; this heterogeneity stems from the
biosynthesis of these polymers. As proteins destined for secretion or
cell-surface presentation traffic through the endoplasmic reticulum and the
Golgi apparatus, they are modified with sugars in a stepwise fashion by
enzymes called glycosyltransferases. The differential expression of these
enzymes leads to a multiplicity of specific oligosaccharides both among
and within cells because not all cells contain all enzymes and because not
all substrate proteins will encounter every enzyme. Although myriad
oligosaccharides are found attached to proteins, most of these diverse
structures can be grouped into several classes of glycans. In this article, we
will discuss some of the most common forms of Golgi protein
glycosylation: mucin-type O-linked glycosylation, N-linked glycosylation,
and the formation of glycosaminoglycans. In addition, we will briefly
consider some less common, but essential, forms of glycosylation.

The Organelles of the Secretory
Pathway form an Assembly Line
for Glycoprotein Biosynthesis

A large percentage of eukaryotic proteins have oligosaccha-
rides covalently linked to certain amino acid side chains post-
translationally. These posttranslational modifications are es-
sential for cell–cell recognition, cell–matrix interactions, and
cell–pathogen recognition. The protein-linked oligosaccharides
are known as glycans. Biosynthesis of glycans occurs in the
secretory pathway of eukaryotic cells.

Cellular glycans are biosynthesized in eukaryotic cells by
sugar-transfer enzymes called glycosyltransferases. These en-
zymes reside in the secretory pathway, which comprises the
endoplasmic reticulum (ER) and the Golgi apparatus. Glyco-
syltransferases transfer sugars from activated nucleotide sugar
donors to a protein or nascent oligosaccharide substrate. Most
Golgi-resident glycosyltransferases are type II membrane pro-
teins, which are characterized by a short N-terminal cytoplasmic
tail and a single-pass transmembrane region, followed by a
variable-length stem region and catalytic domain, both of which
extend into the Golgi lumen. Glycosyltransferase enzymes are
localized to different parts of the Golgi; enzyme localization

influences the order in which substrate proteins encounter dif-
ferent glycosyltransferases and thus the order and arrangement
of sugar attachment. The cytoplasmic tail, transmembrane do-
main, and stem region have all been implicated in controlling
localization of glycosyltransferases within the Golgi.

Nucleotide sugar donors, such as UDP-GalNAc, UDP-GlcNAc,
GDP-fucose, and CMP-sialic acid, serve as substrates for the gly-
cosyltransferases and are the source of the sugars that are added to
substrate proteins (Table 1). Nucleotide sugar donors are synthe-
sized in the cytoplasm and imported into the secretory pathway
by membrane-resident transporters (1).

Glycan biosynthesis, unlike DNA, RNA, or protein biosyn-
thesis, is not template directed. Rather, the secretory pathway
functions as an assembly line that substrate proteins traffic
through on their way to the cell surface. Substrate proteins enter
the secretory pathway in the ER. As the proteins pass through
the ER and the Golgi, they are modified by enzymes residing
in these compartments. Glycosyltransferases that add sugars di-
rectly to the protein tend to be found earlier in the secretory
pathway, particularly in the ER and the cis-Golgi. Other en-
zymes are responsible for further glycan modification. These
elaborating enzymes tend to be localized in later Golgi com-
partments (the medial and trans-Golgi) or in the trans-Golgi
network (TGN) (Fig. 1). The exact modifications that occur de-
pend on two factors: the availability of activated sugar donor
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Table 1 Abbreviations and symbols used to indicate
common monosaccharides.

Common abbreviations and symbols

Glucose (Glc)

Mannose (Man)

Galactose (Gal)

Fucose (Fuc)

Sialic acid (Sia)

N -acetylglucosamine (GlcNAc)

N -acetylgalactosamine (GaINac)

Glucuronic acid (GIcA)

Iduronic acid (IdoA)

Nucleus

ER

Golgi

a
b

c d

Figure 1 Cartoon of the secretory pathway, indicating the ER and the
subcompartments of the Golgi: (a) cis-Golgi, (b) medial Golgi, (c)
trans-Golgi, and (d) trans-Golgi network (TGN). As proteins traffic from the
ER through these compartments, they encounter glycosyltransferases in a
specific order; this order determines the structure of the final
oligosaccharide.

and the order in which the substrate protein encounters glyco-
syltransferases.

The nontemplated nature of glycan biosynthesis means that
not every substrate protein encounters every glycosyltransferase
in the secretory pathway; thus, glycosylation reactions are not
quantitative. These nonquantitative yields lead to production of
a heterogeneous collection of oligosaccharides. Furthermore,
glycosyltransferases with similar substrate specificity and lo-
calization can compete for substrate molecules, leading to the
formation of different glycan products.

Here, we delineate the biosynthetic pathways of the most
common types of protein glycosylation occurring in the secre-
tory pathway: mucin-type O-linked glycosylation, N -linked gly-
cosylation, and the formation of glycosaminoglycans. In addi-
tion, we will briefly visit the biosynthesis of some less-common
varieties of protein glycosylation.

Secretory Pathway Enzymes
Perform the Chemistry
of Glycosylation

Mucin-Type O-Linked Glycosylation

Glycans can be attached via a glycosidic bond to the hydroxyl
group of serine or threonine in a polypeptide. In these cases, the
glycosidic bonds connect a sugar to an oxygen in the polypep-
tide; therefore, this type of glycosylation is termed O-linked.
In mammals, the most common type of O-linked glycosylation
is the mucin-type, in which N -acetylgalactosamine (GalNAc)
is α-linked to either serine or threonine and is subsequently
modified by additional sugars (Fig. 2) 2. The name mucin-type
derives from the initial isolation of glycoproteins containing
these sugar moieties from mucus. Mucins are secreted by many
types of tissues, including the linings of the digestive tract and
airways 3.

Mucin-type O-linked glycans are synthesized in the Golgi
apparatus of eukaryotic cells. Synthesis is stepwise, with in-
dividual Golgi-resident glycosyltransferases transferring sugars
one at a time to the growing glycoprotein. A wide variety of
final glycan structures is possible. The heterogeneity depends
on the set of glycosyltransferases that are present in a particular
cell and the order in which substrate polypeptide encounters its
modifying enzymes. The sequence of steps required for biosyn-
thesis of mucin-type glycans can loosely be divided into the
following types of sugar transfer events: initiation, core forma-
tion, elongation/branching, and termination.

Initiation: The ppGalNAcTs
Polypeptide α-GalNAc-transferases (ppGalNAcTs) initiate
biosynthesis of mucin-type O-linked glycans by transferring
GalNAc from UDP-GalNAc to an acceptor protein. Sequence
analysis has revealed approximately 24 mammalian genes with
high homology to known ppGalNAcTs. So far, 21 of these genes
have been demonstrated to encode proteins that exhibit ppGal-
NAcT activity. Within the large ppGalNAcT family, individual
isoforms display discrete patterns of tissue- and stage-specific
expression (4), suggesting that they serve distinct developmen-
tal roles. However, there is some functional redundancy among
family members as evidenced by the absence of discernable
phenotypes in mice harboring targeted disruptions of individual
ppGalNAcT genes.

Subcellular localization studies have been completed for
some, but not all, of the ppGalNAcTs. Those enzymes that
have been examined localize to positions within the Golgi; how-
ever, the exact distributions are isoform and cell-type specific.
For example, α-GalNAcT1 (5) is localized to the cis-Golgi in
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Figure 2 Biosynthesis and structure of mucin-type O-linked glycans. O-linked glycosylation is initiated by the addition of GalNAc to serine or theonine of
a polypeptide. This sugar can be further elaborated at the C3 or C6 positions to form the core O-linked glycan structures. The enzymes that form these
linkage are: (a) β3 GalT; (b) β3GlcNAcT-3; (c) Core 2 β6-GlcNAcT; (d) Core 3 β3-GlcNAcT; (e) M-type Core 2 β6-GlcNAcT ; (f) α1-3 GalNAcT ; (g) β1-6
GlcNAcT ; (h) α1-6 GalNAc ; (i) α1-3GalT; and (j) α2-6 SiaT.

porcine submaxillary gland, although it is distributed throughout
the Golgi in other types of tissue. Other ppGalNAcT isoforms
localize to the medial and trans-Golgi compartments. Examples
include human ppGalNAc-T2 and -T3, which localize to the
trans-Golgi in HeLa cells (6). The localization of the initiat-
ing ppGalNAcT determines which other enzymes the substrate
protein can encounter as it completes its transit through the
secretory pathway. Therefore, the localization of the initiating
ppGalNAcT affects the final structure: If the ppGalNAcT is
localized relatively late in the Golgi, fewer additional modifi-
cations are possible.

Despite the fact that only certain serine and threonine residues
found in secreted proteins are glycosylated, no consensus se-
quence for mucin-type O-linked glycosylation has been discov-
ered (7). Analysis of glycosylated sequences reveals a prefer-
ence for prolines and acidic amino acids near the glycosylation
site (8), and the secondary structure of the substrate also appears
to play a role (9). Among the ppGalNAcT family members,
different isoforms have overlapping but distinct substrate pref-
erences (10). Notably, many ppGalNAcTs prefer to transfer
GalNAc to glycopeptide substrates that already have GalNAc
installed at other serines or threonines (11–13).

Core Formation

Addition of a single GalNAc to serine or threonine consti-
tutes a structure called the Tn-antigen, often observed on tumor
cells. However, in most cases, one or more additional monosac-
charides are attached to the 3 or 6 positions of the initiating
GalNAc, forming the core O-linked structures (Fig. 2), eight
of which have been characterized. Synthesis of core structures
is developmentally regulated; for example, mouse core 2 Glc-
NAcT is highly expressed early in gestation, but later it is
expressed only in tissues that produce mucins and cartilage 14.

Core 1, the most common mucin-type O-linked core struc-
ture, is formed by the action of β1-3 galactosyltransferase
(β3GalT), which adds galactose to form Galβ1-3GalNAc
(Fig. 2a). β3GalT is expressed in most mammalian cells. The
substrate specificity of this enzyme, like others involved in
O-linked core synthesis, is influenced by the amino acid se-
quences of substrate proteins and their glycosylation patterns.

An alternative to core 1-based glycans is the core 3 struc-
ture; the 3 position of the initiating GalNAc can be modified
by the core 3 β3-GlcNAc-transferase (Fig. 2d), yielding the
GlcNAcβ1-3GalNAc structure. The core 3 structure is not as
ubiquitous as core 1 and has been found only in mucin-secreting
tissues.
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Figure 3 Common glycan modifications. Once the core structure is assembled, mucin-type O-linked glycans are elongated by the addition of repeating
polymers of (a) LacNAc or (b) lacto-N-biose. (c) Branching occurs by the addition of GlcNAc to the 6 position of GalNAc in these polymers forming the ‘‘I
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The core 2 and 4 structures are synthesized by the addi-
tion of GlcNAc to the 6 position of GalNAc in the core 1
(Fig. 2c) and core 3 structures (Fig. 2e), respectively. These
structures are produced by a family of β1-6GlcNAc-transferases
that catalyzes the formation of the GlcNAcβ1-6GalNAc link-
age. At least three β6GlcNAcT isoforms exist; they vary in their
preference for core 1 or core 3 substrates (15). For example, the
L-type (leukocyte) core 2 β6GlcNAcT accepts only the core 1
substrate, producing core 2 antigen. The M-type (mucin) iso-
form, expressed in mucin-secreting cell types, exhibits broader
substrate scope and is capable of synthesizing both core 2 and
core 4 structures, as well as the I antigen (discussed below) (16).
Core 2 β6GlcNAcT localizes to the cis- and medial Golgi (17).

The addition of GlcNAc to core 1 by β1-3 GlcNAc-
transferase-3 (β3GlcNAcT-3) results in the formation of ex-
tended core 1 structures (Fig. 2b). These glycans are frequently
modified with additional sugars to form sialyl Lewis x or 6-sulfo
sialyl Lewis x; this elaboration is essential to leukocyte rolling
and L-selectin binding. Extended core 1 oligosaccharides may
be further elaborated by the addition of GlcNAc to the 6 position
of GalNAc, forming biantennary glycans containing core 2 (18).

Addition of GlcNAc in a β1-6 linkage to Tn antigen generates
the putative core 6 structure (Fig. 2g). Core 6 structures have
been reported to occur in human ovarian tissue, but an enzyme
responsible for core 6 formation has not been identified (19).

Less common core structures are formed when the initiating
GalNAc is modified by the addition of α-linked sugars at either

the 3 or 6 positions. Core 5 is formed by the addition of
a second GalNAc in an α1-3 linkage to the first (Fig. 2f)
(19–21). This enzymatic activity has been detected in biological
samples, but the responsible gene has not been identified.
The core 7 (GalNAcα1-6GalNAc) (Fig. 2h) (22) and core
8 (Galα1-3GalNAc) (Fig. 2i) structures (23) are produced in
restricted tissues and the responsible genes are not yet known.

Branching and Elongation
A common motif found in larger O-linked glycans is poly-
N -acetyllactosamine (-Galβ1-4GlcNAcβ1-3-)n, also called poly-
LacNAc or the type 2 backbone (Fig. 3a). PolyLacNAc re-
peats are commonly found on fetal erythrocytes, where they
constitute the blood group i antigen. PolyLacNAc chains of
varying length are synthesized by the alternate action of
two enzymes, a β1-4galactosyltransferase (β4-GalT) and a
β1-3GlcNAc-transferase (β1-3 GlcNAcT). A family of at least
five β4-GalTs has been discovered and at least eight β1-3 Glc-
NAcTs have been identified; these biosynthetic enzymes are
widely expressed. The most well-characterized of the β1-3 Glc-
NAcTs is known as iGnT because of its role in synthesis of the
i antigen (24).

PolyLacNAc can be extended from sugars attached to either
the 3 or 6 position of the initiating GalNAc; however, addition
to the 6 (upper) branch is more common (Fig. 3c). Additional
branching can be introduced into the LacNAc backbone by the
action of β1-6 GlcNAc-transferases, including the previously

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Glycosylation of Proteins in the Golgi Apparatus

mentioned core 2 β1-6GlcNAcT M isoform. This type of
branched structure, the I antigen, is commonly found on adult
erythrocytes. Members of the β6GlcNAc-transferase family that
produce branched structures are known as IGnTs. Synthesis of
branched structures is developmentally regulated, and members
of IGnT enzyme family have differing substrate specificities.
Some IGnTs select for terminal Gal whereas others modify
internal Gal residues.

The type 1 (-Galβ1-3GlcNAcβ1-3-)n polymer, also called
lacto-N -biose, is a related but less common, backbone motif
(Fig. 3b). Lacto-N -biose is synthesized by a β1-3galactosyl-
transferase (β3-GalT) and a β1-3GlcNAc-transferase (β3-
GlcNAcT).

Further Modification and Termination

Mucin-type O-linked glycans are decorated with a variety of
capping structures. Given their prominent location, these struc-
tures play critical roles in cell–cell and cell–matrix recognition
events. The most common modifications are fucosylation, sia-
lylation, and sulfation. Terminal sialic acids can also be further
modified by O-acetylation at the 7 or 9 position.

Fucose can be added to either galactose or GlcNAc. α1-2
fucosyltransferases add fucose to galactose forming a struc-
ture (Fucα1-2Gal) known as the H antigen (Fig. 3d). The two
known α1-2 fucosyltransferases (FucT1 and FucT2) localize to
the trans-Golgi and fucosylate only terminal (i.e., nonreduc-
ing) galactose (25). The Fucα1-3GlcNAc linkage (Fig. 3e) is
produced by a family of six known α1-3 fucosyltransferases
(FucT3, FucT4, FucT5, FucT6, FucT7, and FucT9) (26). Some
members of this family can distinguish between Galβ1,4GlcNAc
and Siaα1-3Galβ1-4GlcNAc, whereas others can fucosylate
both. The resultant structures (Galβ1-4[Fucα1-3]GlcNAc and
Siaα2-3Galβ1-4[Fucα1-3]GlcNAc) are known as the Lewis x
and the sialyl Lewis x antigens, respectively. Individual fam-
ily members exhibit distinct localization patterns throughout
the Golgi and TGN. Enzymes that localize earlier within
the Golgi encounter more Galβ1,4GlcNAc substrate, whereas
enzymes that localize later are more likely to fucosylate
Siaα2-3Galβ1-4GlcNAc. FucT3 is also capable of adding fu-
cose in α1-4 linkage to GlcNAc (Fig. 3f) and can act on both
unsialylated and sialylated LacNAc (27).

Sialylation of mucin-type O-linked glycans is accomplished
by two families of enzymes: α2-3 sialyltransferases and α2-6
sialyltransferases. The six known α2-3SiaTs transfer sialic acid
to terminal galactose, which can be found in core 1 and core
2 structures, as well as at the ends of polyLacNAc chains.
The resultant structure, Siaα2-3Gal (Fig. 3g), can only be
further extended by the addition of α2-6 sialic acid to the
Siaα2-3Gal (Fig. 3g). As a result of their localization to the
medial and trans-Golgi, the α2-3SiaTs are able to compete with
both branching and elongation and are responsible for the early
termination of oligosaccharide chains (16). The α2-6SialTs ex-
hibit varying degrees of discrimination among the following
three substrates: unmodified GalNAc (Tn-antigen) (Fig. 3h),
Galβ1-3GalNAc (core 1), and Sialα2-3Galβ1-3GalNAc (28).
One α2-6SiaT, ST6GalI, is known to sialylate terminal galactose

found in polyLacNAc. As sialylation tends to be a terminal mod-
ification, most sialyltransferases localize to the later compart-
ments of the secretory pathway. For example, the two rat iso-
forms of ST6GalI localize to the medial and trans-Golgi (29).

Another common modification of mucin-type O-linked gly-
cans is sulfation. At least four sulfotransferases add sulfate
to the 6 position of GlcNAc (30) (Fig. 3j), whereas several
others sulfate the 3 position of galactose in core 1 and in
polyLacNAc chains (Fig. 3i) (31, 32). Sulfation at the 6 po-
sition of GlcNAc interferes with branching by blocking the
action of β6GlcNAc-transferases. Despite the fact that sul-
fation is often observed on internal GlcNAc residues, the
GlcNAc-6-O-sulfotransferases all exhibit a strong preference
for terminal GlcNAc substrates, suggesting that these enzymes
sulfate GlcNAc after it is added to the oligosaccharide chain
but before the glycan is extended (33). The sulfotransferases
exhibit varying localization patterns throughout the Golgi, al-
lowing sulfotransferases to intercept mucins at various stages of
synthesis.

N-Linked Glycosylation

The best known form of protein glycosylation is the asparagine-
or N -linked variety. These large, branched structures contain a
conserved core structure that is produced in the majority of
eukaryotes, including yeasts, plants, and mammals. Other eu-
karyotes, including protists, also produce related N -glycans,
albeit with simplified cores (34). N -linked glycans are synthe-
sized by an elaborate process that begins on the cytoplasmic
face of the ER and continues in the lumens of the ER and the
Golgi. In this section, we outline the steps involved in syn-
thesis of the common oligosaccharide precursor, its transfer to
polypeptide substrates, and subsequent processing and elabora-
tion events that occur as the N -glycosylated protein completes
its transit through the secretory pathway.

Assembly of the Dolichol Oligosaccharide Donor

The dolichol oligosaccharide donor (35) is composed of a lipid
pyrophosphate that is attached to an oligosaccharide composed
of 14 individual sugars: dolichol-P-P-GlcNAc2Man9Glc3. The
dolichol donor is assembled by the action of the Alg fam-
ily of glycosyltransferases, which add the sugars one by one
(Fig. 4a–e) (36–38). Assembly of the dolichol donor begins
on the cytoplasmic face of the ER membrane, where a se-
ries of Alg GlcNAc-transferases and mannosyltransferases con-
verts dolichol phosphate to dolichol-P-P-GlcNAc2Man5 (Fig.
4A, a–e). At this stage, Rft1 functions as a “flippase” to
transfer dolichol-P-P-GlcNAc2Man5 across the ER membrane
(39), so that the carbohydrates are now in the lumen of the
ER (Fig. 4A, f). Inside the ER, Alg mannosyltransferases
and glucosyltransferses add additional monosaccharides to form
dolichol-P-P-GlcNAc2Man9Glc3 (Fig. 4A, g–l).

Transfer of the Oligosaccharide to Polypeptides

The oligosaccharyltransferase (OT) transfers GlcNAc2-
Man9Glu3 from the dolichol donor to an asparagine (Asn) of
a nascent glycoprotein (Fig. 4A, m). N -glycosylation occurs
co-translationally, as the newly synthesized polypeptide enters
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N-linked glycan with a ‘‘bisecting GlcNAc.’’

the ER through the translocon (40, 41). The heteromeric OT
complex is composed of at least nine different polypeptides, in-
cluding the STT3 subunit that provides the active site (42–44).
The oligosaccharide is transferred to asparagines within the
minimal consensus sequence Asn-X-Thr/Ser, where X is any
amino acid except proline (45). The amino acids surrounding
the consensus sequence also affect whether a particular Asn
is a substrate for glycosylation. In addition, Asn-X-Cys se-
quences are occasionally glycosylated. After the oligosaccharide
is transferred to a substrate protein, it is processed by ER- and
Golgi-resident glycosidases.

Exit from the ER

The ER-resident glucosidase I removes the terminal α1-2 linked
glucose from the oligosaccharide (Fig. 4A, n). Subsequently,
glucosidase II removes the α1-3 glucose-linked glucose and

then, more slowly, removes the α1-3 mannose-linked glucose
(Fig. 4A, o) (46, 47). The presence of this mannose-linked
glucose is intimately associated with protein folding. If a protein
is folded improperly, the mannose-linked glucose is reinstalled
by a glucosyltransferase (UGGT) and the protein remains in
the ER to complete its folding (48, 49). Once the protein is
properly folded and all three glucoses removed, α-mannosidase
I removes the terminal α1-2 linked mannose from the middle
chain (50) (Fig. 4A, p). The properly folded protein with its
remaining Man8GlcNAc2-Asn glycan is now able to exit the
ER and traffic to the cis-Golgi.

Trimming in the Golgi

Proteins destined for the cell surface or secretion are pro-
cessed by Golgi-resident α-mannosidases, which remove ad-
ditional mannoses to produce Man5GlcNAc2–Asn (Fig. 4A, q).
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Man5GlcNAc2 is also referred to as high-mannose (51)
(Fig. 4B, a), and it serves as the starting point for the synthesis
of a variety of other N -glycan subtypes, described below.

An alternative processing pathway is used by proteins that
will traffic to the lysosome. GlcNAc-phosphotransferase adds
phosphate ester-linked GlcNAc residues to two mannoses in the
oligosaccharide (52). A GlcNAcase then removes the GlcNAc

sugars (53), revealing mannose-6-phosphate, which serves as a
signal for the protein to be shuttled to the lysosome.

N-Glycan Subtypes

Despite the conservation of the core structure, the ways in which
N -linked glycans are elaborated vary among organisms and cell
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types. In yeasts, Man5GlcNAc2 is elaborated by several manno-
syltransferase to form large mannan-type structures. In muticel-
lular organisms, there are 3 N -glycan subtypes: high-mannose,
hybrid, and complex. Insects and other invertebrates produce
high-mannose and hybrid-type N -glycans, but not complex
structures (54). In vertebrate organisms, Man5GlcNAc2 can be
modified to form hybrid and complex N -glycans. The central
β1-4-linked mannose bears two mannoses, which are α1-3- and
α1-6-linked. Addition of GlcNAc to the α1-3-linked mannose
yields the hybrid structures (Fig. 4B, b–c), whereas complex
structures have GlcNAc added to both the α1-3- and α1-6-linked
mannoses (Fig. 4B, d–f). Hybrid and complex glycans can be
described by the number of GlcNAc-containing branches, or
antennae, they possess. Six different GlcNAc-transferases can
initiate branch formation, generating various antennary struc-
tures (55).

Synthesis of both hybrid and complex N -glycans begins
with the addition of GlcNAc β1-2 to the α1-3-linked mannose,
forming a monoantennary hybrid glycan (Fig. 4A, r). GlcNAc
addition is catalyzed by the GlcNAcT-I enzyme encoded by
the Mgat1 gene (56). The resultant glycan is a substrate for
the medial Golgi enzyme, α-mannosidase II, which removes
two mannoses to generate GlcNAc1Man3GlcNAc2 (Fig. 4A,
s). This same glycan can be produced by an alternative route:
α-mannosidase-III catalyzed removal of two mannoses from
the high-mannose glycan and subsequent addition of GlcNAc
by GlcNAcT-I. Synthesis of biantennary hybrid glycan is also
possible, through the action of GlcNAcT-IV, which adds a
GlcNAc in a β1-4 linkage to the α1-3-linked mannose (57).

Complex glycans (Fig. 4B, d–f) are produced when
GlcNAcT-II adds GlcNAc in a β1-2 linkage to α1-6-linked man-
nose (47). Once this linkage occurs, an additional antenna can be
produced by GlcNAcT-V, which adds GlcNAc in a β1-6 linkage
to the α1-6-linked mannose (Fig. 4B, e–f) (58). Finally, addi-
tion of GlcNAc in an β1-4 linkage to the α1-6-linked mannose
is a rare modification catalyzed by GlcNAcT-VI.

Extension and Elaboration
Once the number of antennae is established, further extension
is possible through addition of backbone polymers and termi-
nal structures similar to those found on mucin-type glycans.
LacNAc polymers can be added to any of the aforementioned
GlcNAcs (Fig. 4A, w–x). Similarly, these polymers can be elab-
orated with fucose, sulfate, and sialic acid added in the same
linkages described for mucin-type structures (Fig. 4A, y–z).
Most fucosyltransferases and sulfotransferases, as well as the
sialyltransferases that cap polyLacNAc, are capable of mod-
ifying both O-linked and N -linked glycans; some exhibit a
preference for one or the other. These biases are likely a result
of differences in enzyme localization.

Fucosylation of the Asn-linked GlcNAc is a common modi-
fication unique to N -linked glycans. In vertebrates, core FucT
adds fucose in an α1-6 linkage (59), whereas in plants and
invertebrates α1-3-linked fucose is observed (60).

Elaboration of N-linked glycans can be dramatically altered
by GlcNAcT-III activity. GlcNAcT-III adds GlcNAc to the
β1-4-linked mannose. This β1-4-linked GlcNAc is also re-
ferred to as the “bisecting GlcNAc” (Fig. 4B, g). Unlike other

mannose-linked GlcNAc residues, this sugar cannot be further
elaborated (61, 62). Furthermore, the addition of the bisecting
GlcNAc leads to the appearance of “unprocessed hybrid” gly-
can by preventing mannose trimming by α-mannosidase II and
subsequent elaboration.

Glycosaminoglycans and Proteoglycans

Glycosaminoglycans (GAGs) are defined by their composition;
they are composed of long chains of repeating disaccharides. Al-
ternating amino sugars (GlcNAc or GalNAc) and uronic acids
(glucuronic acid or iduronic acid) comprise their disaccharide
building blocks. The exact sugar composition and modifications
to the sugars determine the classification of the GAG. Com-
monly occuring GAGs include heparin, heparan sulfate (HS),
chondroitin sulfate (CS), and dermatan sulfate (DS). GAGs con-
tain a common core tetrasaccharide linking them to a protein.
Proteins or polypeptides with GAG chains attached are known
as proteoglycans.

Biosynthesis of the Linkage Tetrasaccharide

Heparin, HS, CS, and DS share a common serine-linked core
tetrasaccharide, GlcAβ1-3-Galβ1-3-Galβ1-4-Xyl-Ser. Biosyn-
thesis of this core tetrasaccharide, known as the linkage tetrasac-
charide, is initiated in the ER by the transfer of xylose to serine
by a xylosyltransferase (63, 64) (Fig. 5). This enzyme prefers
to transfer sugars to serines followed by glycine and flanked
by one or more acidic residues (65). The xylosylated protein is
then transported to the Golgi to undergo further modification by
three Golgi resident enzymes. GalT-I adds galactose in a β1-4
linkage (66, 67). The resulting disaccharide is then elongated
by GalT-II (β1-3GalT6), a β1-3 galactosyltransferase. Finally,
GlcAT-I, a GlcA transferase specific for this trisaccharide pre-
cursor, adds β1-3 glucuronic acid to complete synthesis of the
linkage tetrasaccharide (68–69).

Sugars in the linkage tetrasaccharide can be modified. Com-
mon modifications are phosphorylation of xylose at C2
(70, 71) and sulfation of the second galactose at C4 (72).
The function of these modifications is not known; not all pro-
teoglycans containing the linkage tetrasaccharide are modified
(73, 74).

The Branching Point: Addition of GlcNAc
or GalNAc

Once the synthesis of the linkage tetrasaccharide is complete,
it can be further modified by one of two Golgi-resident glyco-
syltransferases. The enzyme α-GlcNAcT-I can add α1-4 linked
GlcNAc, thereby initiating the heparin/HS biosynthetic path-
way. In vitro activity assays indicate that α-GlcNAcT-I also
appears to be capable of adding an α-linked GalNAc to cap
the linkage tetrasaccharide, resulting in a pentasaccharide that
cannot be further elongated (75); however, the biological rele-
vance of this modification is not known. If the protein is not
modified by α-GlcNAcT-I, β-GalNAcT II can add GalNAc β1,4
to the glucuronic acid, initiating the CS/DS pathway (76). The
CS/DS pathway is suggested to be the default pathway for link-
age tetrasaccharides not intercepted by α-GlcNAcT-I.
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Heparin and HS

After the initiation of heparin/HS biosynthesis by the addi-
tion of GlcNAc to the linkage tetrasaccharide, polymerization
of the disaccharide β1-4GlcA-α1-4GlcNAc begins (Fig. 5).
The polymerization reaction is catalyzed by two bifunctional
Golgi-resident glycosyltransferases, EXT1 and EXT2. Individ-
ually, these enzymes each exhibit GlcNAc- and glucuronic
acid-transferase activity, but they are most active when they
are physically associated with one another and localized to the
Golgi (77).

As the (β1-4GlcA-α1-4GlcNAc)n polymer is produced, it is
modified by a number of Golgi-resident enzymes that deacety-
late, epimerize, and sulfate the growing GAG. The GlcNAc
N -deacetylase/N -sulfotransferases (NDSTs) catalyze both the
deacetylation and N -sulfation of GlcNAc in the repeating dis-
accharide. The four different NDST isozymes display differ-
ent substrate selectivities and vary in their enzymatic activities
(78–83). Glucuronic acid (GlcA) residues adjacent to N -sulfated
GlcNAc can be epimerized to iduronic acid (IdoA) by GlcA-C5
epimerase. The newly formed IdoA can then be sulfated at the
2 position by the 2-O-sulfotransferase, which prevents reverse
epimerization to GlcA. The epimerase and 2-O-sulfotransferase
work in close concert and are known to physically associate
with one another (84). Further O-sulfation of the GAG chain
is accomplished by the 6-O-sulfotransferases (6-OSTs) and
3-O-sulfotransferases (3-OSTs). The three 6-OSTs that add sul-
fate to N -sulfated GlcN (deacetylated GlcNAc) (85) and the
six 3-OSTs that sulfate the 3 position of the hexosamine (86)
exhibit varying substrate specificities (87, 88).

Heparin and HS are formed from the same disaccharide re-
peat and differ only in their degrees of modification. Heparin is
highly modified, containing more IdoA than GlcA and having
many sites of N - and O-sulfation; the predominant carbohy-
drate motif is a repeating trisulfated IdoA(2-O-SO3)-GlcN-SO3

(6-O-SO3)- unit. HS is considerably more heterogeneous; mod-
ifications are confined to distinct regions of the oligosaccharide
chain. HS can be rather large, reaching up to 70 kDa, whereas
heparin is generally only 10–12 kDa. Like other glycans, the
structures of heparin and HS GAGs are ultimately determined
by expression levels of Golgi-resident glycosyltransferases and
sulfotransferases and the availability of activated substrate.

CS and DS

Linkage tetrasaccharides not modified by αGlcNAcT-I in the
Golgi will be converted to CS or DS in the TGN. The
oligosaccharide chain is elongated by the bifunctional CS syn-
thase, which produces the (-β1-3GlcA-β1-4GalNAc-)n polymer
(89–90) (Fig. 5).

As the oligosaccharide is elongated, it is modified by sev-
eral sulfotransferases. At any point during these modifications,
a C5-epimerase is able to convert GlcA to IdoA (91). The
presence of IdoA indicates that the oligosaccharide is DS
rather than CS (Fig. 5). Three GalNAc4-O-STs are involved
in the transfer of sulfate to GalNAc in GlcA-rich regions
of the oligosaccharide (92). The C5-epimerase works in con-
junction with a DS-specific GalNAc4-O-ST (D4ST-1) (93). A

2-O-sulfotransferase known as CS/DS2ST catalyzes the addi-
tion of sulfate to both IdoA and GlcA (94). In addition, two dif-
ferent 6-O-sulfotransferases can produce chondroitin 6-sulfate.
These two sulfotransferases have different substrate selectivi-
ties, with C6ST-II sulfating GalNAc(4-O-SO3) and with C6ST
producing GlcA(2-O-SO3)-GalNAc(6-O-SO3). In addition, a
DS-specific GalNAc6-O-ST (D6ST) sulfates C6 on GalNAc
flanked by two IdoAs (95).

Keratan Sulfate

Keratan sulfate (KS) is often grouped with the GAGs even
though it does not meet the definition of a GAG. KS con-
sists of polyLacNAc sulfated at C6 on both hexoses. Three
distinct types of KS exist that are differentiated by the way
the sulfo-polyLacNAc is linked to the protein; these types are
designated KSI, KSII, and KSIII (96).

KSI biosynthesis is initiated in the same way as N -linked
glycan biosynthesis, with the addition of an oligosaccharide to
Asn from the dolichol donor in the ER. The oligosaccharide is
trimmed to form the KSI linkage oligosaccharide, which is of
the complex biantennary type (97). The linkage oligosaccharide
can be modified on either the C6 branch or the C3 branch
to form KS structures (98–100). The nonreducing terminus is
usually very highly sulfated, whereas the sugars nearest the
reducing end are not sulfated (101). KSI chains are frequently
terminated with sialic acid and less frequently with GalNAc or
Gal (97, 102).

KSII biosynthesis is initiated by the formation of mucin-type
core 2 disaccharide (103). KSII is usually capped with sialic
acid at either C3 or C6 of terminal GlcNAc. Sulfated GlcNAc
in KSII is often modified with α1-3-linked fucose, although not
within four sugars of the terminus (104).

KSIII is the least-characterized member of the KS family.
This polyLacNAc polymer is extended from a serine-linked
mannose and has been found in brain tissue (105).

Elongation of KS is not well understood. The activities of
β4GalT-I, β3GnT, and iGnT have been suggested to fulfill this
role, but none of these enzymes have been directly linked to
KS biosynthesis (106–109).

Sulfation of KS is catalyzed by at least two sulfotrans-
ferases. KSGal6ST can sulfate terminal and internal galactoses
of the elongating oligosaccharide (110); sulfation of termi-
nal galactose is believed to block further KS polymerization
(111). In contrast, GlcNAc6-O-sulfation occurs only on nonre-
ducing GlcNAc and must be simultaneous with chain elonga-
tion. GlcNAc6ST-5 is the most likely candidate to provide the
GlcNAc6-O-sulfation activity (112).

Other Types of Protein Glycosylation
in the Golgi

O-fucose is an important modification that mediates cell–cell
interactions and leads to intracellular signaling events. Fucose
is linked to either serine or threonine found in the consensus
sequence C2XXGGS/TC3. The best-characterized modification
sites are in the EGF domain of Notch (113). O-Fuc is added
by protein O-fucosyltransferase (O-FucT-I) and may be either
a standalone modification or further extended. If extended,
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Fringe glycosyltransferase, a β1-3GlcNAcT, adds GlcNAc to
fucose, followed by addition of galactose by β1-4GalT-I. The
single LacNAc is terminated with α2-6 sialic acid, although this
modification is not essential to Notch signaling.

Glycans can also be attached to proteins via an O-linked
mannose. Mannose is added in the ER and can be fur-
ther elaborated in the Golgi to form a tetrasaccharide,
Siaα2-3Galβ1-4GlcNAcβ1-2Man-Ser/Thr (114). O-mannose
glycans are essential to proper brain and muscle function and
their absence is associated with muscular dystrophy.

Polysialic acid (PSA) is a linear homopolymer of α2-8- or
α2-9-linked sialic acid attached to protein scaffolds including
the neural cell adhesion molecule (NCAM). Two Golgi-resident
polysialyltransferases, PST and STX, are responsible for its syn-
thesis. Although PSA is widely distributed in embryonic tissues,
it is normally found only in regenerating neural and muscle tis-
sues in adults. Neo-expression of PSA is often associated with
metastatic cancer (115).

Collagen is an important glycoprotein whose glycosylation
does not fit into any of the categories previously described.
In collagen, many prolines and lysines are posttranslationally
hydroxylated and the hydroxyl-lysine residues further glyco-
sylated. Hydroxyl-lysine may be modified by the presence of
either a single galactose or Glcα1-2Gal (116).

Chemical Tools to Manipulate
Cellular Glycosylation

Protein glycosylation affects a large number of biological inter-
actions, including developmental processes, cancer metastasis,
and host–pathogen interactions. Small molecule tools allow re-
searchers to control glycosylation in vivo and determine the
roles of oligosaccharides in biological processes. Chemical tools
provide advantages over genetic approaches because they of-
fer time-dependent, dose-dependent, and reversible control of
glycosylation events.

Small molecules such as brefeldin A and nocodazole are
molecules that disrupt the architecture of the Golgi appara-
tus, which results in a perturbation of the spatial organization
of Golgi-resident proteins, including glycosyltransferases. Sub-
strate proteins no longer encounter glycosyltransferases in the
correct order, leading to gross changes in cellular glycans.
Brefeldin A reversibly inhibits vesicle trafficking from the ER to
the Golgi; nocodazole depolymerizes microtubules and arrests
the cell cycle, leading to improper formation of the Golgi.

Competitive primers function as alternative substrates for
elaborating glycosyltransferases. These small molecules have
provided a facile way to interfere with mucin-type synthesis
and lead to truncation of the O-linked glycans found on cellu-
lar substrates. The competitive primer α-benzyl-GalNAc
(Fig. 6a) mimics the Tn antigen, whereas Galβ1-
3GlcNAcβ-O-naphthalenemethanol (Fig. 6c) and Galβ1-
4GlcNAcβ-O-naphthalenemethanol (Fig. 6b) are competitive
with type 1 and type 2 backbone polymers.

Inhibition of the initiating ppGalNAcTs is an alternative strat-
egy for obstructing mucin-type biosynthesis. A uridine-based

library has yielded several competitive inhibitors of the ppGal-
NAcTs, including 1-68A (Fig. 6d) and 2-68A (Fig. 6e) (117).
These molecules have been used successfully in cellular and
organ culture (118).

Chemical control of the biosynthesis of N -linked glycans
has been facilitated by the availability of cell-permeable natural
products that interfere with various steps in oligosaccharide pro-
cessing. Tunicamycin (Fig. 6h) impedes the first step of dolichol
oligosaccharide donor synthesis, preventing transfer of GlcNAc
from UDP-GlcNAc to Dol-P. As a result, no N -linked gly-
cans are transferred to polypeptides. Once the oligosaccharide
is added to the protein, deoxynojirimycin (Fig. 6g), nojirimycin,
and related derivatives can be used to prevent further pro-
cessing: These molecules inhibit trimming by ER-resident glu-
cosidase (119, 120). Another azasugar, 1-deoxymannojirimycin
(Fig. 6f), is a mannose analog that is able to inhibit the
ER α-mannosidase I, keeping the substrate protein from be-
ing transported from the ER to the Golgi (121). Swainsonine
(Fig. 6i) functions in the Golgi as a reversible inhibitor of
α-mannosidase II. Treatment with swainsonine blocks elabo-
ration of the oligosaccharide, precluding modifications by the
GlcNAc-transferases (122). As each of these molecules func-
tions at an early stage in N -linked glycan biosynthesis, they
have a global effect on N -linked glycosylation.

Competitive primers can also be used as alternate substrates
for GAG biosynthesis. β-D-xylosides containing two fused
aromatic rings intercept the galacotsyltransferases involved in
linkage tetrasaccharide biosynthesis (123).

Summary

The plethora of oligosaccharide structures synthesized by liv-
ing organisms provides a tantalizing diversity of structures for
chemists to explore. Although methods to analyze glycocon-
jugates are rapidly improving, we remain unable to predict or
program cellular glycosylation events because of the challenges
posed by the nontemplated nature of glycan biosynthesis. In
the future, systems biology approaches may give a predictive
understanding of the glycans produced by a given cell. Further
exploration of these pathways will be enhanced by chemical
biologists’ development of additional chemical tools with tar-
geted, rather than global, effects on cellular glycosylation.
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Glycosyltransferases (GTs) form glycosidic bonds by catalyzing the transfer
of saccharides from a donor to a wide variety of acceptors. The donors used
by GTs are sugars conjugated to nucleotides, phosphates, or lipid
phosphates; whereas acceptors consist of carbohydrates, proteins, lipids,
DNA, and numerous small molecules such as antibioticonols, steroids, and
so on. Together, the products of these reactions comprise the most diverse
and abundant class of natural compounds found in nature. Numerous GTs
are needed to synthesize these compounds because the formation of each
distinct glycosidic linkage requires a different enzyme. The abundance of
these enzymes is emphasized by the fact that GTs constitute 1% of the
genes in all genomes sequenced. They are ubiquitous in every kingdom of
life and in all compartments of the cell. Currently, over 32,000 GT ORFs
have been classified into 90 families on the basis of amino acid sequence
similarity. The structures for 64 GTs have been determined to date and
generally reveal conserved architectures of a GT-A or GT-B fold, although
other folds have been observed and are predicted. These crystal structures,
together with biochemical data, have provided insight into the catalytic
mechanism. GTs generally exhibit strict regio/stereospecificity and transfer
with either retention or inversion of configuration at the anomeric carbon
of the donor sugar. The importance of characterizing the precise activity of
these enzymes is exemplified by the many genetic disorders that have been
linked to aberrant glycosylation.

Glycosyltransferases (GTs) comprise a group of enzymes that
catalyze the synthesis of glycosidic linkages by the transfer of
a sugar residue, which generally is a monosaccharide, from a
donor to an acceptor substrate (1–3). The products of these reac-
tions are oligosaccharides, polysaccharides, and also numerous
glycoconjugates, which consist of carbohydrates linked to other
noncarbohydrate molecules (Fig. 1). Together, these reaction
products comprise the most diverse and abundant class of nat-
ural compounds found in nature. A different GT is required for
each distinct sugar that is transferred and for each unique link-
age that is formed. Because thousands of different linkages exist,
this class of enzymes is enormous. In fact, GTs encode for 1% of
the genes of all genomes sequenced to date. However, compared
with well-characterized families of enzymes like the proteases
or the protein kinases, considerably less is known about the GT
enzyme family. Now the monumental task begins of identify-
ing the precise function for each GT enzyme. This article will
give an overview of GT mechanisms and structure/function re-
lationships that have aided our understanding of the numerous
biological roles of GTs. Furthermore, classification schemes as

well as biotechnological and pharmaceutical aspects of GTs will
also be discussed.

Glycosyltransferase Reactions

GTs catalyze the transfer of a monosaccharide or more rarely an
oligosaccharide residue from a donor to an acceptor. The most
common donors are sugar-nucleotides and GTs that use these
donors are termed the Leloir-type GTs. These GTs comprise
90% of GT annotations, with UDP/TDP nucleotides accounting
for more than 60% of these. However, dolichol-phospho-sugars,
sugar-1-phosphates, and sugar-lipid-phosphates also serve as
donors (Fig. 2). Acceptors cover every chemical class of com-
pounds that include saccharides, polysaccharides, lipids, pro-
tein, DNA, and other natural products. GTs use these donor
and acceptor substrates to form glycosidic linkages either
through processive transfers with multiple additions of the same
monosaccharide to the nonreducing end of a growing chain, as
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Figure 1 The diversity of natural structures produced by GTs. These structures include carbohydrate energy sources such as sucrose, lactose, and
amylose, as well as oligosaccharide structural elements such as cellulose, chitin, and peptidoglycan. Secondary metabolites like the flavanoid delphinidin
3,5,3′-tri-O-glucoside are modified by GTs, whereas the steroid estrogen is inactivated by conversion to estrone 3-glucuronide. Glycoconjugates important
in therapeutics and disease such as antibiotics (streptomycin and oleandomycin), sialoside receptors for viruses, and blood group antigens are also
produced by GTs. The synthesis of glycolipids such as GM1 ganglioside and galactolipid, is also dependent on GTs. Cellulose, chitin, and amylose are
synthesized by processive enzymes that repetitively transfer monosaccharides, whereas the remaining structures are synthesized by nonprocessive enzymes
each carrying out single addition of a different sugar.
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Figure 2 Examples of glycosyl donors. Nucleotide donors are represented by UDP-galactose (UDP-Gal), GDP-fucose (GDP-Fuc), CMP-N-acetylneuraminic
acid (CMP-sialic acid, CMP-Neu5Ac), GDP-galactose (GDP-Gal), dTDP-rhamnose (dTDP-Rha), and dTDP-daunosamine; lipid phosphate donors are
represented by Lipid II and dolichol-phosphate-glucose (Dol-P-Glc); sugar phosphate donors are represented by glucose-1-phosphate. The saccharides are
transferred from these donors by GTs to form oligo/polysaccharides and glycoconjugate products.
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observed in the production of glycan biopolymers like cellulose
and amylose, or through nonprocessive single transfer reactions,
as exemplified by the blood group antigens, glycolipid GM1

ganglioside and streptomycin (Fig. 1). Because a different en-
zyme is required to synthesize each distinct glycosidic linkage,
GTs are probably the enzyme class with the greatest chemical
diversity of substrates.

Catalysis
With rare exceptions, the transfer of saccharides by GTs is re-
giospecific, such that the saccharide is transferred to only one of
the many hydroxyl groups on acceptor molecules. The transfer
reaction is also highly stereospecific. Thus, GT reactions follow
two mechanistically distinct pathways that result in either inver-
sion or retention of configuration of the anomeric configuration
of the transferred sugar (Fig. 3). It is commonly assumed that
the mechanisms of GT enzyme reactions are similar to those of
the well-studied glycosidases that hydrolyze glycosides; one dif-
ference is that glycosidases transfer to a water molecule whereas
GTs transfer to a hydroxyl group of an acceptor molecule. Al-
though GT reactions in general favor the formation of glycosidic
bonds biosynthetically, the reversibility of sucrose synthase and
some natural-product enzymes have been useful for the produc-
tion of nucleotide donors and natural product libraries (4).

Inverting mechanism

Inverting GT reactions are believed to follow a single dis-
placement mechanism that involves nucleophilic attack of the
OH-group of the acceptor on the anomeric center of the donor
sugar (Fig. 3a). In this mechanism, a catalytic amino acid serves
as a general base to deprotonate the reactive oxygen of the ac-
ceptor. Reaction occurs with formation of an oxocarbenium-ion
transition state and is concomitant with departure of the nu-
cleotide leaving-group. X-ray structures of several inverting en-
zymes (β1,4-galactosyltransferase, α1,3-galactosyltransferase,
and the bacterial α2,3-sialyltransferses CstI and CstII) in
complex with their donor and acceptor substrates, have re-
vealed an amino acid residue (E317, E317, H202, and H188,
respectively) that is in position to deprotonate the accep-
tor molecule or to stabilize the transition state (5–8). Other
residues have also been found that determine the substrate
specificity. In the β1,4-galactosyltransferase, a tyrosine residue
(Y289) facilitates the use of UDP-Gal as a substrate but not
UDP-GalNAc (5). A histidine (H308) plays a similar role in
β1,3-glucuronyltransferase I by determining its specificity for
UDP-GlcA (9).

(a)

(b)

(c)

Figure 3 GT reactions are regiospecific and stereospecific that occur with either inversion (a) or retention (b and c) of configuration at the anomeric
center of the donor sugar. Inverting enzymes are thought to follow a nucleophilic displacement mechanism in which a general base deprotonates the
acceptor, which renders it nucleophilic so it can attack the donor sugar. In contrast, retaining enzymes are thought to proceed through a double
displacement reaction via the formation of a covalent intermediate (b) or by the SN i-like mechanism (c) where the nucleophilic acceptor and departing
donor are on the same face of the sugar ring.

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Glycosyltransferases, Chemistry of

Retaining mechanism

The catalytic mechanism for retaining GTs is unclear but is be-
lieved to occur either via a double-displacement mechanism or
a SNi -like mechanism (Fig. 3b, 3c). The double-displacement
mechanism (Fig. 3b) involves nucleophilic attack by an en-
zyme catalytic residue on the anomeric centre of the donor
substrate. This mechanism leads to the formation of a covalent
glycosyl-enzyme intermediate with inversion of configuration.
In the second displacement, the glycosyl-enzyme intermediate
is attacked by a hydroxyl group of the acceptor, after its de-
protonation by a catalytic base. The configuration is inverted in
the second step, which results in net overall retention of con-
figuration in the product (Fig. 3b). For the SNi -like mechanism
(Fig. 3c), catalysis involves nucleophilic attack and departure of
the leaving group through a concerted, but asynchronous man-
ner on the same side of the sugar ring. In early proposals, it
was believed that a single catalytic residue on the retaining GT
was required to act as the catalytic nucleophile by attacking
the anomeric carbon of the donor. This mechanism was sup-
ported by the data obtained from structural elucidation of two
retaining GTs, lipopolysaccharyl-α-1,4-galactosyltransferase C
(LgtC) from Neisseria meningitidis (10) and α1,4-N-acetyl
glucosaminyltransferase (EXTL2) (11). Amino acids Gln189
and Arg 293 of LgtC and EXTL2, respectively, were the only
functional groups positioned to contribute in the mechanistic
process. Thus, it seems that (at least for these two enzymes) a
single catalytic residue is likely, but more experimental evidence
is required to corroborate these findings. Molecular modeling of
various reaction processes with LgtC (12) as well as structural
complexes of trehalose-6-phosphate synthase with nontransfer-
able analogs (13) suggested that the catalytic mechanism may
actually be reminiscent of that proposed for glycogen phos-
phorylase (14). In this mechanism, it is thought that the active
site constraints of the retaining GTs position the donor and the
acceptor substrates in conformations that may not require a cat-
alytic amino acid. When bound to the enzyme, the nucleotide
sugar adopts a conformation where the sugar is folded over the
pyrophosphate. The anomeric bond is elongated and weakened
in this conformation thereby making the C1 position of the donor
spatially accessible to direct attack by the OH nucleophile of
the acceptor (13).

Glycosyltransferase Structure

Given the vast structural and functional diversity of GT prod-
ucts, together with the divergent evolution of the enzymes, it
may be expected that numerous possibilities exist for GT folds.
Indeed, GTs display a high level of diversity in their primary
sequences, which indicates that multiple solutions may exist to
the problem of how a protein can catalyze glycosyl-transfer.
Furthermore, a large number of folds have been identified for
the glycosidase enzymes (15). Structural data indcate that GTs
belong mainly in either the GT-A or the GT-B fold super fam-
ilies or variants thereof (Fig. 4a–e; 5, 8, 16, 17), although a
lysozyme-like fold has been observed for peptidoglycan glyco-
syltransferase (18) (Fig. 4f), and a GT-C fold is predicted for

integral membrane protein GTs that use lipid donors. Therefore,
from an evolutionary standpoint, nature has settled on a limited
number of protein folds to facilitate glycosylation events. It is
noteworthy that the stereochemical outcome of glycosyl transfer
reactions is not determined by fold because both retaining and
inverting enzymes can belong to the same fold superfamily.

Glycosyltransferase-A fold
The first member of the GT-A superfamily fold was identi-
fied in 1999 when the three-dimensional structure of SpsA
was reported (19). This enzyme from Bacillus subtilis is in-
volved in the formation of the spore coat and is a mem-
ber of the Leloir type of GTs given its apparent use of
nucleotidyl-diphospho-donor sugars as a substrate. Enzymes
with the GT-A fold have an N-terminal α/β/α sandwich motif
that resembles a Rossmann motif and is involved in nucleotide
donor binding. Most GT-A fold enzymes also have a character-
istic Asp-Xxx-Asp (DXD) or equivalent motif (EXD or TDD)
near the center of the protein that coordinates to the phos-
phate in nucleotide donors via a divalent metal cation (Mn2+ or
Mg2+). These motifs are present in the structure of the bovine
β1,4-galactosyltransferase I (5) (Fig. 4a).

Binding of the acceptor substrate does not have the same
strong consensus character that has been noted for the donor
site, but it has been noted that it takes place in the C-terminus.
This acceptor-binding region generally contains motifs that con-
sist of two flexible loops that undergo conformational changes
after donor binds. In the retaining α1,4-galactosyltransferase
LgtC, the central flexible loop was shown in crystal struc-
tures to interact with both the donor and the acceptor sugar
substrates (10, 20). An additional flexible loop involved in
acceptor binding is located at the extreme C-terminus of
these enzymes (20). Isothermal titration calorimetry studies
with α1,3-galactosyltransferase demonstrated that the disor-
dered loop of the free enzyme has little affinity for the ac-
ceptor substrate (6). In this form, the enzyme possesses a
wide-open active site cavity that serves to facilitate initial
access of the donor sugar to the active site. Similar results
have been noted for the crystal structure of β1,4-GalT in
complex with donor substrate (5) (Fig. 4a). It seems that
residues in the flexible loop are fixed by their interactions
with the donor sugar that leads to a semi-closed conforma-
tion of the active site that can bind the acceptor. It has
been speculated that this semi-closed form is important for
excluding solvent from the donor-binding site and thereby
for preventing unwanted hydrolysis of the nucleotidyl-sugar
substrates in the absence of acceptor. Once the acceptor
binds, the loop adopts a closed conformation where donor
and acceptor are positioned properly for catalysis (5, 6, 20).

Figure 4b shows a modular variant of the GT-A fold as
reported for polypeptide GalNAc transferase 10 (21). This en-
zyme has a C-terminal lectin domain that is thought to bind to
GalNAc-containing peptides, which favors its substrate speci-
ficity for glycosylated peptides. Another variation of the GT-A
fold is observed in the structures of α2,3-sialytransferases, CstI,
and CstII, from Campylobacter jejuni (7, 8). These enzymes
use a monophospho-nucleotidyl sugar CMP-Neu5Ac as a donor.
Crystal structures of these enzymes with substrate indicate that

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 5



Glycosyltransferases, Chemistry of

this protein has an α/β/α sandwich motif reminiscent of the
GT-A fold (Fig. 4c) and also contains flexible loops that un-
dergo similar conformational changes on substrate binding.

Glycosyltransferase-B fold

The GT-B fold family includes most prokaryotic enzymes
that produce secondary metabolites, like the antibiotics strepto-
mycin, oleandomycin (Fig. 1) and vancomycin, and important
bacterial cell wall precursors. It is also predicted to contain the
vitally important O-GlcNAc transferase that modifies many nu-
clear and cytoplasmic proteins and influences gene transcription.
The first glycosyltransferase structure reported in 1994 was for
the GT-B fold enzyme, β–glucosyltransferase (BGT) from bac-
teriophage T4 (22). This enzyme attaches glucose to modified

cytosine bases on duplex DNA. Its low-sequence homology to
other GTs made it difficult to draw comparisons between it and
other GT-B enzymes. Only after the structures of two additional
enzymes, MurG and GtfB, became available could consensus
domains within the GT-B fold be verified (23, 24). MurG is
an enzyme from Escherichia coli that catalyzes the transfer
of GlcNAc from UDP-GlcNAc to the nonreducing end of a
lipid-linked N -acetylmuramic acid acceptor to form the repeat-
ing unit of peptidoglycan. GtfB is a UDP-glucosyltransferase
involved in the biosynthesis of chloroeremomycin (or van-
comycin). More recently, the structure of another GT-B folded
enzyme, oleandomycin glucosyltransferase from Streptomyces
antibioticus that is involved in antibiotic synthesis was also re-
ported (16) (Fig. 4d). All these enzymes, OleD, MurG, GtfB,
and BGT, exhibit almost identical topology despite very little

(a) (b)

(c)

Figure 4 Ribbon diagrams of glycosyltransferases that demonstrate the different structural folds. When possible, nucleotide-donor sugars are depicted as
stick models, manganese is depicted by a magenta ball, and N- and C-terminals are labeled. GT-A fold members are represented by bovine
β1,4-galactosyltransferase I complexed with UDP-Gal (5) (Fig. (4)a, PDB accession number 1O0 R) and by human polypeptide
α-N-acetylgalactosaminyltransferase 10, ppGalNAcT-10 (19) (Fig. (4)b, PDB 2D7 R). The latter is shown in complex with UDP and free GalNAc presumably
which comes from the hydrolysis of UDP-GalNAc in the catalytic domain. The carbohydrate-binding lectin domain at the C-terminus is in complex with
GalNAc serine. A variation of the GT-A fold is represented by CstII, which is a sialyltransferase from Campylobacter jejuni, complexed with
CMP-3-fluoro-N-acetylneuraminic acid (8) (Fig. (4)c, PDB 1RO7). The GT-B fold is represented by oleandomycin glucosyltransferase from Streptomyces
antibioticus complexed with UDP at the C-terminus and erythromycin at the N-terminus (16) (Fig. (4)d, PDB 2IYF). A variant of the GT-B fold is shown in
Fig. (4)e for FUT8, human α1,6-fucosyltransferase, which has an N-terminal coiled-coil domain and a C-terminal SH3 domain (17) (PDB 2DE0). The
possibility of other GT folds is represented in Fig. (4)f by a penicillin-binding protein from Staphylococcus aureus that is complexed with moenomycin in
the peptidoglycan glycosyltransferase domain (PDB 2OLV). This structure is intriguing because the GT domain has a lysozyme-like fold (18). Diagrams
were prepared with the PyMOL Molecular Graphics System (2002) (http://pymol.sourceforge.net).
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(d) (e)

(f)

Figure 4 (continued)

sequence similarity. These enzymes and other members of the
GT-B fold super family adopt a two-domain structure with a
Rossmann-like fold in either domain. The predicted active site
of the GT-B folded enzymes is located between the two Ross-
mann folds. Within the C-terminal portion of the cleft between
the enzymes, another subdomain consists of an α/β/α structure
that has a consensus glycine-rich pattern. This subdomain com-
promises the donor-binding domain. A crystal structure of MurG
complexed with UDP-GlcNAc revealed that the first α-helix of
this sub-domain makes contact with the ribose moiety of the nu-
cleotide, whereas the second α-helix interacts with the pyranose
residue. Enzymes that use diphospho-containing sugar donors
have to contend with the negative charge of the phosphates.
The GT-B enzymes, unlike the GT-A enzymes, do not seem to
use divalent metal cations for this purpose. Instead, the α/β/α
subdomain of the Rossmann fold may account for this by cre-
ating a positively charged helix dipole with the first α-helix
that acts to stabilize the α-phosphate of the nucleotidyl donor
(2, 25), whereas other enzymes use basic residues to counteract
the positive charge of the diphosphate moiety.

In addition to the conserved donor binding domains, the
acceptor-binding site for GT-B folded enzymes has also been
identified near the N-terminus. Analysis of GtfB-related se-
quences aided the identification of this site because all these
enzymes are highly homologous at the primary sequence level;

but functionally, they glycosylate different acceptors (2, 24).
Because the acceptors are all from a similar group of peptide
antibiotics, the variation in the sequence was presumed to re-
flect structural adaptations in the binding site to accommodate
the slightly different acceptors.

A variant of the GT-B fold is shown in Fig. 4e for an
α1,6-fucosyltransferase (17). The structure shows an N-terminal
coiled-coil domain, a catalytic domain that is similar to GT-B
fold enzymes, and a C-terminal SH3 domain whose biological
significance is currently uncertain.

Other glycosyltransferase folds

In addition to the variations of the GT-A and GT-B fold de-
scribed above for sialyltransferases (7, 8) and fucosyltrans-
ferases (17), a distinct GT-C fold family has been predicted for
GTs that use lipid linked donors. The crystal structures of the GT
domain of the peptidoglycan glycosyltransferase from Staphy-
lococcus aureus (18) (Fig. 3f) and Aquifex aeolicus (26) show
structural similarity to the bacteriophage λ-lysozyme. These
novel structures demonstrate the possibility of additional folds.
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Classification of
Glycosyltransferases

The classic enzyme commission (EC) classification for GTs
is on the basis of their donor and acceptor specificity as
well as the product formed. Currently, 295 entries are in this
database (http://www.chem.qmul.ac.uk/iubmb/ ). The distinction
between these enzymes is noted by their ability to catalyze the
transfer of hexoses (EC 2.4.1.y, hexosyltransferases), pentoses
(EC 2.4.2.y, pentosyltransferases), or other glycosyl groups
(2.4.99.y, sialyltransferases). This classification is restricted to
enzymes that are fully characterized, and it can be problematic
for enzymes that act on several distinct acceptors but at different
rates. It also does not take into account the origin of the enzyme
or its three-dimensional structure.

A powerful, comprehensive classification of GT enzymes has
been proposed by Henrissat and coworkers (http://www.cazy.
org/ ). This classification scheme has been termed CAZy for car-
bohydrate active enzymes and delineates the enzymes into fami-
lies based solely on amino acid similarity. This scheme has also
been applied to the classification of other groups of enzymes,
such as the glycosyl hydrolases, polysaccharide lyases, and car-
bohydrate esterases. These families are updated continually; cur-
rently, over 32,000 GT ORFs have been identified and classified
into 90 families. Most enzymes in these families remain bio-
chemically uncharacterized ORFs, but it has been demonstrated
with both the GT and the glycosyl hydrolase families that this
method of classification often leads to the grouping of enzymes
with similar three-dimensional structures. However, as outlined
in the structural fold section above, these three-dimensional
structures do not necessarily translate into a predictable catalytic
mechanism, substrate specificity, or the origin of the GT. For
example, a few of the larger CAZy families, like GT2 with 8800
members, contain sequences that originate in bacteria, yeast,
plant, viral, archaeal and animal species. This family also has
at least 12 distinct GT activities, which include cellulose and
chitin synthases, mannosyltransferases, rhamnosyltransferases
and galactosyltransferases. Family 63 is mono-functional with
a single entry for β-glucosyltransferase from bacteriophage T4.
However, these families are not static. An example is the intro-
duction of family GT78 when the three-dimensional structure of
α-mannosylglycerate synthase (Mgs), from Rhodothermus mar-
inus was reported (27). Despite the fact that this enzyme has
high sequence similarity to members from GT2, a new fam-
ily was generated because Mgs is a retaining enzyme whereas
members of GT2 are typically inverting enzymes.

Glycosyltransferases in Biological
Systems

The chemical diversity of glycosyltransferase reaction products
is also reflected in their numerous biological roles (28). They
serve as sources of energy exemplified by sucrose, lactose, and
amylose (Fig. 1). They are also structural elements in cell walls
and extracellular matrices. Oligosaccharides found on glycopro-
teins and glycolipids can be involved directly in the structure

and the function of these molecules by affecting their stability,
half-life, and activity within the cell. These oligosaccharides can
also serve as receptors in biological recognition events such as
signaling, development, and cell-cell adhesion or provide recep-
tors for hormones, bacterial toxins and viruses. In bacteria and
plants, oligosaccharides are also known to modulate the activity
of secondary metabolites. Given these numerous biological roles
of glycan products, it is important to understand the structure
and the function of the GT enzymes that synthesize them. It is
also pertinent to understand their overall function in the context
of the biological system to which they belong. An overview of
some important biological glycosylation reactions performed by
GTs is described below. They are separated by taxonomy, but
many occur throughout the kingdoms of life.

Eukaryotic glycosyltransferases
The best characterized eukaryotic glycosyltransferases are those
from mammals. These GTs are important for the synthesis
of N -/O-linked glycoproteins and glycolipids and are inte-
gral to the process of storing energy in the form of glycogen.
Mammalian GTs use only nine nucleotide donor sugars, UDP-
D-Galactose, UDP-D-Glucose, UDP-D-N -acetylglucosamine,
UDP-D-Glucuronic acid, UDP-D-N -acetylglalactosamine,
UDP-D-xylose, GDP-D-mannose, GDP-L-Fucose, or CMP-D-
N -acetylneuraminic acid. Mammalian GTs also use dolichol-
diphosphate-GlcNAc2Man9Glc3, dolichol-phosphate-mannose
and dolichol-phosphate-glucose (Fig. 2).

In comparison with mammals, plants contain considerably
more GTs because, in addition to the reactions carried out by
mammalian GTs, they are required to convert the products of
photosynthesis into diverse cell carbohydrates. For example,
these GTs synthesize cell wall polysaccharides as well as sec-
ondary metabolites and xenobiotics. Plant GTs differ from
mammalian GTs even more by their diversity of nucleotide
donors. They use not only eight of the nine mammalian nu-
cleotide donors, but numerous others such as UDP-L-rhamnose,
GDP-L-glucose, GDP-L-galactose, UDP-L-arabinose, UDP-
D-galacturonic acid, UDP-D-apiose, and so on. (29).

Despite the differences in roles, nucleotide donors, and num-
ber of GTs between eukaryotes, striking similarities exist be-
tween the processes by which these organisms synthesize glycan
products. For example, the GTs responsible for the synthesis of
N -/O-linked glycoproteins and glycolipids may differ in their
substrate specificity, but they are all primarily located in the en-
doplasmic reticulum (ER) and/or Golgi apparatus. Furthermore,
they follow similar steps for the assembly of their respective
glycans. Although fewer in number, both plants and mammals
do possess some important GTs that are not localized to the
ER-Golgi synthesis pathways. Examples have been noted in
both the cytoplasmic and the nucleoplasmic compartments as
well as associated with the plasma membrane. To elaborate on
some prominent GT reactions, the following descriptions have
been separated based on their cellular location.

The GTs located in the ER-Golgi produce glycolipids and
glycoproteins that are found on cell surfaces, in the insoluble
extracellular matrix, or in fluids throughout the organism. These
enzymes are usually type 2 transmembrane proteins composed
of a short N-terminal cytoplasmic tail, a transmembrane domain,
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a stem region of variable length, and a large catalytic domain
that faces the luminal side (30). Proteolysis in the stem regions
can generate soluble forms that are found in fluids such as
milk and serum. It should also be noted that a crossover exists
between many of these GTs, which means that they can act
on both lipids and proteins. Protein glycosylation events in the
ER-Golgi are divided into two groups that consist of either N-
or O-linked glycosylation.

Synthesis of N-linked glycoproteins begins by the precursor
glycan first being assembled by GTs on dolichol-pyrophosphate.
In mammals, successive addition of monosaccharides from
UDP-GlcNAc, GDP-Man, dolichol-phosphate-Man, and doli-
chol-phosphate-Glc results in a 14-sugar chain product
(GlcNAc2Man9Glc3) (31). The next step involves the ac-
tivity of a membrane-associated enzyme complex, which is
termed oligosaccharyl transferase (OST). This complex cat-
alyzes the en bloc transfer of the assembled sugar chain from
the dolichol-pyrophosphate donor to an asparagine residue of
a nascent protein. OST specifically modifies surface-exposed
asparagines within the consensus sequence Asn-Xaa-Ser or
Asn-Xaa-Thr. After the en bloc transfer, the N-glycans are
trimmed by ER glucosidases and ER-Golgi mannosidases and
then converted to more complex structures by different GTs
that use various donor sugars. By this process, it is possi-
ble for N-linked glycans to exhibit heterogeneity even on the
same polypeptide. These glycans are called glycoforms, and
well over 500 different structures have been chemically char-
acterized (32). Among these glycans are the ABO blood group
structures that consist of different glycan chain terminating sug-
ars. In the case of the O blood group, the structures terminate
in the H-antigen, which consists of Fuc-α1,2-Gal. The A and
B blood groups are H-antigen structures that have been modi-
fied even more with either GalNAc or Gal, respectively, through
the action of two separate but highly homologous enzymes (33).
N-linked glycoprotein synthesis in plants is similar to mammals
with the exception that the oligosaccharide structures contain
α1,3-fucose linked to internal GlcNAc residues and β1,2 xylose
linked to β-mannose (34).

The synthesis of glycolipids also occurs by successive GT
reactions associated with the ER-Golgi. Two common classes
of glycolipids synthesized by this method are the glycosphin-
golipids and the glycophosphatidylinositols (GPI). Within the
glycosphingolipid class, Glc-ceramide synthesis is initiated by
the addition of β-Glc from a UDP donor by glucosylceramide
synthase (35). For GPIs, the first sugar attached to the lipid
is GlcNAc, that is deacetylated to GlcN (36). These initial
steps occur on the cytoplasmic face of the ER followed by
flipping to the luminal face. The GPIs are then conjugated
to proteins through N-linkages, whereas glycosphingolipids are
modified by the addition of Gal, GalNAc, and NeuAc by Golgi
GTs. This method of glycosylation and flipping across a mem-
brane has been noted in plants during galactolipid synthesis
on the chloroplast’s thylakoid membrane. The GTs that form
these galactolipids are particularly interesting because these
galactolipids are the most abundant class of lipids in the bio-
sphere (37).

Although still associated with the ER-Golgi, the synthesis of
O-linked glycoproteins differs greatly from the N-linked pro-
cesses described above. Typically O-linked glycosylation of
proteins occurs on serine and threonine residues, but it has also
been identified on hydroxylated lysines (38). Serine/threonine
glycosylation is initiated in the Golgi by the action of retain-
ing polypeptide GalNAc transferases (ppGalNAcTs, Fig. 4b)
(21, 39). The ppGalNAcTs represent one of the largest human
GT families because they account for over 20 of the 250 known
human GTs. Unlike N-linked protein glycosylation, the speci-
ficity of O-GalNAcTs does not seem to be determined by a
known consensus sequence. This enzyme family is rather unique
among GTs, in possessing a C-terminal, ricin-type lectin do-
main (39). This additional domain is believed to endow certain
ppGalNAcTs with an even greater capacity to adapt to and cap-
ture glycosylated substrates, which ensures the high density of
glycosylation characteristic of mucin domains (39). After pp-
GalNAcTs initiate glycosylation, other nucleotide GTs produce
core 1 and core 2 glycan structures that can in turn be elaborated
even more. These glycan structures impart unique physicochem-
ical features to the proteins. For example, heavily glycosylated
mucins facilitate the retention of water along environmentally
exposed surfaces of the body.

Mammalian proteoglycans represent another class of heav-
ily O-glycosylated proteins; however, they are synthesized by
an alternative ER pathway. The protein attachment site for
glycan synthesis initiation contains a Ser-Gly motif that is
β-xylosylated by the action of a xylosyltransferase (40). The
β-xyloside is extended by the action of additional galactosyl-
transferases to produce a core common to proteoglycans. This
core is decorated by GTs even more through the sequential ad-
dition of alternating sugars of disaccharide repeating units to
produce heparin, keratin, dermatin, and chondroitin (41). The
biosynthesis of fully glycosylated proteoglycans involves differ-
ent GT reactions that results in a heterogeneous product. Despite
this heterogeneity, the glycans all contain the reproducible struc-
tural elements that allow them to fulfill their functions, such as
in load-bearing portions of the joint that release water slowly
under pressure then reuptake water when pressure is reduced.

Apart from GTs associated with the ER-Golgi, eukaryotes
also possess biologically significant GTs that are associated
with the plasma membrane. In particular, cellulose synthase
in plants is a complex of GTs that are responsible for the
synthesis of the most abundant polymer on earth, cellulose.
These GTs range in size from 988 to 1088 amino acids and
have approximately eight transmembrane domains with a large
central cytoplasmic domain (42). Research on cellulose synthase
has focused on understanding how these enzymes associate and
how they coordinate the processive addition of β1,4-glucose to a
growing polymer. This research is complicated by the fact that
the formation of cellulose depends on several noncellulosidic
cell wall polysaccharides as well. Hemicellulose and pectin
form the cell wall backbone on which cellulose is assembled,
but these polysaccharides are synthesized within the Golgi
by the activity of glycan synthases. Taking this into account,
the synthesis of the final cell-wall polysaccharide product is
astoundingly complex. Not only do they require the coordinated
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activity of over 50 GTs, but also the action takes place in two
different cellular locations.

Given the above processes, it is evident that the synthe-
sis of glycans and glycoconjugates are often associated with
a membrane in some fashion. Presumably, this process helps
to organize or sequester the correct GTs for a particular func-
tion. Some important glycosyltransferase reactions have also
been noted in other areas of the cell. For example, the en-
ergy storage enzyme glycogen synthase and a superfamily of
CAZy family 1 glycosyltransferases, which is involved in the
biotransformation of drugs and xenobiotics via glucuronyla-
tion in mammals and glucosylation of small molecular weight
acceptors in plants (44), are known to be located in the cyto-
plasm. The protein-modifying O-GlcNAc transferase is partic-
ularly interesting in that it uses UDP-GlcNAc to glycosylate
serine or threonine residues on specific proteins. Glycosylation
of these target proteins is balanced by the action of a solu-
ble N -acetylglucosaminidase and seems to be reciprocal with
protein phosphorylation. This dynamic balance in glycosylation
levels is predicted to be involved in numerous processes, which
include glucose metabolism, chaperone folding, nuclear pore
protein translocation, and transcription factor regulation (43).
The importance of O-GlcNAc transferase is clearly apparent
not only because of its numerous activities in the cell, but also
because of its discovery within the nucleus and cytoplasm of
all metazoans.

Prokaryotic glycosyltransferases

Glycans in prokaryotic cells are integral to several cellular
roles. Peptidoglycan is a determinant of cell shape and helps
eubacteria withstand the pressures of the external environ-
ment. Lipopolysaccharide (LPS), lipooligosaccharides (LOS),
capsules, and slime layers serve as attachment sites/receptors
for cellular interactions, provide protection from environmental
factors and are involved in immune system modulation/evasion.
In addition to these cell wall polysaccharides, the list of other
glycosylated natural products, which include antibiotics and
other xenobiotics, continues to grow. In fact, the only GTs that
prokaryotes were believed to lack were those for the synthesis
of glycoproteins. However, this group has recently been re-
vised given increasing demonstrations of the structure, function,
and biosynthesis of glycoproteins in prokaryotes (45–47). The
diversity of prokaryotic carbohydrate structures, and the corre-
sponding GTs that synthesize them, is overwhelming. Moreover,
striking similarities seem to exist between the glycosylation
events of the prokaryotes and the eukaryotes. For example, both
kingdoms use nucleotide-donor sugars to assemble oligosac-
charide chains, trimming reactions are present in both, and
they both use lipid-bound intermediates. Studies with S-layer
glycoproteins have also demonstrated that prokaryotes are
O-glycosylated at serine/threonine residues and N-glycosylated
at asparagines residues (45).

Despite their similarities, glycosylation events in prokary-
otes and eukaryotes have critical differences. The absence of
intracellular organelles means that polymerization of prokary-
otic oligo/polysaccharides takes place entirely in the cytoplasm
or in controlled extracellular reactions. It is important to note

that the extacellular glycosyltransferase reactions must be co-
ordinated tightly given the lack of a membrane to prevent the
loss of substrates/products combined with the lack of nucleotide
donors to fuel the reaction process. The following descrip-
tion outlines the processes by which prokaryotic GTs synthe-
size carbohydrates destined for either protein glycosylation or
macromolecular structures. These polysaccharides are typically
synthesized by similar mechanisms. However, it should be noted
that in bacteria, N-glycosylation occurs independently of pro-
tein translocation (47). Biosynthesis begins in the cytoplasm on
a lipid-linked carrier. Undecaprenyl is used in the case of pepti-
doglycan and LPS, whereas a C60-polyprenol is used for protein
glycosylation (45–48). Sugars are added to these carriers by suc-
cessive transfers of either monomeric sugars from nucleotide
precursors or by en bloc transfer of assembled oligosaccharides
from other lipid-monophosphate carriers. The sialyltransferases,
CstI and CstII from C. jejuni , are examples of GTs involved in
this process. These enzymes aid in the production of LPS with
mammalian-like structures which help the bacterium mimic host
cell polysaccharides for the purpose of evasion/suppression of
the host immune response (7, 8). When the oligo/polysaccharide
precursors are assembled, they either remain in the cytoplasm
or are transported across the membrane(s). However, the mech-
anism of transfer across the membrane(s) is not understood
clearly. At least for capsular and lipopolysaccharides from
E. coli and Salmonella enterica , it seems to involve the co-
ordinated process of several membrane spanning and/or ABC
transporter proteins (48, 49). Electron microscopy and X-ray
crystallography studies have allowed the visualization of the
core Wza-Wzc complex for capsular polysaccharide export in
E. coli (49). When on the outer-surface of these cells, the
oligo/polysaccharides are released into the external environment
or transferred to their target proteins/macromolecular struc-
tures by the action of external glycosytransferases. The recently
solved three-dimensional structure of the peptidoglycan glyco-
syltransferase domains of the penicillin-binding protein (18, 26)
represent these final GTs that are involved in peptidoglycan
biosynthesis. As for LPS, it seems that WaaL, which is a ligase
enzyme, may be the only enzyme required for the transfer the
O-polysaccharide to the Lipid A-core molecule (48).

Viral glycosyltransferases
The number of GT-encoded genes in viruses is relatively low
compared with the other taxonomic groups discussed. However,
they do have four prominent roles that contribute to the survival
of viruses. First, some bacteriophages can glycosylate their own
DNA to avoid host restriction endonucleases. This function be-
came particularly apparent when the first structurally solved GT,
T4 bacteriophage-encoded β-glucosyltransferase (22) was crys-
tallized more recently in the presence of a short DNA segment
(50). An α-glucosyltransferase with the same fold and similar
function has since been described in the same T4 virus (51).
Second, viral GTs can modify host structures that result in eva-
sion of the immune response or promoting the transmissibility
of the released virons. Modification of host structures in bacteria
has been reported to aid in serotype conversion and immunity
to infection by other viruses. This phenomena has been studied
extensively with respect to LPS modification in Salmonella and
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Shigella bacterial species (reviewed by Reference 52). Third,
viral GTs can alter host metabolisms to promote the release
of increased numbers of progeny viruses. This theory is per-
haps best exemplified by the modification of ecdysteroid by a
baculovirus-encoded glucosyltransferase. Ecdysteriod is an in-
sect hormone involved in the development of Lepidoptera sp.
from the larval to the molting or pupating stages. Inactivation of
ecdysteriod through the addition of glucose by virally-encoded
UDP-glucosyltransferase, EGT, prevents this development. It
allows the virus to monopolize insect resources and facilitates
easier spread of the virus when the larva disintegrate (reviewed
by Reference 52). Last, some viruses possess GTs that assemble
unique virus-encoded products that aid in immune evasion or
infection of surrounding hosts. Typically, viral glycoproteins are
produced by “hijacking” the host glycosylation pathways asso-
ciated with the ER-Golgi apparatus. However, the synthesis of
the major capsid protein of the Chlorella virus has been found
to differ from this paradigm. Paramecium bursaria chlorella
virus-1 encodes at least five putative GTs, of which one of
the gene products, A64 R, has been characterized structurally
by X-ray crystallography (53). Four of the five GTs are pre-
dicted to be localized in the cytoplasm, whereas the last GT is
membrane associated. The coordinated activity of these GTs is
proposed to assemble the major capsid protein, Vp54, which is
independent of the host ER-Golgi apparatus.

Virus-encoded GTs may actually be more common than
believed previously because the list of known viral GTs is far
from being complete. Viruses are constantly coevolving with
their hosts and many can extract genes, which include those for
glycosyltransferases, from the host genome for incorporation
into their own. If they can confer a selective advantage to
the virus, they could be incorporated permanently into their
genomes, which lead to new virally encoded GT variants.

Future Directions
Although many important GTs in glycobiology have been dis-
cussed, a need exists for even more exploration of these en-
zymes, because specific roles are often not defined. Furthermore,
it is increasingly apparent that many GTs are related directly
to numerous acquired and inherited diseases. For example, the
potent B cytotoxin from Clostridium difficile is a GT that in-
activates Rho-GTP through glucosylation (54). This GT leads
to diarrhea, inflammation, and damage to colonic mucosa. In
inherited diseases, aberrant glycosylation of O-linked mannose
and GlcNAc on dystroglycan can lead to Walker-Warburg syn-
drome or muscle-eye-brain disease, respectively (55). Sequence
variations in the coding genes of xylosyltransferases, XT-I and
XT-II, have also been demonstrated to be responsible for altered
proteoglycan metabolism. These variations have thus been iden-
tified as risk factors for diabetic nephropathy, osteoarthritis, or
pseudoxanthoma elasticum (56). Although it is certainly an ab-
breviated list, these findings point to the important role of these
GTs as disease modifiers in several different pathologies. There-
fore from a disease standpoint, it is prudent that we continue
to outline the roles for existing and unknown GTs within a bi-
ological context. Then, the potential to cure these diseases, by
genetic or drug administered therapy, can be assessed properly.

GTs are also promising for the generation of pharmaceutically
relevant glycoconjugates. Indeed, the discovery of the catalytic
reversibility of AveB from Streptomyces avermitilis proved to
be useful because it led to the production of a variety of aver-
mectin variants that may have commercial use in controlling
nematodes, insects, and arachnids (4). These results are par-
ticularly intriguing given the recently solved three-dimensional
structures of two other antibiotic synthesis enzymes: the van-
comycin and oleandomycin GTs (16, 24) (Fig. 4d). The char-
acterization of new GTs also holds medical relevance as a way
to greatly expand existing candidates for vaccine development,
because many of these are known to be natural glycoconjugates
synthesized by GTs.

Characterization of GTs also has industrial implications. Gly-
cosylation of biopharmaceuticals such as antibodies can have
profound effects on their half-life, stability, and activity, which
makes GTs attractive tools for engineering proteins that are
ideal for prolonged or specialized industrial processes as ex-
emplified in the production of human glycoproteins in yeast
(57). Furthermore, the incorporation of several GTs in a sin-
gle reaction mixture can lead to the synthesis of many and
often complex polysaccharides as opposed to lengthy and labo-
rious chemical methods that are less environmentally benign.
This mechanism includes the use of metabolically engineered
bacteria for large-scale synthesis of complex glycans (58, 59).

Ultimately, all processes would be enhanced greatly if the
precise catalytic mechanisms of GTs were understood better.
To accomplish this task, new enzyme inhibitors and/or sub-
strate analogs are needed. Elucidation of these mechanisms
will certainly not only lend insight into the structure-function
relationship of these enzymes, but also provide an increased
knowledge of what makes GTs uniquely suited to perform cer-
tain functions.
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Large G-proteins, also known as heterotrimeric G-proteins, cycle through
inactive (GDP-bound) and active (GTP-bound) states, thereby coupling the
activation of cell-surface receptors to the modulation of various second
messengers and intracellular effector proteins. High-resolution structures of
the constituent subunits of the heterotrimer (Gα, Gβ, and Gγ) have
revealed the determinants involved in heterotrimer assembly and effector
protein engagement as well as the mechanism of nucleotide hydrolysis by
the Gα subunit and its acceleration by ‘‘regulator of G-protein signaling’’
(RGS) proteins. Mechanistic details have also been gleaned from studies of
G-protein modulation by pathogen toxins and chemicals such as aluminum
tetrafluoride. Recent identification of peptide-binding ‘‘hotspots’’ on
G-protein subunits should facilitate discovery and design of new chemical
entities that can modulate nucleotide cycling and receptor/effector
coupling at the level of the G-protein heterotrimer.

A wide variety of extracellular signaling molecules, such as hor-
mones, neurotransmitters, growth factors, tastants, and odorants,
communicate their information via binding and activating cell
membrane-bound receptors and thus eliciting changes in vari-
ous intracellular processes. The largest class of such receptors,
the superfamily of seven-transmembrane, G protein-coupled
receptors (GPCRs), has been an attractive target historically
for discovery of small molecule therapeutics. GPCRs remain
the largest single fraction of the druggable proteome, with
GPCR-targeted drugs continuing to have annual sales in the
tens of billions of dollars worldwide (1). Thus considerable ef-
fort has been made over the past few decades to establish a
complete mechanistic understanding of how GPCRs communi-
cate extracellular signals into the cell, in the hopes of elucidating
the mechanism of action of existing therapeutics as well as facil-
itating new modalities of GPCR-directed drug discovery/design
(beyond the receptor/ligand binding interface per se). The pre-
cise structural determinants of GPCR-mediated G-protein acti-
vation on binding activating ligand remain enigmatic; however,
the mechanisms by which heterotrimeric G-proteins couple re-
ceptor activation to modulation of intracellular processes are
now known in great detail.

Background

As their name suggests, G protein-coupled receptors link ligand
binding to intracellular changes functionally via their engage-
ment of three distinct proteins (Gα, Gβ, Gγ) known collectively
as the G-protein heterotrimer (Fig. 1). The Gα subunit of the

trimer is the bona fide G-protein that binds guanine nucleotides
in one of two states: guanosine 5′-diphosphate (GDP) when
in the inactive, heterotrimeric state (i.e., complexed with Gβ

and Gγ) and guanosine 5′-triphosphate (GTP) when in the acti-
vated state. An activating ligand binds its respective GPCR and
changes the conformation of the receptor’s transmembrane re-
gions and intracytosolic loops to activate the receptor’s guanine
nucleotide exchange factor (GEF) activity on the Gα·GDP/Gβγ

complex. Receptor-catalyzed exchange of GTP for the bound
GDP within Gα leads to release of bound Gβγ, and subse-
quent engagement of α-effector and βγ-effector proteins by
GTP-bound Gα and the now-freed Gβγ heterodimer.

Four general classes of Gα subunits have been defined based
on their functional couplings (in the GTP-bound state) to various
α-effector proteins. Gs-subfamily Gα subunits are stimulatory
to membrane-bound adenylyl cyclases that generate the second
messenger 3′-5′-cyclic adenosine monophosphate (cAMP); cel-
lular adenylyl cyclase activity can be stimulated directly (i.e., in
the absence of Gαs/Gβγ heterotrimer activation) by forskolin,
a plant-derived diterpene. Conversely, Gi-subfamily Gα sub-
units generally are inhibitory to adenylyl cyclases. Gq-subfamily
Gα subunits are potent activators of phospholipase-Cβ enzymes
that catalyze breakdown of the cell membrane lipid constituent
phosphatidylinositol-4,5-bisphosphate into the second messen-
gers diacylglycerol and inositol triphosphate, which leads to
transient increases in intracellular calcium content. The Gβγ

subunits released by activated Gαβγ heterotrimers are also
known to stimulate the activity of phospholipase-Cβ enzymes,
as well as to modulate adenylyl cyclase activity, to activate
phosphatidylinositol-3′ kinase and inward-rectifying potassium
channels, and to inhibit calcium channel current (reviewed in
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Figure 1 Cycle of guanine nucleotide exchange and GTP hydrolysis by heterotrimeric G-proteins that serves to couple receptor activation to the
modulation of various α-effector and βγ–effector proteins. Pi, inorganic phosphate.

Reference 2). G12/13-subfamily Gα subunits activate the small

G-protein RhoA through stimulation of RhoA-specific GEFs

such as p115-RhoGEF, LARG, and PDZ-RhoGEF.

Gα subunits from all four subfamilies have the intrinsic abil-

ity to hydrolyze bound GTP to GDP and inorganic phosphate

(Fig. 1). This intrinsic GTPase activity can be accelerated dra-

matically by the GTPase-accelerating proteins (GAPs) specific

to Gα subunits: namely, the “regulator of G-protein signaling”

(RGS) proteins (3). α–Effectors can also exhibit GAP activity

[e.g., phospholipase-Cβ activity in accelerating GTP hydrolysis

by Gαq (4)]. GTP hydrolysis controls the timing of signal du-

ration, as the loss of the third phosphate reverts the Gα back to

the GDP-bound state with characteristic high affinity for Gβγ

and low affinity for α–effectors. Hence, the root mechanism

for coupling receptor activation to the modulation of intracel-

lular processes is a cycle of GTP binding and GTP hydrolysis

transacted by the Gα subunit of the G-protein heterotrimer.

Structures

X-ray diffraction crystallography has been the main technique
employed to establish the structures of GDP-bound G-proteins
(both as isolated Gα subunits and Gαβγ heterotrimeric com-
plexes; Table 1), as well as activated states of Gα induced either
by the binding of the nonhydrolyzable GTP analog guanosine
5′-(γ-thio)triphosphate (GTPγS) or by the addition of aluminum
tetrafluoride (AlF4

−) to GDP-bound Gα subunits. These efforts
have unveiled the precise secondary and tertiary structures of
both Gα and Gβγ (Figs. 2 and 3) (5), how the heterotrimeric
complex is formed by these two binding partners, the confor-
mational changes that are induced within Gα by the exchange
of GDP for GTP (Fig. 2b), and the mechanisms of both in-
trinsic (Fig. 4) and RGS protein-accelerated GTP hydrolysis
(6–8).

Gα

The Gα subunit, in its inactive state, binds GDP within a
nucleotide-binding pocket circumscribed by residues derived
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Table 1 Important heterotrimeric G-protein subunit structures obtained by
X-ray crystallography

Database
Structure(s) of G-protein subunit(s) identifier∗

Inactive conformation of isolated Gα subunits (bound to GDP) 1GDD; 1TAG

Inactive heterotrimeric G-protein complexes of Gα·GDP/Gβγ 1GP2; 1GOT

Active conformation of Gα subunits (bound to GTPγS) 1GIA; 1TND

Transition-state conformations of Gα subunits (bound to
GDP·AlF4

−)
1GFI; 1TAD

Activated Gαs bound to adenylyl cyclase and activated Gα13

bound to p115-RhoGEF; basis for Gα/effector interactions
1AZS; 1SHZ

Gαi1 bound to GDP·AlF4
− and RGS4; basis for RGS protein

GTPase-accelerating activity
1AGR

Gαi1 bound to GDP and RGS14 GoLoco motif; basis for
GoLoco-mediated GDI activity

1KJY

Gαi1 bound to GEF peptides derived from phage-display
(KB-752) and the dopamine D2-receptor (D2N); roles of β3/α2
loop and β6 strand in Gα GDP release

2HLB

*Structural data is accessible via http://www.wwpdb.org/ .

from both of its constituent domains: a Ras-like domain (re-
sembling the structural fold of small G-proteins) and an all
α-helical domain unique to the “large” Gα family, comprising
a structurally distinct six-helix bundle (Fig. 2a). An extended
N-terminal α-helix is modified by covalent attachment of the
fatty acids myristate and/or palmitate, which facilitates mem-
brane targeting as well as assembly with Gβγ subunits (9).
Exchange of GDP for GTP is catalyzed in a poorly under-
stood process by an activated GPCR acting on the Gα·GDP/Gβγ

heterotrimer (10) and causes a structural rearrangement within
three “switch” regions (I–III) of Gα (Fig. 2b) that results from
nucleotide-pocket residues interacting with the γ-phosphate of
the newly-bound GTP (8, 11). The particular conformations of
these three switch regions are critical to the protein–protein
interactions that Gα makes with its nucleotide-selective bind-
ing partners such as Gβγ, effectors, RGS proteins, and GoLoco
motifs (6–8, 12). Structures of complexes between activated Gα

subunits and several different α-effectors (e.g., Gαs/adenylyl cy-
clase, Gα13/p115-RhoGEF) have highlighted a universal site for
effector engagement within GTP-bound Gα: a conserved hy-
drophobic cleft (Fig. 2a) formed by the α2 (switch II) and α3
helices (reviewed in Reference 13).

Gβγ

Gβ and Gγ subunits form tightly associated heterodimers
(Fig. 3). Gβ begins with an extended N-terminal α-helix and
is composed mainly of a β-propeller fold formed by seven in-
dividual segments of a ∼40-amino acid sequence known as

the WD-40 repeat. Gγ is an extended stretch of two α-helices
joined by an intervening loop. Assuming no significant ter-
tiary structure on its own, the N-terminus of Gγ participates
in a coiled–coil interaction with the N-terminal α-helix of Gβ

(Fig. 3); much of the remainder of Gγ binds along the outer
edge of the Gβ toroid (14, 15). Gγ is prenylated posttransla-
tionally on a cysteine residue that is four amino acids from
the C-terminus. Most Gγ subunits receive a 20-carbon ger-
anylgeranyl group at this position (Fig. 3), whereas Gγ1, Gγ8,
and Gγ11 alternatively receive a 15-carbon farnesyl group (9).
This lipid modification aids in the resultant membrane local-
ization of the Gβγ heterodimer that is important to receptor
coupling.

Gβγ and GDP-bound Gα form the G-protein heterotrimer
via two principal sites of interaction: 1) extensive burial of
the β3/α2 loop and α2 helix (switch II) of Gα within six
of the seven WD repeats of Gβ and 2) contact between the
side of the first β-propeller blade of Gβ and the extended
N-terminal helix of Gα (6, 8). These extensive interactions form
the basis for competition for Gβγ binding between Gα·GDP
and βγ-effectors. Structures of Gβγ bound to the βγ-effector
GRK2, the regulatory protein phosducin, and SIGK (a peptide
capable of disrupting effector activation) have shown that the
effector-binding site on Gβγ overlaps significantly with the
region responsible for binding switch II of Gα near the central
pore of the Gβ toroid (5, 16, 17).
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Figure 2 Overall structural fold of the heterotrimeric G-protein Gα subunit in its inactive, GDP-bound form (a) and details of structural differences
between GDP- and GTP-bound states (b). (a) The Gα subunit is composed of a Ras-like domain (blue) and an all α-helical domain (green), between which is
found the guanine nucleotide binding pocket (GDP in purple). The three conformationally flexible switch regions (SI, SII, and SIII) are highlighted in cyan.
The ‘‘hotspot’’ region of the Ras-like domain, circumscribed by the switch II (α2) and α3 helices and defined on the basis of interactions with the
Gα-binding peptides KB-752, KB-1753, and the GoLoco motif-derivative R6A-1, is highlighted with a transparent yellow oval. Gα structural coordinates are
derived from PDB record 1GP2 (see Table 1). (b) The additional (third) phosphate (orange and red) of bound GTP establishes contacts with residues
threonine-181 and glycine-203 of switches I and II, respectively, which leads to changes in all three switch regions (green) versus their conformation in the
GDP-bound state (cyan). Magnesium ion is highlighted in yellow. Coordinates are from PDB records 1GP2 and 1GIA.

Mechanism of Guanine Nucleotide
Hydrolysis

The mechanism of GTP hydrolysis by Gα, as well as RGS
protein-mediated acceleration of this hydrolysis, has been dis-
cerned from x-ray diffraction crystallographic structures of
the Gα transition state-mimetic form (Gα bound to GDP and
AlF4

−), both in isolation and bound to the archetypal RGS
protein RGS4 (7, 18), as well as hydrolysis reaction intermedi-
ates including Gα bound to guanosine 5′-(βγ-imido)triphosphate
(GppNHp) or GDP plus inorganic phosphate (19, 20). The
GTP hydrolysis reaction is mediated by three conserved Gα

amino acids (Fig. 4; residues numbered as found in Gαi1).
Glutamine-204 in switch II coordinates the critical nucleophilic
water molecule responsible for hydrolysis of the γ-phosphate,

whereas arginine-178 and threonine-181 (both from switch I)

help to stabilize the leaving group (as mimicked by the pla-

nar anion AlF4
−), with the latter coordinating a bound Mg2+

ion (18). These three residues within Gα are both necessary

and sufficient for GTP hydrolysis to GDP and inorganic phos-

phate; thus, the mechanism of action of RGS proteins, the

GTPase-accelerating proteins (GAPs) specific for Gα subunits,

necessarily differs from those of the GAPs for small G-proteins

that introduce an additional catalytic residue in trans (e.g., Ref-

erence 21). Instead, RGS protein binding to Gα stabilizes the

transition state conformation, which lowers the activation en-

ergy required for the hydrolysis reaction (7, 22).
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mechanism include arginine-178 and threonine-181 from switch I and
glutamine-204 from switch II (colored as in Fig. 2 and numbered as in
Gαi1; coordinates are from PDB record 1GFI). Magnesium ion is
highlighted in yellow. The planar anion aluminum tetrafluoride, which
mimics the γ-phosphate leaving group in the hydrolysis reaction, is
depicted in metallic red. Note the position of serine-47, the target of
phosphorylation by the Y. pestis protein kinase YpkA.

Toxin, Peptide, and Chemical
Modulators

Chemicals and pathogen toxins that
modify the activation state of Gα

As mentioned previously, the planar anion aluminum tetrafluo-
ride is used experimentally to activate Gα subunits; by mimick-
ing the γ-phosphate leaving group, AlF4

− binding to Gα·GDP
causes a rearrangement of the switch regions away from
their high-affinity Gβγ-binding state. This action of aluminum

tetrafluoride was discovered first by the serendipitous activa-
tion of purified G-protein preparations via sodium fluoride (used
as a protease inhibitor) combining with aluminum present as a
contaminant of laboratory water and glassware (23). Other “nat-
urally occuring” agents have also been discovered to either acti-
vate or inactivate Gα subunits, and the mechanism of action that
has been identified for some agents serve to highlight key amino
acids involved in guanine nucleotide cycling and/or other regu-
latory roles. Severe diarrhea and whooping cough, characteristic
of infection by Vibrio cholerae and Bordetella pertussis , respec-
tively, are caused by direct effects on G-protein activity cat-
alyzed by pathogen-produced exotoxins. Cholera toxin catalyzes
the ADP-ribosylation of arginine-178 within Gαs, which crip-
ples its GTP hydrolysis mechanism and leads to a constitutively
active, GTP-bound state (24). In contrast, the S1 subunit of
pertussis toxin catalyzes the ADP-ribosylation of a C-terminal
cysteine found only within Gi-subclass Gα subunits (25); this
posttranslational ADP-ribosylation occurs only in the context of
the intact G-protein heterotrimer (Gαi·GDP/Gβγ) and leads to
inhibition of receptor/heterotrimer signal transduction (i.e., the
heterotrimer becomes uncoupled from receptor-mediated acti-
vation).

The causative agent of the Black Plague, Yersinia pestis , har-
bors several essential virulence determinants that it injects into
host cells. One protein, the serine/threonine kinase YpkA, in-
hibits Gαq activation by phosphorylating serine-47, a residue
located in the highly conserved diphosphate-binding loop of
Gα (Fig. 4), which impairs GTP binding (26). Although it
is not a toxin, YM-254890, a cyclic depsipeptide identified
from Chromobacterium sp. QS3666 culture broth that blocks
ADP-induced platelet aggregation, is also an inhibitor of sig-
naling from Gαq/11-containing heterotrimers, albeit with an un-
resolved mechanism of action potentially related to effects on
receptor-catalyzed nucleotide exchange (27). Conversely, Pas-
teurella multocida, a common cause of animal infections, pro-
duces a toxin (PMT) that activates specifically Gαq and not
Gα11. Although the differential responsiveness of these two
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highly related Gα subunits has been mapped to two histidine
residues present only in the all-helical domain of Gαq (28), the
particular mechanism of Gαq activation by PMT has not yet
been determined.

G protein-binding peptides reveal
mechanistic insights and ‘‘hotspots’’
for chemical intervention

Using various random-peptide screening strategies, several
groups have recently identified linear polypeptide sequences
that bind to heterotrimeric G-protein subunits in unique and
informative ways (5, 13, 29, 30). One example is KB-1753,
a 19-amino acid peptide derived from bacteriophage screening
(29) with selective binding affinity for Gi-subclass Gα subunits
in their activated form (either GTPγS- or GDP·AlF4

−-bound);
KB-1753 can block α-effector and RGS protein binding to these
two activated Gα states. Its structural determination by X-ray
crystallography (12) was instrumental in highlighting a univer-
sal site of effector/Gα·GTP engagement (as described above).
A second peptide derived from the same screen, KB-752,
has selective binding affinity for Gi-subclass Gα subunits in
their inactive (GDP-bound) form. On binding, it enhances
the rate of spontaneous GDP release; structural determina-
tion of a KB-752/Gα·GDP complex by X-ray crystallogra-
phy (29) provided strong support for a prevailing model of
receptor-catalyzed nucleotide exchange in which the β3/α2 loop
of Gα, normally an occlusive barrier to GDP release, is remod-
eled by receptor-mediated tilting of the Gβγ dimer (10).

The 36-amino acid GoLoco motif, a naturally occurring,
Gα·GDP-binding peptide sequence found in several G-protein
regulators such as RGS12 and RGS14, exhibits the opposite bio-
chemical activity to that of KB-752: namely, guanine nucleotide
dissociation inhibitor (GDI) activity (i.e., reducing the rate of
spontaneous GDP release) (12). Whole-cell electrophysiologic
studies of GPCR coupling to ion channel modulation have es-
tablished that GoLoco motif-derived peptides are useful tools
to uncouple heterotrimeric G-protein signaling, but they have
no intrinsic ability to activate directly Gβγ-dependent signal-
ing per se (31). By the use of mRNA display, Ja and Roberts
(30) screened a set of semi-randomly permutated peptide se-
quences based on the GoLoco motif and identified a family of
“R6A” peptides (including a minimal 9-amino-acid sequence
called R6A-1) that interact with GDP-bound Gα subunits in
a manner competitive to Gβγ binding (30). Whether the R6A
peptides retain the GDI activity of their parental GoLoco motif
sequence remains controversial (32). However, the finding that
all three peptides (KB-1753, KB-752, R6A-1) interact with their
Gα binding partners via engagement of switch II (13, 29, 32)
identifies this particular region of Gα as a “hotspot” potentially
amenable to targeting by small molecules for future chemical
modulation of Gα function. That peptides can define binding
hotspots on G-protein targets has already been exploited suc-
cessfully by Bonacci et al. (5) for the Gβγ heterodimer. Using
bacteriophage display, this group identified four distinct groups
of Gβγ-binding peptides that, despite divergent sequences, were
found to bind the same site on Gβγ—a site identified previously
in mutagenesis studies as critical to βγ-effector interactions. A

crystal structure of Gβ1γ2 bound to one of these peptides (SIGK)
was determined by this group, which revelaed a partial α-helical
conformation of the SIGK peptide reminiscent of that adopted
by switch II of Gα within the Gαβγ heterotrimer.

Small molecules that modulate the
function of G-protein subunits
and their regulators

Bonacci et al. (5) identified several Gβ1γ2-binding compounds
using the Gβ1γ2/SIGK interface obtained by X-ray crystallog-
raphy as the basis for computational docking screens of virtual
compound libraries (5). One lead compound from this vir-
tual screening, (1S,2S)-2-(3,4,5-trihydroxy-6-oxoxanthen-9-yl)
cyclohexane-1-carboxylic acid (or “M119”; Fig. 5a), possesses
several in vitro and in vivo activities consistent with steric
blockade of the Gβγ hotspot, which includes inhibition of
Gβ1γ2-mediated PLCβ2 activation and chemoattractant-induced
calcium signaling in immune cells, as well as sensitization of
mice to the antinociceptive effects of morphine, an activator
of the µ-opioid GPCR. In a screen for compounds that can
inhibit cholera toxin-stimulated (but not forskolin-stimulated)
cAMP accumulation in intact cells, Prévost et al. (33) identified
an imidazo-pyrazine derivative, 2-amino-1-(2-cyclohexyl-8-
(cyclohexylmethyl)-6,8-dihydro-5H-imidazo(2,1-c)pyrazin-7-yl)
-3-sulfanylpropan-1-one (or “BIM-46174”) as a pan-inhibitor of
heterotrimeric G-protein signaling that emanates from Gs-, Gi-,
and Gq-coupled GPCRs as well as Frizzled receptors (33). As
this screen was conducted using a library of cysteine-related
compounds designed originally as farnesyltransferase inhibitors,
one likely mechanism of action of BIM-46174 is alteration of
the Gγ isoprenylation that is critical to proper heterotrimer
membrane targeting and receptor coupling. Statin drugs are
used clinically to reduce serum cholesterol; this class of com-
pounds also exerts pleotropic, cholesterol-independent effects,
which include the reduced production of isoprenoids because
statins inhibit the rate-limiting enzyme (HMG-CoA reductase)
in the mevalonate pathway. At least one statin, atorvastatin, has
been found to affect β-adrenergic receptor signaling in isolated
cardiac myocytes by reducing Gγ isoprenylation and thus de-
creasing the amount of functional Gαs/Gβγ heterotrimers at the
cell membrane (34).

Another promising venue for developing chemical modula-
tors of G-protein function is the Gα/RGS protein interface. With
a chemical genetics approach that employs the egg-laying be-
havior of the nematode Caenorhabditis elegans , Fitzgerald et
al. (35) identified two Gα subunits (GOA-1/Gαo, EGL-30/Gαq)
and an RGS protein (EAT-16) as the molecular targets for
two related inhibitors of rat bladder muscle tone and sponta-
neous contractions (BMS-192364, BMS-195270; Fig. 5a). A
model of trapping a Gαq·GTP/RGS protein pair in an un-
productive complex, similar to the action of brefeldin A on
the ARF1·GDP/Sec7 complex (36), has been proposed for
the mechanism of action of BMS-192364 and BMS-195270
(35); however, no in vitro biochemistry has yet been pub-
lished to support this model directly. Neubig et al. (37) used
a flow-cytometry-based protein interaction assay to identify
methyl-N -[(4-chlorophenyl)sulfonyl]-4-nitrobenzenesulfinimi-
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Figure 5 Structures of the G-protein subunit modulating chemicals M119, BIM-46174, BMS-192364, and BIM-195270 (a) and the proposed mechanism
of action of the reactive RGS4 inhibitor CCG-4986 (b).

doate (CCG-4986) as a selective inhibitor of RGS4 (and
not the related RGS protein RGS8). However, it has been
shown subsequently that the selective nature of CCG-4986
lies in its mechanism of action—namely, covalent modifica-
tion of surface-exposed cysteine-free thiols (Fig. 5b), which
include cysteine-132 present in the Gα-interacting surface
of RGS4, but not RGS8 (38). Placing this cysteine within
RGS8 by site-directed mutagenesis engenders sensitivity to
CCG-4986 inhibition. Along with earlier evidence that subtle
changes in the Gα/RGS protein interface can lead to loss of
RGS protein-mediated GAP activity (37), the precedence es-
tablished by the early RGS protein inhibitors BMS-192364,
BMS-195270, and CCG-4986 supports the notion that these
particular G-protein regulators will be valuable drug discovery

targets in the future (3). In addition, continued identification of
peptide-binding “hotspots” on G-protein subunits, akin to recent
Gβ1γ2/SIGK peptide and dopamine receptor loop/Gαi1 crystal
structures (5, 39), should facilitate the rational design or discov-
ery of direct chemical modulators of heterotrimeric G-protein
action.
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Heme (iron protoporphyrin IX) is a fundamental factor in biology with
many physiologic roles. Its biosynthesis and degradation are regulated
tightly because heme in excess of that required for incorporation into the
available apoproteins is toxic. Heme itself is the dominant form in biology,
but it is modified additionally to satisfy specific biochemical requirements.
Both the biosynthesis of heme and its distribution into the various
compartments of the cell and organism require the intervention of heme
transporters. In contrast to the passive transport afforded by proteins like
albumin, the transfer of heme across membranes is mediated by
energy-dependent transporters. One role of heme is to function as a
regulatory molecule whose concentration controls the translational
expression of multiple genes directly. As the prosthetic group of receptors
that respond to oxygen, nitric oxide (NO), and other iron ligands, it is also
involved in signaling. Finally, it is the prosthetic group of diverse families of
hemoproteins, including the globins, cytochromes, P450 monooxygenases,
NO synthases, dioxygenases, peroxidases, peroxygenases, and catalases.

Iron is an essential element for life because its oxidation-reduction
properties are in the biologically accessible range, are readily
modulated, and can be used to satisfy a diversity of functions.
These functions include electron transfer, ligand binding and sens-
ing, ligand transport, and catalytic functions that involve the acti-
vation of molecular oxygen or peroxides. However, iron itself is
highly insoluble in the ferric state, and in the ferrous state it sup-
ports the formation of deleterious species such as the hydroxyl
radical. Therefore, nature has evolved stratagems for the chela-
tion and encapsulation of iron that allow the exploitation of its
useful features but minimize the associated toxicity. The most ef-
fective and ubiquitous of these solutions is to incorporate the iron
into a porphyrin, producing heme. Incorporation of the iron into
heme not only allows better control of its solubility and spatial
localization, but also enables fine-tuning of its redox properties
for specific tasks.

The field of hemes in biology is enormous and it is possible
only to touch on the salient points in this article, which fo-
cuses primarily on the biosynthesis, degradation, transport, and
regulatory role of heme. The catalytic functions of heme are
diverse and fascinating, but many of the relevant enzymes are
summarized only briefly here.

Heme Structures
and Nomenclature

Heme (heme B) is a highly conjugated cyclic tetrapyrrole
in which an iron is coordinated to the four nitrogen atoms

of a protoporphyrin IX framework. In heme, four methyls,
two vinyls, and two propionic acid substituents are distributed
asymmetrically around the porphyrin periphery (Fig. 1). The
four pyrrole rings are labeled A to D, the four meso-carbons
are denoted by Greek letters, and the positions of the eight
substituents are numbered. Crystallographers sometimes use a
different A–D order for the four pyrrole rings. The formal
IUPAC nomenclature for heme (Fig. 1) is used by organic
chemists but is not often used in biology. The compound is
called heme when the iron is in the ferrous state and is called
hemin when it is in the ferric state, but chemists do not always
adhere strictly to this distinction.

Heme is the most common biologic form, but additional
elaborations of the porphyrin skeleton are required for certain
purposes. Among these more baroque iron porphyrins are heme
A, the structure found in cytochrome c oxidase; heme C,
the prosthetic group of cytochrome c in which the covalently
bound cysteines are part of the protein structure; and less
common structures such as the heme D in the catalase from
Escherichia coli (Fig. 2). The 5-methyl group of heme is
modified additionally by the formation of an ester link to an
active-site carboxyl group in most members of the CYP4 family
of cytochrome P450 enzymes (1), and by both the 1-methyl and
the 5-methyl groups in the mammalian peroxidases, including
myeloperoxidase, lactoperoxidase, eosinophil peroxidase, and
thyroid peroxidase. In myeloperoxidase, a third covalent bond
is formed in addition to these ester links that links a methionine
to the 2-vinyl group. Other modifications are known that tailor
the heme for specific biologic functions.
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Heme Biosynthesis
Mammalian heme biosynthesis traverses eight enzymatic steps
and requires shuttling of the first intermediate, 5-aminolevulinic
acid from the mitochondrion into the cytosol, and later trans-
ferring coproporphyrinogen III back into the mitochondrion for
the three final biosynthetic steps (2).

Pre-porphyrin steps
The first and rate-limiting step in heme biosynthesis is the con-
densation of glycine and succinyl-CoA to give 5-aminolevulinic
acid by aminolevulinic acid synthase (ALAS) (Fig. 3). Two

mammalian forms of this enzyme are known: ALAS1, which is
ubiquitously expressed, and ALAS2, which is specifically ex-
pressed in erythroid precursors (3, 4). Both enzymes are homod-
imers and use pyridoxal 5-phosphate as a cofactor. Although the
crystal structures of mammalian ALAS1 and ALAS2 have not
been determined, the structure of a highly homologous enzyme
from Rhodobacter capsulatus has been (5). The condensation
reaction catalyzed by these enzymes involves the formation of
an imine bond between the pyridoxal and glycine followed by
deprotonation, the displacement of the CoA from succinyl-CoA,
decarboxylation, and the hydrolytic release of 5-aminolevulinic
acid from the pyridoxal cofactor. ALAS1 has three putative
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heme-binding motifs (HRMs), two in the N-terminus of its mi-
tochondrial targeting domain and one in the N-terminus of the
mature protein. Binding of heme to one or more of these HRMs
inhibits mitochondrial import of the protein and thus provides
end-product feedback regulation of heme biosynthesis (6). This
regulation complements the direct heme-dependent downregula-
tion of ALAS expression at the transcriptional level. Mutations
in ALAS2 result in X-linked sideroblastic anemia (5).

In plants and in most bacteria, 5-aminolevulinic acid is pro-
duced by an alternative pathway involving tRNA-bound gluta-
mate and two enzymatic steps catalyzed by glutamyl-t -RNA
reductase and by glutamate-1-semialdehyde-2,1-aminomutase
(7, 8).

The 5-ALA formed in mammalian mitochondria is transferred
to the cytosol, where aminolevulinate dehydratase (ALAD) cat-
alyzes the condensation of two monomers to give porphobilino-
gen (Fig. 3), the monopyrrole building block of the porphyrin
skeleton. ALAD is a zinc-dependent tetramer of homodimers
with one catalytic site per dimer (9, 10). The condensation
reaction requires the formation of an enamine link, tautomer-
ization of the enamine, closure of the five-membered ring by
an aldol-like reaction, and dehydration to give the pyrrole ring.
Mutations in ALAD are associated with the rare recessive auto-
somal ALAD porphyrias. Deficiencies in ALAD activity are
also involved in hepatorenal tyrosinemia and lead poisoning,
the former because the defect produces succinyl acetone that
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inhibits ALAD and the latter because lead displaces essential
zinc ions from the protein complex.

The next stage of heme biosynthesis is the formation of
the linear tetrapyrrole hydroxymethylbilane by porphibilinogen
deaminase (PBGD). The crystal structure of PBGD shows
that a dipyrrole cofactor is covalently within the active site
of the enzyme (11) This dipyrrole is condensed with four
additional porphobilinogen monomers to form a hexameric
polymer. Cleavage of the tetrapyrrole unit from the dipyrrole
cofactor produces hydroxymethylbilane (Fig. 3). Mutations in
the PBGD gene are responsible for the disorder known as acute
intermittent porphyria (12). Acute episodes of this disorder are
treated by the administration of hematin (the Fe–OH complex
of hemin), which leads to restoration of heme levels, the
downregulation of ALAS1, and a decrease in the synthesis of
toxic porphyrin precursors.

Porphyrins and heme
Hydroxymethylbilane is converted by uroporphyrinogen III syn-
thase into uroporphyrinogen III in a remarkable ring-closing
reaction that inverts the orientation of pyrrole ring D of hydrox-
ymethylbilane (Fig. 3). This ring flip exchanges the positions of
the propionic and acetic acid side chains and introduces the sub-
stituent asymmetry characteristic of heme. The crystal structure
has not yet provided a clear understanding of how this trans-
formation is achieved (13). Mutations in uroporphyrinogen III
synthase cause a rare disease known as congenital erythropoi-
etic porphyria (14). This disease results in the accumulation of
uroporphyrin I, the abnormal porphyrin without the pyrrole ring
D flip. Uropophyrin I is formed by an abnormal, nonenzymatic
closure of hydroxymethylbilane and cannot be processed fur-
ther. The accumulated porphyrin acts as a photosensitizer that
causes the cutaneous lesions associated with the disease.

Uroporphyrin III is the branching point in the pathway at
which heme synthesis diverges from those of chlorophyll and
the corrins. In heme biosynthesis, uroporphyrinogen III is next
decarboxylated by uroporphyrinogen III decarboxylase to give
coproporphyrinogen III (Fig. 3) (15). This enzyme promotes
the decarboxylation of the four acetic acid side chains to give
the methyl groups at positions 1, 3, 5, and 8 of the heme
group. The decarboxylation sequence at physiologic substrate
concentrations proceeds clockwise, commencing with the acetic
acid side chain of ring D. A mechanism has been proposed that
involves the protonation of a carbon of the pyrrole ring to be
decarboxylated to give an iminium isomer that is neutralized
by decarboxylation (16). Familial porphyria cutanea tarda, a
disease that is also characterized by porphyrin accumulation
and cutaneous photosensitivity, is caused by mutations in the
uroporphyrinogen III decarboxylase gene (17).

Coproporphyrinogen oxidase decarboxylates the pyrrole ring
A and B propionic acid residues of coproporphyrinogen III to
produce the vinyl groups of protoporphyrinogen IX (Fig. 3).
The other two propionic acid residues are retained in the fi-
nal protoporphyrin IX framework. Mammals use a form of this
enzyme that is oxygen-dependent and releases CO2 and H2O2,
but an oxygen-independent form is found in bacteria. The crys-
tal structures of the human and the yeast enzymes have led to
both acid-base and free radical mechanistic proposals (18, 19).

This decarboxylation reaction occurs in the mitochondria and
thus requires the translocation of coproporphyrinogen III from
the cytosol into this organelle. Hereditary coproporphyria, the
disorder in humans that is caused by mutations in the copro-
porphyrinogen oxidase gene, is treated by the administration of
hematin.

Protoporphyrinogen oxidase converts protoporphyrinogen IX
to the fully desaturated porphyrin in a reaction that uses O2

as the terminal electron acceptor (Fig. 3). The crystal struc-
ture of the homodimeric enzyme shows it has one FAD per
monomer, which presumably mediates the porphyrin oxidation
reaction (19). Like the decarboxylation mediated by copropor-
phyrinogen oxidase, this reaction also occurs in the mitochon-
drion. Mutations in the protoporphyrinogen oxidase gene are
responsible for variegate porphyria (21). Acute attacks of this
disease can be effectively treated by intravenous administration
of hematin.

The synthesis of heme (Fig. 1) is completed in the mitochon-
drion by insertion of iron into the protoporphyrin IX framework
by ferrochelatase. Ferrochelatases from various organisms have
been crystallized and their structures determined. The human
enzyme contains one 2Fe–2 S cluster in each of the two sub-
units of the functional dimer (22), possibly as a mechanism to
link heme synthesis to iron availability. Erythropoietic protopor-
phyria, which is characterized by cutaneous photosensitivity, is
caused by mutations in the ferrochelatase gene (23).

Additional elaboration of the heme
framework

The formation of heme C requires the addition of a cysteine
thiol to each of the two vinyl groups of heme B (Fig. 2). The
thiol links are usually formed with a cysteine in a CXXCH
sequence, but small variations of this motif are known (24).
Three systems catalyze the formation of these bonds and are
known imaginatively as systems I, II, and III (25). System
I occurs commonly in Gram-negative bacteria and in plant
mitochondria, system II in Gram-negative and Gram-positive
bacteria as well as in thylakoids, and System III in fungi,
invertebrates, and vertebrates. In all three systems, an addition
of the cysteine to the vinyl group is mediated enzymatically,
with a supporting cast of several proteins required in systems I
and II but not in system III. Despite its ubiquitous nature, the
catalytic or structural advantage of the heme C covalent links
remains unclear (26). Interestingly, a Synechocystis hemoglobin
is known in which the heme is covalently linked through a vinyl
group to a histidine residue (27).

The synthesis of heme A (Fig. 2) involves the initial addition
of the farnesyl moiety to the heme 2-vinyl group by heme O
synthase, which generates heme O that only has this modifica-
tion. In a second step, heme A synthase oxidizes the 8-methyl
of heme O to an aldehyde, which generates heme A. An elec-
tron transfer mechanism (rather than double hydroxylation) has
been proposed for this final biosynthetic step (28).

In contrast to the biosyntheses of heme A and heme C,
which require dedicated protein catalysts, the ester groups that
link methyl groups of heme B with protein carboxyl groups
are generated autocatalytically. As has been clearly shown
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for lactoperoxidase (29) and for several CYP4 cytochrome
P450 enzymes (30), the ester links are generated in the initial
catalytic turnovers of the proteins in question. Investigation of
the reaction details, and mimicry of the reaction in horseradish
peroxidase (31), a protein that normally does not form such
bonds but does upon introduction of an active site carboxylic
acid residue, strongly supports a carboxyl radical/hydrogen
abstraction mechanism (Fig. 4).

Heme Catabolism

The only physiologic (as opposed to pathologic) mechanism
for the degradation of heme in mammals is catalyzed by heme
oxygenase. Analogous heme oxygenases are found in plants,
bacteria, and fungi. Two heme oxygenases, known as HO1 and
HO2, are present in mammals. HO1 is distributed widely, is
induced by a diversity of agents, and is critical for the removal
of the heme released by erythrocyte lysis and the degradation
of hepatic hemoproteins. The levels of HO1 expression are
regulated in a feedback manner at the transcription level by
heme. HO2, although widely distributed, is concentrated in
tissues such as the testes and the brain, is only induced by
hormones, and has been postulated to fulfill physiologic roles
beyond the simple removal of excess heme. For example, HO2
has been reported to function as an oxygen sensor that controls a
potassium channel in the carotid body (32). The structures of rat
and human HO1 (33, 34), and of heme oxygenases from several
microorganisms (35), have been determined, but HO2 has not

been crystallized. One of the significant differences between
the sequences of HO1 and HO2 is the presence in HO2 of two
HRMs analogous to those in 5-aminolevulinate synthase. The
role of these HRMs in HO2 is unknown.

The oxidation of heme by heme oxygenase requires O2 and
seven electrons. The electrons in mammals are provided by
cytochrome P450 reductase, but alternative electron donors are
employed in the plant and bacterial systems. However, the
actual transformation is similar in all cases. The first step is
hydroxylation of the meso-carbon at which the porphyrin ring
will be cleaved (Fig. 5). In mammals, this position is the α-meso
carbon, but alternative meso-positions can be oxidized in bac-
teria. The resulting α-meso-hydroxyheme is further oxidized by
O2 to α-verdoheme and CO. Additional catalytic turnover pro-
duces ferric biliverdin that, after reduction of the iron, loses the
iron atom and dissociates from the protein. In mammals, the
biliverdin is further reduced to bilirubin by biliverdin reductase
and is then excreted as a glucuronic acid conjugate. In situa-
tions where the relevant glucuronyl transferase activity is low,
as in some neonates or in Criggler–Najar syndrome, bilirubin
accumulates and causes jaundice or, at higher levels, causes
neurological toxicity. Agents such as tin protoporphyrin IX can
be used to inhibit heme oxygenase and thus to decrease the
formation of biliverdin and bilirubin.

All the products of the oxidation of heme by heme oxyge-
nase are important physiologically. Biliverdin and its reduction
product bilirubin are powerful antioxidants and, at nontoxic con-
centrations, contribute to cellular protection. CO, the second
product, also has potent biologic activities, although it is often
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unclear how these activities are mediated. Finally, the ferrous
iron that is released causes upregulation of the iron-binding
protein ferritin and can also have an antioxidant effect. These
products, singly or in combination, have been shown to confer
protection against oxidative injury and cellular stress. Induction
of HO1, or administration of CO or bilirubin, inhibits apop-
tosis, whereas inhibition of HO1 stimulates apoptosis. There-
fore, the inhibition of heme oxygenase may be relevant to the
treatment of cancer (36). In another context, oxidized low den-
sity lipoprotein (LDL) is a key player in the development of
atherosclerotic plaques, and LDL oxidation is inhibited by HO1
and its antioxidant products. The manipulation of the HO1 sys-
tem is therefore of potential interest in cardiovascular disease
(37). The heme oxygenases and/or their products are relevant to
the amelioration of reperfusion injury, avoidance of transplant
rejection, and a variety of inflammation-based disorders (38).

In bacteria, heme oxygenases play a role in iron acquisition.
A greater variety is seen in the bacterial heme oxygenases than
is seen in man, but the essential catalytic features are preserved
and the mechanism of the oxidation is the same (35, 39). The
presence of two heme oxygenases in Pseudomonas aeruginosa,
one that cleaves the heme at the α-meso-carbon and the other at
the δ-position, may reflect the fact that one of the two provides
the tetrapyrrole for a bacterial phytochrome response regulator
(40, 41). It may be desirable to generate a different regioisomer
of biliverdin in the iron acquisition pathway so that it does not
interfere with the regulatory system.

Under oxidative stress conditions, heme can also be degraded
nonenzymatically to nonporphyrin monopyrrole and dipyrrole
products, although the mechanistic details of this degradation
remain obscure (42).

Heme Transport

Heme (hemin) at physiologic pH is relatively insoluble and is
found bound to proteins or membranes except for a low con-
centration (<10−7 M) of so-called “labile” heme (43). Unbound
heme is potentially cytotoxic and its levels are controlled
tightly by feedback regulation of its biosynthesis at the level
of 5-aminolevulinic acid synthase, and of its degradation by
heme oxygenase, which is a heme-inducible enzyme. As heme is
lipophilic, it is able to diffuse into and through cell membranes.
Neverthless, the efficient trafficking of heme involves protein
transporters, some of which have been identified. Transporters
of heme in the circulatory system, such as albumin, can be clas-
sified simply as heme-binding proteins. However, proteins that
mediate the energy-dependent transmembrane transport of heme
have been identified. Subtractive suppression hybridization has
led to the identification of heme-carrier protein 1 (HCP1) in the
duodenum of mice (44). This protein also transports Zn pro-
toporphyrin IX, which indicates that the iron is not essential
for recognition. Interestingly, homologous proteins are found
in man and other mammals. HCP1, which is upregulated in
hypoxia, has 459 amino acids and is predicted to have nine
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transmembrane domains (44). It has a GxxSDRxGRR motif that
is found in bacterial tetracycline transporters, with which it has
significant (22%) similarity, but it does not have the CP motif
of the HRMs in proteins such as HO2.

Heme must be exported from the mitochondrion, where the
final steps of heme synthesis occur, and a system may exist to
import heme into the nucleus, as diverse genes are regulated
directly at the transcriptional level by heme. The transporters
that mediate this trafficking of heme have not been unambigu-
ously identified. Recent work has shown that the mitochondrial
ATP-binding cassette transporter ABCB6, a homodimeric pro-
tein that is located on the outer mitochondrial membrane, is
required for porphyrin uptake into the mitochondria during
heme biosynthesis (45). Heme can be transported by this pro-
tein, but it transports coproporphyrinogen III more efficiently,
which implicates it as the protein involved in importation of this
heme precursor. A 60-kDa protein known as FLVCR, which
serves as the feline leukemia virus C receptor (thus the name),
has been shown to export cytoplasmic heme from developing
erythroid cells and is postulated to do so to protect them from
heme toxicity (46). FLVCR has the same GxxSDRxGRR mo-
tif found in HCP1. A second heme efflux protein denoted as
ABCG2, also known as breast cancer resistance protein (BCRP),
has been reported (47). This 70-kDa protein, a member of the
ABC transporter family, has six predicted transmembrane do-
mains and is functional as a homodimer.

Heme that is released into the blood stream by lysis of
red cells, catabolism of haptoglobin–hemoglobin complexes,
or other mechanisms binds to albumin (Kd = 10−8 M) and
hemopexin (Kd ∼ 10−12 M) (48). The hemopexin–heme com-
plex is taken up in the liver by a receptor-mediated process.
A candidate for the hemopexin–heme receptor has been iden-
tified (49). Other heme-binding proteins are α-1-microglobulin
and the glutathione transferases.

The iron requirements of many pathogenic microorganisms
can be met by scavenging and degrading heme. Gram-negative
bacteria have receptors that interact directly with hemoproteins,
such as hemoglobin and hemoglobin–haptoglobin, or that inter-
act with a hemophore excreted by the bacterium that scavenges
the heme and delivers it to the cell (50). The receptors use the
TonB/ExbB/ExbD complex to transport the heme through the
outer membrane. The best understood of these hemophores is
HasA from Serratia marcescens , for which a crystal structure is
available (51). The subsequent transport of the heme is mediated
by periplasmic ABC permeases that depend on heme-binding
proteins. In Gram-positive bacteria, only permease-like proteins
seem to be functional, but their heme uptake systems are less
understood. The recent characterization of the Isd import ap-
paratus of Staphylococcus aureus illustrates the state of the art
(52). As pathogenic organisms must acquire iron from their en-
vironment for growth, inhibition of this acquisition apparatus
may provide an avenue for the development of antimicrobial
agents.

Heme as a Regulatory Molecule
Heme is not only a protein prosthetic group but also it controls
the activities of diverse regulatory systems directly. Heme binds

to and regulates histidine kinases, heme-responsive transcription
factors, cyclic nucleotide phosphodiesterases, and factors such
as the eIF2α heme-regulated HRI kinase. Through these interac-
tions, heme contributes to cellular functions such as cell growth
and differentiation, oxygen and nitric oxide sensing, cell respi-
ration, and globin gene activation. Furthermore, as illustrated by
its control of heme synthesis through binding to ALAS1 and in-
hibition of its migration into the mitochondrion, it can influence
protein maturation directly.

S. cerevisiae, a facultative aerobe, responds to changing
oxygen levels by altering the expression of a battery of genes.
This coordinated response to oxygen levels in S. cerevisiae
is mediated by the heme activator protein Hap1 (53). The
activation of Hap1 increases in parallel with the concentration
of heme and reaches maximum activation at micromolar heme
concentrations. The binding of heme allows Hap1 to bind to
regulatory motifs in nuclear DNA and, thus, allows it to promote
the transcription of genes encoding proteins that are essential
for respiration and the control of oxidative damage. A repressor
(ROX1) of genes involved in anaerobic growth is also regulated
by Hap1. A zinc cluster and a dimerization domain are involved
in its binding to DNA, whereas seven HRMs are involved in its
response to heme.

In mammals, Bach 1 is a heme-activated leucine zipper
protein that acts as a transcriptional repressor (54). Bach1
associates with members of the Maf-related oncogene family.
The resulting heterodimers bind to the Maf recognition element
of target genes, including HO1, globin genes, and ALAS2.
Bach1 has six HRMs that are critical for regulation of its
activity by heme. Heme binding seems to act as a signal
for nuclear export of the protein, so that heme regulation is
partially determined by control of Bach1 nuclear localization.
A concentration of ∼1 µM heme almost completely inhibits the
binding of the Bach1–MafK dimer to DNA.

The maturation of reticulocytes to erythrocytes requires a
massive synthesis of heme to enable the assembly of hemo-
globin. It is important to couple the synthesis of heme to
that of the hemoglobin α-chains and β-chains, as both the
unassembled apoproteins and excess heme are toxic to the
cell. The HRI kinase is responsible for coordinating heme and
protein synthesis in reticulocytes. HRI inhibits globin synthesis
at the translation initiation level under limited heme conditions.
Under these conditions, HRI is activated and phosphorylates
Ser51 of the eIF2 α-subunit. The phosphorylated protein binds
tightly to eIF2B and ties up this protein, preventing it from
catalyzing the replacement of GDP by GTP in eIF2α required
for its role in initiating protein synthesis (55). HRI has three
HRMs, one of which binds heme reversibly and is thought to
couple the activity of the protein to the heme concentration and
another that binds heme stably and is thought to be involved
in the response of HRI to gases: NO increases HRI activity,
whereas CO decreases it. The molecular chaperones Hsp90 and
Hsc70 play important roles in this process, as immature HRI has
no activity but becomes responsive to heme deprivation when
transiently complexed to the chaperones.

Neuronal differentiation has been found in a model system
to be heme-dependent (56). Inhibition of heme synthesis at the
level of ALAS reduces the number and the length of neurites
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Figure 6 The most common paradigm for hemoprotein-catalyzed substrate oxidation involves heterolytic scission of the O–O bond of an iron-bound
peroxo species to give an Fe(IV) = O ferryl intermediate and either a porphyrin radical or a protein radical. The peroxo intermediate is generated in the
cytochromes P450 by in situ NAD(P)H-dependent reduction of O2, and in the peroxidases by reaction with H2O2.

induced by nerve growth factor (NGF), and this effect can be
overcome by the addition of exogenous heme. These conse-
quences of heme deficiency reflect the associated inactivation
of the NGF-dependent Ras-ERK 1/2 signaling pathway.

Heme as an Enzyme Prosthetic
Group

Heme is a ubiquitous prosthetic group in proteins with oxidation-
reduction functions. The proteins that incorporate heme as an
essential component include respiratory proteins, such as cy-
tochrome c and cytochrome c oxidase. The oxygen carriers
myoglobin and hemoglobin are members of a second class of
hemoproteins that have some relationship to gas sensor hemo-
proteins, as represented for NO by guanylate cyclase; for O2 by
Hap1, FixL, and HemAT; and for CO by CooA. The largest class
of hemoproteins is made up of catalytic enzymes and includes the
cytochromes P450, peroxidases, peroxygenases, catalases, NO
synthases, prostaglandin synthases, and thromboxane/prosta-
cyclin synthases.

A general scheme of the catalytic manifold of hemoproteins
is outlined in Fig. 6. In this abbreviated mechanism, the reac-
tion of the ferric heme with H2O2, or with oxygen and two
electrons derived from NAD(P)H, produces a “Compound I”
ferryl (FeIV = O) intermediate. This intermediate can catalyze a
single two-electron oxidation (monooxygenase or peroxygenase
activity) or two one-electron oxidations (peroxidase activity)
(57, 58). In addition to the dominant role of the ferryl interme-
diate in hemoprotein catalysis, oxidations can also be mediated
by intermediates that precede the ferryl species. For example,
the iron peroxy anion (Fe-OO-), a precursor of the ferryl inter-
mediate, is thought to be involved in the carbon–carbon bond
cleaving reactions of cytochrome P450 enzymes and the forma-
tion of NO by NO synthases. The function of these and other
catalytic hemoproteins, all of which illustrate the virtuoso cat-
alytic power and flexibility of the heme group, are reported in
more detail in other chapters of this volume.
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Human hemoglobin binds four oxygen molecules with positive
cooperativity in a binding cascade of eight partially ligated intermediates
whose oxygen ligands are distributed in different combinations between
the hemoglobin’s two αβ dimers. Traditionally, it had been assumed that,
given their close association in forming the hemoglobin tetramer, the two
αβ dimers would always respond to oxygen binding in a synchronous and
symmetric manner. Using linkage thermodynamics, the intermediate
binding constants are evaluated via dimer–tetramer assembly with ligand
configurations within the tetramer fixed through the use of hemesite
analogs. It is observed that the free energy contribution of the
asymmetrically ligated intermediate composed of one fully oxygenated αβ

dimer plus one unoxygenated dimer is not the same as other doubly
ligated intermediates, which contain at least one bound oxygen on both
dimers. Therefore, the dimers within the tetramer respond to oxygenation
differently, and cooperativity is dependent on the distribution of ligands
between the two αβ dimers.

Introduction
The structural and functional properties of human hemoglobin
(Hb) have been the subject of study for decades, stimulated by
the intriguing characteristic of positive cooperativity. How do
the four subunits that compose the Hb tetramer communicate
with one another? The answer to this question has been sought
primarily through the comparison of deoxy with oxy Hb. How-
ever, to understand the molecular mechanism of a chemical
reaction, it is necessary to characterize the intermediate(s) of
the process, and the reaction of Hb with O2 is no exception.

The binding of four O2 ligands by human Hb occurs through
a series of 14 partially ligated intermediates, of which eight are
unique in their combinatorial arrangement of bound O2 among
the two α-subunits and two β-subunits. The well-known sig-
moidal binding curve that results (see Fig. 2 for an example)
is indicative of a strong positive cooperativity of oxygenation,
thus, the binding constants for each Hb intermediate are chang-
ing as the O2 binding process continues.

The individual microscopic binding constants cannot, how-
ever, be measured from the binding curve: Only four average,
macroscopic binding constants can be directly observed. This
result is a result of several factors, foremost of which is the
high cooperativity of O2 binding itself, which suppresses the

concentrations of the intermediates. Thus, the binding curve
is dominated by the properties of the two end-states, i.e., the
fully deoxygenated tetramer and its fully oxygenated counter-
part. Other factors that contribute to the low resolution of the
binding curve are the lability of the bound O2 and the contin-
uous dissociation of the tetramer to its constituent αβ dimers.
Therefore, in a system that binds O2 close to equilibrium to
begin with, the rearrangement of bound O2 among the heme
binding sites acts only to mask the individual properties ad-
ditionally (such as a microscopic binding constant) of a given
intermediate.

This classic problem of disproportionation can be solved
experimentally through the use of hemesite analogs that ei-
ther block O2 binding or O2 dissociation in specific subunits
(α1, β1, α2, β2) within the tetramer (1). The dissociation of
tetramer to free dimer, and the resulting dimer rearrangement
among tetramers, cannot be blocked but can be measured. The
dimer→tetramer assembly free energy, ∆Gasm, can then be ap-
plied as a constraint that permits the determination of the Gibbs
free energy, ∆G ij, of each intermediate binding reaction by
employing thermodynamic linkage analysis.

The microscopic O2 binding constants thus determined reveal
a particularly strong energetic coupling between the subunits

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 1



Human Hemoglobin: Identification of a Key Intermediate

within each αβ dimer of the tetramer (2). This intradimer co-
operativity is evident particularly in the intermediate composed
of one oxy dimer and one deoxy dimer, or the asymmetric dou-
bly ligated species. Identification of this intermediate provided
the first direct experimental evidence of intradimer cooperativ-
ity, which challenged the commonly held two-state model of
cooperativity, in which the two dimers within the tetramer are
assumed to maintain the same structural and energetic prop-
erties throughout the binding process. Rather than maintaining
dimer–dimer symmetry, the αβ dimers each exhibit a unique O2

affinity and continue to modulate the O2 affinity of each other.

Background

Since the determination of its crystal structure almost five
decades ago, the study of cooperativity and allostery in hu-
man Hb was focused primarily on the properties of the two
end-states, the deoxy and oxy tetramers. The approach to
mechanistic questions of subunit–subunit coupling within the
tetramer is now shifting to the characterization of the partially
ligated intermediates. Although crystal structures are not yet
available for the intermediates, their individual O2 binding con-
stants are now determined for one set of solution conditions.

Structural elements of the hemoglobin
tetramer

The human hemoglobin tetramer is composed of two types of
polypeptide chains, designated α (with 141 amino acid residues)
and β (with 146 residues). Both subunit types exhibit a high de-
gree of α–helical content with no β structure, and each contains a
noncovalently associated b-type Fe heme to which O2 binds. As
a tetramer, the four subunits are organized structurally as two
αβ dimers held together by a polar, water-filled dimer–dimer
interface (Fig. 1) (3, 4). Although the dimer–dimer interface
dissociates readily under physiologic conditions to produce free
αβ dimers, the intradimer interface is hydrophobic and only
dissociates appreciably in the presence of certain metal ions
or under denaturing conditions. Therefore, the αβ dimers are
shared constantly and redistributed among the tetramers.

When the Hb tetramer binds O2, a large change in quaternary
structure is observed in which the two αβ dimers reorient
relative to one another. From the deoxy or T structure, this
reorientation can occur in either one of two major forms, which
yields the R or the R2 structure. The R structure is observed by
crystallization of oxyHb under high salt conditions, whereas
the R2 structure is observed in low salt crystals. Nuclear
magnetic resonance analysis has demonstrated that the R and R2
structures can coexist in solution (5). Additional crystal structure
conditions have revealed that multiple oxy or R as well as
deoxy or T forms are possible (6–8). All structural forms of the
tetramer are ligated symmetrically (or unligated); i.e., the two
dimers within the tetramer are always observed as structurally
equivalent in available crystal structures.

Structural changes that take place in the αβ dimers them-
selves are referred to in the Hb literature as “tertiary” and
include the movement of the heme Fe into the plane of the
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11a 11b 12a 12b

21a 21b 22a 22b 23 24

31a 31b 32a 32b

dimer-dimer
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Figure 1 The cascade of O2 binding to the four subunits of the human
Hb tetramer. The polar dimer–dimer interface is composed of α1β2 plus
α2β 1 contacts. Two intradimer interfaces exist, the α1β1 and the α2β2;
both are nonpolar. Each tetramer is assigned a species designation, which
begins with deoxy Hb (species 01) and ending with oxy Hb (species 41).
The first O2 can bind to any one of four subunits; however, because
oxygenation of the α 1 subunit is indistinguishable from oxygenation of
the α 2 subunit, the two isomeric tetramer species that result are
designated ‘‘11a’’ and ‘‘11b.’’ This labeling is likewise the case for the β

subunits. Similar isomeric oxygenation microstate tetramers are also
generated in the second and third binding steps. Crystal structures are
from the Arnone laboratory 14, 15.

heme when oxygenation begins; subsequent movement of he-
lices are close to the heme and to the dimer–dimer interface. A
significant structural change in the intradimer interface is not ob-
served in crystal structures, which has led to the conclusion that
oxygenation-induced tertiary structural changes are not commu-
nicated between the subunits within a dimer, i.e., between α1

and β1 or between α2 and β2. Although this belief has spanned
the course of several decades, more subtle structural changes
in the intradimer interface have not been ruled out. Recently,
Arnone et al. have pointed out that the intradimer structure has
not been analyzed thoroughly in modern crystal structures of Hb
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(6). Very few attempts to crystallize the partially ligated inter-
mediates of Hb have been reported, and structural information
is still not available.

When O2 binding occurs, the quaternary reorientation of the
two dimers forms the primary basis for the popular two-state
model of Hb cooperativity. In this model, O2 binding to a heme
Fe causes significant structural change only in the dimer–dimer
interface. The bonds of the deoxy or T interface, held by the
model to be significantly stronger than those of the oxy or R
interface, maintain the tetramer in the low-affinity conformation.
Oxygenation of deoxy Hb causes bonds in the T dimer–dimer
interface to break, which weakens the low-affinity T state
relative to the high-affinity R state. Therefore, the O2 affinity
of the tetramer is controlled by the strength of the dimer–dimer
interface, as modulated by the number of O2 ligands bound
to the subunits. The particular configuration of the bound O2

among the four hemesites is not significant in this model.
For example, in a tetramer that bears two bound O2, six
possible configurations of the bound ligands exist among the
four hemesites (see Fig. 1). In the two-state model, all six of
the doubly ligated tetramers have the same O2 affinity because
the presence of two ligands results in the same number of bonds
broken in the dimer–dimer interface, regardless of the exact
distribution of the ligands among the four hemesites.

Relationship of macroscopic to
microscopic binding constants

Oxygen-binding curves can be analyzed directly to yield four
macroscopic binding constants: K 1, K 2, K 3, and K 4. Usually,
the macroscopic constants are defined as product constants, i.e.,
products of the stepwise macroscopic constant K i→i+1 (where i
is the number of bound O2):

K1 ≡ K0→1 = K0→1

K2 ≡ K0→2 = (K0→1)(K1→2)

K3 ≡ K0→3 = (K0→1)(K1→2)(K2→3)

K4 ≡ K0→4 = (K0→1)(K1→2)(K2→3)(K3→4) (1)

The constant K i→i+1 is composed of microscopic constants,
as each O2 binding step is composed of multiple microscopic
reactions, which is illustrated by the reaction arrows in Fig. 1.
Thus, 4 ways exist to bind the first O2, 12 ways to bind the
second O2, 12 ways to bind the third O2, and 4 ways to
bind the fourth O2. Each microscopic constant is designated by
the notation ij of the species formed in the binding process
(Fig. 1, Table 1). For each binding step i = 1,2,3, and 4,
the macroscopic constant K i→i+1 represents the average of the
microstate constants k ij→(i+1)j, with accompanying statistical
factors that account for the different isomeric forms of the
microstate tetramers, as shown in Table 1.

Any scenario in which the tetramer is assumed to maintain
symmetry between the two dimers throughout the O2 binding

process (such as the historic two-state model or models with
multiple T and R forms) requires that the microscopic stepwise
binding constants for each binding step be equal to one another:

K01→11 = K01→12

K11→21 =K12→21 =K11→22 =K12→22 =K11→23 =K12→24

K21→31 =K22→31 =K24→31 =K21→32 =K22→32 =K23→32

K31→41 = K32→41 (2)

An exception to these equalities can be made to accommodate
inherently different O2 affinities of α- and β-subunits; however,
because differences between α- and β-subunit binding constants
are not significant in normal human Hb, this variation is not
additionally considered here.

Chemistry

The dimer→tetramer assembly constant K asm is very sensitive
to O2 binding by human Hb, which ranges over 130,000-fold
among the intermediates, in comparison with the 400-fold
change in O2 binding constant under conditions of this study
(pH 7.4, 21.5◦C) (9). The equilibrium between free dimer and
assembled tetramer is an integral property of Hb in solution,
and has a marked impact on the O2 binding curve observed
experimentally.

The concentration-dependent oxygen
isotherm

The sigmoidal shape of the O2 binding isotherm, i.e., the
cooperativity of O2 binding, is dependent on the concentration
of the Hb solution (Fig. 2). As the solution is diluted, the
relative concentration of free αβ dimers increases, and unlike
the tetramer, the free dimer binds O2 noncooperatively with
high affinity. Thus, the true tetramer-binding curve is observed
only at the highest Hb concentrations: At lower concentrations,
the experimental isotherm reports a mixture of tetramer and free
dimer (1).

The thermodynamic scheme that links the ligation of the free
dimer to the ligation of the assembled tetramer (Fig. 2) shows
all reaction equilibriums that contribute to the concentration-
dependent isotherms. Binding to the free dimer is designated by
∆G int, which denotes the change in intrinsic (noncooperative)
free energy. To solve the linkage scheme experimentally, the
assembly free energy change for the deoxy tetramer, 0∆Gasm,
is determined in an independent kinetic measurement using hap-
toglobin trapping of the free dimer. In addition, the correspond-
ing 4∆Gasm (for the oxy tetramer) is measured independently
by large-zone size-exclusion chromatography (1).
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Table 1 Relationship between macroscopic and microscopic O2 binding constants

Average
Overall Microstate microstate
binding binding binding
step step constants Macro Ki→i+1 Micro kij→(i+1)j

0 → 1 01 → 11 k01→11 = k01→11a + k01→11b
2 k0→1 =

[
k01→11 + k01→12

2

]
01 → 12 k01→12 = k01→12a + k01→12b

2

11 → 21 k11→21 = k11a→21a + k11b→21b
2

1 → 2 12 → 21 k12→21 = k12a→21a + k12b→21b
2 K1→2 =

[
k11→21 + k12→21 + k11→22 + k12→22 + k11→23 + k12→24

6

]
11 → 22 k11→22 = k11a→22a + k11b→22b

2

12 → 22 k12→22 = k12a→22a + k12b→22b
2

11 → 23 k11→23 = k11a→23 + k11b→23
2

12 → 24 k12→24 = k12a→24 + k12b→24
2

21 → 31 k21→31 = k21a→31a + k21b→31b
2

2 → 3 22 → 31 k22→31 = k22a→31a + k22b→31b
2 k2→3 =

[
k21→31 + k22→31 + k24→31 + k21→32 + k22→32 + k23→32

6

]
24 → 31 k24→31 = k24→31a + k24→31b

2

21 → 32 k21→32 = k21a→32a + k21b→32b
2

22 → 32 k22→32 = k22a→32a + k22b→32b
2

23 → 32 k23→32 = k23→32a + k23→32b
2

3 → 4 31 → 41 k31→41 = k31a→41 + k31b→41
2 k3→4 =

[
k31→41 + k32→41

2

]
32 → 41 k32→41 = k32a→41 + k32b→41

2

Each binding step is composed of multiple microstate binding steps, and each microstate binding step represents an average of isomeric forms of
the microstates, yielding the average microstate binding constants. The macrostate binding constant is then the average of the binding constant
for each microstate.

The macroscopic thermodynamic linkage
scheme

The concentration dependence of the O2 binding curve is
a result of thermodynamic linkage between O2 binding and
dimer→tetramer assembly. Consider the first binding step as
illustrated in the linkage scheme in Fig. 2. Conservation of free
energy dictates that the change in free energy during assembly
followed by ligation must equal the change in free energy during
ligation followed by assembly:

0∆Gasm + ∆G1 = ∆Gint + 1∆Gasm (3)

Therefore, the change in the tetramer assembly free energy
during O2 binding is equal to the change in the O2 binding
constant during tetramer assembly:

1∆Gasm − 0∆Gasm = ∆G1 − ∆Gint (4)

Each stepwise microscopic binding reaction follows the same
formula, as thermodynamic linkage holds for all binding steps.

Forming hybrid tetramers from parent
tetramers

The equilibrium between free dimer and tetramer can be ex-
ploited to provide a means of forming partially ligated hybrid
tetramers by mixing any two-parent tetramers. However, it is

necessary to fix the hemesite ligand to prevent disproportion-
ation caused by ligand rearrangement among the hemesites.
Hemesite analogs employed for either the deoxy heme (which
replaces Fe2+) or the oxy heme (which replaces Fe2+O2) are:

Native Analog

Fe2+/Fe2+O2 Zn2+/Fe2+O2

Fe2+/Fe3+CN
Co2+/Fe2+CO
Co2+/Fe3+CN

Fe2+/Mn3+

Each hemesite analog perturbs the Hb tetramer in some man-
ner: The Fe3+CN and Mn3+ analogs are susceptible to electron
exchange over very long incubation periods (10). The Co2+ ana-
log exerts a specific effect on α-subunit binding constants (11),
and the use of Zn2+ imparts a light sensitivity to the solution
(12). However, the relative relationship between each measured
microstate-binding constant is found to be invariant among the
analog species (9).

Using the Zn2+/Fe2+O2 analog as an example, when deoxy
ZnHb (species 01 ) is mixed with an equimolar amount of
native FeHb (species 41 ), a mixture is formed that contains the
asymmetrically doubly ligated species 21 (Fig. 3a). Likewise,
species 11 or 12 are formed by mixing species 01 with 23 or
24 , respectively (see Fig. 1 for illustrations of each species).
Species 22 is formed by mixing species 23 with 24 . And
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species 31 or 32 are formed by mixing species 41 with 24 or
23 , respectively. In this way, all possible combinatorial forms
of the partially ligated intermediates can be formed. Only the
parent tetramers 01 , 23 , 24 , and 41 are present in pure form in
solution: All other species are present in equilibrium with their
respective parent tetramers.

Assembly of tetramers from free dimers occurs very rapidly
with a rate constant kon of 1.1 ± 0.1 × 106 M−1s−1. This as-
sembly is referred to as the “consensus on constant,” which is
not dependent on the number of bound ligands or their config-
uration, the presence of hemesite analogs, or the presence of
mutations. Therefore, it is in the tetramer→free dimer dissocia-
tion constant, koff, that the sensitivity of the assembly constant
is manifest, because

ij ∆Gasm = −RT ln

(
kon

koff

)
(5)

Key Experiments and Observations

Two experimental approaches are taken to measure the assembly
free energy of partially ligated Hb intermediates: an equilib-
rium method and a kinetic protocol. In the equilibrium method,
symmetrically ligated tetramers are mixed to generate asymmet-
rically ligated hybrid tetramers. Then, the relative stability of
the hybrid to its parents is measured, which permits the hybrid
assembly free energy to be calculated from the independently

measured ij∆Gasm of the parents. In the kinetic approach, the
tetramer→dimer dissociation constant is measured by trapping
free dimers kinetically with the plasma protein haptoglobin.

Assembly free energy of hybrid tetramers

Low-temperature isoelectric focusing
Species 21 represents a unique halfway point in oxygenation
of Hb in that one of its dimers is fully ligated and the other is
fully deoxygenated. The 21 hybrid is formed in vitro by mixing
species 01 and 41 , as in the example in Fig. 3. One of the two
parent Hbs carries an electrophoretic tag to enhance separation
based on charge, typically the HbS variant (β6 Glu→Val). At
equilibrium, the assembly free energy of species 21 is related
to the assembly free energies of each parent by

21∆Gasm =
( 01∆Gasm + 41∆Gasm

2

)
+ δ21 (6)

where δ21 is the free energy deviation from the average of
the parent tetramer assembly free energies. The deviation free
energy is measured directly from the fraction of each tetramer
at equilibrium:

δ21 = −RT ln

[
f21

2
√

f01f41

]
(7)

The relative fractions of hybrid and parent tetramers are
measured by quenching the dissociation of tetramer to free
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dimers with low temperature (−25◦ to −35◦C). Electrophoretic
focusing is then conducted at the same low temperature to
maintain a quenching environment.

The equilibrium population of species 21 lies far from the
average of the two parents, which would be observed as a
1:2:1 binomial distribution and 48% of the mixture as hybrid.
Instead, species 21 is observed at only 3% of the hybrid
mixture (Fig. 3), which translates to a deviation free energy
of 2.0 kcal/mol and an assembly free energy 21 ∆Gasm of
−9.2 ± 0.2 kcal/mol (10). In contrast, the assembly free energy
of species 22 , which is also determined by low-temperature
isoelectric focusing, was measured at −7.7 ± 0.3 kcal/mol, a
value similar to the other doubly ligated species 23 and 24 .
The results from low-temperature isoelectric focusing for the
remaining partially ligated intermediates yielded the following
pattern of microscopic binding constants for each binding step:
For the first binding step, k01→11 = k01→12; for the second
binding step, (k11→21 = k12→21) > (k11→22 = k12→22 = k11→23

= k12→24); for the third step, (k21→31 = k22→31) < (k24→31 =
k21→32 = k22→32 = k23→32); and for the final step, k31→41

= k32→41. These results show that binding two ligands to the
same dimer within a tetramer occurs with a greater positive
cooperativity than binding one ligand to each dimer. This
distinction between the distribution of O2 ligands within the
tetramer does not agree with Equation 2, which demonstrates
that one of the basic tenets of all symmetric (multistate or
two-state) models of cooperativity is not verified by experiment.

Haptoglobin trapping
The tetramer→free dimer dissociation constant, koff, is mea-
sured in the presence of haptoglobin (Hp), which is a plasma
protein that binds two free dimers rapidly and essentially irre-
versibly (13). The reaction of Hp with Hb that contains deoxy
subunits can be followed by UV/visible spectroscopy, whereas
the Hp reaction with fully ligated Hb, which has no appreciable

change in absorbance, can be monitored by fluorescence spec-
troscopy. Thus, mixing Hb with a slight excess of Hp results
in complete conversion to the Hp·(dimer)2 complex by pulling
the tetramer dissociation reaction to the right:

Hb
koff←−−→
kon

2αβ dimers + Hp
kHp−→ Hp•(αβ dimer)2 (8)

Because both kon and kHp are very rapid (essentially
diffusion-controlled) processes, the overall rate-limiting step in
Equation 8 is koff.

The koff for the asymmetrically ligated species 21 was
measured first by forming the unligated version of the hybrid by
mixing native Fe-heme deoxy Hb with Zn Hb (Fig. 4). Because
both parents and hybrid (the unligated species 21 or 21u) have
the same assembly free energy, 01∆Gasm, mixing the parent
tetramers in a 1:1 ratio generates an equilibrium hybrid mixture
that contains approximately 50% hybrid 21u . Because of the
slow koff for both parents and hybrid (7.5 hours), equilibrium
is attained after 3 days of incubation. In practice, the amount
of hybrid present after 24 hours is sufficient for detection in the
reaction with Hp.

The anaerobic hybrid mixture is mixed with an oxygenated
solution of Hp in a stopped-flow instrument. The absorbance
is monitored for 20 seconds, and the resulting observed rate
constant is measured at 0.20 ± 0.02 s−1. This results in an
assembly free energy, 21∆Gasm, of −9.1 ± 0.1 kcal/mol when
combined with the consensus on constant in Equation 6 (9).
This value is in excellent agreement with the results of the
equilibrium low-temperature isoelectric focusing experiment.

Model-independent distribution of ∆Gc
among the hemoglobin intermediates
The measurements described here show that binding O2 ligands
to only one αβ dimer within the Hb tetramer occurs with a
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unique binding constant that differs significantly from that for
the other doubly ligated intermediates (Table 2). This finding
does not agree with the historically dominant presumption of a
symmetric T/R-based model for cooperativity, which requires
that the hemesites in both dimers maintain equal O2 affinity at
each binding step. This asymmetric doubly ligated Hb interme-
diate, species 21 , is considered a key intermediate in that its
unique configuration of ligands reveals the presence of func-
tional differences between the two dimers.

Symmetric models for cooperativity have been supported
by the observation that only two functional states of the Hb
tetramer, the low-affinity T and high-affinity R state, are re-
quired to describe O2 binding curves obtained over a range of
solution conditions. However, the O2 binding curves are dom-
inated by the properties of the two end-states, largely because
of the presence of strong cooperativity, and thus cannot provide
a clear distinction between most allosteric models. To begin to
understand the rules for coupling between the subunits in Hb,
it is necessary to measure the microscopic binding constants
experimentally, as they cannot be determined from the binding
curves.

An extensive kinetic analysis of ligand binding in normal Hb
carried out by Goldbeck et al. has demonstrated agreement with
the unique binding constant for the asymmetric doubly ligated
Hb (14). Thermodynamic experiments from the Ackers labo-
ratory that employs asymmetrically modified human Hbs have
confirmed the asymmetric character of Hb cooperativity (15).
This discovery generates critical energetic and structural ques-
tions, particularly with respect to the relationship of intradimer
to cross-dimer cooperativity, in a classic system that was once
thought to be well understood.

References

1. Ackers GK, Holt JM, Burgie ES, Yarian CS. Analyzing intermedi-
ate state cooperativity in hemoglobin. In: Methods in Enzymology.
Volume 379. Energetics of Biological Macromolecules Part D.
2004. Holt Jo M., Johnson, MJ, and Ackers GK, eds. Elsevier,
San Diego, CA. pp. 3–28.

2. Ackers GK, Doyle ML, Myers D, Daugherty MA. Molecular code
for cooperativity in hemoglobin. Science 1992;255:54–63.

3. Kavanaugh JS, Rogers PH, Case DA, Arnone A. High resolution
x-ray study of deoxyhemoglobin Rothschild 37b Trp to Arg: a
mutation that creates an intersubunit chloride-binding site. Bio-
chemistry 1992;31:4111–4121.

4. Silva MM, Rogers PH, Arnone A. A third quaternary structure
of human hemoglobin A at 1.7 A resolution. J. Biol. Chem.
1992;267:17248–17256.

5. Lukin J, Kontaxis G, Simplaceanu V, Yuan Y, Bax A, Ho C.
Quaternary structure of hemoglobin in solution. Proc. Nat. Acad.
Sci. USA 2003;100:517–520.

6. Kavanaugh JS, Rogers PH, Arnone A. Crystallographic evidence
for a new ensemble of ligand-induced allosteric transitions in
hemoglobin: the T-to-T(high) quaternary transitions. Biochemistry
2005;44:6101–6121.

7. Mueser T, Rogers P, Arnone A. Interface sliding as illustrated
by the multiple quaternary structures of liganded hemoglobin.
Biochemistry 2000;39:15353–15364.

8. Samuni U, Juszczak L, Dantsker D, Khan I, Friedman AJ,
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Table 2 The distribution of binding free energy among the individual binding steps in Hb
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Oxygenation through the asymmetric doubly ligated tetramer
1 01 + O2 → 11 or 12 −5.5 ± 0.3 1 e + 4
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4 (31 or 32 ) + O2 → 41 −8.9 ± 0.3 400 e + 4
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The rapid testing of chemical libraries for biological activity is the primary
aim of high throughput screening (HTS). Advances in HTS have paralleled
those in molecular biology, instrumentation and automation, and
informatics, and the increased availability of arrayed compound libraries.
Sophisticated high sensitivity assays and the associated technologies
required to implement these assays in HTS have been largely developed
within the pharmaceutical industry for the identification of new chemical
matter for drug development. However, HTS approaches are now widely
applied to the broader questions within biological research. By way of
introduction, we will describe the components of HTS and provide
examples of strategies used to identify novel chemtypes for specific
biological targets using large chemical libraries. We then will illustrate how
more narrowly defined compound collections (e.g., targeted libraries or
bioactive compounds) have been profiled against related targets or cell
types for the purpose of discovering or defining, compound class/gene
family selectivity, off-target activity or ‘‘hidden phenotypes’’, toxic
fingerprints, or any other relationship between chemical structure and
bioactivity. In this way, HTS systems can expand the scope of an
experimental hypothesis to address questions of chemical biology, be they
at the level of an isolated enzymatic activity or that of a complex cellular
phenotype.

High throughput screening (HTS) is a technologically enabled
field of applied science that creates an interface between chem-
ical libraries and biological assays for the purpose of rapidly
exploring and identifying chemical bioactivity. The technolo-
gies that make HTS of large compound collections possible
have been supported principally by the pharmaceutical industry
because of the needs inherent to drug discovery but are in-
creasingly being used to expand the boundaries of traditional
academic disciplines such as enzymology and cell biology.
“Chemical biology” that emphasizes the application of synthetic
chemistry in the study of biological processes or “chemical ge-
netics” in which compounds are used to recapitulate the effect of
genetic mutations are particularly enabled by HTS as it allows
the identification and profiling of wide-ranging chemotypes

that modulate individual gene products or cellular phenotypes
(1, 2). HTS laboratories are now an integral part of many univer-
sities, and in 2004 the U.S. National Institutes of Health (NIH)
implemented a specific initiative to expand access to HTS for
translational research (3–5). Whether the aim is chemical biol-
ogy or drug discovery, HTS is most effective when biological
assay systems are designed and screening results interpreted
with the technological capabilities and limitations of the entire
process in mind.

As a primer to this area, we outline the basic process of HTS
and synergisms between pharmaceutical and chemical biology
research endeavors and provide examples of platforms that use
HTS technologies to enable chemical biology.
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Bridging Chemistry and Biology
with HTS

Compound discovery or profiling that uses HTS involves merg-
ing diverse types of chemical libraries and biological assays
(6) (Fig. 1) and generally involves four major components that
include the compound library itself, high-quality assays, pro-
cess engineering platforms, and informatics procedures to track,
analyze, and annotate the results. As a consequence, implemen-
tation of HTS requires expertise from multiple disciplines. In
this section, we highlight some of the important features for
each of these processes and how these technologies currently
are being applied to the goals of chemical biology.

Chemical libraries

Multiple categories, including natural products (7) and syn-
thetic bioactives [e.g., metabolites, carcinogens, and approved
drugs (8)]; privileged scaffold-based libraries [e.g., untested
analogs of synthetic drugs or natural products such as benzo-
diazepines (9), indoloquinolizidine (10), or diketopiperazines
(11)]; biologically uncharacterized compounds of low diversity
but high density [e.g., combinatorial chemistry-derived libraries
(12, 13)]; and consolidated samples/collections that represent
extensive structural diversity [e.g., Molecular Libraries Small
Molecule Repository, see PubChem (14)] have been used to
describe the general character of library collections in use to-
day (Fig. 1a). These libraries range in size from small focused
or diverse sample collections of ∼1K compounds or less to
very large collections that may contain a million or more com-
pounds. The cost can range from between a few dollars per mg
for specialty sets of < 1500 compounds to the well over one
billion dollars spent by Pfizer to enrich its corporate library (15)
(Table 1) (16–22). Modern collections used in pharmaceutical
companies are constructed considering multiple factors includ-
ing DMSO solubility and purity, “lead” or “drug-likeness,” and
synthetic tractability (23). Common measures of “drug-likeness”
are “Lipinksi’s rule of 5 (Ro5)” or variations thereof that de-
fine the physio-chemical characteristics of well-absorbed drugs
(24). However, for chemical biology, the library may encom-
pass compounds that are not Ro5 compliant but are nonetheless
potentially useful research tools to address biological questions,
for example, compounds of a peptidic nature or that contain
reactive groups (see Fig. 2b and 2c for examples) (25–30).

The nature of the library is dependent on the aim of the
experiment. For example, if an inhibitor of a novel protein
kinase is desired, then a targeted library derived from the
amino-quinazoline scaffold (31) (Fig. 1a, i and ii) might be con-
sidered, whereas an enzyme that belongs to a gene family with
no precedent of small-molecule modulation may benefit from
a more random or diverse collection (32). Also, although iden-
tifying chemical matter that allows a proprietary or patentable
structure can require screening large diverse collections (> 1
million compounds), useful chemical matter for research pur-
poses can be identified from smaller collections (21). Aiming for
many dissimilar scaffolds (the central rigid part of the molecule
capable of positioning key interactions) and analogs could lead
rapidly to very large libraries, and, therefore, the complexity

and the redundancy of the library needs to be carefully man-
aged. The quality of the compounds should also be determined
with respect to the stability, synthetic tractability, resupply, and
purity of the samples. Various chemical descriptors can be used
to measure library diversity; however, a universal method has
not been found (21, 33). General screening compound collec-
tions aim to contain many different scaffolds with few analogs
and are expanded in size by similarity searches using parameters
such as the Tanimoto coefficient (34) to consider how new com-
pounds may complement or add to the novelty of the collection.
At the other extreme are combinatorial libraries that contain few
scaffolds but potentially thousands of related analogs that sys-
tematically explore the activity relationships between two or
more structural variables. Several thousand different combina-
torial libraries have been described since 1992 (35, 36). Combi-
natorial libraries are synthesized using a variety of methods and
can be very large in size (105), and although these libraries are
not classically diverse, they provide the advantage of contain-
ing many subtle changes in structure that can be enormously
important for biological activity (37). Knowledge around com-
pound classes that target specific members of a gene family,
as in the case of protein kinases or G protein-coupled recep-
tors (GPCRs), can form the basis of targeted libraries that can
increase the probability of finding useful leads (12, 38). More
specialized libraries are often required to address certain target
classes, such as protein–protein interactions that have been his-
torically refractory to conventional small-molecule approaches.
For example, fragment library approaches in which small scaf-
folds (MW 150–300) are screened at very high concentration
to identify weak interactions using nuclear magnetic resonance
(NMR)- or X-ray crystallography-based methods have been
successful for these difficult target classes (16). Once active
fragments are found, the affinity is improved by merging or
growing fragments into nearby sites on the protein through the
use of structure-guided techniques.

Chemical library handling
Collection sample preparation, formatting for screening (39),
short- and long-term storage, and analytical quality control (QC)
(40) comprise important variables in the management of HTS li-
braries. Generally, libraries are arrayed with a single compound
per well, but strategies that employ pooling of compounds have
been described to compensate for limited screening capabil-
ity (41). For the purpose of HTS, compounds are routinely
dissolved in DMSO, a so-called “universal solvent” at high
(typically 10 mM) concentrations, and stored in polypropylene
microtiter plates. Critical to the “stability” of these collections is
the control of humidity and temperature. DMSO is highly hygro-
scopic, and when it absorbs water, because of nonideal behavior,
it becomes more structured and viscous and limits compound
solubility, which can lead to compound precipitation (42). That
precipitation, rather than compound degradation, is the central
factor determining library integrity has been supported by stud-
ies on modern pharmaceutical screening collections (40, 43,
44). Therefore, refined compound storage units use desiccated
inert chambers (e.g., argon saturated environments) and dry
conditions. If dry conditions cannot be maintained, then the
compound collection can be stored at room temperature (never
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pharmacological agent (�) is required to identify potentiators of the pathway that act downstream of the extracellular receptor as measured by the nuclear
translocation of a GFP-labeled sentinel protein. Such potentiators could be envisioned to act, for example, by inhibiting proteins that act to repress the
pathway (black dashed arrows). v) A zebra fish assay where organogenesis can be monitored by GFP expression in a particular organ system (6).

cooled) and exchanged with a new copy at time intervals com-
patible with the plate lid/sealing method [e.g., every 4 to 6
months for Kalypsys lidded plates (39) or after the plate has
been reheat-sealed a predetermined number of times]. Storage
at −80 ◦C is preferred for long-term (> 6 months) archiving,
as the samples will remain solid even if water has been ab-
sorbed. Evaporation of DMSO is also a concern, particularly for
low-volume (< 10 µL) stock solutions, and several specially de-
signed microtiter plate lids and plate sealing technologies have
been developed to limit evaporation from compound sample
wells. The complexity of a compound archive and retrieval sys-
tem depends on the size, frequency of use, and types of access
requirements of the chemical library. Systems range from rela-
tively low-tech manual storage of sealed replicate copies thawed
and used as needed (repeated freeze–thaw cycles of a single li-
brary plate is not advised) to highly engineered systems capable
of compound dissolution, environmentally controlled storage,
plate thawing, and individual compound or “cherry picking”
capabilities (45).

Compound structure and purity is assessed before samples
enter a screening collection by supplier QC data and/or inde-
pendently by the user (46). Ongoing monitoring of compound

integrity, typically by liquid chromatography-mass spectrome-
try (LC-MS) analysis, throughout the lifetime of the library can
be accomplished on a randomly selected fraction of the collec-
tion (i.e., spot-checking) and during retest of samples entering
post-HTS assays, for example. Comprehensive and continuous
library QC is currently an area under evaluation (47, 48).

Nature of high-quality HTS assays

The configuration and nature of the assay format is critical
to any HTS experiment and must be coordinated with sub-
sequent assays that evaluate biological relevance/mechanism
of action. One must consider that even with an assay hav-
ing 99% accuracy, the number of false positives can match or
greatly exceed the number of true positives (typically between
0.001–0.1%) (49), which complicates interpretation of the ex-
perimental results and creates significant follow-up efforts that
lead to dead ends. In addition, compound-mediated phenomena
independent of the target biology is a major source of HTS
artifacts. Examples include, compound aggregation (50), flu-
orescence (51), and inhibition or activation of assay reporter
enzymes (52). Therefore, primary assay selection and design

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 3



High Throughput Screening (HTS) Techniques: Overview of Applications in Chemical Biology

Table 1 Example Chemical Libraries Used in Drug Discovery and Chemical Biology

Library Category Size Comments Reference

Sigma LOPAC Pharmacologically active. 1208 Major target classes: GPCRs,
kinases, ion channels,
nuclear receptors, metabolic
enzymes, cell signaling,
apoptosis, cell cycle, etc.
Used extensively for
assay/HTS validation.

∗

ChemBridge
Fragment Set

Low MW (≤ 300), and
cLogP(≤ 3) designed for
high aqueous solubility
(∼3 mM).

5000 Useful for high concentration
screening (e.g.,
NMR/SPR-based
approaches).

16

TimTech Natural
compound
library
(NPL400)

Purified natural products. 480 Structures retrievable from
website. Mainly plant
derived, ∼16% flavonoids.

17

Angular
epoxyquinol
librarya

∆2-Pyrazoline
libraryb

Diversity oriented synthesis
(DOS).

a244 b80 Chemical Methodology and
Library Development
(CMLD) initiative to develop
novel libraries.

18, 19

National
Toxicology
Program
(NTP1408)

Toxic agents. Includes
compounds tested in
traditional in vivo and in
vitro toxicologic assays.

1408 Chemical descriptions are
publicly available in
PubChem.

20

Commercial
screening
libraries

Range from low scaffold
diversity (e.g., combinatorial
libraries) to high diversity.

100s to > 100 K Used widely in academia. 21

NIH Molecular
Libraries
Small
Molecule
Repository
(ML SMR)

Diverse collection: procured,
QC’ed, stored and distributed
to 10 network labs.

> 250 K →500 K Chemical descriptions are
publicly available in
PubChem.

22

Pfizer compound
file

Large pharma collection.
Outsourced from ArQule,
ChemRx, ChemBridge, and
Tripos.

> 2 × 106 ∼U.S.$ 1 billion file enrichment
program to expand diversity,
drug likeness, synthetic
tractability, and rapid analog
access.

15

*http://www.sigmaaldrich.com/Area of Interest/Chemistry/Drug Discovery/Validation Libraries/LOPAC1280.html .

must consider the nature of potential assay liabilities (e.g., sen-

sitivity to compound library fluorescence) and match counter or

orthogonal assays (e.g., an assay that is insensitive to compound

fluorescence) to stringently and accurately verify or eliminate

the primary assay findings. Ideally, a counterscreen is integrated

into the primary HTS assay either as multiple measurements

from the same assay well or as independent assays run in close

proximity. As an example of the latter, a 1536-well robotic

screen used fluorescent polarization to measure the interac-

tion between the C-terminus of the tumor suppressor protein

BRCA1 and a phosphopeptide derived from an interacting pro-

tein pBACH. Here, two assays that differed only in the labeled

phosphopeptide ligand, carrying either a green or red fluo-

rescent probe, were interleaved into a single HTS (53). The

experiment was designed to discriminate signal changes from

fluorescent samples, likely to affect the assay pair differentially,

from genuine inhibitors of the protein•phosphopeptide complex

that should have an unbiased effect on the assays. For cell-based

assays, dual-luciferase reporter systems, for example, where one

luciferase is constitutively expressed to track cell number, have

been used to segregate compounds that modulate the biology in

question from nonspecific effects on the assay format or cyto-

toxicity (54, 55).
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Figure 2 Chemical probes versus drugs. Structures across the top are a) monastrol (25), an inhibitor of the kinesin Eg5 identified through forward
chemical genomics, b) an activity-based chemical probe (26) used to label cellular metalloproteases, c) the natural product fumagillin (27) from Aspergillus
fumigatus that acts as an angiogenesis inhibitor through inhibition of a methionine aminopeptidase, d) CKD-731, a semisynthetic analog of fumagillin
currently in clinical trials as an anticancer agent, e) LG335 (i, 28), an inactive analog of the drug Targretin(ii, Bexarotene), a pharmaceutical developed to
bind RXR for the treatment of cutaneous T-cell lymphoma, paired with a designer RXR nuclear receptor to enable conditional gene expression (29), f) the
approved HMG-CoA reductase inhibitor Atorvastatin (8), g) the natural product toxin Taxol used as an anticancer agent, h) structures of the opioid
analgesics fentanyl—(i) (8) and 1-methyl-4-phenyl-4-propionoxypiperidine, (MPPP, ii) and its metabolite 1-methyl 4-phenyl 1,2,3,6-tetrahydropyridine
(MPTP, iii) that is neurotoxic resulting in Parkinson disease-like symptoms (30)—and i) a polychlorinated dibenzodioxin (TCDD) that represents an
environmental pollutant that can reach toxic levels by accumulating in fatty tissues.

Assay technologies for modern drug discovery have been
fueled by achievements in molecular biology and the numer-
ous genome sequencing projects that have lead to the cloning
and expression of novel proteins, highly engineered cell lines
(54, 56, 57), and model organisms (58, 59) with convenient
reporters such as luciferases (55), fluorescent proteins (57), or
enzymes that act on fluorescent substrates such as β-lactamase
(60). In current drug discovery, HTS involves a variety of assay
types (Fig. 1b) based on purified molecular targets, reconstituted
enzyme cascades, cell extracts (61), and cellular/organism phe-
notypes (62). The use of reconstituted systems or extracts is
particularly attractive as multiple molecular targets/interactions
can be tested without the complication of the test compounds
binding to serum, having limited cell penetration, or undergo-
ing rapid cellular efflux. Also, such systems can be used to
identify the target through techniques analogous to genetic sup-
pression (63).

Decisions surrounding specific HTS assay technologies will
take into consideration factors including pharmacological rele-
vance, HTS compatibility, follow-up strategy, and costs, among

others. For example, whether a membrane receptor antagonist
is sought using a SPA-based radioligand binding assay with an
enriched membrane preparation or through a cell-based reporter
gene assay may depend on the availability of a suitable radioli-
gand and ability to prepare sufficient plasma membrane versus
developing a stable cell-based assay responsive to receptor ac-
tivation. Also, in this example, a consideration of the cost of
assay implementation including handling/disposal of radioac-
tivity versus the counter or orthogonal assays required to sort
out the often multiple possible mechanisms of action from re-
porter gene responses are critical evaluation criteria. In a recent
review (64), we provide detailed information and references
on technologies used in HTS assays and the considerations in
assay protocol design and reporting (65) to aid in evaluating
the options for HTS assay development and communication of
protocols and results.

Optimizing assays for HTS performance involves several
steps including reducing the number of required reagent addi-
tions; assessing QC and availability of the reagents; determining
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the stability and batch variability testing of the reagents; deter-
mining the DMSO tolerance of the assay (particularly important
for cell-based assays); minimizing incubation and measurement
times; and choosing and optimizing detector settings. Therefore,
an HTS assay can differ greatly from typical laboratory assays,
and not all assays that function adequately in bench-top experi-
ments will be adaptable to HTS. Typically, libraries are screened
at one concentration in a manner in which every compound is
assayed once. This “n = 1” experiment is rapidly performed on
as many as 1 million samples, and, therefore, the assay must
show excellent precision, but this does not guarantee nor should
it be confused with biological fidelity (66). Therefore, during
HTS implementation, the entire procedure is validated with test
plates to assess the assay precision. The goal is to minimize
variation and provide adequate signal:background (S:B) with-
out adversely effecting the sensitivity or biological relevance of
the assay. A measure of the assay performance or quality is typ-
ically made using a parameter, the Z-factor (67, 68) (Table 2)
(67–71), that is a measure of both assay variation and S:B in
which assays that exhibit Z-factors > 0.5 are generally consid-
ered acceptable. The background can be taken from specified
control wells (Z’) or the median of the sample field (Z).

To obtain statistical significance, these parameters should
only be reported from entire microtiter plates (e.g., 96-wells
or higher densities) and are best measured by performing the
experiment in triplicate on different days.∗ Also, the accuracy
of the assay response in reflecting the biology under investi-
gation can be measured when control compounds are present.
IC50/EC50s can be compared with accepted values typically ob-
tained from the literature and should include a consideration of
the assay precision. For this purpose, the minimum-significant
ratio can be calculated from control titrations across individual
assay plates, which provides the smallest potency ratio between
two compounds that can be considered real based on the preci-
sion of the assay (72).

Engineering processes in HTS

To achieve a “high-throughput” process requires that systems
are available to test compounds rapidly by processing of 96-well
or higher density plates (73). The throughput of HTS can vary
from low (10,000–50,000 data points/day) to ultrahigh (uHTS)
where > 100,000 data points are collected/day. Efficiency in
HTS requires highly engineered systems and components, such
as high-density microtiter plates, precision, low-volume liquid
handlers for dispensing assay reagents (nL to µL) or concen-
trated compound solutions (pL to nL) (74–76), microtiter plate
readers varying in sophistication from reporting changes in a
well’s total absorbance to the subcellular distribution of target
proteins within a cell (77, 78), and robotic systems to inte-
grate these components (Fig. 3). Fully integrated systems that
leverage miniaturized parallel assay processing (e.g., 1536-well
plates) served by robotic arms having direct access to compound
libraries, reagent/compound dispensers, and plate incubators and

∗Additional reading on the subject of assay validation and specific
protocols can be found online at the NCGC web site: Assay Guidance
Manual (http://www.ncgc.nih.gov/guidance/index.html ).

readers can achieve throughputs as fast as 10 samples/sec (79,
80). Operating within a thin margin for error, automated assays
by virtue of their speed and parallelism should be validated
carefully on the robotic system, and the entire process of as-
say implementation should be managed to minimize costly loss
of reagents that can occur quickly if the screen is improperly
initiated and monitored (73).

HTS data analysis and informatics
Several independent streams of data are tracked and integrated
throughout the HTS lifecycle. The library samples’ structures,
plate locations, and array positions, concentrations, and other
parameters and annotations comprise one group; a second group
is the detector output readings for the assay responses, and a
third group include process information, such as time stamps
and trace files that track compound and assay plate histories. For
smaller-scale screens (a few 1000 compounds) Excel spread-
sheets and an Access database can suffice, but as the scale of
the HTS increases, organizing this large amount of chemical
and biological assay data requires efficient laboratory informa-
tion management systems (LIMS) that cover and provide tools
to facilitate the entire experimental process. Flexibility has been
cited as one of the primary requirements in LIMS design as both
the processes and nature of the information content will change
over time (81).

HTS assay data is statistically analyzed to identify genuine
outliers from systematic or random assay noise, which allows
the level of activity for each compound tested in the assay to
be determined. The values used in the final analysis are derived
from a normalization procedure that converts the raw data to the
percent activity relative to the control values (Table 2). Wells
that contain controls can be placed in any number of wells on
an assay plate, but a common practice is to use ≤ 10% of the
plate for controls, often in columns along the left or right edges
(Fig. 4a).

A threshold cut off is the simplest method to select putatively
active compounds (Table 2). For example, in Fig. 4, samples
to the left of (Fig. 4b) the 3 standard deviation (σ) threshold
or below it (Fig. 4c) are considered “active” (red values; often
referred to as “hits”) and are selected for “confirmation” or
prioritized with additional criteria (e.g., clogP < 4 or availability
of analogs). However, several problems have been noted with
this method (70). For example, the controls may be unstable or,
in the case of uncharacterized biology, may be absent entirely,
which makes it difficult to derive accurate normalized percent
activity values. Therefore, methods such as the z -score (69)
have been used where the test samples act as the controls
(Table 2).

Several methods have been employed to correct for positional
variations within the screening data that can be very common
in HTS and include edge effects, dispensing artifacts, and
changes in reagent stability during the course of the screen.
Correction of systematic errors requires special software and
is facilitated by incorporating blank plates (e.g., containing
DMSO alone without test compounds) uniformly throughout the
screen to capture a sample-independent signature of the plate
signal variation (Fig. 4). One method that considers positional
effects uses the b-score (for “better” score) that is analogous to

6 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



High Throughput Screening (HTS) Techniques: Overview of Applications in Chemical Biology

Table 2 Assay Diagnostic and Hit Scoring Methods Used in HTS

Equation Explanation Reference

Assay Diagnostic
Z′-factor

Z′ = 1 − (3σmax+3σmin)
|µmax−µmin|

Factor used to evaluate assay performance where a value > 0.5 represents
an acceptable assay. Measured for control wells. σ = standard
deviation of the assay signal µ = mean of the assay signal

67, 68

Scoring Methods
%Inhibition=

xi −µmin
µmax−µmin

× 100
Control-based. Normal distribution assumed. xi = raw value for the ith

sample well on a plate µmin = mean of the minimum control values
µmax = mean of the maximum control values

Threshold value (T) Used with or without data correction. Normal distribution assumed.
T = x±nσx Values below (inhibition assay, −nσx) or above (activation assay, +nσx)

threshold are scored. x = median value of the entire sample field. n =
typically between 3 and 6. σx = standard deviation of the tested
compound field values

z -score
Zi = xi −µx

σx

Method to score the relative potency of actives on a plate-by-plate basis
without correction for row and column effects. Controls not used.
Normal distribution assumed. xi = raw value for the ith sample well on
a plate µx = mean of all raw values for the samples tested on a single
plate. σx = standard deviation of the tested compound field values

69

b-score
yijp = µp + Ri + C j

+ εijp

Row (R) and column (C) effects are estimated using a median polish
procedure to score the relative potency of actives on a plate-by-plate
basis. yijp = value at the i th row and j th column on the p th plate µp =
plate center mean Ri = row effect Cj = column effect εijp = error in
measurement

70

r-score
yijp = µp + Ri + C j

+ εijp

Row and column effects are estimated using a robust linear model to score
the relative potency of actives on a plate-by-plate basis. All parameters
are defined as in the b-score above.

71

the z -score except positional and plate effects are additionally
taken into account and result in a marked reduction in false
positives (Table 2) (70). However, such methods can fail in
screening-focused collections, such as combinatorial libraries
in which many analogs around a common scaffold are present,
because the assumption that the majority of the tested wells
are inactive may not hold when many genuine actives occur
on the same plate. Therefore, for combinatorial libraries, the
activity is better addressed using multiple assays to help rank
or profile the actives or screening at multiple concentrations
where potencies can be resolved (see below, Fig. 4e). More
attempts to improve active selection from large HTS data sets
include the use of structure–activity relationships (SAR) (82) to
help reduce false negatives and advanced population analysis to
construct predictive models of activity (83).

Goals of chemical biology

The goals of chemical biology have been stated in various ways.
In the “gene-centric” view, the aims are borrowed from classical
genetic studies in which genes were mutated to determine their
role in phenotypes. In this analogy, small molecules rather than
gene mutations are used to affect protein function and perturb
the biological system. Terms have been coined such as “forward
chemical genomics” to represent phenotypic or response assays
that are used to identify compounds that generally affect a
cellular or model organism phenotype (Fig. 5). However, no

single technology is sufficient to identify a target for a small
molecule from such phenotypic assays, and target identification
remains a challenging area in chemical genomics. In “reverse
chemical genomics,” the starting point is often based on an
assay that uses an isolated protein, and with subsequently
identified compounds, one backs away from the “gene product”
to determine the effect on phenotype. In this respect, classical
drug discovery resembled forward chemical genomics in which
compound testing was often conducted in physiological model
systems (e.g., organ bath), whereas modern drug discovery
follows a reverse chemical genomics paradigm in which isolated
molecular target–based assays are used for compound discovery,
and these then are progressed into disease models and eventually
to testing in humans.

It is now widely appreciated that the proteome is considerably
larger than the sum of its genes, and defining what constitutes
a “gene” has become increasingly complex (84). Mechanisms
such as alternative splicing result in an average of three protein
isoforms/gene leading to a larger and more complex proteome.
In this “proteomic view,” chemical biology has the goal of an-
notating every protein with compounds capable of inhibiting,
activating, or allosterically regulating their function. Ultimately,
both the gene-centric and the proteomic viewpoints converge to
create a pharmacological database that relates compound activ-
ity to biological effects (85). This “chemical probe directory”
will list compounds useful for the interrogation of basic biologi-
cal questions and initiation points to develop novel therapeutics.
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(a) (b)

(c) (d)

Figure 3 Dispensing and detection instrumentation. a) Example of liquid handling instrumentation. Top: Piezo-electric tip plumbing and pulse control for
pL dispensing of fluids. Bottom: Plumbing and valve control of a solenoid-based for nL dispenser. b) Methods for nL dispensing of compound solutions in
DMSO (beige wells) to assay plate wells (blue wells) using contact-based dispensing with pin-tools (i) that may contain slots as shown or noncontact-based
dispensing as in using a focused acoustic beam (ii). For acoustic dispensing, it is necessary for the destination plate to be inverted over the source plate. c)
Reader modalities (i–iii) are depicted for population averaged detection, (i) transmittance using microtiter plates made of clear plastic (e.g., polystyrene or
cyclic olefin polymers), (ii) luminescence, typically using opaque white microtiter plates, and (iii) fluorescence where in the example shown epifluorescence
is collected by using focusing optics for excitation (green arrow) and emission (red arrow) above the well of an opaque black microtiter plate. d) Detection
output (i, ii) for single object enumeration or imaging. (i) Cell cytometry in HTS is possible using either flow or microtiter plate systems (78). Here, the
population distribution of green and blue fluorescent cells in a β-lactamase reporter gene assay is analyzed. (ii) High-content screening using automated
wide-field or confocal microscopes. High-resolution confocal image of G2 M cell cycle sensor (GE Healthcare) expressed in U2OS cells. Actin and
microtubular staining using Texas red- and Alex488-labeled antibodies, respectively, and nuclei stained with DAPI.

Furthermore, as the pharmacological database becomes pop-
ulated with diverse biological assays and grows in structural
scope, it will act to guide the design of higher-quality libraries
that will access the darkest recess of the genome.

Chemical probes

To understand the nature of chemical probes, we can evaluate
these probes relative to the current drug discovery process. Al-
though the goals of drug discovery have a clear end point, the
development of a therapeutic, the goals of chemical biology are
broader so that although all drugs are probes because of the spe-
cial requirements of drugs, not all probes are intended or can be
developed into drugs (Fig. 2). Chemical probes can be drawn
from the embryonic stages of the drug development pipeline,
for example, in the lead optimization stage, once activity has
been confirmed and compounds of sufficient potency have been
obtained. Early stage absorption, distribution, metabolism, elim-
ination (ADME)-toxicity data such as plasma serum binding, cy-
tochrome P450 inhibition/induction, and cell permeability data
can be obtained around chemical probes to determine their use-
fulness for in vivo testing. Although cell permeability and low
serum binding are important, fully optimized ADME-toxicity
parameters are not a requirement for many chemical probes. For
example, the natural product forskolin (Fig. 1a, iv), an activator
of adenylyl cyclase, has been used extensively and primarily in

the study of Gi-coupled or “inhibitory” GPCRs in many cel-
lular model systems, with no need to consider ADME-toxicity
data around such a tool compound. Furthermore, although selec-
tivity is an important consideration for drug development and
many tool compounds, a pan-inhibitor such as staurosporine
that is broadly active against the kinome (86) has proven use-
ful in the validation of assays for protein kinases. Also, such
pan-inhibitors have been used to develop generic protein kinase
assays (87). However, the hydroxamate-containing antifungal
antibiotic trichostatin A (TSA; Fig. 1a, iv) has been used as
an investigational tool to study histone-deacetylases (88) (more
than 2000 publications have resulted from the use of TSA since
the initial discovery in 1976) and as a proof-of-principle com-
pound in the validation of novel cancer drug targets. Also, drugs
have been used as probes to uncover new targets as in the case
of the identification of cyclooxygenase-3 (COX3), a splice iso-
form of COX-1, through the investigation of the pharmacology
associated with analgesic/antipyretic drugs (e.g., acetaminophen
and coxibs, Figure 1a, iii) (89).

Academic chemical biology and
pharmaceutical drug discovery synergies

Finally, it is worth noting where chemical biology can sup-
port the discovery of novel therapeutics. For example, many
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Figure 4 Data processing and Informatics. a) Heat maps depicting 1536-well plate activity for a library of 1408 compounds that was screened from low
to high concentrations using qHTS (black bar indicates increasing concentration) in triplicate with each plate containing a different compound
concentration. Controls are contained in the left four columns (128 wells) and used to obtain normalized activity from the raw data. Background signatures
are derived from plate sample wells containing DMSO/assay buffer alone (not shown) and used to correct for systematic artifacts before scoring and
selection of ‘‘actives.’’ The final corrected activity shows actives increasing with concentration (blue: inhibitory activity in well, red: activating activity in well,
and white: inactive). The background signature shown (stripped pattern) indicates a systematic artifact because of liquid dispenser tip variability. This
background signature was subtracted from the normalized data to yield the final corrected activity. b) Traditional HTS is typically conducted at a single
concentration (e.g., 10 µM), and treatment of this data is shown. Distribution of activity at one concentration using the highest tested concentration of
the qHTS data. A 3σ threshold differentiates the active (red) and inactive (blue) data sets. c) Scatterplot representation of the single concentration-based
data set. Example CRC data sets are shown in (d) for a single compound that showed a concentration–response relationship or where (e) multiple CRCs
are obtained through the use of qHTS.

rare genetic and infectious diseases are not currently the fo-

cus of the pharmaceutical industry but provide fertile ground

for public–private partnerships that use chemical biology as the

vector to initiate and coordinate programs around these disease

areas. The unprecedented open access to screening data enabled

by the National Center for Biotechnology Information that man-

ages PubChem (14), where results are found from a diversity

of bioassays tested against a growing compound library, will

provide new avenues and opportunities for drug discovery and

development. Such initiatives have now made a large amount

Figure 5 Reverse and Forward Drug Discovery/Chemical Biology. Reverse chemical genomics starts with a target-small-molecule interaction and
progresses to determine the pharmacologic effect on an organism’s phenotype, whereas forward chemical genomics begins with a chemically induced
phenotype and aims to identify the target(s) responsible for the phenotypic effect. HTS is enabling to both processes.
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of chemical information available on the worldwide web (90).
The open access model also brings together laboratories that
possess the proper expertise both in the know-how of HTS and
the required knowledge of the biology under investigation that
is critical to advance compounds in an efficient manner. Re-
cent broad access to HTS and chemical screening data should
act to alleviate bottlenecks in our knowledge around new target
classes and their potential modulation by small molecules and
possibly lower the investment for development by industry.

Example HTS Platforms that
Support Research in Chemical
Biology

HTS can serve the needs of chemical biology by functioning
in the traditional mode of “mining” large chemical libraries
with individual assays to identify specific chemical matter for
development (91, 92) or “profiling” a specific small ensemble
of compounds with bioassay panels (80, 93) or combining both
to populate a pharmacological database (94). In this section,
we will touch on specific examples from the literature on the
profiling of annotated chemical libraries and show the power
automation can bring to increase the scope of these experimental
designs. Lastly, we discuss several areas of chemical biology
that have been beneficiaries of HTS-derived leads, which, with
tighter integration to HTS, will enhance the value of new
chemical probes.

Profiling assays for understanding
mechanism of action

Defining the spectrum of activity for a collection of com-
pounds can be achieved by profiling bioassay panels focused,
for example, on gene families (86) or distributed across diverse
signaling pathways (95). Bioactivity profiling can be most ef-
ficiently performed when the assays share a common format
such as a luciferase-reporter system to streamline assay imple-
mentation, results quantification, and interpretation. Also, with
format homogeneity, nonspecific effects across the profile can
be readily identified. As an example, we describe experiments
using the cell-based protein complementation assay (PCA) tech-
nology (96, 97). In this system, cells are engineered to express
two interacting proteins where each protein is fused to comple-
mentary fragments of a split yellow fluorescent protein (EYFP).
Interaction of the two protein fragments yields a reconstituted
EYFP whose signal is at least 10 times brighter than either
fragment alone. This system has been used to place cellular
“sentinels” along points in signaling pathways where modula-
tion of the sentinel complex reports on a compound’s effect
in that pathway. In the work of MacDonald and colleagues
(95), a collection of 107 drugs from six therapeutic classes was
screened with 49 PCA assays and provided 127 different mea-
surements per drug, designed to monitor a range of biological
pathways. Drugs with similar mechanisms of action revealed
similar cellular response profiles, for example, PPARγ agoinsts
induced PPARγ•SRC-1 complexes, and differences in profile

signatures often attributable to chemical structure. Additionally,
the hierarchal clustering of compound activity exposed a super-
cluster of drugs that did not share any common therapeutic target
or mechanism of action but showed a “hidden phenotype” of
antiproliferative activity. Therefore, pharmacological profiling
enabled with assays such as PCA can be used at an early stage
of chemical characterization or optimization to identify such
hidden phenotypes, understand off-target activity, or decipher
the mechanism of action.

Pharmacologically defined libraries and
their uses

Drugs and bioactives from compound collections, such as
the Library of Pharmacology Active Compounds (LOPAC,
Sigma-Aldrich; Table 1), or chemical probe collections avail-
able from vendors, such as Tocris, represent libraries that are
annotated with biological activity. These types of libraries of-
ten show more activity across a broader range of HTS assays
compared with nonbiologically biased libraries (e.g., based on
synthons and scaffolds selected for synthetic tractability alone)
and therefore are useful in identifying controls for assay de-
velopment and validation. Annotated information can be used
to generate a hypothesis around the mechanism of action for
a given response phenotype (98). However, the reliability of
the annotation, often derived from multiple databases or frag-
mented literature sources, can be misleading and should be
“triangulated” or corroborated with structurally distinct chem-
ical classes. A group at Amphora, Inc. has approached this
problem by employing microfluidic technologies to construct
an annotated database in-house by measuring IC50s for 88 pro-
tein kinases against a set of 130K compounds (99). Collecting
and improving the annotation of large compound collections
against a wide range of biological targets is an active area of
research in cheminformatics (100), but ultimately, the activity
profile of library molecules will be confirmed experimentally
owing to the advances in HTS such as those described below.

Automation of compound profiling

Once an assay platform configurable with highly engineered
HTS robotic systems is developed, large-scale compound pro-
filing becomes possible. An example of such an experiment
was described by scientists at the Genomics Institute of the
Novartis Research Foundation where automated cell culturing
through dispensing in either 384-well or 1536-well plates was
used to test 1400 small-molecule kinase inhibitors to gener-
ate concentration–response curves (CRCs) against 35 activated
tyrosine-kinase-dependent cellular assays (80). Similar to the
PCA system described above, the results of these screens were
used to clusters the kinase inhibitors based on the phenotypes
observed in the cell-based assays.

At the NIH Chemical Genomics Center (NCGC), we have
leveraged the advances in HTS technology to determine concen-
tration–response relationships of large chemical libraries rou-
tinely across diverse biological systems, a process called quan-
titative HTS or qHTS (94). To date, > 5 million CRCs have been
generated in > 100 unique assays within 3 years of operation
[see PubChem (14)] using qHTS at the NCGC. The relatively
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short timeframe under which such large-scale experiments can
be conducted has enabled the needs of scientists with diverse
interests and backgrounds, for example, scientists searching for
antiparasitic agents (79, 101), comparing experimental with in
silico screening results (102), and testing hierarchical cluster-
ing algorithms for cheminformatics (103). The large data sets
achievable from methodologies like qHTS will be indispensible
to progress in chemical biology and often will serve as the only
means by which a foothold at the interface of chemistry and
biology can be made.

Chemoproteomic methods: profiling
gene families and downstream uses for
chemical probes

For investigating the function of enzyme gene families within
cells, activity-based probes (ABPs) are particularly useful (104).
Requirements for an ABP include sufficient affinity (< 100 nM),
pan-selectivity for the enzyme family, an expressed active
enzyme to modify covalently, and a reporter tag such as a
fluorophore for detection. In a recent exploration of metallo-
proteases, ABPs were synthesized around two alkyne-tagged
hydroxamate-benzophenone libraries, and metalloproteases that
bound the probes could be covalently labeled through the ben-
zopheonone group (Fig. 2b) (26). The alkyne was placed distal
to the metal-binding hydroxamate moiety and readily coupled
via click-chemistry with an azido-containing tag (e.g., rho-
damine or biotin). The two libraries identified metalloproteases
from nearly all branches of this enzyme superfamily, and the
authors used the library to detect differences in metalloprotease
activity from invasive and noninvasive melanoma cells.

Another method that enables large-scale profiling is the de-
velopment of generic platforms for entire gene families. Re-
searchers at Ambit have developed a competitive-binding assay
that involves the expression of human kinases as fusions to T7
bacteriophage and a set of adenosine triphosphate (ATP) com-
petitive pan-inhibitors tagged with biotin that enable selectivity
profiles of kinase inhibitors to be determined on hundreds of
protein kinases (more than 350 now available) (86). This format
shows exquisite sensitivity with the ability to measure binding
affinities as low as 1 pM.

Researchers at Serenex (now part of Pfizer) have turned the
compound discovery process on its head using affinity chro-
matography to “proteome mine” and asking what proteins bind
to the compounds rather than searching the library against a
single protein (105). In this system, a chemical scaffold such as
purine is tethered to a solid support, and a cell, tissue, or or-
gan extract is passed over the surface so that the purine-binding
proteome is specifically captured by the affinity resin. Then,
library members are added to displace (specifically elute) the
targets competitively at single or multiple concentrations, and
the proteins that bind to these targets are identified by chro-
matographic separation and MS analysis. Some considerations
in these affinity-based panels are that the affinity of the in-
teraction must be high (Kd < 100 nM), the targets must have
relatively good abundance (> 100 copies/cell with 108 cells
typically harvested), and the identification of specific binding
requires optimization of the washing protocols.

Ongoing HTS advancement includes systems that more
closely replicate physiological context in the assay format. For
example, techniques in which cells are grown under 3-D culture
conditions better mimic the biological and pharmacological con-
sequence of the response after compound treatment. An excel-
lent review using 3-D culture of a multicellular tumor spheroid
model was recently published (106). The use of 3-D cultures in
these tumor models recapitulates the morphological, functional,
and mass transport characteristics of the tumor tissue in vivo
(107). Such 3-D cultures are also being used in high through-
put toxicity screening and in the analysis of their cytochrome
P450-generated metabolites (108). Simple metazoan model or-
ganisms (e.g., Caenorhabditis elegans and zebrafish) offer the
opportunity to identify substances that modulate complex phys-
iological systems through HTS (58, 59). As these organisms are
suitable to both reverse and forward genetics, screens based on
target-directed or phenotypic assays are possible. Furthermore,
rapid organogenesis (hours to a few days) in these metazoans
allows, for example, developmental neurotoxicity and teratoge-
nesis to be studied on the timescales compatible with HTS (6).

Biophysical and analytical measurements adapted to HTS
systems have broadened the sophistication of assays formats,
as witnessed by the rapid evolution of electrophysiological as-
say technology to measure ion channel function (109). The high
sensitivity and multiparametric output inherent in flow cytome-
try (110) has also been applied to HTS and provides a platform
for assay multiplexing that uses either beads or intact cells
(111). For example, in one study, a three laser flow cytome-
try system was used to enumerate over 15 different parameters
from phosphorylation events within multiple cell types includ-
ing primary cells to define both pathway and cell type-specific
compounds (112). Such technologies enable the simultaneous
correlated measurements of signal transduction networks that
provide physiological relevant compound mechanism and se-
lectivity data. Other methods are being developed, based on
principles of microcalorimetry, that will enable the mass screen-
ing of compounds against targets with unknown function or
ligands (113). These advances are but a few of the biologi-
cal and technological advances that are impacting the future
direction and uses of HTS in chemical biology.

Summary and Future Perspective

HTS developed rapidly in the pharmaceutical sector after
the molecular biology revolution changed the drug discovery
paradigm from a forward to a reverse genetics model (Fig. 5).
Technological breakthroughs that allow sensitive in vitro assay
designs (64) combined with the explosion in the availability and
quality of chemical libraries (Table 1) accelerated the evolution
and need for efficient HTS (114). Broad commercialization of
HTS platforms and components coupled with an emigration of
many “discovery” scientists from industry to academia in recent
years has created a unique environment for HTS technology
and expertise to enable academic chemical biology. Within a
setting less restrained by market pressures, scientists will con-
tinue to find novel uses for the experimental power of HTS.
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Breaching the > 90% of the human genome not currently inter-
dicted by small molecules, particularly the “dark matter” of the
genome whose functions remain undefined, is a key challenge
for HTS-assisted chemical biology. The current drug pharma-
copeia targets only ∼330 proteins although as many as 8000
may be involved with disease (115). Adding to this situation,
polymorphic variations between individuals will demand in-
creased intricacy in chemical genomics research that will fuel
the growing field of pharmacogenomics and ultimately usher
in the era of personalized medicine. Redirecting the fate of
pluripotent stem cells, the holy grail of regenerative medicine,
will likewise find an ally in HTS (116). Understanding the dis-
position and effects of small molecules on biological systems
through research in chemical biology should provide more op-
timal prediction of in vivo efficacy (64) and toxicity (117).
The new HTS approaches are poised to have a transformative
impact on biology and medicine, to remove many historical
limitations to experimental designs, and to bring the promise
of the genomic revolution closer to realization. Finally, the ad-
vent of synthetic biology, which spans from designer receptors
(118, 29) (e.g., Receptor Activated Solely by a Synthetic Lig-
and (RASSL) and Receptor Exclusively Activated by Designer
Drugs (DREADDs)) to genome transplantation (119) to future
man-made life forms, will require novel ligands and designer
drugs to complement and control (or keep in check) this new
biological frontier.
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Hormone signaling has always been a field that has required working at the
chemistry–biology interface. The development of new chemical tools plays
a major role in understanding the molecular mechanisms of hormone
signaling and the physiologic outcomes of hormone receptor action. This
article will outline the relevance of molecular endocrinology to the field of
chemistry and the use of chemical approaches to solving problems in
hormone research. The basic biologic outline of a hormone signaling
system and the different classes of hormone molecules and their receptors
will be discussed. In addition, several research areas in which new chemical
tools have been playing key roles will be described in more detail, including
the discovery of ligands for orphan hormone receptors, the development of
non-natural hormone receptor mimics, and the use of selective hormone
receptor modulators to understand the role of specific hormone receptor
signaling pathways. Hormone signaling systems that will be discussed
include the thyronamines and trace amine receptor, the liver X and farnesol
X receptors, small molecules capable of binding to peptide hormone
receptors, the melanocortin receptor family, the estrogen receptor, and
chemically orthogonal hormone receptor–ligand pairs. Major challenges
facing the field as well as some different experimental methods used to
study hormone signaling will also be discussed.

At a fundamental level, multicellular life would not be possible
if it were not for the ability of different cells to communicate and
coordinate using a language based on biomolecular interactions.
From the simplest two-component signaling systems found in
primitive multicellular colonies to the complicated networks of
overlapping signaling cascades found in higher vertebrates, hor-
mone signaling is dependent on the production, diffusion, and
recognition of small molecules and peptides. As such, hormone
signaling has always been a productive area of study for peo-
ple working at the chemistry–biology interface. Chemistry has
played an important role in elucidating the molecular mecha-
nisms and consequences of hormone signaling and will continue
to be a vital tool in tackling the complicated new challenges that
face the field. This advanced review will introduce some key
features of hormone signaling that are relevant to the chemi-
cal biology interface and then detail several examples in which
chemical approaches have provided the key solutions to very
challenging problems. In addition, this review will focus on
current and future challenges in the study of hormone signal-
ing and on possible opportunities for people working at the
chemistry–biology interface to assist in overcoming these chal-
lenges.

The Basic Biology of Hormone
Signaling

A hormone, simply defined, is a chemical messenger that relays
signals from one cell to another. With such a broad definition,
almost any biomolecule could be a hormone in certain contexts,
but this article will focus on classically recognized endocrine
and paracrine hormones that typically are produced in specific
groups of cells in one organ and target nearby cells (paracrine)
or cells or tissues in distant organs (endocrine). Even with a
focus just on these classes of hormones, the biology of hormone
signaling is too vast to be covered by writing a large textbook
let alone a small review article. As a result, this section will
concentrate on issues relevant to the point of view of the
chemist: why a chemist should care about hormone signaling,
some basic features of hormone signaling systems, and the
archetypal classes of hormones and hormone receptors.

Why chemists should care about
hormone signaling

In a schematic of a typical hormone signaling pathway, one of-
ten sees a jumble of arrows pointing to various geometric shapes
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labeled with strange names and acronyms. These sorts of sig-
nal transduction schemes can be daunting to decipher and often
discourage people with more chemically oriented backgrounds
from pursuing research in the field. This reaction is unfortunate
because a “hormone-centric” view of hormone signaling would
reveal a structurally diverse set of hormones, many of them
small molecules, that can act as molecular switches for large
cascades of protein–protein interactions simply by changing the
conformation of their hormone receptors. As will be discussed
in greater detail later, subtle changes in hormone structure can
affect hormone signaling and have dramatic physiologic conse-
quences. The pathways that lead to those physiologic changes
can be complex, but they all arise from the interaction of
molecules. Understanding, mimicking, and controlling those
molecular interactions are clearly areas where chemistry con-
tinues to play a major role.

Beyond the potential scientific appeal of hormone signaling
to the chemist, obvious practical applications of chemistry in the
field exist. Many significant leaps in knowledge in endocrinol-
ogy occurred after the development of new chemical tools.
Advances in chromatography and analytical chemistry were
fundamental for the discovery and characterization of many hor-
mones, and the development of radiolabeling techniques and
molecular biology led to the isolation and characterization of
many hormone receptors (1–5). As will be discussed, the devel-
opment of new compounds with selective modulation of specific
hormone signaling pathways has greatly increased our knowl-
edge of the molecular underpinnings of hormone action (10–12).
Hormones also play a key role in the development and treatment
of a large number of diseases ranging from breast and prostate
cancer to diabetes and obesity (13, 14). A significant percent-
age of the top-selling drugs in the United States target hormone
signaling, including drugs used to treat inflammation, diabetes,
hypertension, hypothyroidism, and other hormone-related indi-
cations (13–15).

Basic features of hormone signaling
At its most basic level, hormone signaling must involve a
hormone and some sort of target. In most cases the target is a
receptor protein, although some hormones have been proposed
to function also by non-receptor-mediated mechanisms such as
altering the local redox environment of a particular cell (16,
17). Basic hormone signaling follows a simple signaling loop
(see Fig. 1). Every component of a hormone signaling loop can
be affected through the use of chemical tools. In an endocrine
or paracrine signaling system, two different cells exist: one
making the hormone and one possessing the receptor and
carrying out the biologic response. In the hormone-producing
cell, typically some sort of stimulus exists to initiate production
of the hormone, usually some sort of change in the concentration
of a marker sensed by the cell or perhaps another hormone. The
hormone is then produced either by biosynthetic enzymes or
by release from storage vesicles inside the cell. The hormone
then must be secreted out of the cell and transported to the
target cell. This secretion and transport either can be a passive
process or can involve other proteins. After reaching the target
cell, the hormone can bind to the receptor, if it is extracellular,
or it can be taken into the cell by either passive or active

Figure 1 The basic features of a hormone signaling pathways. Each
feature can be potentially modulated using chemical tools.

transport and bind to intracellular receptors. Once bound to the
receptor, the signal must be transduced into a biologic response.
Finally, if the desired biologic response has been accomplished,
some sort of feedback signal is commonly sent back to the
hormone-producing cell to halt hormone production.

As mentioned, it is possible to modulate each of these pro-
cesses using chemical tools and to affect the whole signaling
loop. Sometimes this modulation can be intentional, such as the
use of aromatase inhibitors to halt the production of estrogens
and block estrogen signaling (18), or it can be unintentional, as
is often the case with hormone receptor antagonists also block-
ing negative feedback inhibition and causing overproduction
of the natural hormone (19). As such, it is important for any
chemist who wishes to apply chemical tools to the study of
hormone signaling in whole organism models, as in the case
of new therapeutics, to consider hormone signaling as a system
with many different components.

Classes of hormones and hormone
receptors

Generally, hormones can be organized into three families: the
peptide hormones, the steroid hormones, and a very loosely
organized class of hormones derived from the modification of
amino acids and lipids (see Fig. 2). The structure of the hormone
dictates in many ways the nature of the hormone receptor. The
peptide hormones can vary widely in length and amino acid
composition, but they are generally too hydrophilic to cross
the plasma membrane. As a result, most hormone receptors for
peptide hormones are membrane receptors such as G-protein
coupled receptors (GPCRs), receptor tyrosine kinases, and ion
channels. As will be discussed, a key problem in the area of
peptide hormone research is how to improve the physical prop-
erties of therapeutics by targeting peptide hormone receptors
using peptidomimetics. The steroid hormone family is suffi-
ciently hydrophobic to cross the membrane receptors, so its
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Figure 2 Examples of the different basic structural classes of hormones.

receptors tend to be intracellular nuclear receptors, although ex-
tracellular receptors for steroid hormones have been proposed
(20). The third family of hormones covers all remaining small
molecules and, as such, targets several different extracellular
receptors or intracellular receptors depending on the particu-
lar hormone. One class of hormones synthesized from amino
acids includes biogenic amines such as dopamine, serotonin,
histamine, and epinephrine. Although most of these biogenic
amines are more closely identified as neurotransmitters, the
biogenic amines are present in physiologically relevant con-
centrations in circulation and have receptors located in several
tissues in the cardiovascular, digestive, and immune systems
(21–24). Molecules well known to chemical biologists for other
roles, such as adenosine and ATP, also are known to have hor-
mone signaling functions (25). Also several hormone receptors
exist for which no hormone has ever been discovered. These
so-called “orphan receptors” are numerous, and discovering lig-
ands to match these orphan receptors is one important area of
hormone research that requires chemical tools.

Chemical Applications in the Study
of Hormone Signaling

As stated, major leaps forward in the study of hormone signaling
have often coincided with the development of new chemical
tools. As such, an exhaustive history of these tools is far beyond
the scope of this article. Instead, the article will focus on a
few studies in which newly developed chemical tools have had

an important impact on the understanding of different hormone
signaling systems. The types of approaches used in these studies
can be applied to several different types of hormone signaling
systems and hopefully will serve as examples of the potential of
studying hormone signaling at the chemistry–biology interface.

Discovering new ligands for orphan
hormone receptors

One of the consequences of the Human Genome Project has
been the identification of genes that encode proteins with no
known function. Some of these proteins share sequence homol-
ogy with known hormone receptors, which strongly suggests
that these new receptors should have ligand partners. These
“orphan” receptors exist in every major family subtype but they
seem to be especially common in the GPCR and nuclear recep-
tor families (26, 27). Although it is likely that some of these
hormone receptors will not have a ligand, undoubtedly other
orphan receptors exist that do have a hormone that has not yet
been discovered. Finding methods to match ligands to orphan
receptors would have a huge impact in discovering new drug
targets and remains a major challenge in the field of molecular
endocrinology. Several approaches are currently being used to
attempt to accomplish this task. These methods include in vitro
screening of large libraries of compounds, transgenic mouse
models, structure-based screening methods, and bioinformatics;
they have been applied most often to orphan members of the
GPCR and nuclear receptor families (27, 28). Although some
successes have been reported, it is important to remember that
any potential ligand found during in vitro studies must also be
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present at sufficient concentrations in vivo for a sufficiently long
enough period of time to qualify as an endogenous ligand.

Another strategy to discovering ligand matches for orphan
receptors is to start with metabolites of known hormones, as-
suming that only a limited number of hormone structures exists
that an organism can synthesize. This approach was used with
great success in finding hormone ligands for the orphan nu-
clear receptors liver X receptor (LXR) and farnesoid X receptor
(FXR). Based on expression patterns of the receptor in differ-
ent tissues, Manglesdorf et al. hypothesized that LXR and FXR
played some sort of role in cholesterol and bile acid metabolism.
Through a combination of tissue extracts and screening and or-
ganic synthesis, they discovered that LXR could be regulated
by sterols such as 24(S)-hydroxycholesterol and that FXR could
be modulated by bile acids such as chenodeoxycholic acid at
physiologically relevant concentrations (29, 30). The matching
of ligands with these two receptors has had a huge impact in
the field of lipid metabolism and has led to the development of
potentially promising therapeutic candidates.

Another example of using hormone metabolites to discover
new hormone signaling pathways is the case of a metabolite of
thyroid hormone. Scanlan et al. noted the similarities between
3,3′,5-triiodothyronine (T3), the highest affinity endogenous lig-
and for the thyroid hormone receptor, and various biogenic
phenethylamines such as dopamine if T3 were to be enzymat-
ically decarboxylated to a thyronamine (see Fig. 3). Several
different thyronamines were synthesized with different degrees
of iodination and screened against GPCRs thought to bind to
biogenic amines. One of these compounds, 3-iodothyronamine,
was bound with high affinity to an isoform of the trace amine re-
ceptor (TAAR1), an orphan GPCR with no previously identified
endogenous ligand (31). Additional biologic characterization of
this interaction showed that the ligand was found endogenously
in rat and guinea pig brain and that when the compound was
administered to mice it caused rapid slowing of heartbeat and
an almost 8-degree drop in body temperature. The effects were
reversible over time with no deleterious long-term effects on
the mice. Interestingly, the effects of 3-iodothyronamine on the
organism were opposite to those of T3. The thyroid hormone
receptor is a member of the nuclear receptor superfamily and
exerts most of its effects at the transcriptional level where it
causes an increase in body temperature and heart rate. It seems
like T3 and its iodothyronamine metabolite act in concert to
maintain a balance in homeostasis as it relates to body temper-
ature and heart rate—two of the most fundamental processes
of an organism. Higher potency analogs have also been syn-
thesized to explore this whole new area of hormone signaling
research that was made possible by new chemical tools (32).

Non-natural hormone mimetics

In contrast to the case of orphan receptors without an endoge-
nous ligand, many hormone receptors have well-characterized
endogenous ligands. Even with well-characterized hormones,
however, a strong need remains for synthetic analogs for these
hormones that have different structures than their endogenous
counterparts. Many reasons exist for needing synthetic analogs,
including the possibility of designing a hormone antagonist that

can be used as a tool to block hormone signaling. Another rea-
son that is especially relevant to peptide hormones is the need
to change the physical properties of the hormone. Although sev-
eral peptide hormones are used therapeutically, such as insulin
and oxytocin, peptides generally are not orally bioavailable and
usually are administered parenterally (33). The ideal hormone
mimic would be orally available and would show increased
half-life in the circulation.

Most successes in designing non-natural hormone mimics
have come from nonpeptide hormone families. Nonsteroidal lig-
ands exist for almost all steroid hormone receptors, and many
are used therapeutically (34, 35). The same is true for hor-
mones based on amino acids and lipids. The one hormone
class where mimicry has been difficult to achieve is the peptide
hormone class. Several strategies have been employed using
peptide scaffolds to alter the physical properties of peptide hor-
mones, including truncation, cyclization, and substitution with
non-natural amino acids (36). These sorts of strategies have
been greatly aided by the development of rapid peptide synthe-
sis and screening techniques such as phage display (37). Many
attempts have been made to create nonpeptide mimics of pep-
tide hormones. It is a well-known problem that protein–protein
interfaces are difficult interactions to mimic or block with a
small molecule (38), but some notable successes exist in the
field of hormone signaling (39, 40). A small molecule capa-
ble of mimicking the biologic activity of granulocyte colony
stimulating factor (G-CSF) can induce the oligomerization of
the hormone receptor in a manner similar to the endogenous
peptide hormone (41). Also, small-molecule mimics have been
discovered for the insulin receptor (42), fibroblast growth factor
(43), and interleukin 2 (44). Although these mimics all seem to
possess the functional equivalence of the endogenous hormones,
it is still possible that these small molecules achieve their bi-
ologic effects by mechanisms other than direct binding to the
hormone-binding site on the receptor.

Synthetic hormone signaling systems

In some cases, a particular application may call for some sort
of hormone-regulated control that is not present, as in the case
of selective transcriptional modulation of a specific transgene
or signal transduction event. Several research groups have de-
veloped approaches to this problem by engineering a synthetic
hormone signaling system that is orthogonal to all endogenous
hormone pathways. If an effector is also placed under the reg-
ulation of this orthogonal receptor, then the response can be
modulated by the addition of the matching ligand. The ap-
proaches have varied from using hormone receptors from other
species to engineering receptors and ligands via a “bump-hole”
approach. These approaches have been used to generate orthog-
onal versions of estrogen and the thyroid hormone receptor
and can be used to explore the functions of a specific recep-
tor (45–48). These synthetic hormone signaling systems have
also been used to regulate transcription of specific transgenes
as well as to control other hormone receptor families such as
GPCRs, as was the case with the adenosine A3 receptor (49).
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Figure 3 Comparison of the highest potency thyroid hormone, T3, and its thyronamine metabolite, a potent ligand of a trace amine receptor subtype.

Selective hormone receptor modulation

Sometimes, simple mimicry of the hormone is not enough. One
major reason that hormone signaling has been such a fruitful
area of research is that many of these hormones have multiple
effects. Endocrine hormones are systemically circulated, so it
is not surprising that they can modulate receptors in many dif-
ferent tissues. Although this finding means that a hormone can
have many different functions worthy of study, it also means
that looking at the role or mechanism of one specific response is
more difficult because of possible interference from other sig-
naling events elicited by that hormone. This interference can
have significant therapeutic ramifications if the other signaling
events cause deleterious side effects. Several examples exist in
endocrinology where selective modulation of hormone signaling
is desired and where one of the most effective ways to achieve
selective modulation is to use a selective ligand. The term “se-
lective” can have different meanings when it comes to hormone
signaling. This section will look at two different examples of se-
lectivity: receptor isoform selectivity and “response” selectivity.

One key feature of many hormone signaling systems is that
often multiple receptors can bind the same hormone. The same
hormone can sometimes bind totally different receptors, as is the
case with estradiol binding to the estrogen receptor, a member of
the nuclear receptor superfamily, and to GPR30, a GPCR (50).
Typically, however, the same hormone binds to variants of a
single hormone receptor, either isoforms created by alternative
splicing or subtypes actually encoded by different genes. Even
though these variants may bind to the same hormone and
have similar structural features, they can have significantly
different functions. They may be expressed in different tissues or
expressed at different times in the development of an organism
and thus can regulate significantly different signal transduction
pathways from other variants of the same receptor. To determine
the function of individual variants in a biologic system, it is
necessary to uniquely activate the variant of interest. Although
genetic approaches that use knockout animal models have been
extremely valuable, the ultimate tool for uncovering the role of
a specific hormone receptor variant is a selective ligand. In the
field of molecular endocrinology, the development of a selective
ligand is almost always greeted with much enthusiasm because
of the possible promise that it might finally uncover what that
particular receptor variant does.

Numerous examples exist where variant-selective ligands
have been used to dissect complex hormone signaling pathways,
but one of the best examples of the use of selective ligands
to uncover the function of very disparate receptor variants is
the case of the melanocortin receptor. The melanocortin recep-
tor family is a group of five receptor subtypes that belong to

the GPCR superfamily and bind to several similar peptide hor-
mones, α,β, and γ-melanocyte stimulating hormones (MSHs)
(51). The receptors are expressed at different amounts in a
wide variety of tissues and seem to have roles in obesity, in-
flammation, and cardiovascular function, as well as the more
expected role of controlling skin pigmentation. To better under-
stand what specific receptor subtypes are doing, as well as to
explore the potential of using melanocortin receptors as drug tar-
gets, several attempts have been made to design and synthesize
selective receptor modulators. The different receptor subtypes
have different binding preferences for the various hormones,
which suggests that it might be possible to differentiate the
receptor subtypes on the basis of ligand-binding affinity. Sev-
eral selective ligands have been reported, although few of them
are specific for just one subtype. Enough selectivity has been
achieved, however, to start to understand the roles that some
receptor subtypes are playing in the melanocortin hormone sig-
naling system.

Because the melanocortin receptor subtypes are peptide hor-
mone receptors, great effort has gone into using various pep-
tide synthesis and screening methods to uncover selective lig-
ands (52). This work has led to the development of several
compounds with different patterns of selectivity toward the
different receptor subtypes. One of the first reported selec-
tive compounds, a peptide termed MTII, showed selectivity
for both the MCR3 and the MCR4 subtypes (53); it was an
anti-inflammatory agent in a rodent model and could block
overeating in an animal obesity model, which suggests that
the two subtypes may play a role in both energy homeostasis
and inflammation (54, 55). In addition, another peptide, labeled
SHU9119, acted as an antagonist at the MC3 R and MC4 R sub-
types, acted as an agonist at the MC1 R and MC5 R subtypes,
and was able to block the anti-inflammatory and anti-obesity
effects of MTII. Selective nonpeptide ligands have also been
developed for the MC1 R subtype, which prevented inflamma-
tion in acute inflammatory mouse models (56), as well as for
the MC4 R subtype, which seemed to affect sexual function (see
Fig. 4) (57). Although the various compounds are not quite se-
lective enough to precisely determine what each melanocortin
receptor subtype is doing, the development of selective chem-
ical tools has greatly increased understanding of this complex
hormone signaling network.

In some cases, it seems that different responses to a given
hormone can come from just one receptor subtype. In such
cases, the hormone is binding to the same receptor variant,
but the response is different depending on the cell or tissue
context. This has been reported for several hormone receptors,
but the classic example is the estrogen receptor (ER) (58).
Estrogens have a variety of responses in different tissues ranging
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Figure 4 Selective nonpeptide modulators of melanocortin receptor
subtypes. The MC4 R selective compound seems to affect sexual function,
and the MC1 R selective compound possess anti-inflammatory activity.

from proliferation in some tissues to inhibition of proliferation
in others. Although several different receptors for estrogen
hormones exist, including the orphan GPCR GPR30 and the
ER subtype ER beta, several tissue-dependent responses result
from binding to a single receptor subtype—ER alpha (59). The
challenge is to understand how the receptor can bind identically
to the same compound but have totally different signaling
responses depending on the cell context. Fortunately, several
chemical tools that show patterns of selective modulation, called
selective estrogen receptor modulators (SERMs), have been
developed and can help dissect this challenging problem.

Some of the most widely used SERMs have already been clin-
ically validated: tamoxifen, the most widely used drug to treat
and prevent hormone-responsive breast cancer, and raloxifene,
used for the prevention of osteoporosis and being considered
as a breast cancer preventive (60). Both compounds act as
anti-estrogens in the breast and block estrogen-induced prolif-
eration but act as estrogens in the bone where they prevent
osteoporosis. In the uterus, they have different activities: ta-
moxifen is estrogenic and induces proliferation in the uterus,
whereas raloxifene blocks proliferation (61). Other compounds
have different patterns of responses in different tissues, and all
seem to be able to bind to the estrogen receptor with high affin-
ity. So key questions remain: How can one receptor have so
many different responses that are dependent on cell context?
How can it be controlled?

The combination of chemical tools and structural biology
are beginning to provide the answers to these important ques-
tions. When comparing mechanisms to explain estrogenic re-
sponses versus anti-estrogenic responses, the structures of the
ligand-binding domain of the estrogen receptor bound to estra-
diol, tamoxifen, or raloxifene were compared (see Fig. 5) (62).
The SERMs tamoxifen and raloxifene cause a major perturba-
tion in one alpha helix of the domain. The cleft created by that
helix when an estrogen binds is recognized by a coactivating
protein that allows further buildup of a complex that activates
transcription at a particular promoter. The cleft is obstructed
when tamoxifen or raloxifene binds to the ligand domain; this
binding leads to an interaction with a corepressor protein that, in
turn, promotes the buildup of a complex that represses transcrip-
tion. This mode of antagonism has become a common feature
in drug design for nuclear receptors (10).

Although this structural comparison only reveals possible
mechanisms by which estradiol can differ from tamoxifen and
raloxifene, it also suggests that a single receptor can have sev-
eral different biologic responses caused by different downstream
effectors that interact with different parts of the receptor. Dif-
ferential expression of those effectors can then dictate different
responses to the same drug in different cells and tissues. Even
though the tamoxifen and raloxifene structures are similar, the
crystal structures contain only one domain of a three-domain
receptor; the other domains could be playing a role in transduc-
ing slight changes in conformation of the ligand-binding domain
into more significant changes in the overall receptor conforma-
tion. It is also known that the estrogen receptor modulates many
different pathways, including the activity of different transcrip-
tion factors (63). Some success has been reported at developing
inhibitors to block interactions between ER and downstream
effectors (64). Finding more chemical approaches like these to
identify ligand-selective effectors as well as developing new
chemical tools that can find new downstream estrogen signaling
pathways are key areas where chemical biology will play a key
role in untangling a complicated and therapeutically important
hormone signaling network.

Chemical Tools and Techniques

For a field as broad as hormone signaling, the key chemical
tools and techniques used in the field could include almost
anything. The important thing to remember about studying
the chemical biology of hormone signaling is that relying on
only in vitro data usually will give you only a small part of
the story. Ultimately, cell-based and preferably animal-based
studies should be conducted to test any tools that might be
developed. In general, several techniques are shared by most
hormone signaling studies, but each hormone and hormone
receptor will have unique assays. Very brief descriptions of these
techniques will follow. Most of the assays described are very
generalized and not described by single reference sources. The
most useful source for many of these assays will be medicinal
chemistry papers that describe a hormone receptor modulating
compound from synthesis to animal testing, but another good
source for protocols are the retailers of commercially available
assay kits and can be easily found online.

Receptor-ligand binding assays

In almost all cases hormone signaling involves the binding
of receptors and ligands, and the development of any chemi-
cal tool will need to include some assay to measure binding
affinity. Typically, in vitro binding assays with either radiola-
beled or fluorescently labeled ligand and purified receptor are
used, although sometimes membrane extracts have to be used
for membrane-localized receptors (65–68). Several of these as-
says have been developed, are available commercially, and are
amenable to high-throughput screening. It is important to calcu-
late binding affinity with dose response curves using nonlinear
regression analysis whenever possible. Several affordable soft-
ware packages are available to do this sort of statistical analysis.
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Figure 5 A representation of the estrogen receptor alpha ligand-binding domain bound to estradiol, 4-hydroxytamoxifen, or raloxifene. Key helix 12 is
highlighted in white. The hatched area indicates the coactivator-binding cleft formed upon estradiol binding, which is blocked by helix 12 upon
4-hydroxytamoxifen or raloxifene binding.

One caveat to these types of binding assays is that receptor bind-
ing affinity in vitro does not always correlate well to binding
affinity in cells.

Reporter assays

Most hormone signaling studies will also need some assay to
measure the cellular effects of the ligand being developed. These
studies usually are performed in cultured cells and can range
from transcriptional reporter assays using luciferase reporter
plasmids (69) to enzymatic assays for the activation of various
kinases and cyclases (70, 71) to cellular sensor assays looking
for changes in the concentration of markers such as intracellular
calcium (72). In these assays the cells are typically dosed
with a compound for a certain period of time in multiwell
culture plates; then the cells are lysed, and the reporter is
measured using some sort of spectrophotometric technique. Also
whole-cell and whole-animal imaging techniques are beginning
to be used to perform more complex reporter assays (73).

Mutagenic scanning methodologies

One key question that should be addressed when searching for
a new hormone receptor or hormone receptor subtype is as fol-
lows: Which amino acids are involved in hormone binding?
Homology modeling with similar receptors has been extremely
useful in identifying potential ligand binding sites in orphan nu-
clear receptors, but one of the most useful techniques for peptide
hormone receptors is scanning mutagenesis. In this technique,
amino acids in a protein can be systematically replaced with
other amino acids, typically alanine, and receptor binding can
be assessed. The mutagenesis can be performed using several

different approaches, but some sort of high-throughput screen-
ing of receptor binding or activity must be used in order to
achieve thorough coverage (74). Mutageneis has been used ex-
tensively to study the interaction between the human growth
hormone and its receptor (75, 76). It has also been used with
peptide hormones such as insulin and vasopressin (77, 78), as
well as nonpeptide hormone receptors such as the vitamin D
receptor (79).

Proteomics, genomics, and systems
biology

Proteomic and genomic technology are other tools derived
by chemists that are having a dramatic effect on the study
of hormone signaling. Many questions regarding downstream
effectors of a specific hormone receptor in a specific cell
type can be answered using proteomic techniques to identify
uniquely expressed proteins in specific tissues (80). If the
hormone receptor modulates transcription, genomics can be very
valuable in determining the subsets of genes affected by the
receptor in a given tissue (81). In addition, the emerging field
of systems biology should make significant contributions to the
molecular study of hormone signaling at the organism level (82).

Major Challenges and Future
Direction

Hormone signaling was one of the original fields of study that
required working at the chemistry–biology interface, and it will
continue to need people trained in multidisciplinary work to un-
ravel many big questions facing the field. The topics described
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above—matching ligands to orphan receptors, finding unnat-
ural mimics of hormones, and improving and understanding
selective receptor modulation—will continue to remain major
challenges in the field and to require the development of new
chemical tools. The other major challenges are the development
of real-time techniques for detecting the biological responses to
hormones and hormone mimics, as well as the development of
compounds and techniques to dissect the roles of multiple hor-
mone signaling systems in a particular physiological response.
It is becoming abundantly clear that most hormone receptors
crosstalk with other receptors from the same hormone fam-
ily as well as with other hormone families. For instance, the
crosstalk between growth factor receptor signaling and estro-
gen receptor signaling is believed to play a major role in the
development of several kinds of antiestrogen resistance in breast
cancer (83). Major health problems facing western populations,
such as obesity, are also endocrine disorders and will involve
several different hormone receptor systems (84). These tough
problems require people trained in the chemical sciences to de-
velop the tools necessary to solve them. If the past is any guide,
it is likely that a new chemical tool will be behind every great
push forward in our understanding of the molecular mechanisms
of hormone signaling.
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Force measurements on a wide variety of biologic macromolecules indicate
that the perturbation of water structuring as hydrated surfaces closely
approach can dominate interaction energetics. Forces with remarkably
similar characteristics are observed for the repulsive interactions of charged
polymer surfaces, of uncharged polymer surfaces, of charged solutes with
uncharged surfaces, and of uncharged solutes with charged surfaces
stressing the universality of the hydration force in aqueous solution.
Repulsive interactions are caused by a disruption of the hydrogen bonding
network of the intervening water between surfaces. The available
measurements of forces between macromolecules that spontaneously
assemble are consistent with an attractive hydration interaction. A
water-order parameter theory has been developed that is successful for
predicting force curve behaviors. The direct involvement of water
structuring in the interaction between macromolecules has important
consequences for recognition, assembly, and conformational transitions
that underlie biologic function.

In the simplest representation, hydration forces reflect the en-
ergetic consequences of perturbing the water structure as two
hydrated surfaces approach. The concept developed as a result
of direct measurements of interactions between macromolecules
or surfaces in water that were unlike the forces commonly con-
sidered important (1–14). As is amply described elsewhere in
previous articles, polar or charged surfaces bind and structure
water strongly. Hydration contributes substantially to structure
and stability. Water is a highly associative liquid because of
its strong hydrogen-bonding ability; the structuring of water
in direct contact with the macromolecular surface will alter
the structure of subsequent water layers in solution. As two
hydrated surfaces approach, the intervening water must accom-
modate both surfaces. Depending on the nature of the opposing
surfaces, the hydrogen-bonding network of water can be dis-
rupted, resulting in repulsion, or reinforced, causing attraction.
Ample evidence from infrared or Raman spectroscopy, neutron
scattering, and dielectric relaxation shows that the structuring
of water in confined spaces, as in zeolites, inverse micelles, or
very small droplets, can be different from bulk water (15–22)
and references therein). In practice, hydration forces are ob-
served between macromolecules only over the last 1–1.5-nm
separation between surfaces, which corresponds to about the
two last water layers on each surface. Although the energy per-
turbation per water molecule can be relatively small, the force
can be large when summed over all the water molecules that

must be reorganized. An order parameter theory has been de-
veloped to formalize the treatment of hydration forces and has
been surprisingly insightful.

Force Measurements

We present the force measurements that led to the hypothe-
sis of hydration forces, focusing on the osmotic stress mea-
surements of several very different biologically important as-
semblies: lipid bilayers, DNA, collagen, and several different
polysaccharides. The measurement of repulsive hydration forces
between macromolecules at close approach has now been sup-
plemented by similar measurements for the exclusion of small
solutes from macromolecular surfaces. Attractive hydration in-
teractions are more difficult to probe, but the available evidence
indicates that the polycation-mediated assembly of DNA and
the temperature-favored assemblies of collagen and hydropho-
bically modified cellulose are examples of attractive hydration
forces. Lastly, the magnitude of the observed hydration forces
means that polar surfaces will avidly cling to the hydration
waters in the absence of a stringently complementary surface
that can replace the favorable water interactions. This has pro-
found consequences for recognition and assembly reactions in
the cell that are typically characterized by both binding strength
and specificity. Water structuring forces or energetics have
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been considered from several other points of view using dif-
ferent languages that are essentially equivalent (2). Ben-Naim
(23, 24) has explicitly considered water-mediating attractive in-
teractions. Cacace et al. (25) have outlined a hydration force
scheme based on the electron accepting or donating properties
of surface groups. Sorensen et al. (26) and Pertsemlidis et al.
(27) have been active in translating the water structure around
hydrophilic and hydrophobic amino acids into interactions. Sol-
vent or hydration-induced forces have been observed in several
simulations (28–31) Changes in water dielectric constant be-
cause of confinement (15, 32) and nonlocal dielectric responses
(33, 34) are both consequences of water structuring that directly
affect electrostatics and can be considered hydration forces.

Osmotic Stress Measurement of Forces

In the osmotic stress method for measuring forces (35), ordered
arrays of biologic macromolecules are equilibrated against a
bathing solution containing a polymer such as polyethylene
glycol (PEG) that is excluded from the macromolecular phase
and applies an osmotic pressure. The bathing solution can also
contain salt and other small solutes that equilibrate between the
polymer and the macromolecular phases. The distance between
macromolecules can be determined by X-ray scattering. Since
macromolecules are not held rigid, changes in configurational
entropies also contribute to the measured interactions so the
osmotic stress technique gives thermodynamic forces. For a free
energy G of the macromolecular phase, the connection between
the thermodynamic macromolecular force per macromolecule
(assuming one macromolecule per unit cell) and the osmotic
pressure � of the stressing polymer in the bathing solution is
simply:

f = ∂G

∂D
= dV

dD

∂G

∂V
= dV

dD
� (1)

where D is the distance between macromolecules and V is the
volume per macromolecule. For hexagonal packing of rodlike
macromolecules, dV/dD = √

3 Db, where b is a distance
along the macromolecule. The partial derivatives in the above
expression remind us that forces between macromolecules can
be sensitive to salt, solutes, pH, temperature, and so on.

Hydration Repulsion

Figure 1 shows osmotic stress force curves, log(�PEG) ver-
sus the surface separation between macromolecules, for several
different macromolecular assemblies that are charged, zwitteri-
onic, or completely uncharged. Unlike hard materials such as
mica or clays that show oscillating forces as surfaces approach
(36), biologic materials are much softer such that solvent pack-
ing constraints are secondary. At lower pressures than shown
in Fig. 1, all systems begin showing a contribution from con-
formational fluctuation that limits the range the direct force can
be observed to dominate. In the case of DNA in N(CH3)4Cl,
the direct force has been separated from the fluctuation contri-
bution (37). The striking feature of these force curves observed
in Fig. 1 is the universality of their distance dependence. The

forces for all these diverse systems can be well approximated by
exponential functions with a 3.5–4-Å decay length λ, � ∼ A
exp(-D/λ). Over the range of distances shown, calculated van
der Waals interactions are comparatively small. At these close
distances, force amplitudes between charged macromolecules
such as DNA are surprisingly insensitive to salt concentration,
but they depend strongly on the nature of the bound counterion.
The same kind of force is observed for charged and uncharged
macromolecules, which further indicates that the observed force
is not caused by screened electrostatics. These force curves cor-
respond to large energies. The integrated �-V work needed
to push N(CH)3

+-DNA helices to touching, for example, is
∼5.5-Kcal/mole base pair.

The common unifying theme is that all the macromolecular
systems are hydrated. Within the hydration force framework,
the 3–4-Å exponential decay length λ reflects a water–water
correlation length. Such a correlation has been observed by
X-ray scattering for density fluctuations in pure water (38).
The force amplitude or pre-exponential factor is caused by the
structure of water in direct contact with apposing surfaces. In
Fig. 1, the amplitudes of the forces observed for DNA with
backbone phosphate neutralized by N(CH3)4

+, for egg phos-
phatidyl choline that has a (CH3)3N+(CH2)2-group covalently
linked to the phosphate of the lipid head group and didode-
cylphosphate in N(CH3)4Cl is shown scaled to the same phos-
phate surface area. The surface hydration is dominated by the
phosphate group with an additional weak contribution from the
tetraalkylamine counterion. The macromolecular surfaces with
the same hydrated chemical groups show similar force ampli-
tudes.

The same kind of force has been observed to dominate the
interactions of small solutes with macromolecular surfaces. The
osmotic stress approach has also been used to map the dis-
tribution function for the exclusion of small nonpolar solutes
from DNA and of polar solutes from hydrophobically modified
hydroxypropyl cellulose (HPC) (39–41). Figure 2 shows four
typical exclusion curves. �excess/�0 is directly related to the
solute concentration gradient; a value of 1 signifies complete ex-
clusion, whereas a value of 0 means no exclusion (or inclusion).
In all cases exclusion is characterized by a 3.5–4-Å decay length
exponential. Small solutes are interacting with macromolecular
surfaces through hydration forces. The pre-exponential factor
for the exclusion of simple nonpolar alkyl alcohols from DNA
varies linearly with the difference between the number of alkyl
carbons and hydroxyl oxygens (41) in the solute, which fur-
ther emphasizes the connection between molecular hydration
and force magnitude.

Order Parameter Theory
for Hydration Forces

A phenomenologic theory has been developed to account for
hydration forces (42–45). Water organized by surfaces is char-
acterized by an order parameter. The linearized theory is math-
ematically equivalent to the Debye–Huckel formulism for elec-
trostatic double-layer interactions. Homogenous surfaces that
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Figure 1 Osmotic stress force curves are shown for several biological assemblies: schizophyllan (a triple helical polysaccharide composed only of glucose)
in water ( ), ι-carrageenan (a double helical charged polysaccharide) in 0.4-M NaCl ( ), hydroxypropyl cellulose in water at 5◦ C ( ), DNA in 0.4-M
NaCl ( ), DNA in 0.4-M N(CH3)4Cl ( ) (the low-pressure data have been corrected for configurational fluctuations), egg phosphatidyl choline (PC)
bilayers in water ( ), didodecylphosphate (DDP) bilayers in 0.5 M N(CH3)4Cl ( ), and DNA in 0.25 M N(CH3)4Cl ( ) scaled to the same phosphate
surface density as DDP and egg PC. Those biomacromolecular assemblies measured in water are net neutral, either zwitterionic (egg PC) or wholly
uncharged (schizophyllan and HPC). Forces between charged surfaces are insensitive to salt concentration over the last 10–15 Å, but they do depend
significantly on the counterion identity. The X-ray spacings have been adjusted to give approximate surface separations from either gravimetric
measurement of spacing as dependent on water content (the lipid bilayers), fiber dimensions determined by X-ray scattering (DNA, schizophyllan, and
i-carrageenan), or the spacing between polymers when dried (HPC). Even though force amplitudes span a range of ∼1000 in pressure, the decay lengths,
λ of the apparent exponential are similar for all these systems; the fits to the schizophyllan and DDP forces give 3.4 and 3.5 Å, respectively. The overlap of
the force data for egg PC, N(CH3)4

+-DDP, and N(CH3)4
+-DNA scaled to the same phosphate surface area indicates that force amplitudes are determined

by the hydration of groups on the surface. Data for DDP and egg PC are from Leikin et al. [2].

organize water symmetrically, as illustrated in Fig. 3a, are re-
pulsive since the hydrogen-bonded network between surfaces
will become increasingly disrupted as surfaces move closer.
The order parameter theory gives for the osmotic pressure be-
tween two planar surfaces with a separation D and water–water
correlation length λw,

�homo
r = Cr

sinh2(D/2λw)
∼ Cre

−D/λw , for D � λw (2)

Similarly, two homogeneous surfaces with a complementary
water structuring, as illustrated in Fig. 3b, will be attractive,
as the hydrogen-bonding structure of the intervening water is
strengthened,

�homo
a = − Ca

cosh2(D/2λw)
∼ −Cae−D/λw, for D � λw

(3)
The coefficients Ca and Cr are measures of the strength of water
ordering on the surface.

Of course, biologic surfaces are not homogeneous. Real sur-
faces typically can have both opposing attractive and repulsive
patches. In such a case, the osmotic pressure can be represented

by (2, 9, 13, 46, 47),

� = − Ca

cosh2(D/2λw)
+ Cr

sinh2(D/2λw)

∼ −(Ca − Cr)e
−D/λw + (Ca + Cr)e

−2D/λw ,

for D � λw (4)

In the case, Cr � Ca, repulsions dominate and the purely
repulsive exponential form—� ∼ Cr e−D/λw is recovered. If
the attractive and repulsive patches are balanced, then the
second-order term of the approximation dominates with an
apparent decay length that is only half that of λw, or ∼2 Å.
This second-order term is always repulsive and reflects the loss
of favorable water–water interactions that are caused by the
presence of the other surface. Its magnitude is only dependent
on the overall surface water structuring whether attractive or
repulsive.

Often decay lengths do not divide so neatly into two classes of
values. Three complications can cause significant variability in
observed decay lengths. Surface periodicities or the separation
length scale of hydrated groups on the surface must necessarily
contribute to decay lengths (2). This effect will decrease the
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Figure 2 The distance dependence characterizing exclusion of small
solutes from macromolecular surfaces follows the same exponential
behavior as the hydration force between macromolecules. The extent of
exclusion can be extracted from the dependence of forces on solute
concentration. �excess is the effective osmotic pressure applied by the
solute in the bulk solution on the macromolecular phase, and �0 is the
maximal pressure from complete exclusion. �excess/�0 = 1 then
corresponds to complete exclusion and � excess/�0 = 0 means no
inclusion or exclusion. The distance dependent exclusion the polar polyols
adonitol ( ) and glycerol ( ) from hydrophobically modified
hydroxypropyl cellulose (HPC) and of the nonpolar alcohols i-propanol
( ) and methyl pentanediol (MPD) ( ) from spermidine3+-DNA is
shown. As in Fig. 1, interaxial spacings are converted to surface
separations. The apparent exponential decay length varies between 3.5
and 4 Å (solid lines indicate fits to the data).

apparent decay length from the fundamental water–water cor-
relation length λw. Second, the positions of hydrated groups on
surfaces can adjust to minimize repulsion (48), which can be
a continuous process as surfaces approach that increases the
apparent decay length. Last, conformational fluctuations can
contribute to interaction energies (37, 49, 50), particularly at
lower pressures. Motions that are constrained by hydration in-
teractions give rise to fluctuation-enhanced hydration forces that
increase the apparent decay length.

Hydration Attraction

If Ca > Cr in Equation 4, then attractive forces can result.
Forces measurements on DNA double helices spontaneously
assembled by polycations provide evidence for attractive hydra-
tion forces (12, 13). The binding of several polycations result
in spontaneous condensation of DNA. Packaging of genetic
material in vivo and compaction of DNA for use in nonviral
gene therapy exploit this attraction. The equilibrium spacing
between helix surfaces in the condensed state varies between

(a)

(b)

Repulsion

Attraction

Figure 3 A schematic representation of water structuring resulting in
attractive or repulsive forces. Water is represented by the arrowhead
figures, > , with the oxygen at the vertex. The decrease in water order
from the surfaces caricatures the loss of surface water structuring through
the water-water correlation length. The symmetric ordering of water on
apposing surfaces shown in (A) disrupts the hydrogen bonding network or
head-to-tail arrangement in the intervening water. Conversely,
complementary water structuring (B) will reinforce the hydrogen bonding
network in the confined space.

6–12 Å depending on the nature of the condensing counte-
rion indicative of both attractive and repulsive forces acting
on DNA as implicit in Equation 4. Figure 4 contrasts the os-
motic stress curves for DNA in the +3 alkyltriamine spermidine
that results in spontaneous precipitation of DNA, in the +2
alkyldiamine putrescine, and in the +1 alkylamine tetramethy-
lammonium, N(CH3)4

+. Neither putrescine2+ nor N(CH3)4
+

condenses DNA. The N(CH3)4
+-DNA curve shows a 4-Å

single exponential characteristic of purely repulsive hydration
forces dominated by the first-order term of Equation 4. The
putrescine2+-DNA force curve also shows a single exponential
force at high osmotic pressures but with ∼2-Å decay length
indicative of a balance between attractive and repulsive patches
that leaves the second-order term of Equation 4 dominant. The
force curve in the presence of spermidine3+ is different. At
� = 0, there is a balance between the attractive first-order
term and the repulsive second-order term that results in a fi-
nite equilibrium spacing (arrow). This spacing leaves ∼9.5 Å
of water-filled space between DNA molecules. The curve even-
tually merges with the single exponential, ∼2-Å decay length
force observed with putrescine2+ as the interhelical spacing de-
creases, which aligns with the prediction of the order-parameter
formalism for the emergence of a second-order repulsive term
in the presence of hydration attractions. The merging of spermi-
dine and putrescine forces at high osmotic pressures is expected
for DNA surfaces with chemically homologous bound counte-
rions. The second-order repulsion is simply determined by the
overall water structuring on a single helix, not on the specific
mixture of attractive and repulsive patches. Determining the
decay length for attractions is more difficult because there are
currently no experimental techniques to directly measure at-
tractive forces between molecules. Combining single-molecule
forces measurements of net attraction with the osmotic stress
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Figure 4 A comparison of osmotic stress force curves for DNA in
spermidine3+, putrescine2+, and N(CH3)+4 . At these high osmotic
pressures, force curves are relatively insensitive to ion concentration.
N(CH3)+4 -DNA ( ) illustrates hydration repulsion from a comparatively
homogeneous repulsive surface, λ = 4 Å, because of the domination by
phosphate hydration, i.e., Ca � Cr. Putrescine2+-DNA ( ) illustrates
equation 4 with Ca∼ Cr, which leaves a residual image charge-like
repulsion with λ = 2 Å. Spermidine3+ causes spontaneous DNA assembly
to an interhelical spacing of 29.5 Å (indicated by the arrow) with no
applied osmotic pressure, Ca > Cr. The repulsive force opposing closer
approach ( ) merges with the putrescine2+-DNA data as expected for an
image charge-like hydration repulsion. The underlying attraction is
consistent with an exponential force with a 4.5 Å decay length. The
increased attraction as the charge of the alkylamine increases is from the
decreased entropy of correlating charges on apposing helices to create
attractive patches.

measurements of repulsion (unpublished results), however, pro-
vided an indirect estimate of 4.5-Å decay length, very close to
the expected 4-Å decay length for hydration attractions.

Forces between self-assembled collagen fibrils also show the
expected characteristics of hydration attraction. The analysis of
the force curves is not so straightforward because the short
repeat length of collagen predictably modifies the hydration
decay length (2–4). The observed decay length of the residual
force for assembled collagen of about 0.6 Å is consistent with
the λw/2 = 2-Å intrinsic water decay length and the 9.6-Å
periodicity of the collagen triple helix. The decay length of the
underlying attraction was estimated as ∼1.2 Å, which is once
again consistent with a 4-Å intrinsic decay and the collagen
repeat distance.

The emergence of collagen offered an opportunity to inves-
tigate further the origin of these forces. The triple helix is
remarkably stable in many solvents. Exponential forces are only
observed, however, with solvents that can hydrogen bond (51).
Raman spectra showed that the interstitial water in collagen
fibers have an enhanced hydrogen-bonded network compared
with bulk water. Similarly, the X-ray structures of collagen-like
peptides directly show hydrogen-bonded water bridges that span
regions between triple helices (52).

The temperature-favored assembly of hydrophobically mod-
ified cellulose, hydroxypropyl cellulose (HPC), has also been
probed (1). At temperatures below ∼40◦C, exponential repul-
sive forces are observed with an approximate 3–4-Å decay
length. At very close spacings (<2-Å surface separation), the
force amplitude increases rapidly, which is likely caused by
steric interactions between hydroxylpropyl groups on the sur-
face. The force amplitude of the 3–4-Å decay length exponential
decreases linearly with temperature extrapolating to 0 at ∼40◦C
very close to the temperature at which the polymer precipitates
from dilute solution, ∼42◦C. Above 40◦C, the equilibrium spac-
ing between HPC polymers in the absence of applied osmotic
pressure continuously decreases with increasing temperature.
Since the very short-ranged steric force does not change ob-
servably with temperature, this change in equilibrium spacing
must result from an attractive force with an amplitude that in-
creases with temperature. Force data above 40◦C can be well fit
by the sum of the rapidly changing short-ranged force and an
attractive 4-Å decay length exponential. Remarkably the tem-
perature dependence of the fitted attractive force amplitude is
a linear continuation of the repulsive force amplitudes directly
observed at lower temperatures. Since hydrophobic forces have
long been considered to be caused by the release of water struc-
tured around nonpolar surfaces, a connection with hydration
forces should not be surprising. The strengthening of attrac-
tion or weakening of repulsion as the temperature increases
is caused by a difference in the temperature dependence of
water structuring around polar hydroxyl groups and nonpolar
methyl groups. A confounding aspect, however, is that the 2-Å
second-order repulsion observed with condensed DNA is com-
pletely absent with HPC. This hydrophobic polymer simply acts
as a homogeneous surface that smoothly transforms from repul-
sive to attractive as the temperature is increased.

Hydration Linked to Recognition
Reactions and Protein Transitions

The important lesson from the direct force measurements for
biology is that polar or charged surfaces will avidly retain their
hydration waters in preference to other surfaces if those surfaces
are not closely complementary. A key difference, therefore, be-
tween specific and nonspecific binding of proteins, for example,
should be in the water sequestered by the complexes (53, 54).
Differences in water between specific and nonspecific recogni-
tion complexes can be readily determined from the dependence
of the relative equilibrium constant or ligand binding constant
on osmotic pressure or water activity. For osmotic pressures ex-
pressed as an osmolal concentration, a standard linkage relation
is applied to water in a same way it is traditionally applied to
salt, ligands, or pH is,

d ln(Krel)

d�
= − ∆Nw

55.56
(5)

where Krel is the equilibrium constant between two complexes
and ∆Nw is the difference in bound water between them.
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We have focused on differences in hydration among specific,
noncognate, and nonspecific complexes of three sequence spe-
cific DNA binding proteins. DNA binding proteins will typically
bind to nonspecific DNA or indeed to polyanions in general
with binding constants in the range from 104 to 107 M−1 and to
their recognition sequence with constants typically in the range
109–1012 M−1.

The water release accompanying the transfer of the type II
restriction nuclease BamHI from a nonspecific sequence to the
recognition sequence was measured in order to validate the
osmotic stress approach (55). Crystal structures of both the
specific (56) and the nonspecific (57) complexes are known. The
nonspecific structure shows a gap between the protein and DNA
surfaces that can accommodate ∼150 waters. The two interfaces
are in direct contact in the specific complex (Fig. 5). Relative
nonspecific–specific binding constants can be determined from
the loss of specific binding as the concentration of nonspecific
competitor DNA is increased, using either a gel mobility shift
or a self-cleavage assay (58). Relative binding constants vary
significantly with the concentration of added osmolytes. The
linear dependence of ln(Krel) on the osmotic pressure of the
added solutes observed in Fig. 5 indicates that about 135
(±15) extra water molecules are retained in the nonspecific
versus specific BamHI-DNA complex in good agreement with
the structural data. The insensitivity of ∆Nw to the osmolyte
used to set water activity indicates that this water is likely
sequestered at the protein–DNA interface of the nonspecific
complex. This number of waters corresponds to about one–two
hydration layers at the interface.

EcoRI is another type II restriction endonuclease that rec-
ognizes the DNA sequence GAATTC. As is typical for these
restriction nucleases, sequence recognition is exquisitely strin-
gent. The change of even a single base pair is sufficient to
reduce the binding constant by a factor of ∼104 to a value more
characteristic of completely nonspecific binding (59). The os-
motic pressure dependence of the relative specific–nonspecific
binding constant indicates that the nonspecific EcoRI–DNA
complex sequesters ∼110 more waters (60, 61). EcoRI com-
plexes with DNA sequences that have even one wrong base pair
(“star”-sites) also sequester ∼110 more waters than the specific
complex. This water, however, can be removed from complexes
with a single wrong base pair by increasing the osmotic pres-
sure (62). The osmotic work required to remove almost all of
the water from a complex of EcoRI with the sequence TAACCT
was estimated as 3–4-Kcal/mole complex. Water could not be
removed from complexes with more than one wrong base pair
even at the highest osmotic pressures examined. The loss of
water from the “star” sequence complexes provides a natural
link between enzymatic “star” activity of EcoRI and osmotic
pressure.

The binding of the Cro repressor protein to DNA is more
typical of specific DNA–protein interactions. Unlike BamHI
and EcoRI, changes in the DNA recognition sequence result in
graduated decreases in the binding free energy of Cro protein.
This bacteriophage λ repressor recognizes two 6 base pair
regions separated by a 5-bp spacer. An examination of a set
of 5 binding sequences that span a range of ∼1200 in relative
binding constants shows that for every 10-fold decrease in

binding constant about eight to nine more water molecules are
incorporated by the complex (63). Water and binding energy are
strongly coupled.

There are also marked differences in the extent of hydration
between specific and nonspecific protein–protein interfaces.
In a survey of crystal structures in the Protein Data Bank,
the average number of crystallographically resolved waters in
specific binding interfaces (for instance, between dimers) was
compared with the number of waters in nonspecific “crystal
contacts” (protein crystal contacts not normally involved in
biologic interactions) (64, 65). With an average of 10 waters
per 1000 Å2, the biologically specific interfaces are 50% less
hydrated than the crystal packing interfaces. These numbers
represent waters sufficiently immobilized to be visible by X ray
and underestimate the actual amount of water at protein–protein
interfaces. Although neither interface is dry, the displacement
of interfacial waters at the protein–protein interface was a
distinguishing characteristic of specific binding.

Allosteric conformational changes are a hallmark of pro-
tein structure and function. Small changes in the structure of a
binding pocket can often trigger large conformational changes
elsewhere in the protein. Hydration forces are reasonable can-
didates for this amplification of small structural perturbations
since small rearrangements of the chemical groups on surfaces
can result in large changes in the hydration force between them.
Once again a coupling between water and conformation should
be expected if hydration forces underlie the structural change.
The T–R transition of hemoglobin that accompanies oxygena-
tion is the best known and most extensively studied allosteric
reaction. The binding of 4 O2 molecules is linked to the bind-
ing of ∼50–60 extra water molecules by the protein as surfaces
that were complementary are slightly perturbed and now prefer
interactions with water (66).

Conclusions and Prospectives

Although it is almost universally acknowledged that water
plays an important role in biologic assembly and recognition
processes (67), defining its role quantitatively, however, has
proven more difficult. It has long been known that the un-
favorable interaction of water with nonpolar groups underlies
the hydrophobic interaction. The observation of a common
force at close separation among nonpolar, polar, and charged
macromolecules that can be interpreted as resulting from wa-
ter structuring greatly broadens the scope of hydration-driven
interactions. The observed force is unlike that expected for
double-layer electrostatics or van der Waals interactions that are
more commonly considered important. Removing the last one
or two layers of water between macromolecules is energetically
costly if the apposing surfaces are not closely complementary.
The force characteristics observed, particularly the observed
decay lengths, seem remarkably simple and robust. The trans-
mission of surface water structuring into the solution through
correlated water–water interactions can account for the decay
lengths. The order parameter theory provides a satisfactory
initial framework for understanding and calculating hydration
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Figure 5 The nonspecific DNA complex of the restriction nuclease BamHI retains significant water at the protein-DNA interface compared with the
specific complex. Neutral osmolytes (triethylene glycol, a-methyl glucoside, and glycine betaine) are added to the solution to change water activity.
Increasing the osmotic pressure of the bulk solution increases the free energy difference between specific and nonspecific binding. The linear dependence
corresponds to 135 more water molecules sequestered by the nonspecific complex compared with the specific complex. The insensitivity to the nature of
the osmolyte indicates the water is sterically sequestered. The inset shows the structures of the nonspecific (pdb identification-1esg) and specific (1 bhm)
complexes of BamHI looking down the DNA axis. The DNA is in tan, and the BamHI protein in blue. The nonspecific complex has a gap at the
DNA-protein interface large enough to accommodate ∼150 water molecules that is not present in the specific complex.

forces. The frustrating gap in our understanding is in connect-
ing surface water structuring with the pre-exponential factors,
Ca and Cr of Equation 4. Making this link is necessary to de-
velop predictive tools for calculating hydration forces, but it will
require the combined contributions of theory, careful character-
ization of surface water structuring, and further measurement of
intermolecular forces.
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Animals must respond efficiently to changes in oxygen levels. This response
is achieved via oxygen-dependent regulation of a heterodimeric
hypoxia-inducible transcription factor (HIF), which enables upregulation of
genes that assist in the hypoxic response. Posttranslational hydroxylation of
the HIF-α subunit at either of two conserved prolyl residues enables binding
to the von Hippel–Lindau protein elongin C/B complex that targets HIF-α
for degradation via the ubiquitin proteasome pathway. Hydroxylation of an
asparaginyl residue in the C-terminal transcriptional activation domain of
HIF-α blocks its interaction with the transcriptional coactivator p300. The
HIF prolyl and asparaginyl hydroxylases are oxygen dependent; therefore,
their regulation of HIF directly links changes in oxygen concentration and
the physiological response to hypoxia. The hypoxic response is implicated
in a range of disease states, including cancer, ischemia, and heart disease.
Manipulation of the HIF system for therapeutic advantage is therefore an
area of medicinal interest.

In the late nineteenth century, François Viault observed that

red blood cell production increased as humans moved from
sea level to high altitude (1). The mechanism by which this
response to an environment of limiting oxygen is induced has

been a long-standing problem in physiology. A breakthrough
in molecular understanding came when Semenza et al. (2)
identified a transcription factor, hypoxia inducible factor (HIF),

which is responsible for the regulation of erythropoietin (EPO).
EPO is a primary modulator of red blood cell production and
therefore oxygen capacity in mammals, and consequently it is

upregulated in conditions of hypoxia (3). An enhancer region
upstream (5’) of the EPO gene was identified and was found to
bind HIF in an oxygen-dependent fashion (2, 4). HRE sequences

have subsequently been found upstream of numerous genes
that are upregulated in response to hypoxia, including those
involved in erythropoiesis, angiogenesis, metabolism, and cell

growth (5). This review summarizes research on the HIF system
with a focus on our current understanding of the chemistry

that determines how the HIF system senses changes in oxygen
availability.

Overview of the HIF System

HIF is an α,β-heterodimeric transcription factor whose tran-
scriptional activity is regulated via its oxygen-dependent, post-
translational hydroxylation. In the presence of sufficient oxygen,
HIF-α in humans is hydroxylated in both its oxygen-dependent
degradation domain (ODDD) and its C-terminal transactivation
domain (C-TAD). Prolyl-4-hydroxylation in the ODDD allows
HIF-α to bind to the von Hippel–Lindau protein elongin C/B
complex (VCB), which targets HIF-α for degradation via the
ubiquitin proteasome pathway. Asparaginyl hydroxylation at
the C-TAD prevents HIF-α interacting with the p300 protein,
which is part of the transcriptional coactivator complex for HIF
target genes. All four identified human HIF hydroxylases are
Fe(II)- and 2-oxoglutarate (2OG)-dependent oxygenases with an
absolute requirement for oxygen as a cosubstrate. When oxy-
gen availability is limited, HIF-α hydroxylation is incomplete
or absent. HIF-α can then dimerize with HIF-β, interact with
the transcriptional coactivator complex via p300 binding, and
bind to conserved pentanucleotide hypoxia response elements
(HREs: TACGTC) to promote transcription of genes that enable
a response to the challenge of hypoxic conditions. An overview
of the HIF regulatory system is shown in Fig. 1.
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Figure 1 Overview of the HIF dual regulatory system. In the presence of oxygen (O2), the HIF-α subunits are downregulated and inactivated by active HIF
hydroxylases—the PHDs and FIH, respectively. The PHDs catalyze hydroxylation of HIFα prolyl residues, which enhances binding of HIF-α to the von
Hippel-Lindau tumor suppressor complex (VCB) ∼1000-fold and enables subsequent ubiquitin-mediated proteasomal degradation of HIF-α subunits. FIH
catalyses hydroxylation of an HIF-α asparaginyl residue; this substance blocks p300 coactivator recruitment and results in transcriptional inactivation.
Limiting oxygen levels (hypoxia) reduce HIF hydroxylase activity. This limitation permits heterodimerization of HIF-α with HIF-β subunits, translocation into
the nucleus, and recruitment of transcriptional coactivators including p300. Subsequent binding to HREs on HIF target genes upregulates their
transcription, enabling the body’s hypoxic response.

HIF-α/β and Its Interaction with
DNA

Both α and β subunits of HIF are basic helix–loop–helix PAS
proteins (bHLH-PAS) (6, 7), as observed in other transcription-
factor proteins (Fig. 2). The short, basic region of bHLH-PAS
proteins is directly responsible for DNA binding, and the
adjacent helix–loop–helix domain allows dimerization of the
two HIF subunits after translocation of HIF-α to the nucleus.
The PAS domain [PAS-A/PAS-B/PAC; PAS: PER (periodic
circadian protein), aryl hydrocarbon receptor nuclear translo-
cator (ARNT), single-minded protein (SIM) (7); PAC: motif
C-terminal to PAS motifs) is involved in more specific interac-
tions between the two subunits (for review see Reference 8). It
is proposed that the specific interaction between the HIF-α and
HIF-β subunits promotes folding and dimerization of the bHLH
region that enables subsequent DNA binding (8). HIF-α is a
Class I bHLH-PAS protein, which means that it can homodimer-
ize and heterodimerize; HIF-β (also known as ARNT, which is

a ubiquitously expressed protein) is a Class II bHLH-PAS pro-
tein, which heterodimerizes with Class I bHLH-PAS proteins
(8, 9). The general PAS domain structure comprises a central
β-sheet region flanked by several α-helices; NMR and muta-
tion studies on HIF-2α have identified a hydrophobic region on
the β-sheet as being responsible for the specific interaction with
HIF-β, as well as homologous interactions between other PAS
domains (10).

High-resolution structural data are not yet available on the
interaction between the HIF heterodimer and the HRE. Inter-
actions between bHLH proteins and DNA have shown that a
conserved His–Glu–Arg triad in the bHLH binds in the DNA
major groove (11). Modeling studies predict that the HIF-β do-
main binds to HREs in a similar fashion. HIF-α, however, only
retains the Arg residue of this conserved triad, and the inter-
action of HIF with DNA is predicted to be mediated by other
residues, specifically a serine and two alanines (12). These pro-
posals are supported by mutagenesis studies (13).

HIF-α contains a large, central regulatory region. The oxygen-
dependent degradation domain of HIF-α contains two sites of

Figure 2 Domain architecture of human HIF-1α and HIF-1β/ARNT subunits. Both HIF-α and HIF-β subunits have similar bHLH domains and PAS domains
responsible for DNA binding and protein dimerization. Only the C-terminus of HIF-α subunits contains regulatory domains involved in the hypoxic
response: the oxygen-dependent degradation domain (ODDD), responsible for regulating HIF-α stability, and the N-TAD and C-TAD involved in regulating
transactivation ability. These regulatory domains are controlled by enzymatic posttranslational hydroxylation if O2 is not limiting. Hydroxylation of HIF-1α

at Pro402 and Pro564 within the ODDD enables proteasomal degradation. Hydroxylation of HIF-1α at Asn803 within the C-TAD blocks interaction with
transcriptional coactivators after NLS-mediated translocation into the nucleus. PAC domain = motif C-terminal to PAS motifs. PAS domain = PER, AHR,
ARNT, and SIM domains. Together, PAS and PAC motifs constitute the PAS structural domain fold. AHR, aryl-hydrocarbon receptor; NLS, nuclear
localisation signal.
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prolyl hydroxylation (Pro402 in the N-terminal ODDD and
Pro564 in the C-terminal ODDD of HIF-1α) (14). If hydroxyla-
tion occurs at one or both of these sites, then HIF-α is targeted
for ubiquitin-mediated proteasomal degradation (see below). In
conditions of low oxygen however, HIF-α avoids hydroxyla-
tion and dimerizes with HIF-β. Once the two HIF subdomains
have dimerized with each other and have bound to the HRE,
cotranscriptional activators are necessary for the expression of
the target genes. Optimal upregulation of HIF-target genes in
eukaryotic cells involves the formation of a multiprotein coacti-
vator complex to facilitate transcription. At least in eukaryotes,
this process is likely to be tissue and cell-type dependent (15).
p300/CBP (CREB binding protein) are two (related) key tran-
scriptional coactivators that are histone acetyltransferases (16).
p300/CBP binds directly to HIF-α at its C-terminal transactiva-
tion domain (C-TAD) in a hypoxia-dependent fashion (17, 18).
Additonal interactions mediated by p300/CBP, as well as other
coactivation mechanisms (15), are then responsible for optimal
target gene expression.

Types and Roles of Different HIF-α
Isoforms

Three isoforms of HIF-α [HIF-1α, HIF-2α (endothelial PAS
domain protein), and HIF-3α] have been defined in humans
and are encoded by distinct loci (19, 20). HIF-1α and HIF-2α

are more important than HIF-3α in the hypoxic response.
Three isoforms of HIF-β [HIF-1β (ARNT), ARNT2 (21), and
ARNT3 (22)] exist; HIF-1β (ARNT) is the most common form.
Each HIF-α isoform can interact with any HIF-β subunit (23).
mRNA levels of HIF-1α, HIF-2α, and HIF-1β are reportedly
not affected by oxygen levels (7, 24, 25), but levels of HIF 3α

mRNA increased after two hours of hypoxia (26, 27).
HIF-1α and HIF-2α have the same domain architecture

and common mechanisms for DNA binding, dimerization,
oxygen-dependent degradation (NODD and CODD domains),
and transactivation domains. The sequences of these domains
are related closely but contain differences that may have func-
tional consequences (e.g., with respect to HIF hydroxylase se-
lectivity). The interdomain sequences are related less closely,
and the differences may enable differential binding of regulatory
proteins to HIF-1α and HIF-2α. HIF-3α is more markedly dif-
ferent from the other two HIF-α isoforms as it apparently has no
functional NODD domain, and only the CODD domain within
the N-terminal TAD has been identified. Additionally, HIF-3α

lacks the C-TAD that exists in both HIF-1α and HIF-2α. (28).
Relatively little is known about the importance of HIF-3α as
compared with the intensively investigated HIF-1/2α isoforms.

Five HIF-1α splice variants have been reported (29). These
variants include HIF-1α736, which lacks the C-TAD but not
the C-terminal nuclear localization signal (NLS) and is tran-
scriptionally active under hypoxia (30), and two variants that
lack the C-terminal ODD and act as dominant negative iso-
forms (31, 32). HIF-3α has at least six different splice variants
(HIF-3α 1–6), of which only HIF-3α 1–3 contain the ODD do-
main (33). HIF-3α2 (IPAS) negatively regulates HIF-mediated

gene expression in murine cornea by dimerizing with HIF-1α

in the cytosol, maintaining an avascular phenotype under hy-
poxia (34), but it is upregulated by HIF-1α, which represents a
negative feedback regulatory circuit (35).

Both HIF-1α and HIF-2α genes are expressed widely in
human tissues but with different patterns of expression both
in terms of organs and individual cell types within organs. For
example, both HIF-1α and HIF-2α are expressed abundantly
in the kidney; but in breast cancer cell lines, HIF-1α is the
major isoform that is hypoxically induced (36). Importantly,
HIF-1α and HIF-2α seem to have different profiles with respect
to the genes that they regulate. Expression of carbonic anhydrase
IX seems to be predominantly regulated by HIF-1α, whereas
erythropoietin is predominantly regulated by HIF-2α (37, 38).
HIF-1α and HIF-2α null mice also give different phenotypes
that support proposals of different roles for the two isoforms
(39–42). An important objective is to develop a molecular
understanding of how the selectivity, which is apparent in terms
of the different expression profiles for HIF-1α and HIF-2α, is
achieved.

The Role of Hydroxylation

The direct interface between HIF-α regulation and oxygen is
its posttranslational hydroxylation. In humans, in addition to
constituting the crucial step in mammalian oxygen homeostasis
(43), hydroxylation seems to be special (to date) amongst post-
translational modifications (PTMs) in that only a single atom is
incorporated, as compared with other “additive” PTMs that en-
tail sterically more demanding groups such as phosphorylation,
acetylation, glycosylation, and ubiquitylation (44).

The dependence of HIF-1α stability on oxygen was demon-
strated by the hydroxylation-dependent von Hippel–Lindau
protein (pVHL) capture of HIF-α peptides, which gradually in-
creased in vitro from ambient to hypoxic oxygen levels (45).
In normoxia, HIF-1α protein is hydroxylated at Pro402 (in
the N-terminal ODD) and/or Pro564 (in the C-terminal ODD).
Both prolyl hydroxylation sites form part of a conserved motif,
LXXLAP (14). Prolyl hydroxylation results in binding of pVHL
and rapid degradation by the proteasome (46, 47). Under nor-
moxia, HIF-α is thus essentially not detectable (7). The affinity
of HIF-α ODD peptides for VCB increases about 1000-fold
by trans-4-prolyl hydroxylation (48). Crystallographic analy-
ses have revealed that the optimal arrangement of the new
hydroxyproline alcohol group stabilizes a hydrogen bonding
network in VCB between Ser111 and His115 of pVHL (Fig. 3)
(48, 49). Notably, the precise positioning of the hydroxyl group
may be induced by the stereoelectronic gauche effect within
the vicinal N-C5-C4-OH arrangement, as the pyrrolidine ring
of hydroxyprolyl 564 was observed in the C4-exo conforma-
tion. This conformation is the same as in collagen, in which
hydroxyprolyl residues serve to stabilize the triple helix (50); a
deficiency of collagen prolyl-hydroxylation leads to the disease
scurvy (51). The α-domain (residues 155–213) of pVHL binds
to elongin C, which nucleates a complex that contains elon-
gin B, cullin-2 and Rbx1, forming the VCB-Cul2 RING-type
E3 ubiquitin ligase (52). Provided oxygen is not limiting; the
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Figure 3 Dual effect of hydroxylation within the HIFα regulatory domains.
(a) Hydroxylation of HIF-1α CODD domain at P564 enables binding to the
von Hippel-Lindau tumor suppressor (pVHL), elongin C, elongin B, (VCB)
complex. The newly formed hydroxyl group is optimally positioned for the
hydrogen bonding network involving pVHL H115 and S111, as Hyp564 is
observed in the C4-exo conformation. (b) Hydroxylation of HIF-1α C-TAD
at N803 abrogates its binding to the p300 CH1/TAZ1 domain. N803 is
deeply buried in the protein–protein interface, packed against I353 and
the hydrophobic parts of the K349 and R350 side chains. Additionally, a
network of N803 side-chain hydrogen-bonding interactions including with
D799C−TAD and D346CH1 is important for stabilization of C-TAD α-helices
and the complex, but destabilized during β-hydroxylation of N803 (not
shown). Hyp, (2S,4R)-hydroxyproline; CH1, cysteine/histidine-rich
domain-1; TAZ, transcriptional adapter zinc-binding motif.

complex recruits specific proteins for the lysyl polyubiquityla-
tion of prolyl-hydroxylated HIF-α subunits (53), which enables
subsequent proteasomal degradation (54–56). Both the HIF-1α

NODD and the CODD domains enable pVHL recognition after
PHD-mediated hydroxylation in an independent and nonredun-
dant manner (45).

In the presence of nonlimiting oxygen, posttranslational hy-
droxylation also occurs at the 4S position of an asparaginyl
residue in the HIF-α C-TAD, which corresponds to Asn803
in HIF-1α, preventing the interaction of HIF-α with the cys-
teine/histidine rich (CH-1) domain of the transcriptional coac-
tivator complex CBP/p300 (17, 28, 57). NMR studies indicate
that Asn803 is part of an α-helix buried at the interface of
the HIF-α-p300/CBP complex, which suggests its hydroxyla-
tion disrupts the hydrophobic binding interactions with CH-1

and/or the formation of the α-helix adopted by the HIF α C-TAD
(Fig. 3) (58, 59).

Direct incorporation of 18O into the hydroxylation sites of
asparaginyl and prolyl HIF-α substrates (60), and incorporation
of the other dioxygen 18O2-derived oxygen into the succinate
byproduct was confirmed by mass spectrometry (61). Thus, a
very direct link exists between HIF modification and oxygen
availability.

The HIF Hydroxylases

The enzymatic, posttranslational prolyl and asparaginyl hydrox-
ylation of HIF-α was found to be dependent on oxygen and
Fe(II), enhanced by ascorbate, and inhibited by 2OG analogs
(28, 62–64), all suggestive of the enzymes responsible be-
ing part of the large family of Fe(II)- and 2OG-dependent
oxygenases. This finding led to the identification of three
human HIF prolyl hydroxylases (PHDs or EGLNs 1-3) and
FIH (factor inhibiting HIF) as the enzyme that catalyzed as-
paraginyl hydroxylation (45, 65). These substances all contained
the iron-coordinating 2-histidine-1-carboxylate motif, which is
characteristic of this enzyme family.

The Fe(II) and 2OG-dependent oxygenase family is a sub-
set of the nonheme iron (II)-dependent oxygenases, and they
catalyze a wide range of oxidative reactions, often involv-
ing cleavage of an otherwise unreactive C–H bond. Examples
of reaction types catalyzed by this class of enzymes include
oxidative cyclization, epimerization, desaturation, C–C bond
cleavage, ring fragmentation, and hydroxylation (for reviews
see References 66 and 67). These reactions are often not re-
producible in nonenzyme catalyzed reactions. The enzymes and
the substrates on which they act are found throughout nature.
In plants and bacteria, they are known to act on small molecule
substrates, for example, TauD in Escherichia coli can desul-
fonate taurine to provide a source of sulfur for growth (68)
and anthocyanidin synthase in plants catalyses a desaturation
step in flavonoid biosynthesis (69). The enzymes also play a
role in the biosynthesis pathways of antibiotic production, in-
cluding the medicinally important β-lactam antibiotics (70), and
can catalyze chlorination of C–H bonds (71). In higher organ-
isms, Fe(II)-/2OG-dependent oxygenases have been found to
be involved in important biological processes such as DNA re-
pair [e.g., ABH2/3 (72)] and collagen biosynthesis. Recently,
a protein linked to increased fat mass in humans (FTO) has
been found to be a Fe(II)-/2OG-dependent oxygenase, catalyz-
ing DNA demethylation (73).

Catalytic activity of the HIF hydroxylases

A consensus mechanism for the Fe(II)-/2OG-dependent oxy-
genases has been proposed (Fig. 4). In most cases, iron is
coordinated octahedrally at the active site by two histidines and
the carboxylate group of a glutamate or an aspartate residue.
The other three coordination positions are occupied by ligated
water molecules. 2OG binds to the active site by ligating in
a bidentate fashion to two coordination positions on the Fe(II)
(replacing two water molecules) via its 1-carboxylate and 2-oxo
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groups. Binding of substrate (close to but not in contact with
the Fe) causes a conformational change that results in alteration
of the Fe(II) geometry to five-coordinate square pyramidal, and
the last bound water molecule is released. This binding leaves
a position free for an oxygen molecule to ligate to the Fe(II),
possibly occupying the position whereby it is directed toward
the target substrate. The reaction then seems likely to proceed
via an Fe(III)-superoxo species, which attacks the 2-oxo group
of the 2OG (susceptible to such an attack as it has been acti-
vated by the Lewis acidity of the Fe) to form a peroxide. This
compound can then collapse to form carbon dioxide, iron co-
ordinated succinate, and a highly reactive Fe(IV)-oxo species.
This ferryl-oxo species is positioned adjacent to the target C–H
bond such that either direct insertion of oxygen into the C-H
bond occurs or the hydrogen atom is abstracted. Then, rapid
rebound of the hydroxyl group is generated onto the carbon
radical. Hydroxylated substrate and succinate are released from
the enzyme active site, and the vacant coordination positions
are once again occupied by water molecules.

Evidence to support this proposed mechanism comes from
a variety of sources. The crystal structure of a cephalosporin
synthase (74) showed the coordination of Fe(II) and 2OG at
the active site before addition of oxygen or substrate. These
complexes have subsequently been observed in multiple other
structural studies (reviewed in Reference 66). EPR, circular
dichroism, and UV-Vis spectroscopy studies on TfdA and CAS2
also confirmed the six-coordinate nature of the active site in
solution, and they demonstrated the loss of water molecules
and change in coordination environment promoted by substrate
binding (75–77). Generation of data to support the later stages of
the proposed reaction mechanism were more challenging, as the
species involved are highly reactive and consequently unstable.
Breakthrough experiments carried out on TauD however man-
aged to demonstrate the existence of the postulated Fe(IV)-oxo
species using rapid stopped-flow UV-Vis and freeze-quench

Mossbauer and EPR techniques (78). The same species was
later observed in a viral prolyl hydroxylase (79), which sup-
ports the hypothesis that this species is indeed the key reactive
intermediate in a conserved mechanism of these enzymes.

The mechanism of the HIF hydroxylases is likely to be sim-
ilar to the consensus mechanism of the Fe(II)-/2OG-dependent
oxygenases described above. However, the role of these partic-
ular enzymes as oxygen sensors means that their mechanism of
action is of interest, particularly in terms of their dependence
on oxygen. Although the intermediates in the reaction cycles of
FIH and the PHDs have not been characterized to date, stud-
ies on these enzymes provide clues as to how they conform
and/or differ from other enzymes in this family. Steady-state
kinetic work has monitored the Km of these enzymes with re-
spect to their substrates and also to oxygen. These enzymes have
found that in terms of oxygen sensitivity, the HIF hydroxylases
(at least in an in vitro oxygen consumption assay) do not dif-
fer from other Fe(II)-/2OG-dependent oxygenases (specifically
TauD and PAHX) (80). Different studies are not in agreement as
to whether the PHDs are more sensitive to oxygen than FIH, but
all studies have reported that these enzymes are suited to their
roles as oxygen sensors (80–82). Differences in the range of
reactions catalyzed by the PHDs are recognized (e.g., hydroxy-
lating NODD and/or CODD in HIF-α 1-3); specific interactions
are more or less likely to occur in different cell types and envi-
ronments (14, 81, 83–91). For example, PHD3 has been shown
to be more active on HIF-2α, which is predominantly expressed
in the lung, endothelium, and carotid body (19), than on HIF-1α.

Other cellular factors are also likely to influence the catalytic
activity of the HIF hydroxylases. Many Fe(II)-/2OG-dependent
oxygenases are known to require ascorbate for optimal activity,
and ascorbate has been shown to affect cellular HIF levels
accordingly (92). The role of ascorbate in the reaction cycle
is not clearly understood, although one possibility is that it
reduces Fe(III) to Fe(II) when 2OG has been decarboxylated in

Figure 4 Proposed outline reaction mechanism for the Fe(II)/2OG-dependent oxygenases.
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the absence of prime substrate (uncoupled turnover), as is the
case with collagen prolyl hydroxylase (93). Reactive oxygen
species have also been proposed to reduce HIF hydroxylase
activity, by oxidizing Fe(II) to Fe(III) via the Fenton reaction,
decreasing its cellular availability (94). Ascorbate may “repair”
this situation, thus playing a general role of ensuring maximum
availability of active enzyme (94, 95). In the absence of 2OG,
ascorbate and Fe(II)/Fe(III) can lead to oxidative damage to the
active site of some 2OG oxygenases/related enzymes (96).

Evidence suggests that elevated levels of the tricarboxylic
acid cycle intermediates fumarate and succinate (the latter a
product of hydroxylase catalysis) in some tumors may lead to
activation of the HIF system via hydroxylase inhibition (97, 98).
Both succinate and fumarate are PHD2 inhibitors competing
with 2OG for binding to Fe(II) (99, 100).

The interface between NO and the HIF system is complex and
requires additional investigation (for review see Reference 101).
Under hypoxic conditions, NO inhibits HIF-1α stabilization.
However, under normoxic conditions, NO upregulation causes
HIF-1α to accumulate. Because NO can act as an oxygen analog
binding to 2OG oxygenases (102), it is tempting to speculate
that the latter effect is caused by direct inhibition of the HIF
hydroxylases. However, the far reaching effects of both NO and
HIF on the cell biology mean that additional work is required to
dissect the opposing effects of NO under normoxic and hypoxic
conditions.

The situation is even more complex in the case of the
interaction between reactive oxidizing species (ROS) and the
HIF system (for review see References 103, 104). Quantifying
the role of ROS, such as superoxide, is difficult because of
their reactivity and ability to affect many cellular processes.
Good evidence suggests that under stress conditions ROS can
regulate HIF, possibly via interaction with the HIF hydroxylases
(see e.g., References 94, 105, and 106), but the molecular
mechanisms are unclear, as is the relevance of ROS regulation
of HIF under normal physiological conditions.

The role of ascorbate, NO, and ROS, as well as other cel-
lular factors, in oxygen sensing is not yet fully clear and
requires more investigation. Additionally, other signaling path-
ways could likely be integrated with HIF regulation as indicated
by studies showing that in HIF-1α, Thr-796 phosphorylation
blocks Asn-803 hydroxylation by FIH (107).

Structural studies on the HIF
hydroxylases

Since the first crystal structure of IPNS (108), which
is an enzyme closely related to the Fe/2OG-dependent
oxygenases, structures have been determined for many
Fe(II)-/2OG-dependent oxygenases, all revealing a consensus
core double-stranded β-helix (DSBH) fold or jelly-roll motif
(66, 102). Typically this core consists of two four-stranded an-
tiparallel β-sheets, with the major sheet supported by closely
packed α-helices. The DSBH core is stabilized even more by in-
ternal hydrophobic interactions. The active site and HXD/E. . .H
iron binding motif reside within this core structure. Additional
or varying structural features from the DSBH domain define
different structural subfamilies of this class of enzyme (66).

Crystal structures of FIH and PHD2 (catalytic domain)
have been solved (Fig. 5) (109–112). These structures have
shown that both enzymes contain the predicted core DSBH
helix, but they belong to two different subfamilies of the
Fe(II)-/2OG-dependent oxygenases. The C-terminus of FIH was
shown to be involved in the formation of a functionally im-
portant dimer (107), whereas this finding was not the case for
PHD2. Although in the absence of substrate, PHD2 crystallizes
in a trimeric form, it does not reflect the situation in solution
where PHD2 is monomeric (112). The entrance to the active site
of PHD2 was also much narrower than that of FIH and other hu-
man Fe(II)-/2OG-dependent oxygenases. This finding may have
functional implications for this particular enzyme (e.g., in terms
of the kinetics of substrate binding) and also rationalizes the ob-
served unusually strong interaction with 2OG and iron observed
for PHD2 (113). The active sites of the two enzymes show that
the iron binding triad is in a similar position; however, the 2OG
1-carboxylate group coordinates to the iron in a different posi-
tion in the two enzymes. The residues that stabilize the 2OG
5-carboxylate group also differ, which is characteristic of their
belonging to different subfamilies of the Fe(II)/2OG-dependent
oxygenases.

The structure of FIH in complex with its HIF-α CAD pep-
tide substrate shows that during substrate binding, the enzyme
undergoes an induced-fit conformational change involving lo-
cal ordering of specific amino acids that make contact with the
substrate (110). Although structural data have not yet been pub-
lished for PHD2 in complex with its substrate, it is likely that
a flexible loop in PHD2 will be involved in NODD and CODD
binding, perhaps changing conformation to act as a “lid” over
the active site to enclose the substrate within it (112). In both
PHD2 and FIH, it is necessary for substrate binding to place the
target amino acid close to the active site iron, enabling efficient
hydroxylation on oxygen binding.

Structures for the other human HIF hydroxylases, PHDs 1 and
3, are not yet reported, but sequence comparison and modeling
studies suggest that they will be very similar to PHD2. The
structure and functional implications of the N-terminal region
of PHD2, which contains a MYND-like zinc finger (114), which
reportedly can inhibit the hydroxylation activity of the catalytic
domain, are unknown.

Alternative substrates for the HIF
hydroxylases

Alternative substrates may exist for the PHDs; proposed
examples include RNA polymerase II and IκB kinase-β (which
is negatively regulated by PHD1) (115, 116). However, un-
equivocal evidence (e.g., demonstration of hydroxylation by
mass spectrometry) has not yet been demonstrated for these
proteins. In contrast, FIH has been shown to catalyze hydroxy-
lation of ankyrin repeat domain (ARD) proteins from the NFκB
(nuclear factor κB) and Notch family at highly conserved as-
paraginyl residues (117, 118). The ARD is a common protein
motif, with over 200 human members of the ARD protein fam-
ily being predicted. Evidence that ARD hydroxylation occurs
frequently in human cells supports the assertion (117, 118)
that posttranslational hydroxylation of cytoplasmic proteins in
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eukaryotes is actually more common than previously thought
(119). The significance of ARD hydroxylation is unclear, and
it may serve to stabilize the ARD fold in a similar way that
prolyl-4-hydroxylation stabilizes the collagen triple helix (50).
ARD proteins were found to compete with HIF-α for FIH bind-
ing, and it was thus proposed that the hydroxylation status of the
pool of ARD that can interact with FIH regulates the amount
of FIH that is “free” to hydroxylate HIF-α (120). Recently,
FIH-mediated ARD hydroxylation has been observed in ASB4
(ankyrin repeat and SOCS box protein 4), allowing it to tar-
get substrate proteins for ubiquitin-mediated degradation (121)
in an oxygen-dependent fashion. This observation indicates that
hypoxic regulation by the HIF hydroxylases may extend beyond
the HIF system.

Diseases Associated with the HIF
System

The hypoxic response plays an important role in mammalian
biology (122), and alterations in tissue oxygenation are hall-
marks of many human diseases including stroke, heart dis-
ease, vascular disease, and cancer (123). Across a range of
cancers, observed associations between aggressive phenotypes
and micro-environmental hypoxia have focused attention on the
molecular dissection of hypoxia pathways (124).

The most direct link (125) between genetic events predispos-
ing to cancer and the HIF system occurs in von Hippel–Lindau
(VHL) disease, which is an autosomal dominant inherited cancer

syndrome affecting 1/35,000 humans (126). VHL disease is of-
ten regarded as a model syndrome among the oxygen-dependent
diseases and is characterized by renal cell carcinomas (RCC),
as well as tumors in the central nervous system, retina, adrenal
glands, and pancreatic islet cells (127); malignant tumors also
occur in the inner ear, pancreas, and epididymis (128). VHL
syndrome is caused by mutations in the VHL gene that can
result either in prematurely truncated protein transcription or
in point mutations of specific amino acids. RCC are a com-
mon form of kidney cancer, and mutations in both alleles of
the VHL gene cause ∼80% of sporadic RCC (129). Mutations
in the VHL gene affect the function of the pVHL protein, and
the resultant disease phenotype has been partly rationalized by
crystal structures of the pVHL E3 ligase complex with HIF-α
(48, 49). VHL disease is associated with significant stabiliza-
tion of HIF-α (130), as mutation of pVHL in either its α or β

domain results in an inability to recruit other E3 ligase complex
subunits or to recognize hydroxylated HIF-α, respectively. HIF
overproduction and subsequent overexpression of HIF targets
stimulates excessive blood vessel formation and nutrient uptake,
which leads to formation of highly vascular tumors (131).

Another disease that develops from VHL mutations is the in-
crease in red blood cell production, or polycythemia, endemic
in the Chuvash population (132). The Chuvash disease does
not manifest in tumors but is associated with venous abnor-
malities and a tendency toward arterial thrombosis (133). It is
an autosomal recessive disorder in which mutations that affect
pVHL (e.g., R200 W) result in modulation of the HIF pathway
(134–136).

Figure 5 Comparison of the overall structures of FIH and PHD2 (upper panel) and differences at the active site of these enzymes (lower panel). Note the
different orientation of the 2OG cosubstrate or cosubstrate analog, relative to the triad of Fe binding residues.
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RCC cells show a bias toward relative overexpression of
HIF-2α rather than HIF-1α (137, 138), and subsequent inhibition
of HIF-2α was shown to be sufficient to suppress tumor growth
(139). Consistently, it was proposed that their different tran-
scriptional selectivity of HIF-1α and HIF-2α affects retardation
or promotion of RCC tumor growth, respectively; the former
promotes expression of proapoptotic factors, whereas the lat-
ter activates expression of protumorigenic genes such as cyclin
D1, TGF-α, and VEGF (140). Recently, ablation of HIF-2α in
mice after birth was reported to result in anemia, suggesting that
HIF-2α may be the critical isoform that regulates EPO under
physiological and stress conditions in adults (141).

Recent clinical findings underline the proposed role for
PHD2 as the key oxygen sensor involved in HIF regulation
in normoxic tissues (86). An inherited heterozygous PHD2
P317 R was shown to be associated with familial erythro-
cytosis and resulted in a marked decrease of enzyme activ-
ity (142). PHD2 Pro317 is located only two residues from
the iron-binding Asp315 in a β-turn, and its proximity to
the active site entrance suggests that P317 R may alter iron
and/or substrate binding. This finding was substantiated by an-
other erythrocytosis-associated PHD2 mutation, R371H, which
caused decreased HIF binding and catalytic activity (143).

Changes in the levels of HIF are also associated with a
range of other disease states. HIF-1α levels have been reported
to increase as an early response to myocardial ischemia in
patients undergoing coronary bypass surgery (144). Ischemic
tissues induce the production of proangiogenic cytokines that
stimulate blood vessel remodeling and growth (145). In elderly
patients with atherosclerotic narrowing of blood vessels, these
proangiogenic responses are impaired, which can lead to critical
limb ischemia (146). Impaired recovery from this ischemia
was attributed to age-related impairment of HIF-1α protein
expression, as observed in mice; HIF-1α gene therapy was
reported to counteract these pathogenic effects of aging (147).

Recently, complex interactions between HIF and proinflam-
matory signaling cascades have emerged. Oxygen delivery to
sites of tissue damage, for example from trauma, inflammation,
or infection, may be compromised or insufficient for metabolic
demands. Recent work has provided direct evidence for the reg-
ulation of the innate immune response by the HIF/pVHL path-
way (148), and the key pro-inflammatory transcription regulator
NF-κB has been linked to HIF-1α-dependent and independent
proinflammatory macrophage cytokine release (149). Intrigu-
ingly, both ankyrin repeats within the NF-κB repressor IκBα,
and the p105 subunit of NF-κB itself have been shown to be
posttranslationally hydroxylated by the asparaginyl hydroxylase
FIH (117) that also hydroxylates HIF-α, blocking interaction
with its transcriptional coactivators.

Therapeutic Possibilities

Therapeutic possibilities that involve the HIF system may be di-
vided into those that upregulate or those that downregulate HIF
target genes or proteins (for reviews see References 150–152
and others). Because strong evidence suggests that HIF-α upreg-
ulation occurs in many human tumors (reviewed in Reference

153), downregulation of HIF-α is an attractive anticancer strat-
egy. The HIF target gene VEGF induces angiogenesis and is of
particular interest with respect to tumor therapies; it has already
been targeted successfully (154).

Several screens looking to identify small molecules that
downregulate HIF-α have been conducted (155–157). For
example, the mammalian target of rapamycin is involved in
protein synthesis, and although it seems to be a generic target,
specific inhibitors of this protein have been found to result in
lower cellular levels of HIF and are in clinical development as
anticancer agents (158). Curcumin, a constituent of the spice
and colorant turmeric that has been linked to cancer treatment,
has been found to minimize the availability of HIF by promot-
ing degradation of HIF-β (159). Heat-shock protein 90 (HSP90)
is known to stabilize HIF-1α by binding to the PAS B domain,
preventing nonspecific degradation in hypoxia before nuclear
translocation (160); HSP90 inhibitors (e.g., geldanamycin) have
also been shown to reduce HIF-1α levels (161). Of course, pro-
moting the activity of the HIF hydroxylases would also reduce
the availability of HIF. To this end, treatment with 2OG has
shown decreased VEGF production and angiogenesis in vitro
(162), although it is unclear whether 2OG is likely to be limiting
in vivo.

Anticancer drugs can also be designed to prevent HIF from
performing its functions, for example targeting the dimerization
of the α and β subunits, DNA binding, or preventing HIF
from binding to its cotranscriptional activators, specifically
p300. Some progress has been made taking advantage of the
latter opportunity. For example, the interesting natural product
chetomin, which is a disulphide that contains diketopiperazine,
blocks binding of HIF-α to p300, resulting in abrogation of the
transcription of hypoxically regulated genes both in vitro and
in vivo (163). DNA-binding small molecules can also prevent
HIF binding to the HRE, which results in decreased VEGF
expression in cell cultures (164).

The hypoxic response can also be inhibited using gene
therapy, by downregulating either HIF itself or, more specif-
ically, the HIF-target genes such as erythropoietin and VEGF.
However, the effects of HIF-silencing are not straightforward,
and they do not necessarily correspond with a decrease in
tumor size or vasculature (reviewed in Reference 165), as
hypoxia-mediated cell death helps impede tumor growth.

EPO is very widely used for the treatment of anemia, which
demonstrates the potential for upregulation of HIF target genes
in medicine. HIF itself could be directly upregulated; a recent
study has successfully shown that adenoviral transfer of con-
stitutively active HIF-α was tolerated and shown to improve
the condition of humans with peripheral limb ischemia (166).
In aging mice, the same treatment resulted in improved blood
flow in ischemic tissue (147). Alternatively, upregulation of the
HIF-target genes can be therapeutically advantageous, and many
studies have involved increasing VEGF levels with encouraging
outcomes (reviewed in Reference 167).

Little evidence exists for most individuals that moderately
limiting oxygen causes long-term health defects. Thus, the
points at which oxygen availability is sensed by the HIF sys-
tem (i.e., the HIF hydroxylases) are arguably preferred targets
for therapeutic intervention. Very good precedent was set for
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targeting metalloenzymes by small-molecule inhibitors (e.g.,
cyclooxygenases), so significant efforts are being developed to-
ward the generation of HIF hydroxylase inhibitors.

The requirement of the HIF hydroxylases for Fe(II) also sug-
gests that competition for binding at the metal site by other
metals may be a therapeutic possibility. Indeed, Co(II) ions have
long been known to induce the hypoxic response (168). How-
ever, this strategy is likely to be nonspecific. Instead, following
the demonstration that the 2OG analog, N -oxalylglycine, acts
as a PHD inhibitor (45, 169), efforts have focused on identify-
ing other organic inhibitors (45, 169–176). To date, all of those
reported likely act as 2OG competitors and chelate to the active
site Fe(II). In some cases, inhibitors have been shown to target
the HIF hydroxylases in primates, which resulted in reportedly
well-tolerated VEGF production (177).

It will be clearly desirable to develop HIF hydroxylase
inhibitors that are selective for their targets (e.g., over other 2OG
oxygenases). Another important question with targeting the HIF
system is to what extent selectivity in terms of modulating the
level of specific combinations of HIF target genes is desirable.
For some diseases, it may be optimal to mimic the “natural”
hypoxic response as closely as possible, whereas for others,
possibly anemia, it may be best to target specific genes. The
availability of HIF hydroxylase inhibitors as small-molecule
probes, together with knockout mouse studies, should help to
address questions as to the therapeutic use of targets within the
HIF system.
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Databases and informatics tools are central to rapid acceleration in the
progress of the genomics and proteomics fields. Glycomics, an emerging
paradigm in the age of postgenomics, involves understanding the
structure–function relationship of glycans in fundamental biological
processes. In comparison with genomics and proteomics, the advancement
of glycomics has faced unique challenges in the pursuit of developing tools,
biological readouts, and an informatics platform to investigate glycan
structure–function relationships. These challenges are because of the
structural diversity and heterogeneity in glycans that develops from their
complex nontemplate biosynthesis. This review focuses on areas of
technologies for sequencing glycans and the importance of developing a
bioinformatics platform to integrate the diverse data sets generated using
the different technologies to allow a systems approach to glycan
structure–function relationships. Although aspects of glycan analysis and
integration of glycomics data sets have been covered in earlier reviews, this
review brings these aspects together for both linear and branched glycans.

Glycosylation, or the attachment of complex carbohydrates (gly-
cans) to proteins, is the most extensive and complex form of
posttranslational modification and is required for the functional
diversity to generate extensive phenotypes from a limited geno-
type. Glycans can be classified broadly as linear and branched,
based on their chemical structure. Branched glycans (Fig. 1)
are present as N -linked and O-linked glycosylation on glyco-
proteins or on glycolipids (1, 2). The majority of linear sugars
are glycosaminoglycans (GAGs) that contain long polymers
of sulfated disaccharide repeat units that are O-linked with a
core protein to form a proteoglycan aggregate (3) (Fig. 1). The
known intracellular roles of protein glycosylation include facil-
itating and stabilizing the protein folding process and targeting
proteins to various intracellular compartments (1, 2). The gly-
cans present on the glycoproteins and proteoglycans at the cell
surface and the cell–extracellular matrix (ECM) interface are
instead in an environment of many proteins including growth
factors, cytokines, immune receptors, enzymes, and others. The
ubiquitous distribution of glycans at the cell–ECM interface re-
sults in their involvement in the dynamic interplay between the
cell and its environment. Glycans thus play a central role in
fundamental biological processes such as development, cancer,
infection, and immunity (4–8). The numerous biological roles

of glycans are attributed to their specific interactions with a va-
riety of proteins. Therefore, glycans modulate protein activity
at the cell–ECM interface.

Informatics approaches are emerging as critical tools to ac-
celerate understanding of the structure–function relationships of
genes and proteins in fundamental biological processes. Such
approaches involve storing, integrating, manipulating, analyz-
ing, and mining sequence, structure, and biological-function
information on genes and proteins at the molecular, cellular,
tissue, and higher levels. The need for informatics tools contin-
ues to grow in the face of rapid data evolution from single-gene
or protein level to complex high-throughput data sets on mul-
tiple genes or proteins at multiple levels (molecular, cellular,
etc.). In the case of glycans, comprehending structure–function
(or sequence–activity) relationships presents unique challenges
when compared with genes and proteins. The biosynthesis of
glycans is a non–template-driven process that involves the co-
ordinated expression of several glycosyltransferases (and sulfo-
transferases in the case of GAGs), some of which have addi-
tional tissue-specific isoforms (1–3, 5). The complex biosynthe-
sis and the lack of a proofreading machinery lead to an inherent
heterogeneity and large diversity of glycan structures. Owing
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Figure 1 Linear and branched glycans. Shown in figure are the different classes of glycan in their symbol nomenclature. The directionality of the glycans
is from the nonreducing end at the top to the reducing end at the bottom with the arrows indicating the extension at the nonreducing side. The links
between monosaccharides contain the anomeric configuration of the monosaccharide (α-alpha and β-beta] and the oxygen atom in the reducing end
monosaccharide to which it is linked. The common terminal sugars in N-linked and O-linked branched glycans are shown in a dotted box (α3/6 indicates
α3 or α6 link for the sialic acid). In the case of GAGs, representative chains of heparan sulfate (HS), chondroitin sulfate (CS), and dermatan sulfate (DS) are
shown.

to their mode of biosynthesis, ubiquitous subcellular distribu-
tion, and the glycoprotein diversity that develops from one or
more glycosylation sites, glycans additionally always need to
be considered as a heterogeneous mixture of different chemical
structures when isolated from cells and tissues. These challenges
have hampered the development of analytical techniques that ac-
curately can define the chemical structures on the ensemble of
glycans isolated from glycoproteins, cells, or tissues. An under-
standing of the biochemical basis for glycan–protein interactions
is complicated more by the multivalency and graded affinity that
involve an ensemble of glycans making multiple contacts with
multivalent protein binding sites (3, 9, 10).

In light of the above complexities, it is evident that de-
veloping an informatics platform is critical to decode the
structure–function relationships of glycans. Informatics-based
approaches are especially key to decode the sequence of glycans
because no automated sequencing strategies are available simi-
lar to those that are found for DNA and proteins. Additionally,
a need has developed to cut across diverse data, ranging from
glycan biosynthesis, glycan characterization, and glycan–protein
interactions, to take an integrated system or glycomics approach
to delineate glycan structure–function relationships. This re-
view is divided into two parts to provide a perspective on the
development and application of informatics tools for glycans.
The first part covers the critically needed informatics tools that
sequence glycans to decode their sequence diversity. The sec-
ond part covers the development of an informatics platform
that bridges multiple data sets collected using different tech-
nologies to provide a systems framework for understanding

glycan structure–function. These arguments are illustrated using
examples of both linear and branched sugars.

Decoding Glycan Diversity:
Strategies for Sequencing Glycans
The complete set of glycans in a given cell (analogous to the
genome or proteome of a cell) includes different types of gly-
coconjugates such as glycolipids, glycoinositolphospholipids,
glycans attached to proteins in the form of glycoproteins, pepti-
doglycans, and proteoglycans. Decoding the complete chemical
structure (analogous to the primary sequence of DNA and pro-
tein) of each of these glycans in the entire repertoire mentioned
presents a formidable challenge. Many efforts have focused on
the isolation and characterization of glycans from glycoproteins
(for branched glycans) and proteoglycans (for linear GAGs).

Isolation of glycans from glycoproteins
Two distinct approaches characterize glycans on glycoproteins.
The first approach involves releasing the glycans and char-
acterizing the structures of the entire ensemble of these re-
leased glycans. The second approach instead fragments the
entire glycoprotein to glycopeptides and characterizes the pep-
tide and glycan component of each glycopeptide. The second
approach involves characterization of glycoproteins in terms
of the distinct glycan structures at each of their glycosyla-
tion sites. Glycans can be released from glycoproteins by us-
ing either chemical methods, such as hydrazinolysis (N -linked)
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and β-elimination (O-linked), or enzymatic methods that use
PNGase F or A (N -linked). Currently, no generic enzymatic
methods are available to release O-linked glycans. The en-
zyme O-glycanase, however, is frequently used in combination
with sialidase to release simple O-linked oligosaccharides. The
characterization of glycopeptides derived from the entire set
of glycoproteins in a given cell is more difficult. The pri-
mary challenge lies with the relatively low abundance of gly-
cosylated peptides when compared with nonglycosylated pep-
tides. Methods such as lectin affinity chromatography (11) and
2D-SDS-PAGE separation (12) have helped to address the abun-
dance issue and have led to the enrichment and homogenization
of specific glycopeptides.

Mass spectrometry methods for glycan
analysis
Mass spectrometry-(MS)-based approaches are used extensively
to characterize glycans and glycopeptides. The overall strategy
of MS-based approaches involves the ionization of the gly-
can sample to obtain the m/z (or mass to charge ratio) of the
parent glycans. One or more sets of monosaccharide compo-
sitions, including several hexoses (Hex), N -acetylhexosamines
(HexNAc), deoxyhexoses (dHex), N -acetyl neuraminic acids
(Neu5Ac) and N -glycolyl neuraminic acids (Neu5Gc), would
satisfy a given mass ion. For each set of compositions, one
or more defined glycan topologies (such as biantennary, tri-
antennary, etc.) without explicit assignment of the anomeric
configuration and link between sugars is assigned. The appli-
cation of rules from the known biosynthetic pathways of the
glycans dramatically restricts this degeneracy. In some cases
(particularly for lower mass values), a given mass peak could
correspond uniquely to a single set of compositions and a de-
fined glycan topology. Additional characterization to resolve the
above degeneracy requires fragmentation of the parent mass
ions (MS2) and the repetition of this process for subsequent
fragment ions (MS3, MS4, . . . , MSn). The fragmentation can
be directed in a specific fashion by employing different frag-
mentation techniques, ionization mode (positive or negative), or
charge state of the parent ion and type of the MS instrumen-
tation.

The most extensively used MS-based approaches for charac-
terizing glycans are matrix assisted laser desorption-ionization
(MALDI MS) and electrospray ionization (ESI MS) (13–15).
The MALDI-MS approach uses a matrix to excite the sam-
ple and typically produces singly charged mass ions, which
can be detected in positive or negative ion mode depending
on the charge. The selection of the matrix and use of differ-
ent derivatizations of the reducing end of the glycans improves
ionization and increases sensitivity in both positive and nega-
tive ion mode. The ESI-MS approach is amenable to coupling
with liquid chromatography-based separation of glycans where
both positive and negative ion modes provide excellent analysis
of mixtures containing both neutral and acidic glycans. Unlike
MALDI-MS, ESI-MS generates multiple charged ions for the
same glycan, which provides more informative fragmentation
spectra. A highly sensitive approach using Fourier transform ion
cyclotron mass spectrometry (FT-ICR-MS) has also been used
to characterize different glycans including glycolipids (16).

Tools for interpretation of analytical data
to sequence glycans

It is clear that the MS and fragmentation analysis of a large set
of glycans isolated from glycoproteins or cells or tissues would
result in complex data sets, which challenge the manual inter-
pretation capability. The development of informatics tools for
glycans is motivated by this need to analyze large data sets and
has focused on facilitating the interpretation of data sets to de-
termine the sequence of glycans (Table 1) (17–28). It should be
noted that a trade-off occurs between the accurate characteriza-
tion of the exact glycan structure and high-throughput analysis
of several glycans in a given sample. In the case of a typical
high-throughput data set such as MALDI-MS profile of glycans
isolated from cells/tissues, a set of compositions and glycan
topologies are assigned to a given mass peak based on biosyn-
thetic constraints. The GlycoMod program (17) available on the
ExPASy website provides an automatic calculation of possible
monosaccharide compositions for a given parent ion mass. The
Cartoonist software (18) provides an automated annotation of
a MALDI-MS glycan profile with glycan topologies selected
from a library of topologies generated using biosynthesis rules.
These programs provide a quick read of the graphical represen-
tation of glycan topologies for an entire repertoire of glycans in
a biological sample.

The next level of characterization involves matching the frag-
mentation patterns of the parent ion from the MS2 (and possibly
higher order MS3, . . . , MSn) data to reference data sets and de-
ducing the most likely glycan structures based on this data.
The common reference data sets are those derived from the
theoretical fragmentation of known glycan structures stored in
different glycan structures databases. Glyco-Search-MS soft-
ware is an online tool available to the public developed at the
German Cancer Research Center (http://www.glycosciences.de)
that matches MS2 data to theoretical fragments derived from
a glycan structures database. The EuroCarb DB initiative has
recently developed the Glyco-Peakfinder (20), which is a tool
that rapidly annotates glycan MS spectra and MSn fragmentation
spectra. An important feature of this tool is its ability to cal-
culate the various fragment ions (singly and multiply charged)
from glycosidic and cross-ring cleavages in a single cycle in
parallel with the MS profile and thus to provide a fast and com-
plete annotation of the whole spectrum. The GlycoWorkbench is
another tool developed by EuroCarb DB initiative that provides
the user- friendly graphical interface “GlycanBuilder” (21) to
construct glycan structures and compute their theoretical frag-
mentation patterns. Unlike the standardized protein sequence
databases (SwissProt and NCBI Protein) used in peptide frag-
mentation matching for proteomics, no such databases represent
the best collection of all known glycans at this point of time.
The possible glycan structures that match the fragmentation
data could vary, therefore, depending on the glycan structures
database used. The data are biased toward the known structures
in the databases and thus present a challenge in the identification
of any novel structures using these approaches. To circumvent
some of these challenges, other approaches have been used to
generate the reference data sets. The mass of the parent ion is
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Table 1 Resources for sequencing glycans

Analytical Reference/online
Tool/software Access Overall logic

GlycoMod www.expasy.org/tools/
glycomod/ (17)

Predicts glycan monosaccharide compositions (that
satisfy biosynthesis rules) from mass
spectrometric data.

Cartoonist Goldberg et al. (18) Automated annotation of MALDI-MS using a
library of glycan topologies derived from glycan
biosynthesis rules. Applicable mainly to
mammalian N -linked glycans.

GlycoSearch-MS www.dkfz.de/spec/glycosciences.
de/sweetdb/ms/ (19)

Matches MS2 data to a theoretical fragmentation of
structures in a glycan structure database.

Glyco-Peakfinder www.dkfz.de/spec/EuroCarbDB/
applications/ms-tools/
GlycoPeakfinder/GlycoPeakfinder.
action (20)

Automated annotation of MS and MSn

fragmentation spectra with different types of
fragment ions (glycosidic and cross ring
cleavages). The composition of mass ion peaks
can be used to search glycan structures database
for possible structures.

GlycanBuilder/
GlycoWorkbench

www.dkfz-heidelberg.de/spec/
EUROCarbDB/GlycoWorkbench/ (21)

An integrated platform to build glycan structures,
simulate their fragmentation, and enable
automated annotation of MS profile along with
the MSn fragmentation spectra.

GlycosidIQ www.glycosuite.com Joshi et al. (22) Matches MS2 data to a theoretical fragmentation of
a database of reported glycan structures in
literature. Not open access and requires
subscription.

S accharide Topology
Analysis Tool
STAT

Gaucher et al. (23) Reference data set containing set of all possible
glycan topologies satisfying set of compositions
generated based on parent ion mass. Mass of
MSn fragmentation pattern matched to
fragmentation of reference structures.

StrOligo Ethier et al. (24) Compositional mass predicts possible structures
based on known N -linked mammalian
biosynthetic pathways, which are theoretically
fragmented and matched to experimental data.

Oligosaccharide
Subtree
Constraint
Algorithm
OSCAR

glycome.unh.edu/tools/
GlySpy/ Lapadula et al. (25)

Theoretical MSn fragmentation trees are used to
predict possible glycan topologies matching
compositions for a given mass derived from a
fragment composition finder database. The
inferential rules to match MSn fragmentation are
constructed de novo, so this tool does not match
with glycan structures database and thus is
better suited to identify novel structures.

Automated
interpretation of
HPLC glycan
profiles

Rudd et al. (26) Parent glycan samples are treated with a
combination of exoglycosidase specifically to
remove selected monosaccharides from
nonreducing end. Peak shifts are interpreted
based on database of HPLC migration times for
known glycan standards.

CASPER www.casper.organ.su.
se/casper/

Enables determination of glycan structure based on
1H or 13C NMR chemical shifts, component and
link analysis.

Glycosciences NMR
DB

www.glycosciences.de/
sweetdb/nmr/

Database of 1H and 12C NMR shifts of glycans
with tools to search glycans using NMR shifts
or estimate shift for a given glycan.
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Table 1 (Continued )

Analytical Reference/online
Tool/software Access Overall logic

PEN-MALDI
sequencing of
GAGs

Venkataraman et al. (27) Disaccharide composition from capillary
electrophoresis (CE) and MALDI-MS
profiles of chemical and enzymatic
degradation or modification of GAGs are
applied as constraints using a computational
framework to reduce the entire GAG
sequence space for that given composition to
converge on the final sequence or a set of
sequences that satisfy all the constraints.

PEN-NMR
sequencing of
GAGs

Guerrini et al. (28) Similar to PEN-MALDI strategy but uses
monosaccharide composition and link
abundance from NMR along with
disaccharide composition from CE as
constraints to converge on the final sequence
or set of sequences that satisfy all the
constraints.

used as a constraint to generate possible theoretical composi-
tions. This set of compositions then is used to generate possible
glycan structures (using biosynthesis rules in some cases) that
have theoretical fragmentation pathways matched with the MSn

data tree. Reference data sets have also been generated from
experimental fragmentation profiles of well-characterized gly-
can structures or oligosaccharide fragments (29, 30). The STAT
(23), StrOligo (24), and OSCAR (25) programs use these ap-
proaches. As the library of structures is derived theoretically
from possible compositions for a given mass, the search space
for matching the fragmentation pattern of a given parent ion
is dramatically increased and leads to the higher probability of
uncovering novel glycan structures. The limitations of these ap-
proaches include the need for extensive fragmentation data to
resolve the numerous structural isomers developing from the
theoretical structures and handling the computational intensity
needed for parent ions with high molecular weights (>3000
Daltons).

The above MS methods and data interpretation tools are valu-
able to obtain rapidly the most probable structures of an entire
ensemble of glycans isolated from cells and tissues. Determin-
ing the exact structure of each glycan (in a mixture), including
the anomeric configuration of each sugar and the specific link
ab initio, remains a formidable task. One approach toward this
task employs exo-glycosidases that specifically cleave monosac-
charides from the nonreducing end of a glycan. The HPLC
chromatographic profile of parent glycan sample and the shifts
in peaks that result from treatment with the exo-glycosidases are
matched with reference chromatographic profiles of known gly-
can structures using software tools to derive the exact structure
of glycans in the sample (26, 31). Nuclear magnetic resonance
(NMR) spectroscopy is another valuable tool to obtain link in-
formation in glycans (32). The characteristic NMR chemical
shifts and coupling constants of various glycans in literature
have been compiled in databases to facilitate the assignment

of glycan structures based on NMR data (Table 1). Such ap-
proaches for fine structure characterization of glycans have
limitations when considering biological samples composed of
a diverse mixture of glycans. The requirement of high sam-
ple amounts (in the case of NMR) and multiple steps of
exo-glycosidase treatment for larger glycan mixtures complicate
the use of these techniques for high-throughput analysis.

In the case of linear sugars such as GAGs, because of the
heterogeneity in the chain length and sulfation pattern (Fig. 1),
their isolation from biological samples results in a mixture of
different chain lengths and compositions. To determine the se-
quence of individual GAG oligosaccharides in a mixture, it is
necessary to subfractionate them based on size and charge and
then to purify these fractions to homogeneity. The chain length
of a homogeneous GAG oligosaccharide isolated in this manner
is typically 4–8 disaccharide repeat units. It is difficult to deter-
mine the exact sequence of a GAG chain (particularly for highly
sulfated GAGs) that is greater than 10 disaccharide repeat units.
Given that GAG–protein binding specificity typically involves
chain length of 2–5 disaccharide units, sequencing these chains
does provide important information on the structure–function
relationships of GAGs (3).

The two main areas for generating tools for the characteriza-
tion of GAGs have been the development of chemical and enzy-
matic tools for the controlled and specific depolymerization or
modification of a GAG chain and the development of analytical
tools based on chromatography, electrophoresis, MS, and NMR
techniques (see Reference 3 for details). Informatics-based
methods have also been developed to capture the information
density of GAGs and to enable the application of data from a
combination of tools as constraints to sequence GAGs (27, 28).
The underlying rationale of these approaches is to begin with a
comprehensive master list of GAG sequences that represents the
entire sequence space for a given chain length and overall com-
position (monosaccharide or disaccharide units). The data from
a series of GAG depolymerization/modification profiles (mass

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 5



Glycan Sequencing and Data Integration for Glycomics

spectrometry, electrophoresis, and chromatographic) serve as
constraints to reduce this master list in an iterative fashion to
the final sequence or set of probable sequences that satisfy all
the constraints. These strategies provide an unbiased approach
to sequencing GAGs through elimination of sequences from a
master list that do not satisfy the experimental constraints.

Integrated Informatics Platform
for Glycans

The type of data sets needed to fully define structure–function
relationships of glycans goes beyond the complex analytical
data for structural characterization of glycans. Several inter-
national collaborative efforts (Table 2) recognize the need
for an integrated glycomics approach and are developing
novel resources and technologies to better understand glycan
structure–function relationships 33. The data sets and databases
developed by these initiatives revolve around three main com-
ponents that are discussed in detail below (summarized in
Table 3): 1) glycan structures, 2) glycan biosynthesis pathways,
and 3) glycan–protein interactions.

Glycan structures database

The common goal of all the major glycomics initiatives is the
development of a database of glycan structures in parallel with
the analytical data sets (described above). The common source
for the initial set of glycan structures to seed different glycan
databases was the CarbBank database (34). This database was
discontinued in the 1990s because of a lack of resources that
was required to sustain its development and ensure the quality of
glycan structures based on extensive curation. The diversity in
the sugar building blocks of glycans, the link between the sugars
and two-dimensional topology (degree and extent of branching),
offers challenges in the development of standardized data for-
mats to represent glycan structures across different databases.
Because of this obstacle, independent data formats were devel-
oped in the various international initiatives to encode glycan
structures in databases (35). An important issue develops from
the ambiguities in glycan structure that result from incomplete
assignment of their exact structure. These ambiguities include
unspecified links, anomeric configurations, and uncertainties in
the connectivity of a specific sugar (typically terminal sugar) or
a set of sugars to a particular two-dimensional glycan topology.

Consequently, different databases employ disparate mechanisms
to manage these ambiguities; they represent ambiguities as they
are or deconvolute them into a set of likely exact structures. An
important feature of the glycan structures databases is the tools
to query the database using parameters such as monosaccharide
composition, substructure, and mass. Different algorithms have
been developed to search, score, and compare glycan structures
using tree matching methods, scoring matrices, and dynamic
programming tools (36–38). The interpretation of the search re-
sults from these tools is still demanding primarily because of
the lack of structured vocabularies to enable a standardized def-
inition of glycan structures (across different databases) in terms
of their structural determination, classification based on synthe-
sis, and biological source. Querying different glycan structures
databases using the same query parameters often gives dramat-
ically different results in this context.

Glycan biosynthesis pathways

The Consortium for Functional Glycomics (CFG) has led a
collaboration with Japanese and European initiatives to de-
velop a comprehensive annotation of the enzymes involved in
glycan biosynthesis. Currently, these annotations are dissemi-
nated using glycosylation pathway interfaces and glycosyltrans-
ferase databases of the CFG, Kyoto Encyclopedia of Genes and
Genomes (KEGG) glycan, Complex Carbohydrates Research
Center (CCRC), and CAZy. The CFG has developed customized
DNA microarrays that appropriately represent glycan biosynthe-
sis and binding protein genes to study their expression pattern
(39). Hundred of samples representing various tissues and cell
types have been analyzed on the CFG glyco-gene microarrays.
The focus of experiments includes the analysis of different tu-
mor cell lines, cell types, or tissues from glycosyltransferase
or glycan binding protein knockout mice strains, cells under
mechanical stress such as chondrocytes, and so forth. The
CFG recently has been generating both gene expression and
MALDI-MS glycan profile data sets simultaneously for different
cells and tissues (40). Algorithms to predict glycan structures
based on expression profile of glycosyltransferases are in de-
velopment (41). The integration of these data sets in the CFG
databases thus enables the application of these algorithms to
correlate the glycan structure profile with the expression of the
glycan biosynthesis enzymes in a specific cell line. Another
valuable resource for quantitative analysis of gene expression is
the quantitative real-time PCR analysis of glycan-related genes
by the CCRC.

Table 2 International Glycomics Initiatives

Consortium for Functional Glycomics (CFG) (USA) www.functionalglycomics.org
Complex Carbohydrates Research Center (CCRC) (USA) www.ccrc.uga.edu
Lipid Maps Consortium (USA) www.lipidmaps.org
EuroCarbDB (Europe) www.eurocarbdb.org
Glycosciences.de (Germany) www.glycosciences.de
UK Glycochips Consortium (UK) www.glycoarrays.org.uk
Centre for Glycobiology (Israel) www.bgu.ac.il/glyco/
Human Disease Glycomics/Proteome Initiative (HGPI) (Japan) www.hgpi.jp
Kyoto Encyclopedia of Genes and Genomes (KEGG) Glycan (Japan) www.genome.jp/kegg/glycan/
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Table 3 Open access online web-based resources for glycomics

Glycan Structures and Analytical Data
CFG Glycan

Structures
DB

www.functionalglycomics.org/glycomics/
molecule/jsp/carbohydrate/
carbMoleculeHome.jsp

Glycans from CarbBank, synthesized by CFG,
and glycan topologies used for annotation of
CFG MALDI-MS data.

Glycosciences
Glycan
Structures
DB

www.glycosciences.de/sweetdb/
index.php

Glycans from CarbBank and crystal structures of
glycoproteins or glycan–protein complexes in
Protein Data Bank.

Glycome-DB www.glycome-db.org/About.action Compilation of glycan structures from different
databases translated using a standardized
Glyco-CT XML format.

KEGG Glycan
Structures
DB

www.genome.jp/kegg/glycan/ Includes glycans from CarbBank, recently
published in literature, and from reaction
pathways of glycan biosynthesis.

Bacterial Car-
bohydrate
Structures
Database

www.glyco.ac.ru/bcsdb/start.shtml Most updated database on bacterial glycan
structures and is updated constantly with new
structures published in literature.

Glycobase glycobase.univ-lille1.fr/base/ Glycan structures found in literature derived
from selected biological species.

Glycoconjugate
DB

akashia.sci.hokudai.ac.jp/ Glycan structures in the Protein Data Bank.

CFG
MALDI-MS
Glycan
Profile of
Cells and
Tissues

www.functionalglycomics.org/glycomics/
publicdata/glycoprofiling.jsp

Raw and annotated MALDI-MS glycan profiles
of mouse and human cells and tissues, and
integration with

SUGABASE
NMR DB

boc.chem.uu.nl/sugabase/sugabase.html Glycan NMR database that is integrated with
CarbBank.

CCRC NMR
and MS
Data

www.ccrc.uga.edu/specdb/specdbframe.html Proton NMR spectra of Xlyoglucans and
GC-EIMS of methylated alditol acetates.

Glycan Binding Proteins (GBPs) and Glycan–Protein Interactions
CFG GBP DB www.functionalglycomics.org/glycomics/

molecule/jsp/gbpMolecule-home.jsp
An integrated portal to mammalian GBPs with

links to public databases and CFG data.
Thorkild’s

Lectin Page
plab.ku.dk/tcbh/lectin-links.htm Contains useful definitions and updates on

discussions/meetings pertaining to lectins.
CFG Glycan

Array
Screening
Data

www.functionalglycomics.org/glycomics/
publicdata/primaryscreen.jsp

Data on protein binding to each glycan in the
array with links to their structures in CFG
glycan structures DB.

Lectines 3D www.cermav.cnrs.fr/lectines/ Links to crystal structures of lectins in PDB
organized based on algal, fungal, bacterial,
viral, plant, and animal lectins.

GlycoEpitope
DB

www.glyco.is.ritsumei.ac.jp/epitope/ Database of glycan epitopes for antibodies and
the antibodies that recognize these epitopes.

SugarBindDB sugarbinddb.mitre.org/ Database of known glycan ligands for
pathogens.

Glycan Biosynthesis and Biology
CFG GT DB www.functionalglycomics.org/glycomics/

molecule/jsp/glycoEnzyme/geMolecule.jsp
Mammalian glycosylation pathways and an

integrated portal to information and data on
glycosyltransferases.

KEGG GT DB www.genome.jp/kegg-bin/get htext?ko01003.keg Database and tools pertaining to glycosylation
pathways and glycosyltransferases.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 7



Glycan Sequencing and Data Integration for Glycomics

Table 3 (Continued )

Carbohydrate
Active
Enzymes
(CAZy) DB

www.cazy.org/fam/acc GT.html Glycosyltransferases from different species
classified according to families depending on
their substrate specificity.

CFG Gene
Expression
Data

www.functionalglycomics.org/glycomics/
publicdata/microarray.jsp

Expression of mouse and human glycan
biosynthesis enzymes and GBPs in various
cells under different conditions.

CFG
Phenotyping
Knockout
Mice Data

www.functionalglycomics.org/glycomics/
publicdata/phenotyping.jsp

Hematology, histology, immunology, and
metabolism phenotype analysis of knockout
mice in GBPs or GTs.

In addition to the genome-level analysis of glycan biosyn-
thesis pathways, the CFG is also working to generate and phe-
notype transgenic mouse lines that represent knockouts later
stage fucosyl- and sialyl- transferases. These transgenic mice
are subject to a battery of phenotype analysis studies viz: 1)
hematology and coagulation chemistry, 2) histological staining
of tissues, 3) immunology assays such as FACS, Ig levels, mea-
suring B- and T-cell proliferation during induction with various
agents and cytokines, and 4) various metabolism and behavioral
tests. These studies have generated volumes of new data that
offer numerous parameters to quantify the distinct phenotypic
abnormalities in these mice.

Glycan–protein interactions

Understanding specificity of glycan–protein interactions that
govern a biological process provides the right context to define
glycan sequence and to comprehend glycan structure–function
relationships. The binding site (or carbohydrate recognition do-
main; CRD) on glycan binding proteins (GBPs) typically ac-
commodates monohexasaccharide glycan ligand motifs (1, 2,
42). The monosaccharide identity, anomeric configuration, and
link, as well as the overall structural topology of the glycan
ligand critically influence binding specificity to a given pro-
tein. The majority of the physiological glycan–GBP interactions
are multivalent and involve binding of an ensemble of gly-
can motifs to multimeric CRDs formed by association of GBPs
(Fig. 2). This multivalency plays an additional critical role in
governing the biological specificity of glycan–protein interac-
tions. In the case of GAGs, chain length, chain conformation
(provides a distinct structural topology), and sulfation pattern
are critical determinants of the biological specificity mediated
by GAG–protein interactions (Fig. 2).

Advances in chemical and chemo-enzymatic synthesis have
resulted in the synthesis of hundreds of glycan structures that
capture the diversity of the glycans present at the cell surface
(43–47). Glycan arrays that contain these synthetic glycans are
becoming widely used resources to gain a rapid screen for gly-
can binding of a given sample (43, 48, 49). The presentation of
the glycans on these arrays reasonably mimics the physiolog-
ical presentation of these glycans on the cell surface. Diverse
samples including mammalian GBPs, plant lectins, pathogen
surface proteins and whole pathogens, antibodies, and cells have
been screened on CFG glycan arrays. On several occasions,

the data generated from these analyses have uncovered novel
glycan recognition motifs for these diverse range of samples
analyzed. The CFG and other groups have also developed spe-
cific databases for GBPs and other lectins (from plants and
bacteria) that capture the sequence, three-dimensional structure,
known glycan binding specificities, and other information from
the proteins (Table 3).

Data integration for glycomics
Clearly, a need to cut across multiple data sets to understand the
structure–function relationships of glycans is apparent. A critical
component that permits this process is the bioinformatics plat-
form used to store, integrate, and process the information gener-
ated by the above methods and to disseminate this information
in a meaningful fashion via the Internet to the scientific com-
munity worldwide (35, 50). To capture complex relationships
between diverse data, it is necessary to develop an object-based
relational database. Three primary objects are found in gly-
comics data sets: GBPs, glycan biosynthetic enzymes, and the
glycan structures. The different methodologies that generate
data sets are organized into secondary and other levels of objects
with defined interrelationships and relationships to the primary
objects. The overall scheme for data integration in the CFG
databases is shown as an example (Fig. 3). The key identi-
fiers to uniquely define the primary objects include the glycan
structure represented in the internal database format, primary se-
quences (or accession numbers such as GenBank and SwissProt)
of the GBPs, and glycan biosynthetic enzymes. The relation-
ship of primary to secondary data objects is established using
object-based keys such as sample, protocols, and data keys. Un-
like in the case of the primary objects, it is challenging to define
standardized criteria that can determine the uniqueness of the
secondary objects (such as sample information) because of the
lack of standardized ontologies to describe sample and protocol
information for glycomics. To address this challenge, a key step
would require outlining metadata standards for obtaining var-
ious glycomics data sets, including mass-spectrometric glycan
analysis data and glycan–protein interaction data. It is important,
for example, to capture mass spectrometer instrument settings,
internal standards, and other experimental conditions used to
characterize glycans from a given sample. The blueprint of the
object-based relational database is a data model that captures
data definitions and interrelationships between the data sets us-
ing the specific object-based identifiers, which is quite complex
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Figure 2 Multivalent glycan–protein interactions. Shown on the left is a schematic of multivalent interactions between branched N-linked and O-linked
glycans on glycoproteins with CRDs glycan binding proteins. The binding specificity is critically governed by the chemical structure and three-dimensional
topology of the glycan ligand motif and the multivalency. Given that the glycan ligand motif can be present on the same or different glycoproteins, it is
important to characterize the ensemble of glycans isolated from a given cell. Shown on the right is a schematic of GAG–protein interactions. GAGs are
typically involved in facilitating the assembly of protein–protein complexes, enzyme–inhibitor complexes, and ligand–receptor complexes on the cell
surface and thus play important roles in extracellular signaling. The schematic shows an example of HS GAG (H-glucosamine; I–iduronic acid) wherein the
chain length, chain conformation, and sulfation pattern governs whether an active or inactive protein–protein complex is assembled.

for glycomics databases. It is important, therefore, to develop a
software architecture that keeps this complexity hidden from the
user during the actual data acquisition and dissemination. The
three-tier software architecture containing a back-end relational
database to store the data and annotate relationships, a middle-
ware application layer that communicates between the database
and the user interface, and the top layer that comprises the user
interfaces to the database is best suited for this purpose. This
software architecture facilitates the easy deposit of data into the
database, which is organized automatically into the relational
tables by the middleware application layer.

Central to this data integration is an ability to link orthog-
onal data sets derived from identical, or similar, samples. For
example, the gene expression profile of a specific tissue or cell
line isolated from a given strain of transgenic mice needs to
be automatically associated in the database with orthogonal
information such as glycan profile, histological staining, and
immunological profile from a similar or identical sample. Such
integration would permit researchers to cut across multiple data
sets and begin posing questions such as “Does the expression of
glycosyltransferase correlate with glycan profile of that tissue?”
or “Can the pathological analysis of the tissue be explained
on the basis of gene expression profile?” The bioinformatics
platform ultimately needs to support computational tools that
perform data mining analysis on the large-scale glycomics data

sets. The prediction of glycan structures based on gene expres-
sion profiles of glycan biosynthetic enzymes (41) is now enabled
because of the user-friendly access to diverse data sets via re-
lational databases.

Significance and Future Directions

Glycomics is an emerging field that adds new dimensions to
both technology development and obtaining an understanding of
fundamental biological processes in this age of postgenomics.
The two fundamental questions advancing glycomics are as
follows: 1) How do we define glycan diversity in the context of
biosynthesis and specificity in modulating a biological process
and 2) how do we define specificity in the context of multivalent
glycan–protein interactions? It is important to consider these
questions in light of the numerous efforts underway to discover
novel glycan-based biomarkers and therapeutic targets (51–54).
In the case of biomarker discovery, two distinct approaches are
found. The glycobiology approach begins with the discovery
of a specific glycan ligand motif specifically involved in a
biologically important glycan–protein interaction. The use of
this motif as a biomarker then is investigated by studying
the expression of this motif as a part of glycan structure
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Figure 3 Data integration in glycomics. An example of integrating the diverse data sets generated by CFG to the three primary databases viz glycan
structures, GBP, and GT is shown. The arrows indicate the connectivity between the objects using the primary identifiers for genes, proteins, glycan
structures, and samples analyzed. This integration enables seamless navigation across these data sets. For example, starting from a glycosylation pathway,
it is possible to navigate to a specific glycan structure whose biosynthesis involves a particular enzyme. If a glycan ligand motif present on the glycan array
is a part of this glycan structure, it is possible to determine which of the samples analyzed on the array gave good binding signals to this motif. If any of the
samples analyzed are mammalian GBPs, then it is possible to access an entire portal of information on that particular GBP.

or glycan biosynthesis enzymes that generate this motif in
different biological samples. The other approach is more of a
high-throughput analytical approach that relies on the various
analytical and informatics tools to characterize glycan structures
in different samples and to identify unique markers based on
differential expression of specific structures in a given sample.
The generation of diverse data sets and their integration via
an informatics platform is critical to both approaches. From
an informatics perspective, the key issues that need to be
addressed are as follows: 1) developing standardization and
quality control of the data, 2) developing consistent format for
representation and transfer of complex glycan structures across
different databases, and 3) developing robust ontologies and
structured vocabulary for glycomics (55).

A significant portion of the high-throughput data sets on gly-
can analysis and glycan–protein interactions are fairly recent,
and therefore a critical need is found to standardize the gener-
ation of these data so they can be compared across data sets
generated by different initiatives (35). Also, awareness is in-
creasing of the need to develop data exchange formats, such
as XML, for consistent description of glycan structures and
glycomics data sets across different large-scale glycomics ini-
tiatives (19). Leading glycomics initiatives recently agreed to
adopt the Glyde-II XML format (52). The next step toward
standardization of glycan structure databases is to establish the
standards for incorporating glycan structures into a database
to develop the glycan database into an international resource
similar to GenBank and SwissProt. Collaborative discussions
between the large-scale glycomics initiatives to address these
issues are notable steps toward advancing glycomics.
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Several inorganic chemical elements play fundamental roles in biological
processes. The contribution of inorganic chemistry to the understanding of
biological processes is presented here from a historical perspective: from
the first discoveries of metal ions in living organisms to the modern
approaches of inorganic structural biology and bioinformatics, through the
characterization of metal binding sites in proteins and in biomimetic model
compounds. Definitions are provided for the fundamental concepts of
metal cofactor, metalloprotein, and metalloenzyme.

The importance of inorganic chemistry for chemical biology is
based on the distribution of the elements of the periodic table
in living organisms, which is summarized in Fig. 1. Amino
acids, nucleic acids, carbohydrates, lipids, organic cofactors
(e.g., ATP, ADP, and NADH), and metabolites are composed
of the six bulk biological elements: carbon, hydrogen, nitro-
gen, oxygen, phosphorus, and sulfur. The chemistry of these
elements in living systems is the subject of classic biological
chemistry. However, it has been established that at least 20 ele-
ments other than C, H, N, O, P, and S are essential for life, even
though they are considered generally “inorganic” (Fig. 1). The
first metal-containing species identified in living systems were
pigments such as chlorophylls and hemoglobin, whose discov-
ery dates back to the nineteenth century. To complement the
work aimed at the chemical characterization of these molecules,
several studies showed that some metal ions, such as zinc and
iron, are essential for life. Hemoglobin, myoglobin, and cy-
tochromes were among the first biological macromolecules to
be investigated at the molecular level because of their abun-
dance in living organisms and their intense color, which eased
their detection. Nevertheless, it was only in the second half of
the twentieth century that the contribution of inorganic chem-
istry to the characterization of biological systems translated into
a well-defined discipline, named bioinorganic chemistry (and
later also called biological inorganic chemistry). The establish-
ment of this new branch of science paralleled advancements
in spectroscopic tools, in structural methods, and in the devel-
opment of inorganic chemistry as the chemistry of coordination
compounds. This ensemble of approaches has provided momen-
tum and has given great impulse to the characterization of the
binding mode of metal ions in biological macromolecules and
to the understanding of their reactivity. Two primary approaches
have guided the study of metal binding sites in proteins: 1) the
synthesis and characterization of model compounds and 2) the
direct characterization of metalloenzymes and metalloproteins.

Metal Cofactors

Typically, metal ions are cofactors that function as catalytic
centers in several fundamental biological reactions, play a role
in electron transfer reactions, or impart structural stabilization to
the macromolecular fold. Proteins offer such a large variety of
metal binding sites associated with widely disparate functions
that biological inorganic chemistry focuses primarily on the
study of metal ions in proteins. Other areas of research in
the field include the metal–RNA and metal–DNA interactions.
However, these aspects are not addressed here, as the chemistry
is largely electrostatic in nature. On the contrary, the ability of
proteins to bind metal ions is related essentially to the presence
of amino acid side chains that can act as metal ligands. Figure 2
represents the possible binding modes of these side chains.
In some cases, the coordination geometry of the metal ion is
completed by exogenous ligands such as H2O or OH−, or by
protein backbone amides or carbonyls.

Traditionally, when the association between the metal ion
and the protein is relatively strong (i.e., binding constant higher
than 108 M−1) the complex is called a metalloprotein. When the
protein is performing catalytic activity at the metal center, it is
called a metalloenzyme.

Although the different sequences and folds of proteins pro-
vide the most disparate metal binding sites (some examples of
which are provided in Fig. 3), Nature has evolved to select other
organic or inorganic ligands for metal ions in proteins, which we
call “special metal cofactors.” These cofactors can be grouped
into two broad classes: tetrapyrroles and metalloclusters.

Tetrapyrroles are macrocyclic ligands that provide a common
skeleton to hemes (that contains iron), chlorophylls (that con-
tains magnesium), corrinoids (that contains cobalt), siroheme
(that contains iron), and methanogenesis factor F430 (that con-
tains nickel).
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Figure 1 The periodic table of the elements. Those elements known to be relevant for living organisms are highlighted.

Iron-porphyrins are a widespread group of tetrapyrroles
present in heme proteins (1). They are all derived from pro-
toporphyrin IX, but they have different substituents (Fig. 4).
The so-called heme b coincides with protoporphyrin IX. Heme
o differs from heme b by the presence of a farnesylhydrox-
yethyl group at position 2, and it differs from heme a by the
presence of a farnesylhydroxyethyl group at position 2 and a
formyl group at position 8. In heme c, the two vinyl groups are

substituted with thioether bridges that involve sulfhydryl groups
of protein cysteine residues, which results in two covalent link-
ages between the porphyrin and the protein matrix. Heme P460
can be viewed as a c-type heme with an additional covalent
bond between the α-meso position and a Cε of a nearby tyro-
sine ring. Heme d, heme d1, and siroheme have unconjugated
pyrrole rings. The common oxidation states for iron in heme
proteins are +2 and +3, although the iron(IV) = O moiety
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Figure 2 Possible binding modes of amino acid side chains. The coordinated metal ion is indicated by the circle labeled M.
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Figure 3 Examples of metal cofactors in proteins: (a) the zinc center of carbonic anhydrase, (b) the blue-copper center of plastocyanin, (c) the iron center
in 2,3-dihydroxybiphenil dioxygenase, (d) the iron binding site of transferrin, and (e) the dinuclear copper site of CuA in cytochrome c oxidase.

is often encountered as a nonresting-state form in the catalytic
cycle of several heme enzymes (1).

Metalloclusters consist of at least two metal ions associated
with inorganic and/or otherwise nonprotein ligands. Bimetal-
lic centers in which the metal ion ligands are composed of
H2O/OH− ligands in addition to amino acid side chains are ex-
cluded from the definition of a metallocluster. Several metallo-
clusters have been characterized structurally in metalloproteins.

Among the most abundant metalloclusters are those of the
iron-sulfur family (2, 3). Iron-sulfur clusters are characterized
by iron ions that exhibit almost exclusively tetrahedral coordina-
tion to donor sulfur atoms, provided by either Sγ of cysteines or
by bridging sulfides (sometimes called inorganic sulfurs). Met-
alloproteins contain basic cluster types with two, three, or four
iron ions, as depicted in Fig. 5. In this figure, the mononu-
clear iron center of rubredoxin is shown: This iron center is
not a cluster but can be considered as the “prototype” of the
tetrahedral iron units that constitute the FeS clusters. The sim-
plest type of iron-sulfur cluster is represented by the diamond
structure of the Fe2S2 center, in which the two iron ions are
coordinated to two bridging sulfides. Each iron is then bound
to two Cys or two His ligands (the latter in the case of Rieske
proteins, Fig. 5). The Fe4S4 unit is constituted by four iron ions
and four sulfide ions arranged in a cubane structure. Again, the
tetra-coordination of each iron ion is accomplished on binding
of the sulfur of a Cys protein residue. The Fe3S4 cluster seems

to be derived from the Fe4S4 cluster by the removal of one iron.
Rubredoxins are electron transfer proteins in which the iron ox-
idation state cycles between +3 and +2. In the clusters, the
number of potential oxidation states increases with the number
of metal ions. Assuming that each iron can exist formally in the
ferric and ferrous states, an iron-sulfur cluster with n irons can
exhibit a maximum number of n + 1 oxidation states. Neverthe-
less, only a few oxidation states have been observed in proteins.
For instance, in Fe2S2 systems, only two of the possible three
oxidation states are found: the one that contains two ferric ions
[i.e., the (Fe2S2)2+ state] and the one that contains one ferric
and one ferrous ion [(Fe2S2)+]. This type of cluster is typical of
electron transfer proteins or of electron transfer centers in mul-
tidomain redox metalloenzymes. The Fe2S2 cluster in which the
iron coordination is completed by two Cys per iron is present
in ferredoxins.

In recent years, X-ray crystallography has led to the discovery
of several novel metalloclusters of complex architecture that
contain at least four metal ions (4, 5). They represent the active
site of several redox enzymes that contain molybdenum, nickel,
and manganese, as well as the most commonly encountered iron
and copper (Fig. 6). These enzymes are extremely specialized
in the oxidation or reduction reactions of the smallest molecules
and anions (which include N2, CO, and H2). A common feature
of such clusters is that they are present in enzymes as part of a
more extensive electron transfer chain that involves a series of
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Figure 4 Some commonly encountered hemes: (a) heme b, (b) heme o, (c) heme a, (d) heme c, and (e) heme P460. In each, the iron atom is the central
sphere. In (a), the heme substituent positions are labeled according to the commonly used nomenclature. The hemes are all shown with the same
orientation. The numbering of A holds for each of them.

metallocenters (often heme and iron-sulfur centers) that serve to
carry electrons into and out the active site. For several of them,
extensive spectroscopic and functional studies are required to
unravel oxidation states, substrate binding sites, and reaction
mechanisms at these sites.

The first and second coordination sphere modulates the reac-
tivity of metal ions so that the functional roles of a given ion
may be largely different, as summarized in Table I.

A good example of the effects of the first and second coordi-
nation sphere on modulating the reactivity of metal cofactors
in proteins is provided by heme proteins (1). Heme-iron in
heme proteins can be five-coordinate or six-coordinate. Ax-
ial ligation seems to be related strongly to protein function.
Six-coordination (His/His or His/Met) is typical of cytochromes
and electron transfer proteins in which the heme iron has to cy-
cle between the iron(III) and the iron(II) oxidation states for its
function. Usually, penta-coordination is found in globins that
bind oxygen and in redox heme-enzymes. In globins, the im-
idazole ring of the “proximal” His residue provides the fifth
heme iron ligand; the other axial heme iron position remains
essentially free for O2 coordination. In heme-enzymes, the sixth
coordination position is available for substrate binding. The ba-
sicity of the fifth (or proximal) His ligand modulates the redox
potential of the heme iron. In peroxidases, the His has a strong
imidazolate character because of a strong H-bond between the
Nδ1 of the imidazole ring and a nearby Asp residue; this bond
facilitates the higher oxidation states for the heme iron (6). The

resting state of these enzymes contains iron(III), and higher ox-
idation states are reached during the catalytic cycle. In globins
the His is essentially neutral, with a weak H-bond between the
imidazole and a backbone carbonyl, and these proteins are com-
monly in the iron(II) state.

Model Compounds
The discovery of metal centers in metalloproteins has stimu-
lated inorganic chemists to synthesize compounds capable of
mimicking the spectroscopic and functional properties of the
protein metal cofactors. Biomimetic model compound chem-
istry has flourished since the 1970s, when several advantages
existed in the study of the model compound instead of the pro-
tein itself. The much smaller size of the model compound made
it more suitable for biophysical studies, and advancements in
chemical synthesis offered opportunities to play with ligands
and metal geometries. Some notable examples of the synthetic
analog approach deal with iron-porphyrin model compounds
(and metalloporphyrins in general) (7), iron-sulfur clusters (3),
and model compounds aimed at reproducing the unusual spec-
troscopic and electrochemical properties of blue copper pro-
teins (8). In more recent times, synthetic models have been
developed to reproduce the characteristic features of the binu-
clear CuA electron-transfer center of cytochrome c oxidase (9)
(Fig. 3e), of high-nuclearity Mo/Fe/S clusters of the cofactors
of nitrogenases (10) (Fig. 6a), and of the CuZ center of nitrous
oxide reductase (11) (Fig. 6d).
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Table 1 Main biologic functions of metal ions

Element Role

Calcium Structure stabilization—Signaling—Enzyme activator
Cobalt Redox catalyst
Copper ET—Redox catalyst—O2 carrier
Heme iron ET—Redox catalyst—O2 carrier
Iron in FeS clusters ET—Redox catalyst
Nonheme nonFeS iron Redox catalyst—O2 carrier
Magnesium Enzyme activator—DNA structure stabilization—Ribozymes
Manganese Redox catalist—Activator of hydrolases, ligases and transferases
Molybdenum Redox catalyst (nitrogenase, oxotransferases)
Nickel Hydrolitic activity—Redox catalyst
Potassium ATPase pumping—Structure stabilization—Electrostatic effects on the reduction potential

of distant centers
Rubidium Function similar to that of K in some plants
Selenium Redox catalyst
Sodium ATPase pumping—Structure stabilization—Electrostatic effects on the reduction potential

of distant centers
Srlicium Funtion similar to that of Ca in some plants
Tungsten Replaces Mo in some hyperthermophilic archea
Vanadium Peroxidase and nitrogenase activity in some algae and possibly fungi
Zinc Hydrolitic activity—Structure stabilization—Transcription factor

(c)

(b)

(a)

(e) (d)

Figure 5 The most commonly encountered FeS centers: (a) the monoiron center of rubredoxin, (b) the Fe2S2 cluster of plant-type ferredoxins, (c) the
Fe2S2 cluster of Rieske proteins, (d) the Fe3S4 cluster of ferredoxins, and (e) the Fe4S4 cluster of ferredoxins and high potential iron-sulfur proteins (HiPiPs).

Today, the advancements in spectroscopic, structural, and
biological tools make it easier than ever before to study metal
centers in their biological context. As a consequence, the impact
of model compounds has been reduced; although from an
inorganic point of view, biological metal centers may represent

a synthetic challenge and are relevant for science beyond their
importance as model compounds.

The synthetic approach is also suffering from the intrin-
sic difficulties encountered in the design of ligands capable
of mimicking the secondary coordination sphere effects and
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Figure 6 (a) The FeMo-cofactor of nitrogenases: The overall stoichiometry is MoFe7S9, and it can be viewed as a MoFe3S3 cluster and a Fe4S3 cluster,
bridged by three sulfides. The molybdenum is also bound to a homocitrate molecule. (b) The C-cluster of carbon monoxide dehydrogenase: This can be
viewed as a Fe3S4 cluster bridged to a binuclear Ni-Fe center. (c) The oxygen-evolving center of photosystem II: A cubane-like Mn3CaO4 cluster is linked
to a fourth Mn ion (Mn4) by a µ-oxo bridge. (d) The tetranuclear CuZ center of nitrous oxide reductase: Three of four copper ions bind two His, the fourth
binds a single His, and it has been suggested that it represents the substrate coordination site.

the stereo and enantio-selectivity of the metal centers. In a
novel approach, biotechnological skills are used to engineer
novel metal centers in natural protein scaffolds, which makes
ample use of site directed mutagenesis (12). Such a de novo
design approach has been used for example to change the
function of oxygen binding proteins into that of peroxidases,
or from cytochromes into that of globins upon substitution
of one or several key residues. Engineering of entire protein
fragments within another protein scaffold has been used to trans-
form blue copper proteins (Fig. 3b) into binuclear CuA centers
(Fig. 3e).

Biogeochemical Cycles

The second half of the twentieth century has observed the il-
lustration of many of the central reaction steps and enzymatic
catalysts of biogeochemical cycles, which led to the discov-
ery of key complex cofactors that contain transition metal
ions. Indeed, the key catalysts in the global cycles of oxy-
gen (13, 14), nitrogen (15–18), carbon (19–24), sulfur (25–32),
and hydrogen (33, 34) are redox metalloenzymes that con-
tain unique metal cofactors. The cycles are represented in
Fig. 7 and describe the natural transformations of several “in-
organic” molecules and ions. The biogeochemical cycles of
C, O, H, S, and N are interlinked intimately. The O2 pro-
duced in the oxygen cycle serves as an oxidant for the reduced

compounds of C, N, and S by both biological and human activ-
ities. H2 is a key carrier to reduce equivalents in the anaerobic
world. The full understanding of these enzymatic mechanisms
represents a challenge for biological inorganic chemistry at
present.

The occurrence of metalloproteins
Between 1995, when the first genome (Haemophilus influen-
zae) was sequenced and, when the first draft of the human
genome was published, a revolution in the approach to the
study of gene products (i.e., proteins) occurred. This revolution
has led to so-called post-genomic research. Genome sequenc-
ing projects provide researchers with lists of all the proteins
that an investigated organism can produce and their amino
acid sequences. From a bioinorganic point of view, however,
the question is which proteins need a metal ion to perform
their physiologic function. This question is fundamental, and
the answer cannot be derived from genomic information alone.
Bioinformatic tools have been developed to identify metallopro-
teins in genome databanks (35–37). This method relies on the
exploitation of known metal binding-patterns (MBPs), which
are available experimentally from the three-dimensional struc-
tures deposited in the protein data bank. MBPs are strings of
the type AXnBXmC. . ., where A, B, C, . . . are the amino acids
that act as metal ligands, and n, m, . . . are the number of amino
acidic residues in between two subsequent ligands. Gene banks
are then browsed to search for MBPs and primary structure.
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Figure 7 Simplified global biogeochemical cycles. (a) Combined C and O cycles. The biomass formed by photosynthesis can be transformed
anaerobically by bacteria and fungi to produce small C-containing molecules such as CO, CO2, formate, and acetate. These products can be transformed
(anaerobically) into methane by archea. CH4 can then be converted aerobically into CO2. (b) The hydrogen cycle, with the indication of the nature of the
metal centers at the catalytic site of the involved enzymes. (c) The sulfur cycle. The top part of the external cycle (thick arrows) summarizes the key steps of
the aerobic sulfide oxidation; the bottom part summarizes the steps of sulfate respiration. Thiosulphate, trithionate, and tetrathionate may also represent
possible intermediates for this cycle. The inner cycle describes the cycling between HS− and S◦ performed by different organisms with respect to those
involved in the outer cycle. The thin arrows that connect SO2

2−, HSO3
−, and HS− represent the essential steps of an assimilatory pathway. (d) The

nitrogen cycle. Denitrification is the anaerobic use by certain bacteria of nitrogen oxide species (NO3
−, NO2

−, NO, and N2O) as terminal electron
acceptors instead of O2. The final product N2 is released into the atmosphere; therefore, the process is referred to as dissimilatory. The nitrogen fixation
reaction is carried out by the enzyme nitrogenase. The lower part of the cycle represents the assimilatory nitrate reduction that leads to the incorporation
of reduced nitrogen species into biomass. The upper part of the cycle describes the nitrification process (i.e., the oxidation of reduced nitrogen
compounds in the presence of oxygen).

Such an approach has been used successfully to identify all zinc,
nonheme iron, and copper proteins. The human genome encodes
approximately 2800 zinc-proteins, 250 nonheme-iron proteins,
and 100 copper-proteins. These figures correspond to 10%, 0.8%
and 0.3% of the human proteome, respectively. Corresponding
averages for five eukaryotes of known genome sequence are
8.8%, 1.1%, and 0.3%, respectively and for 40 selected bacterial
organisms are 3.9%, 4.9%, and 0.3%, respectively.

Metal homeostasis
It is well established that for each metal ion a dose-dependent
effect exists (Fig. 8). Still, the optimal concentration for healthy
organisms should not be considered as the concentration of the
free metal ions, which is generally extremely low, but rather
as the concentration of the metal ions bound to proteins and
other metal ligands. The way in which organisms uptake and
control the trafficking of metal ions has attracted the attention
of researchers in recent times (38–40). This research has led to
the identification of several metallochaperones. No established
molecules that serve this function were known before 1997, but
today metal trafficking pathways have been identified for metal
ions such as copper, manganese, and zinc, although at different
degrees of understanding. The comprehension of such processes
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Figure 8 Dose dependent-effect of toxic and essential metal ions.

requires the identification of the proteins involved in metal up-
take; transfer and incorporation into the final metallo-enzymes;
and identification at the molecular level of the factors that con-
trol the specificity, selectivity and efficiency of the mechanisms.
Even essential elements, at high concentrations, can become
toxic. Organisms have developed mechanisms to detoxify from
nonessential metal ions or from excess of essential metal ions
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(40): The study of these pathways is another aspect of the quest
to understand metal homeostasis.

Metal-based drugs

A special application of inorganic chemistry to biological
problems concerns the use of metal-containing compounds as
therapeutic or diagnostic agents. The greatest success of met-
allotherapeutics dates back to 1978, when cisplatin was first
approved to treat clinically genito-urinary tumors after the dis-
covery in 1965 that cisplatin inhibits cell division (41). The
biological target of cisplatin is DNA, where its primary binding
site is the major groove N7 of guanine. The bending and local
unwinding of the DNA double helix induced by cisplatin bind-
ing causes the loss of important structural motifs to recognize
and to process damaged DNA. The need for a new anticancer
drug that can overcome the limitations of cisplatin (high toxi-
city, activity against a wider range of cancer types, resistance
to cisplatin after repeated treatment) has prompted chemists to
develop new generation platinum drugs or compounds that con-
tain different metal ions (e.g., palladium, ruthenium, gallium).
Metal complexes are also employed to treat other diseases, for
example gold(I) compounds are used as antiarthritic drugs.

Metal compounds are used largely in imaging and diagnos-
tics. Several radionuclides of metal ions (e.g., Ga, In, Tl, Tc)
are suitable as radiodiagnostic and radioimaging agents. Finally,
gadolinium (III) compounds are largely used as contrast agents
for magnetic resonance imaging because of the effectiveness of
this metal ion to relax H2O protons.

Perspectives

It is clear from the discussion of metal homeostasis that the
full characterization of a protein requires not only its study
in the isolated form but also the investigation of its rele-
vant interactions. Therefore, the interactions of metal-binding
proteins with small molecules and other proteins are an obvi-
ous perspective in biological inorganic research. This implies
the importance of the identification and structure characteriza-
tion of weak protein–protein complexes that represent the key
steps of the biochemical processes discussed here. Moreover,
metal-mediated protein–protein interactions are just beginning
to be identified and will become an important field of research.
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Inositol polyphosphates comprise a large family of water-soluble molecules
derived from the combinatorial phophorylation of the six hydroxyls of
myo-inositol. Second messenger roles for inositol polyphosphates in Ca2+

mobilization were first identified for what is now the best characterized
family member, inositol 1,4,5-trisphosphate (InsP3). Additional anabolic
and catabolic metabolism of InsP3 results in the formation of a large,
diverse family of higher inositol polyphosphates whose signaling roles and
biologic functionality remain largely undefined. However, the recent
cloning and identification of the kinases and phosphatases involved in the
combinatorial modification of inositol polyphosphates has served to further
define and characterize this complex metabolic network and to identify its
preeminence in nearly all aspects of cell biology. Conserved from yeast to
humans, inositol polyphosphates regulate a wide array of processes,
including ion-channel conductance, membrane dynamics, transcription,
nucleic acid metabolism, and protein phosphorylation.

The scientific study of inositol polyphosphates began in 1850
with the isolation of a crystalline “sugar” from heart muscle
extracts (1). The substance was named “inosit” from the Greek
root inos for muscle, fiber, or sinew. The later identification of
this optically inactive inositol (the “ol” suffix added in French
and English) as one of nine possible cyclohexanehexol isomers
necessitated the use of prefix designations for the specific
stereoisomeric configurations of the secondary hydroxyl groups
about the six-carbon ring (cis-, epi-, allo-, muco-, neo-. scyllo-
(+)-chiro-, (−)-chiro, and myo-) (Fig. 1). Although several, if
not all, inositol isomers occur in nature, myo-inositol (myo,
once again derived from the Greek word for muscle) is the
biologically relevant stereoisomer in most species and functions
as the structural building block for the inositol polyphosphates.

Viewed in its favored chair conformation, myo-inositol pos-
sesses five equatorial groups and one axial hydroxyl group.
The modern D-numbering system for inositols is by convention
counterclockwise as viewed from above and assigns the axial
hydroxyl group to C2. This conformation is best illustrated by
Agranoff’s turtle (2) in which the six hydroxyls are envisaged
as the appendages (1-, 3-, 4-, 6-hydroxyls), head (2-hydroxyl),
and tail (5-hydroxyl) of a friendly turtle. It is worth noting that
among the stereoisomers of inositol, myo-inositol is unique in
containing a single axial OH group (Fig. 1). This results in

an achiral molecule with a plane of symmetry through C2–C5
(head to tail) and two pairs of enantiotopic hydroxyls (C1–C3
and C4–C6, the turtle’s arms and legs, respectively). Presum-
ably, it is the chemical uniqueness of this configuration that
resulted in nature’s selection of the myo isomer over others for
enzymatic modification and biologic significance.

Myo-inositol’s most basic function, like other polyols (such
as sorbitol), is as an osmolyte whose increased cellular con-
centration reflects responses to hyperosmolarity. However, in-
ositol’s full biologic potential is only realized via chemical
modification. Although inositol participates in several varied
enzymatic reactions, it is the combinatorial substitution of
phosphate moieties to the six hydroxyls that impart preemi-
nent metabolic and functional significance to this deceptively
simple molecule. Mathematically, 63 such combinations are
possible; this number, however, is an underestimate as diphos-
phate (also known as pyrophosphate) moieties also exist. To
date, over 30 different inositol polyphosphates have been ob-
served across eukaryotic evolution resulting in a fairly crowded
metabolic map. Complicating matters, the cellular biosynthe-
sis of inositol polyphosphates—composed of only myo-inositol
and phosphates and therefore water-soluble—is not achieved
by the mere sequential phophorylation and/or dephosphoryla-
tion of the myo-inositol ring (although there are exceptions in
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(a)

(b)

Figure 1 (a) Myo-inositol and its polyphosphate derivatives. Although nine sterioisomeric configurations of inositol are possible, the turtle-like
myo-inositol with its single axial hydroxyl is the most biologically relevant. Also depicted are the scyllo- and neo-inositols with zero and two axial hydroxyls,
respectively. The modern D-numbering system for inositols is counterclockwise viewed from above and assigns the axial hydroxyl group to C2 of
myo-inositol. (b) Inositol polyphosphates. Depicted are representatives of phophorylated derivatives of myo-inositol, including Ins(1,4,5)P3, the calcium
releasing factor; InsP6, the naturally most abundant fully phosphorylated inositol polyphosphate; and InsP7, an inositol diphosphate (pyrophosphate).

plants and slime molds; see below). Rather, their biosynthesis is
intimately connected with the metabolism of their hydrophobic,
phospholipid relatives—the phosphatidylinositol (PtdIns or PI)
phosphates.

Receptor-Stimulated Inositol
Metabolism and the ‘‘Inositol
Cycle’’

The birth of receptor-stimulated inositol polyphosphate
metabolism and its role in cell signaling was the observa-
tion in the early 1950s of acetylcholine-stimulated 32P incor-
poration into inositol lipids (termed the “PI response”) (3).
However, it would take more than two decades for the mech-
anisms and significance of this response to come to light.
Key to the eventual elucidation of the “PI response” was

the realization that receptor stimulation leads to the activa-
tion of phosphoinositol-lipid-specific phospholipase C (PLC).
Upon activation, PLC hydrolyzes the glycerol-phosphate bond
in PtdIns(4,5)P2 causing the release of water-soluble inositol
1,4,5-trisphosphate (InsP3 or Ins(1,4,5)P3) and the lipid diacyl-
glycerol (DAG). After receptor-mediated catabolism, a regen-
erative cycle undertakes to restore PtdIns(4,5)P2 to the plasma
membrane. Released DAG acts as the now familiar activator
of PKC, but subsequently it reenters the inositol metabolism
pathway as CMP-phosphatidic acid (CMP-PtdOH, alternatively
named CDP-DAG). Synthesis of CMP-PtdOH proceeds via the
phosphorylation of DAG by DAG-kinase and conjugation to
a cytidine nucleotide. Inositol lipid synthesis initiates as the
phosphatidic acid (PA) moiety of CMP-PtdOH is enzymati-
cally donated to the C1-hydroxyl of myo-inositol forming Pt-
dIns. Sequential phosphorylation of PtdIns to PtdIns(4)P and
PtdIns(4,5)P2 completes the “inositol cycle” and regenerates the
substrate for receptor-activated PLC hydrolysis (Fig. 2). The 32P
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Figure 2 The ‘‘inositol cycle.’’ A simplified representation of the regenerative metabolism responsible for the synthesis of InsP3. Generation of InsP3and DAG upon PLC-mediated hydrolysis of PtdIns(4,5)P2
is followed by sequential dephosphorylation of InsP3and DAG’s modification to CDP-DAG. The enzymatic attachment of CDP-DAG to inositol regenerates the lipid precursors that ultimately replenish
PtdIns(4,5)P2.
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incorporation into PtdIns initially observed in the “PI response”
to acetylcholine turned out to be the result of the rapid incor-
poration of 32P into adenosine 5′-triphosphate (ATP) followed
by the phosphorylation of DAG enroute to its attachment to
myo-inositol. In addition to DAG metabolism, the completion
of an “inositol cycle” is concomitantly dependent on the con-
tinuous supply of free inositol. The source of myo-inositol for
PtdIns synthesis is often dephosphorylated Ins(1,4,5)P3. Alter-
natively, cells take up extracellular inositol or synthesize inositol
de novo.

Myo-inositol uptake and synthesis

Sodium- or proton-coupled myo-inositol transporters provide
the most direct route for the initiation of inositol polyphosphate
metabolism (affording the inositide researcher a simple avenue
for the analysis of inositol polyphosphate dynamics using radi-
olabeled inositol). To date three different mammalian cotrans-
porters have been identified (SMIT 1 and 2 are Na+-coupled,
whereas HMIT uses a proton gradient). Although transporters
are widely transcribed in many animal tissues, access to ex-
tracellular inositol varies among organs. In the absence or
low levels of extracellular inositol, de novo synthesis of free
myo-inositol is transcriptionally induced; this seems to be a
universal capacity of cells conserved from bacteria to humans.
Synthesis is initiated via the cyclization of glucose-6-phosphate
by 1D-myo-inositol-3-phosphate synthase (MIPS) and the for-
mation of inositol-3-phosphate (Ins(3)P). Dephosphorylation of
Ins(3)P by inositol monophosphatase (IMP) yields the free in-
ositol that can then be incorporated into inositol lipids (PtdIns).
In addition to its role in de novo synthesis, IMP also functions
to dephosphorylate other singly phosphorylated downstream hy-
drolytic products of InsP3 [Ins(1)P and Ins(4)P]. As such, IMP
is situated at a metabolic intersection of de novo synthesis and
the regeneration of myo-inositol, functioning as a gateway for
the completion and maintenance of the “inositol cycle.”

InsP1 and InsP2, lithium, and the inositol
depletion hypothesis

By and large the inositol monophosphates and bisphosphates
are thought to lack messenger functions and are most often
conceived as catabolic products of the regenerative portion
of the inositol cycle or as components of the “off” switch
of inositol polyphosphate signaling. Sequential dephosphory-
lation of Ins(1,4,5)P3 in most eukaryotes proceeds with the
formation of Ins(1,4)P2 followed by Ins(4)P. Additional inos-
itol bisphosphates found in animal cells are mostly composed
of C3-hydroxyl phosphorylated species that are catabolic prod-
ucts of “higher” inositol polyphosphates resulting from the
C3- and/or C6-hydroxyl phosphorylation of Ins(1,4,5)P3. De-
phosphorylation of these inositol bisphosphates results in the
production of either Ins(1)P or Ins(3)P. Despite their (still pu-
tative) categorization as “breakdown” products, inositol bispho-
sphates, and in particular inositol monophosphates and their
metabolism, have been the subject of extensive investigation be-
cause of the pharmacologic targeting of IMP by the commonly
used mood stabilizer, lithium.

The use of lithium to treat manic-depressive illness dates

back to 1949 (4). J.F.J. Cade, while working at a psychiatric
hospital, was using guinea pigs to evaluate the effects/toxicity

of injections of urine collected from psychiatric patients, testing

the hypothesis that a “toxin” may be responsible for the patients’

illnesses. In the course of these and other related experiments,

he began using the lithium salt of uric acid—chosen merely

for its high solubility—and noted a marked depressive effect on

the animals’ behavior after injection, which he later attributed to

the lithium rather than to the uric acid. These experiments were

followed by the successful clinical use of lithium in patients

suffering from mania and bipolar disorders (4).

Studies in the early and mid-1970s evaluating the effects of

lithium administration on inositol levels in rat brains identified

a dramatic decrease in the free inositol levels accompanied by

a concomitant increase in inositol monophosphates and sug-

gested IMP as the plausible pharmacologic target mediating

the therapeutic actions of lithium (5). Subsequent detailed bio-

chemical studies of IMP’s inhibition by lithium demonstrated

its uncompetitive inhibition by therapeutically relevant concen-

trations of the ion (6). Surprisingly little attention was paid to

the early studies of lithium’s effects on inositide metabolism,

and it was not until the formulation of the “inositol deple-

tion hypothesis” by Berridge et al. that inositol’s mechanism

of action and role in aberrant neuronal signaling came to the

forefront of the psychopharmacology of lithium’s actions in the

brain (7).
Stated explicitly, the proposal put forth by Berridge et al.

suggests that the cells of the central nervous system (CNS) are

uniquely sensitive to the inhibitory effects of lithium on IMP

as a result of their limited access to extracellular inositol be-

cause of its poor penetration of the blood–brain barrier. Thus,

the brain is extensively dependent on IMP’s role in de novo

inositol synthesis and IMP’s functionality in the recycling of

inositol monophosphates. Lithium’s inhibition of IMP results

in the slowing down of the “inositol cycle” and depletes the

inositol pool necessary for the production of Ins(1,4,5)P3 in re-

sponse to receptor stimulation. The corollary of this hypothesis

is that, in part, it is the overstimulation of inositide metabolism

in the brains of manic-depressive patients that is responsible

for the disease’s manifestation. In the nearly 20 years since the

formulation of the “inositol depletion hypothesis,” additional

substrates for lithium’s actions have been identified, includ-

ing both the upstream Ins(1,4)P2/Ins(1,3,4)P3 1-phosphatase as

well the serine/threonine kinase glycogen synthase kinase-3

(GSK-3), whose regulation seems to be independent of inos-

itol metabolism, which suggests lithium’s effects on the CNS

are more complicated than first envisioned. Nevertheless, it was

in fact Berridge et al.’s use of lithium in examining the “PI re-

sponse” that paved the way for the identification of Ins(1,4,5)P3

as the now well-known calcium-mobilizing second messenger.
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Ins(1,4,5)P3 and Ca2+

The identification of Ins(1,4,5)P3 and its biologic function and
significance in the “PI-effect” continually eluded investigators
until a conceptual connection between calcium dynamics and
receptor-stimulated phosphoinositide turnover was proposed by
Michell (8). Working with blowfly salivary glands, Berridge
and Fain demonstrated inositol’s capacity to rescue calcium re-
sponses after prolonged receptor stimulation, providing some
of the first convincing evidence for inositol’s role in calcium
homeostasis (9). Additional studies using lithium to monitor in-
ositol polyphosphate accumulation allowed Berridge and Fain
to hone in on Ins(1,4,5)P3 production via PLC hydrolysis of
PtdIns(4,5)P2 as the likely diffusible cellular signal that coupled
receptor activation to Ca2+ release from intracellular stores. Us-
ing permeabilized cells, Streb et al. conclusively demonstrated
that application of exogenous InsP3 mobilized Ca2+ from the
endoplasmic reticulum (10). A search for the InsP3 receptor
ensued and culminated in the cloning, purification, and recon-
stitution of the receptor as well as the demonstration that the
protein itself is an InsP3-gated Ca2+ channel (11, 12). Calcium
dynamics and the regulation of the InsP3 receptor are still very
active research areas. However, by the end of 1980s, a func-
tional and elegant paradigm for soluble inositol metabolism was
established.

Ins(1,3,4,5)P4:C3-hydroxyl
phosphorylation

It was the unexpected identification of an alternative isomer
of InsP3, Ins(1,3,4)P3, derived from the dephosphorylation
of Ins(1,3,4,5)P4, that revealed that there was clearly more
to inositol polyphosphate metabolism than circumscribed by
the “inositol cycle” (13). Indeed within a few years’ span
in the mid-to-late 1980s, the discovery of the C3-hydroxyl
phosphorylation of the inositol ring ushered in an era of
“proliferation” for the inositides, within both the lipid and
the water-soluble arenas of their metabolism. During this
time, an inositol lipid 3-kinase activity was found associ-
ated with viral Src and the middle-T antigen of the poly-
oma virus (14). Phophoinositide-3 kinase (PI3K) produces
PtdIns(3,4,5)P3 from PtdIns(4,5)P2 upon cell-surface recep-
tor stimulation. Structurally, PtdIns(3,4,5)P3 is in fact the
lipid-bound version of Ins(1,3,4,5)P4. However, in contrast to
PtdIns(4,5)P2, the D3-phosphorylated inositol lipids are not sub-
strates for PLC, and thus they remain relegated to the “lipid
domain” in their signaling role acting to recruit proteins pos-
sessing inositol lipid binding motifs to the plasma membrane
(15). Like PtdIns(3,4,5)P3, the production of Ins(1,3,4,5)P4 is
also mediated by a kinase.

In animals the rapid formation of Ins(1,3,4,5)P4 after the
release of Ins(1,4,5)P3 in response to receptor activation is
mediated by Ca2+-sensitive Ins(1,4,5)P3 3-kinases likely to
have evolved soon after the emergence of InsP3-receptors.
Thus, the functional roles attributed to Ins(1,3,4,5)P4 center

about its potential for regulating Ca2+ responses mediated by
or after InsP3-receptor activation. Conversion of Ins(1,4,5)P3

to Ins(1,3,4,5)P4 may simply serve as a means of remov-
ing Ins(1,4,5)P3 in a fashion analogous to its dephosphory-
lation to Ins(1,4)P2. Nonoverlapping subcellular and tissue
distributions of these two metabolic activities support the
hypothesis of their nonredundant role as Ins(1,4,5)P3 “off”
switches. However, Ins(1,3,4,5)P4 has also been suggested
to enhance the effectiveness of Ins(1,4,5)P3 by inhibiting its
dephosphorylation via the 5-phosphatase (as both can serve
as substrates, but with differing kinetics). Although multi-
ple lines of evidence suggest that Ins(1,3,4,5)P4 has modu-
latory roles in Ca2+-homeostasis, the molecular mechanisms
for these actions have remained elusive (16). Potential media-
tors of Ins(1,3,4,5)P4’s cellular functions have been identified
as Ins(1,3,4,5)P4-binding proteins. GAP1IP4BP and GAP1m are
members of the GTPase activating proteins of the Ras family
displaying highly specific Ins(1,3,4,5)P4 binding (17). Bind-
ing of Ins(1,3,4,5)P4 has been mapped to the proteins’ pleck-
strin homology (PH) domains, which canonically function as
inositol lipid binding domains. The ability of Ins(1,3,4,5)P4

to specifically bind PH-domain-containing proteins suggests
Ins(1,3,4,5)P4 may indeed function as a competitive regula-
tor of PtdIns(3,4,5)P3/PI3K signaling. Indeed, many if not
most PtdIns(3,4,5)P3 receptors also bind Ins(1,3,4,5)P4, at least
in vitro. Whether an interplay between Ins(1,3,4,5)P4 and
PtdIns(3,4,5)P3 is a general widespread regulatory phenomenon
remains unknown.

Although its effects on Ca2+-homeostasis seem to be in-
direct, like its precursor (Ins(1,4,5)P3), Ins(1,3,4,5)P4 is both
a messenger/cofactor molecule and a metabolite in the an-
abolism and catabolism of other inositol entities. C6-hydroxyl
phophorylation of Ins(1,3,4,5)P4 results in the formation of
Ins(1,3,4,5,6)P5, one of the most abundant inositol polyphos-
phates in mammalian cells, whereas the 5-phosphatase activity
described above results in the formation of the alternative InsP3

isomer, Ins(1,3,4)P3. This duality of functionality—signaling
molecule/transient metabolite—is likely shared with most if not
all of the inositol polyphosphates and is a reflection of a more
comprehensive topological theme in the evolution of the inositol
polyphosphates network. Evident particularly with the advent of
metazoan life are multiple and interconnected routes of synthe-
sis for inositol polyphosphates initiated by and large with the
C3-hydroxyl phosphorylation of Ins(1,4,5)P3. This complexity
is likely the result of the superposition and integration of newly
evolved signaling modalities with older ones, as well as the di-
versification of inositol polyphosphate metabolism and function
in tissues and even within subcellular compartments.

The advent of InsP3-dependent Ca2+ signaling in metazoan
life likely represents just such an integration and expansion
of inositol polyphosphate signaling with Ins(1,3,4,5)P4 possi-
bly acquiring a supporting role in Ca2+-homeostasis. Not sur-
prisingly, given the preeminence of Ca2+ in cell signaling,
additional Ca2+-dependent processes have been identified as
targets of inositol polyphosphates with the regulation of the
Ca2+-activated chloride (Cl−) channel by Ins(3,4,5,6)P4, an al-
ternative InsP4 isomer, being one of the more well characterized.
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Ins(3,4,5,6)P4: Ca2+-activated chloride
(Cl−) channel regulation

Two separate biosynthetic routes have been proposed for the
production of Ins(3,4,5,6)P4. The “correctness” of both path-
ways, whether they coexist or merely display species differ-
ences, is still a matter of debate. Regardless, both depend on
the initial C3-hydroxyl phosphorylation of Ins(1,4,5)P3. The
first pathway, currently only supported by experiments in avian
erythrocytes, depends on several sequential dephosphorylation
and phosphorylation reactions that isomerically interconvert be-
tween InsP4 and InsP3. This pathway can be summarized as
follows: Ins(1,3,4,5)P4 → Ins(1,3,4)P3 → Ins(1,3,4,6)P4 →
Ins(3,4,6)3 → Ins(3,4,5,6)P4 (18). A second proposed path-
way, which is prevalent in mammalian cells, proceeds via the
C1-hydroxyl dephophorylation of Ins(1,3,4,5,6)P5. Surprisingly,
despite its use of Ins(1,3,4,5,6)P5 as a precursor for the forma-
tion of Ins(3,4,5,6)P4, this latter pathway, like the first, also
seems to depend on the dephosphorylation of Ins(1,3,4,5)P4

to Ins(1,3,4)P3. In a theme of competitive protection that is
likely repeated often in inositol metabolism, the generation of
Ins(1,3,4)P3 after PLC activation results in the protection of the
cellular pools of Ins(3,4,5,6)P4 by competing as a substrate for
a dual specificity kinase that phosphorylates Ins(3,4,5,6)P4 back
to Ins(1,3,4,5,6)P5. Ins(1,3,4)P3 5,6-/Ins(3,4,5,6)P4 1-kinase
(also named ITPK1) is one of several inositol polyphosphate
kinases displaying substrate promiscuity, an enzymatically con-
servative yet metabolically proliferative measure on behalf
of evolution that also affords the potential of competitive
“crosstalk.” Startlingly, the 1- Ins(1,3,4,5,6)P5 phosphatase re-
sponsible for Ins(3,4,5,6)P4 production turns out to be the
very same ITPK1. Thus, ITPK1 functions as a reversible ki-
nase capable of the interconversion of Ins(1,3,4,5,6)P5 and
Ins(3,4,5,6)P4 (19). The balance of phosphatase/kinase activi-
ties seems to be regulated by Ins(1,3,4)P3 such that Ins(1,3,4)P3

stimulates the phosphatase reaction. Reflecting the regulatory
“crosstalk” involved in its production, Ins(3,4,5,6)P4 accumu-
lation in response to persistent PLC activation occurs rela-
tively slowly but persists long after other inositol metabolites
have returned to their prestimulated levels, a feature likely
important in its regulation of Ca2+-activated Cl− channels.
Cl− secretion via Ca2+-activated channels serves to physi-
ologically regulate epithelial salt and fluid secretion in the
gastrointestinal tract, exocrine glands, and lungs of animals.
A putative role for a PLC-dependent factor in the nega-
tive regulation of Cl− secretion was suggested by experi-
ments in which Ca2+-mediated activation of Cl− secretion
upon receptor activation of PLC were followed by a pe-
riod refractory to the stimulating effects of Ca2+. Correlat-
ing channel activation and deactivation with cellular levels
of downstream PLC-dependent inositol polyphosphates, Shears
and associates identified Ins(3,4,5,6)P4 as the likely media-
tor of the inhibition of Cl− conductance and went on to
show that a cell-permeant analog of Ins(3,4,5,6)P4 decreased
Ca2+-dependent Cl−secretion (20). The apical distribution of
ITPK1 in polarized epithelial cells localizes Ins(3,4,5,6)P4 near
its presumed site of action. However, the precise mechanism or
target of inhibition has remained elusive. Although much of the

delineation of the physiologic importance of Ins(3,4,5,6)P4 has
been derived from the study of epithelial cells, Ca2+-activated
Cl− channels occur in most cell types raising the potential of
Ins(3,4,5,6)P4-mediated regulation of diverse cellular process
ranging from neurotransmission to smooth-muscle contraction
(21).

As indicated, the regulation of Ca2+ and/or Ca2+-
dependent processes by Ins(1,4,5)P3, Ins(1,3,4,5)P4, and
Ins(3,4,5,6)P4 likely represents a recent addition to the reper-
toire of inositol polyphosphate functionality. Soon after the dis-
covery of C3-hydroxyl phosphorylated inositol polyphosphates
came the realization that more phosphorylated inositol species
were indeed conserved ubiquitous inositol metabolites predat-
ing the metazoan emergence of InsP3-receptor-mediated Ca2+
signaling. These highly phosphorylated species included inosi-
tol pentakisphosphate (Ins(1,3,4,5,6)P5), known at the time to
occur in avian erythrocytes, and the fully phosphorylated in-
ositol hexakisphosphate (Ins(1,2,3,4,5,6)P6, also called phytic
acid or InsP6), thought to be predominantly relegated to the
plant kingdom. Although the biosynthetic pathways of highly
phosphorylated inositol polyphosphates have yet to be fully elu-
cidated, over the last decade significant strides have been made
in their metabolic and functional characterization, including the
identification of inositol polyphosphate kinases ancestral to the
Ca2+-dependent Ins(1,4,5)P3 3-kinases. In large part these ad-
vances are the byproducts of the genetic tractability of one of
the simplest model organisms, the budding yeast Saccharomyces
cerevisiae.

Ins(1,4,5,6)P4 and Ins(1,3,4,5,6)P5:
transcriptional regulation
In the budding yeast, inositol polyphosphate synthesis proceeds
via what is likely to be one of the earliest incarnations of
a PLC-dependent pathway for higher inositol polyphosphate
metabolism in eukaryotes. Early biochemical studies in yeast
(and plants) failed to identify a calcium-sensitive Ins(1,4,5)P3

3-kinase activity analogous to that found in mammalian cells.
Instead, these studies identified C6-hydroxyl phosphorylation of
Ins(1,4,5)P3 and formation of Ins(1,4,5,6)P4 as the most likely
first anabolic step in the production of higher inositol polyphos-
phates (22). Additional biochemical studies identified the se-
quential phosphorylation of Ins(1,4,5,6)P4 to Ins(1,3,4,5,6)P5

followed by Ins(1,2,3,4,5,6)P6 (23). These findings were in-
terpreted as proof of the existence of disparate pathways in
yeast and mammals for the metabolism and functionality of
Ins(1,4,5)P3. In contrast, the eventual cloning of the yeast
Ins(1,4,5)P3 kinase activity found that mammalian and yeast
inositol metabolism were more closely related than initially sus-
pected.

Biochemical and genetic characterization of the yeast
Ins(1,4,5)P3 kinase revealed it to be a dual-specificity Ins(1,4,
5)P3 3/6-kinase, rapidly converting Ins(1,4,5)P3 to Ins(1,3,4,5,
6)P5 via the intermediate production of Ins(1,4,5,6)P4. Sequence
comparisons of the yeast Ins(1,4,5)P3 3/6-kinase with the mam-
malian Ins(1,4,5)P3 3-kinases demonstrated them to be part of a
closely related family and suggested the Ins(1,4,5)P3 3-kinases
were merely a recent evolutionary modification and specializa-
tion of this catalytically versatile kinase family (24). The cloning
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and characterization of the yeast Ins(1,4,5)P3 3/6-kinase was ac-
complished contemporaneously by two independent groups (24,
25). Noting its catalytic versatility, the Snyder group dubbed the
enzyme inositol polyphosphate multikinase (IPMK), whereas
the York group chose inositol polyphosphate kinase 2 (Ipk2)
as it was one of two simultaneously identified kinases neces-
sary for the synthesis of InsP6 (26). However, yeast IPMK/Ipk2
was in fact identical with the previously characterized Arg82,
which was a protein with a history of nearly two decades of re-
search that had clearly identified it as a nuclear, transcriptional
regulator.

Studies of yeast deficient for arg82 identified it as a required
factor for the transcriptional regulation of genes comprising
arginine anabolic and catabolic metabolism. Transcriptional reg-
ulation of these arginine-sensitive pathways permits yeast to
use alternative nitrogen sources such as arginine or ornithine
when the preferred sources of ammonia or glutamate are limit-
ing. In the absence of Arg82, yeast fail to grow on media with
arginine/ornithine as the sole nitrogen source (27). The identifi-
cation of yeast IPMK/Ipk2 as Arg82 (henceforth called IPMK)
prompted the evaluation of the role its kinase activities may play
in regulating these arginine-sensitive transcriptional responses.

Monitoring growth phenotypes of various inositol polyphos-
phate mutants in media containing arginine or ornithine as
the sole nitrogen source, York and associates identified the
necessity of Plc1 and IPMK but not downstream inositol
polyphosphate kinases for growth on selective media (25).
These results supported the conclusion that it is the produc-
tion of Ins(1,4,5,6)P4 and/or Ins(1,3,4,5,6)P5 that is required
for the regulation of arginine-sensitive gene expression. Al-
though protein determinants of IPMK may play a role in
its functional contribution to arginine-sensitive transcription
(28), additional experiments using IPMK orthologs found in
the fly and plant that lack previously identified yeast regula-
tory sequences suggest Ins(1,4,5,6)P4 and/or Ins(1,3,4,5,6)P5

are themselves sufficient for modulating arginine-dependent
transcription; however, the molecular mechanism remains un-
known (29, 30). Roles for Ins(1,4,5,6)P4 and/or Ins(1,3,4,5,6)P5

in transcriptional regulation have been supported by subse-
quent genetic screens in yeast that identified the requirement of
Ins(1,4,5,6)P4 and/or Ins(1,3,4,5,6)P5 in phosphate-responsive
regulation of chromatin remodeling and transcription (31).
The ipmk null yeast are defective in the induction of the
PHO5 gene in response to phosphate limitation. Remodel-
ing of the PHO5 promoter chromatin is impaired in ipmk
mutant yeast as a result of defects in the recruitment of
ATP-dependent chromatin-remodeling complexes. Specific roles
for either Ins(1,4,5,6)P4 or Ins(1,3,4,5,6)P5 were once again
suggested as chromatin remodeling defects were also evident
in plc1 mutant yeast, but not in yeast deficient in down-
stream inositol polyphosphate kinases (31). A mechanism for
Ins(1,4,5,6)P4- and/or Ins(1,3,4,5,6)P5-mediated regulation of
chromatin remodeling was suggested by in vitro nucleosome
mobilization assays in which Ins(1,4,5,6)P4 and Ins(1,3,4,5,6)P5

were found to have direct stimulatory effects on chromatin re-
modeling complexes (32). However, these latter in vitro studies
have been faulted for the use of nonphysiologic concentrations

of the inositol phosphates, which suggests additional character-
ization of the process is necessary.

The identification in yeast of a concise anabolic pathway for
higher inositol polyphosphates in the nucleus suggests primor-
dial roles for their metabolism consistent with earlier supposi-
tions on the nuclear origin of lipid inositol metabolism (33).
Indeed, IPMK not only functions as an inositol polyphosphate
kinase, but it is also a nuclear lipid inositol PI3K kinase that
predates the evolutionary emergence of the unrelated viral-Src-
and middle-T-antigen associated kinases (discussed above).
Like its water-soluble inositol kinase activities, IPMK-mediated
synthesis of nuclear PtdIns(3,4,5)P3 has also been linked to
transcriptional regulation in yeast (34). Whether transcrip-
tional regulatory roles for Ins(1,4,5,6)P4/Ins(1,3,4,5,6)P5 (or
PtdIns(3,4,5)P3) are evident in higher eukaryotes remains un-
known, although roles in nuclear processes are likely, as nuclear
IPMK paralogs have been identified across evolution, including
mammals.

Characterization of mammalian IPMK showed it had retained
its catalytic versatility and was capable of sequential phospho-
rylation of Ins(1,4,5)P3 to Ins(1,3,4,5,6)P5 (35); however, like
the Ins(1,4,5)P3 3-kinase mammalian IPMK prefers to initiate
this metabolism via C3-hydroxyl phosphorylation. Additional
studies have extended IPMK’s catalytic repertoire and have
suggested that in mammalian systems, IPMK serves to syn-
thesize Ins(1,3,4,5,6)P5 via the C5-hydroxyl phosphorylation of
Ins(1,3,4,6)P4, the product of Ins(1,3,4)P3 phosphorylation by
ITPK1 (discussed above) (36). Thus, in mammals, two pathways
may exist for the production of Ins(1,3,4,5,6)P5. One pathway
is analogous to that found in yeast, mediated exclusively by
IPMK, but the second follows a more circuitous route initi-
ated by Ins(1,4,5)P3 3-kinase and ultimately is still dependent
on IPMK. This latter pathway can be summarized as follows:
Ins(1,4,5)P3 → Ins(1,3,4,5)P4 → Ins(1,3,4)P3 → Ins(1,3,4,6)P4

→ Ins(1,3,4,5,6)P5. Whether both routes do indeed exist in
mammals or whether one pathway predominates is still a mat-
ter of some debate. Perhaps the occurrence of both pathways
simply reflects cytoplasmic versus nuclear signaling. Whichever
the route, production of Ins(1,3,4,5,6)P5 and its more phospho-
rylated derivatives seems to be of preeminent importance for
mammalian systems as deletion of IPMK in mice results in early
embryonic lethality and severe developmental defects (37).

Ins(1,2,3,4,5,6)P6: from chelator
to cofactor

Production of Ins(1,3,4,5,6)P5 is the penultimate step in the
synthesis of the most abundant inositol phosphate on earth,
Ins(1,2,3,4,5,6)P6. Its synthesis is achieved via the phosphory-
lation of Ins(1,3,4,5,6)P5’s lone remaining axial hydroxyl by an
Ins(1,3,4,5,6)P5-2 kinase (IPK1) (26). InsP6’s quantitative dom-
inance on earth is owed largely to its use by plants for phosphate
storage in seeds. Although it was the first inositol polyphosphate
discovered, it was not until the development and application of
high-pressure liquid chromatography (HPLC) techniques in the
analysis of inositol polyphosphates that its prevalence in animal
cells was appreciated. With intracellular concentration in mam-
malian cells ranging between 10 and 100 µM, it is the most
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abundant inositol polyphosphate species, often exceeding most
others by an order of magnitude or more. Even higher concen-
trations have been observed in the slime mold Dictyostelium
discoideum, which possesses unique metabolic pathways for
inositol polyphosphate synthesis independent of inositol lipids
and their hydrolysis by PLC. In fact, in D. discoideum (and in
some plants), higher inositol polyphosphate synthesis can pro-
ceed via the direct sequential phosphorylation of Ins(3)P after
cyclization of glucose-6-phosphate. In these unusual organisms
InsP6 concentrations can reach as high as 700 µM. Because of
its high charge density, InsP6 is a strong chelator that read-
ily forms insoluble salts with polyvalent cations resulting in its
precipitation at higher concentrations. Under cellular ionic con-
dition found in animal cells, soluble InsP6 concentrations are
limited to <50 µM (likely in the form a neutral,stable pentam-
agnisium salt). Thus, it is likely that much of cellular InsP6 is
actually found in a “bound state.”

Several proteins have been identified to bind InsP6. As
InsP6 interacts strongly with positively charged residues, cau-
tion has been urged in interpreting in vitro binding exper-
iments. Nevertheless, physiologic roles for InsP6 have been
suggested in several processes throughout the cell. In the cy-
toplasm, InsP6 binds tightly to clathrin assembly proteins neg-
atively regulating the assembly of clathrin-coated vesicles and
receptor-mediated endocytosis at the plasma membrane (38).
Nuclear roles for InsP6 have also been suggested. In mammals,
DNA double-strand breaks can be repaired by nonhomologous
end-joining (NHEJ) requiring the activity of DNA-dependent
protein kinase (DNA-PK). In vitro studies demonstrated the
stimulation of DNA-PK-dependent NHEJ activity by InsP6and
identified the Ku70/80 subunits of DNA-PK as direct InsP6 tar-
gets (39). Recently, a crystallographic study unexpectedly found
InsP6 bound within the enzymatic core of an RNA editing
enzyme (ADAR2) belonging to a class of adenosine deami-
nases and further demonstrated its requirement as a cofactor for
this class of enzymes (40). Consistent with a conserved role
in processes involving nucleic acids, a yeast genetic screen for
required factors involved in mRNA export unambiguously iden-
tified Plc1, IPMK, and Ipk1 and their sequential enzymatic roles
in InsP6 synthesis (26). Finally, like the IPMK mouse knock-
out, IPK1 knockout mice also display early embryonic lethality
demonstrating a critical role for higher inositol polyphosphate
synthesis in mammalian development (41).

In contrast to the rapid changes upon receptor activation
in intracellular concentrations of lower inositol polyphosphates
(e.g., Ins(1,4,5)P3), InsP6 concentrations seem immutable. This
finding, along with observations of the sluggish incorporation
of radiolabeled inositol into InsP6, prompted interpretations of
slow turnover rates for InsP6 in vivo. However, the identification
of InsP6 as a precursor to even more phosphorylated inositol
polyphosphates overturned these misconceptions and revealed
the true dynamic nature of cellular InsP6.

PP-InsP5 and PP2-InsP4: signaling
and protein phosphorylation

That more than six phosphates can fit onto an inosi-
tol ring was first discovered in D. discoideum (42) and

fluoride-treated pancreatoma cells (43). Subsequent stud-
ies confirmed the widespread evolutionary conservation of
the diphosphate-containing inositols. These “high energy”
molecules contain the fully phosphorylated inositol ring of
InsP6 with additional pyrophosphate moieties on either one
or two α phosphates. The best characterized diphosphorylated
inositol polyphosphates are the diphosphoinositol pentakispho-
sphate (InsP7, PP-InsP5) and bis-diphosphoinositol tetrakispho-
sphate (InsP8, PP2-InsP4) species. In most cell types, these
species are present in submicromolar concentrations, repre-
senting 1–5% of total InsP6 levels. Remarkably, in mam-
malian cells, up to 50% of InsP6 cycles through the more
phosphorylated diphosphates every hour (43). Once again the
slime mold represents the extreme of higher inositol polyphos-
phates metabolism with diphosphates species reaching concen-
trations of 200 µM. Nuclear magnetic resonance spectroscopy
analysis of inositol diphosphates in D. discoideum showed
a single InsP8 isomer possessing pyrophosphates on C5 and
C6 (5,6-(PP)2-InsP4) and the two respective InsP7 isomers,
5-PP-InsP5 and 6-PP-InsP5. So far, in mammalian cells, only
a single InsP7 isomer has been detected and demonstrated to be
the C5-pyrophosphorylated species. The standard free energy of
hydrolysis of the pyrophosphate bond in InsP7 (the nonphysi-
ologic 1-PP-InsP5) has been estimated at 6.6 kcal/mol, higher
than that of adenosine5′-diphosphate (ADP) (6.4 kcal/mol) and
only slightly lower than that of ATP (7.3 kcal/mol). These val-
ues are likely to be quite higher for InsP8 isomers with vicinal
pyrophosphates as a result of steric constraints and strong elec-
trostatic repulsion. In addition to InsP6-derived diphosphates, in-
ositol species derived from the pyrophophorylation of InsP4 and
InsP5 have also been observed while triphosphate-containing
InsP8 species have not been ruled out, implying an overall
more diverse ensemble of high energy inositols than first sus-
pected (44).

The enzymatic capacity for the synthesis of diphosphory-
lated inositides has so far been attributed to a single class
of InsP6-kinases conserved across the evolutionary spectrum.
Indeed the InsP6-kinases, along with IPMK and Ins(1,4,5)P3

3-kinases, define a single, highly related, conserved family with
representative members identified in every eukaryotic genome
studied thus far. Surprisingly, studies examining the occurrence
of this kinase family in some of the “earliest” eukaryotes suggest
InsP6-kinases may be founding representatives as exemplified in
the Giardia genome, which contains a single InsP6-kinase (45).
Along with IPMK and Ipk1, the IP6-kinase (denoted Kcs1 in
yeast) completes the list of identified inositol polyphosphate ki-
nases in the yeast genome. InsP6-kinase can mediate the produc-
tion of both InsP7 and InsP8 as well as diphosphate derivatives
of InsP4 and InsP5 (46, 47). However deletion studies in yeast
(as well as the absence of a clear paralog in plants, although
they contain IPMK) suggest additional enzymes—including an
InsP7-kinase—capable of inositol pyrophosphorylation may ex-
ist (48, 49). It is worth noting that at least in vitro mammalian
and yeast IPMKs have also been shown to generate inositol
diphosphates (35).

As yeast contains only a single InsP6-kinase (mammals
contain three isoforms), much of what we know regarding
the functional roles of inositol diphosphates is the result of
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loss-of-function studies in the kcs1 yeast mutant. Expanding
on roles suggested for InsP6 in vesicle formation and endocyto-
sis, in yeast, InsP7/InsP8 seem to regulate vesicular trafficking.
Loss of Kcs1 results in altered vacuolar morphology with the
appearance of smaller fragmented vacuoles and the accumula-
tion of membranous, vesicular structures as a result of aberrant
endosomal processing (50). Inositol diphosphates also likely
complement the transcriptional regulatory roles of InsP4/InsP5

in phosphate metabolism. InsP6-kinase was in fact identified as
a cDNA stimulating inorganic phosphate uptake into Xenopus
oocytes (51). Furthermore, yeast deficient in inositol diphos-
phate synthesis lack polyphosphate synthesis/storage (52). Re-
cently, a remarkable role for inositol diphosphates in telomere
length maintenance was revealed by studying ipk1 -deficient
yeast (49, 53). Telomeres consist of chromosomal caps of long,
repetitive DNA sequences that prevent nucleolytic degradation
and protect more internal coding sequences from chromoso-
mal shortening associated with cell division. In the absence
of InsP6, InsP6-kinase can use InsP5, which accumulates in
yeast in the absence of Ipk1 . As a result, in ipk1 -deficient
yeast, the products of InsP5 pyrophosphorylation, PP-InsP4, and
(PP)2-InsP3, also accumulate to levels not observed in wild-type
yeast and in fact exceed concentrations normally observed for
InsP7 (PP-InsP5) and InsP8 [(PP)2-InsP4]. When compared with
wild-type yeast, ipk1 -deficient yeast display shortened telomere
length, whereas yeast deficient in InsP6-kinase activity display
increased telomere length, which suggests inositol diphosphates
(increased in ipk1 -deficient yeast and absent in kcs1 -deficient
yeast) negatively regulate telomere extension. Although the
mechanism for these effects remains unknown, inositol diphos-
phates may target the regulatory actions of phosphatidylinos-
itol 3-kinase-related kinases (protein kinases of evolutionary
relation to PI3Ks) known to be involved in telomere-length
maintenance (44). While the functional significance for inos-
itol diphosphates observed in yeast is likely to be conserved in
mammalian cells, the roles for InsP7/InsP8 in mammalian physi-
ology are more difficult to study because of the presence of three
isoforms of InsP6-kinase with distinct subcellular distributions.
In mammals, several lines of evidence suggest inositol diphos-
phates regulate cell death/apoptosis (54) and are dynamically
regulated in response to environmental stress (48).

As is the case for other inositol polyphosphates, binding/
allosteric mechanisms for inositol diphosphates’ functional-
ity have also been proposed, although it must be noted that
binding partners must demonstrate significant specificity to
allow for meaningful regulation by InsP7/InsP8 within the
cellular context of the much more abundant InsP6. In D.
discoideum, where the levels of InsP7/InsP8 rival those of
InsP6, evidence for the specific regulation by inositol diphos-
phates of PH-domain lipid binding (analogous to that sug-
gested for Ins(1,3,4,5)P3 discussed above) has revealed a role
in PtdIns(3,4,5)P3-dependent chemotaxis (55). However, the
high energy potential of the β-phosphates in inositol diphos-
phates suggests unique functionality for this class of inosi-
tol polyphosphates beyond allostery/competition. Indeed, early
characterization of InsP6-kinase demonstrated its capacity for
ATP formation in the reverse by transferring a β-phosphate from
InsP7 to ADP (56). More recently, Snyder and associates have

demonstrated the occurrence of likely more functionally sig-
nificant acceptors of the high energy β-phosphates than ADP:
proteins (57).

InsP7 seems to physiologically phosphorylate a variety of
protein targets, although its activity seems restricted to eu-
karyotes. Identification of specific targets in yeast suggested
a phosphorylation consensus sequence consisting of an acidic,
polyserine stretch interspersed with aspartate or glutamate
residues. Such stretches proved to be excellent CK2 (formerly
casein kinase-2) substrates. However, careful characterization
of the process has demonstrated InsP7-mediated phosphory-
lation to be quite distinct from ATP/kinase-mediated phos-
phorylation. In contrast to ATP, InsP7 does not require sepa-
rate protein kinases but directly phosphorylates its targets in
a nonenzymatic and temperature-dependent reaction. Never-
theless, protein kinases such as CK2 are indeed critical for
the process but function only to “prime” targets. The sig-
nificance of kinase-mediated pre-phophorylation/priming and
its requirement for InsP7-mediated nonenzymatic phosphory-
lation has only recently been elucidated. Biochemical charac-
terization of phophorylated substrates suggests the chemical
nature of InsP7-phosphorylated serines is quite distinct from
canonical phospho-serines. In a dramatic twist to protein phos-
phorylation, InsP7-mediated phosphorylation is in fact serine
pyrophosphorylation (R. Bhandari and S.H. Snyder, personal
communication).

Although the physiologic roles of this novel posttranslational
modification need to be evaluated, serine pyrophosphorylation
likely expands on the already well-defined roles of canonical
protein phosphorylation in modifying protein conformation,
regulating catalytic activity, determining protein localization,
or altering protein–protein interactions. Experiments assessing
these possibilities are currently underway.

Perspective

As the most recently identified members of the inositol poly-
phosphate family, inositol diphosphates expand an already com-
plex and universal signaling network. Although it has been
more than 20 years since the discovery of Ins(1,4,5)P3 as a
second messenger, much of the functional and cell signaling
roles of most inositol polyphosphates remains poorly under-
stood. Nevertheless it is clear that inositol polyphosphates serve
to dynamically organize, regulate, and orchestrate nearly all as-
pects of cell biology (Fig. 3). Full elucidation of their complex
metabolism and roles will likely necessitate the development
of better and less laborious analytic methods for the evalua-
tion/identification of their dynamic regulation as well as meth-
ods to track their subcellular localization. Although such tools
(as well as pharmacologic inhibitors) exist for their lipid coun-
terparts, the inositol polyphosphates have lagged behind, in part
because of their greater complexity. Nevertheless, the molec-
ular identification and cloning of the inositol polyphosphate
kinases (and phosphatases) achieved in the last decade has al-
lowed for the generation of new experimental/genetic models.
Although preliminary characterizations of these have confirmed
inositol polyphosphates’ preeminent importance in cell biology
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Figure 3 Inositol polyphosphates and their cellular functions. Inositol polyphosphates serve to dynamically organize, regulate, and orchestrate nearly all
aspects of cell biology. Depicted are the various roles discussed in the text for Ins(1,4,5)P3, Ins(1,3,4,5)P4, Ins(3,4,5,6)P4, Ins(1,4,5,6)P4/Ins(1,3,4,5,6)P5,
InsP6, and InsP7, only seven of the more than 30 inositol polyphosphates identified to date.

and physiology, they have also revealed how much more we
have yet to learn.

Although every effort was made to cite relevant original
research, unavoidable omissions because of space constraints
exist, for this, the authors apologize. More complete descriptions
and referencing of original sources can be found under “Further
Reading.”
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Integrins are a large family of heterodimeric receptors that mediate the
adhesive behavior of cells. Most integrins bind to extracellular matrix
(ECM) molecules, and they transmit signals that are critical in growth,
development, tissue homeostasis, and host defense. A central feature of
these receptors is their ability to transduce bidirectional signals into and out
of the cell. In this article, we will give an overview of our current
understanding of the structure and cellular signaling functions of integrins.

An amazing feature of life is that cells, the tiny units of an
organism, can develop such elaborate molecular systems to
sense all kinds of environmental information and translate it
into various cellular responses to survive. The extracellular
matrix (ECM) is composed of a complex mixture of polysac-
charides and large fibrous proteins such as fibronectin, collagen,
and laminin. ECM serves as a key environmental cue for cells
in multicellular organisms, because many fundamental cellular
processes, including proliferation, survival, migration, and dif-
ferentiation, are regulated by the cells’ adherence to the ECM
and the composition of the ECM (1, 2). In the 1980s, integrins
were recognized as the major metazoan receptors for the ECM
(3). Ever since, intensive efforts have been made to unravel
its complex functions as an important signal transducer. Im-
portantly, the underlying structure–activity relationships have
also started to be elucidated by resolving the high resolu-
tion three-dimensional (3-D) structure of integrins. It is now
widely appreciated that integrins serve as a pivotal module to
mediate a bidirectional signal transduction, namely outside-in
and inside-out signaling pathways (4). Upon engagement of
ECM ligands, integrins make transmembrane connections to cy-
toskeleton and regulate many intracellular responses through the
outside-in signaling. Conversely, intracellular signaling path-
ways can modulate integrin-mediated cell adhesion to ECM via
the inside-out signaling. In this article, we summarize recent
progress in this area by discussing the bidirectional signaling of
integrins.

Integrin Family (An Overview)

A functional integrin is a heterodimeric protein complex consist-
ing of an α and a β subunit. So far, the mammalian integrin fam-
ily consists of 8 β subunits and 18 α subunits, which are known
to assemble into 24 distinct integrins (Fig. 1). The different
combination of subunits accounts for heterodimer specificity,
with certain integrins showing preference for particular ECM

Figure 1 Different combinations of 18 α and 8 β subunits in mammals
give rise to 24 functional heterodimeric receptors.

molecules (4–6). Each subunit has a large extracellular domain,
a single transmembrane (TM) segment, and a short cytoplasmic
tail (with the exception of β4). The N -terminal portion of the
α and β subunits associate to form the headpiece, which con-
tains the ligand-binding site, whereas the C -terminal segments
traverse the plasma membrane and mediate interaction of the
integrin with the cytoskeleton and other signaling molecules.
Hence, the exterior and interior of a cell are physically linked
by integrins, which allows the bidirectional transmission of
mechanical and biochemical signals across the plasma mem-
brane, and leads to a cooperative regulation of cellular functions,
including adhesion, migration, growth, survival, and differenti-
ation.
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Most integrins bind to ECM components. The ECM is a
complex network of polysaccharides and proteins with high
molecular weight, such as laminins, collagens, vitronectin, and
fibronectin (1, 2). ECM proteins are secreted and organized by
the cells. They, in turn, provide structural support for cells.
In addition, the ECM functions as a physical barrier to or
as a selective filter for soluble molecules (e.g., glomerular
basement membrane). It has also been demonstrated that the
ECM sequesters growth factors and plays a critical role in
the differentiation and growth of various cell types. Integrins
containing the α4, α5, α8, αIIb, or αV subunits recognize the RGD
(Arg-Gly-Asp) motif of ECM components, namely fibronectin
and vitronectin (4–6). Although laminins and collagens also
contain the same RGD sequences, these are normally cryptic
and inaccessible to the integrin receptors. Instead, these ECM
proteins are recognized by integrins containing the α3, α6, and
α7 subunits (laminin-binding receptors) or the α1, α2, α10, and
α11 subunits (collagen-binding receptors).

In addition to serving as ECM receptors, some integrins (e.g.,
integrins of hematopoietic cells) can bind to counter-receptors
on other cells, such as intercellular adhesion molecules (ICAMs)
and the vascular cell adhesion molecule-1 (VCAM-1) (7). In-
tegrins of hematopoietic cells also recognize plasma proteins
that are deposited at sites of injury (e.g., fibrinogen or von
Willebrand factor) and complement factors. Other ligands of
integrins include inhibitors of platelet aggregation that are se-
creted by leeches and ticks and the disintegrins present in
snake venoms. Interestingly, several bacterial pathogens such
as Borrelia burgdorferi (Lyme disease), Bordetella pertussis
(whooping cough), and Yersinia spp. as well as viruses such
as adenovirus, coxsackievirus, echovirus, foot-and-mouth dis-
ease virus, HIV (Tat protein), hantavirus, and papillomavirus
use integrins as their receptors (8). Interactions between inte-
grins and ADAMs (A disintegrin and metalloprotease) have also
been documented (9).

Integrin Regulation of Outside-In
Signaling
Integrins recognize positional cues encoded by the ECM and
convert them into biochemical signals that control a wide spec-
trum of cellular behaviors. ECM binding to integrins leads to
integrin clustering and recruitment of actin filaments and sig-
naling of molecules to the cytoplasmic domain of integrins (4).
These specialized, cell adhesion organelles and signaling centers
are named focal complexes (nascent adhesion structures) or fo-
cal adhesions (FAs; fully formed, mature adhesion structures). It
has been documented that more than 20 different important sig-
naling proteins are recruited to the ECM/integrin-binding site.
Because of the length limit of this article, we will only focus on
the role of the MAPK (mitogen-activated protein kinase) path-
way, FAK, ILK, and Rho family small G proteins in mediating
the outside-in signaling of integrin (summarized in Fig. 2).

MAPK Pathway
Activation of the MAPK pathway provides a common route
leading to transcriptional regulation of genes that are crucial

for cell-cycle progression and differentiation (10). In a classic
model, activation of Ras via growth factor receptors (GFRs)
leads to sequential stimulation of the protein kinases Raf, MEK,
and, finally, the MAP kinases Erk1 and Erk2. It is now well
established that, in addition to growth factors, many normal
cells require adhesion to the ECM to proliferate (11). Without
cell adhesion to ECM, soluble mitogens alone cause a transient
and relatively modest activation of Erk. On the other hand,
integrin-mediated adhesion also causes a weak activation of
Erk in cells deprived of growth factors. Transient activation
of Erk is not sufficient to promote transcription of Cyclin D,
but it induces transcription of the CDK inhibitor p21 (12).
Combined activation of both integrins and GFRs is thus required
to activate Ras-MAPK signaling beyond the threshold necessary
for transcription of cyclin D (13). Interestingly, an in vivo
study revealed that integrin αvβ3 antagonists reduced long-term
Erk activation in endothelial cells, which supports the biologic
relevance of the in vitro results (14).

Several signaling proteins involved in this pathway have been
found in focal adhesion complexes. Based on current under-
standing, integrin signaling activates ERK through two major
mechanisms: the SFK (Src Family Kinase)/FAK pathway, which
is activated by most, perhaps all, integrins (will be discussed in
details later); and the SFK/Shc pathway (15), which is activated
by a subset of integrins through the transmembrane segment of
their α subunits. Both pathways are required for efficient joint
integrin/GFR signaling to ERK, as supported by the effect of
mutations that inhibit either one of the two pathways (16–18).
The α subunit-dependent SFK/Shc signaling is necessary and
sufficient for activation of ERK in several cell types (18, 19).
Shc is an adaptor protein containing SH2 and a phosphotyrosine
binding (PTB) domain, which links tyrosine-phosphorylated sig-
nal transducers to Ras (15). Upon binding to activated receptors,
Shc is phosphorylated on tyrosine, which serves as a binding site
to the Grb2/mSOS complex. This process leads to the juxtapo-
sition of the GTP exchange factor domain of mSOS to Ras, and
it subsequently activates Ras. In addition, recent results indicate
that Shc is also a potent PI3K/Akt activator (20). In hematopoi-
etic cells, phosphorylated Shc recruits gab2 through Grb2. Gab2
in turn recruits the regulatory subunit of PI3K, which leads to
PI3K activation.

In addition to the Shc-mediated response, some integrins
may directly cooperate with GFRs. For example, the αVβ3

integrin receptor has been found to uniquely associate with
insulin receptor substrate 1 (IRS-1), which is a cytoplasmic
signal transducer of the insulin and insulin-like growth factor
receptors (IGFRs) (21). IRS-1 is tyrosine phosphorylated by
the activated IGFR and subsequently binds to a variety of other
signaling molecules. In cells that have adhered to ECM, such
as vitronectin through the αVβ3 integrin, a subset of IRS-1
binds to the integrin. This interaction substantially enhances
the growth-stimulating function of insulin and IGF. In another
example, a 190-Kd protein that is tyrosine phosphorylated as a
result of PDGF receptor activation also binds to αVβ3 receptor,
which suggests that there could be cooperation between this
integrin and the PDGF signaling pathway (22). Previous studies
have also shown that engagement of β1or αV integrin can induce
tyrosine phosphorylation of EGFR (epidermal growth factor
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Figure 2 Integrin receptors relay signals from ECM to regulate a wide spectrum of cellular processes, including migration, cell cycle, survival, and cell
differentiation. (Please see text for details of the outside-in signaling of integrins.)

receptor) and partially activate EGFR signaling, which leads
to subsequent activation of ERK1 (23, 24).

Integrin-mediated adhesion not only activates ERK but also
JNK (25–27). JNK is another member of the MAPK fam-
ily, which is activated by stress stimuli, such as UV-radiation,
hyperosmolar conditions, and inflammatory cytokines (28). Af-
ter activation, JNK translocates into the nucleus and phos-
phorylates the transcription factor c-Jun, thereby activating
c-Jun-dependent transcription (29). c-Jun activation plays an in-
dispensable role in initiation of DNA synthesis (30). Thus, cells
derived from mice lacking JNK1 and JNK2 or c-Jun display de-
fective proliferation (31, 32). Integrins can activate signaling to
JNK in the absence of a significant contribution from GFRs.
α6β4 can activate JNK through Shc and a downstream pathway
involving Ras, PI3-K, and Rac (25), whereas β1 and αv integrins
signal to JNK through the FAK/Cas/Rac pathway (27, 33). In ad-
dition, the β2 integrins are associated with JAB1, a coactivator
of c-Jun. Upon their association, a subset of JAB1 moves to the
nucleus and transactivates c-Jun-dependent transcription (34).
The existence of multiple mechanisms of integrin-dependent
regulation of c-Jun further highlights the importance of this
pathway in integrin signaling.

FAK

Early studies on integrin-mediated cell adhesion and signaling
demonstrated that cell adhesion to the ECM was accompanied

by integrin aggregation, and that this clustering could trigger
increased tyrosine phosphorylation of various intracellular pro-
teins (35). As integrins lack intrinsic tyrosine kinase activity,
proteins in the integrin/ECM-binding site (focal adhesions) were
dissected carefully to identify potential tyrosine kinases that
could mediate this signaling event. Interestingly, a predomi-
nant protein in focal adhesions, which was shown to undergo
rapid tyrosine phosphorylation after integrin ligation and clus-
tering, is a 120-kDa nonreceptor tyrosine kinase known as FAK
(25, 36, 37). FAK lacks SH2 and SH3 domains, but contains
an N -terminal FERM domain, a central kinase domain, and a
C -terminal focal adhesion targeting (FAT) domain (38, 39). Di-
rect association of FAK and integrin cytoplasmic tails has been
demonstrated (40). However, the role of this direct interaction
remains unclear. The integrin-binding site in FAK was mapped
to the region N -terminal to the central kinase domain; however,
this region is not required for localization of FAK to focal ad-
hesions. Instead, the C -terminal FAT domain is both required
and sufficient for FAK localization to focal adhesions. It has
been shown that talin binds directly to the C -terminal domain
of FAK (41) and also interacts with vinculin and thereby pax-
illin (42). Thus, the recruitment of FAK to activated integrin
clusters could be indirect.

A tempting model has been proposed that, upon recruitment
to focal adhesion complexes, FAK undergoes conformational
change and interacts through its amino terminal domain with the
integrin cytoplasmic tail (43–45). The amino terminal domain of
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FAK could fold back onto the kinase domain and play a negative
autoregulatory role. Thus, this conformational change may be
a prerequisite for FAK’s catalytic activity. The phosphorylation
of FAK then initiates a cascade of phosphorylation events and
new protein–protein interactions. Phosphotyrosine 397 serves
as a binding site for Src family kinases via the SH-2 domain
(46–48). Conversely, it has also been shown that tyrosine 397
is phosphorylated at a significantly lower level in cells lacking
SFKs (49), suggesting that the SFK can phosphorylate FAK
at Tyr 397 and then bind to it. Hence, SFKs could function
both upstream and downstream of FAK. In addition, Src can
phosphorylate FAK at other tyrosine residues, such as tyrosine
925, which creates a binding site for the Grb2–mSOS complex,
resulting in activation of MAPK (50, 51).

The two major substrates of SFKs at focal adhesions are
p130CAS and paxillin. CAS associates with FAK through the
SH3 domain of CAS and the proline-rich motif at FAK C
terminus (52). CAS contains a C -terminal proline-rich segment,
through which it interacts with the SH3 domain of Src and
likely other SFKs, and a large substrate domain, which contains
several phosphotyrosine sites mediating the interaction with
adaptor proteins, such as Crk and Nck (53). Crk associates with
DOCK180 in many cells (54). DOCK180 is the mammalian
counterpart of C. elegans gene, ced-5, which is involved in
the regulation of phagocytosis and cell migration in nematode
(55). Overexpression of DOCK180, along with CAS and Crk,
can stimulate membrane ruffling, which is a hallmark of Rac
activation. Crk also binds to the GTP exchange factor (GEF)
C3G, which activates the Ras-related small G protein Rap1
(56, 57). Rap1 in turn reinforces integrin adhesion to the ECM
by an inside-out activation mechanism (58–60). Additionally,
because B-Raf is a target of Rap-1 and, like other Raf isoforms,
promotes signaling to Erk, Crk/C3G signaling at focal adhesions
results in activation of Erk in cells that express B-Raf (16).
Paxillin is phosphorylated by SFKs at Tyr 31 and 118 and can
recruit Crk as CAS (61). Furthermore, paxillin can associate
with Csk, which suppresses SFKs (62), and PTP-PEST (63),
which can dephosphorylate CAS (64). Thus, paxillin could
potentially participate in a negative feedback loop. Paxillin also
associates with p120Ras GAP (GTPase-activating protein) and
prevents it from binding to and suppressing p190RhoGAP (65).
Therefore, paxillin may inhibit Rho activity during the initial
phase of cell adhesion. Furthermore, paxillin is associated with
a complex containing the adaptor PKL, the GEF Pix/Cool, and
the Cdc42/Rac target-effector PAK, and it may play a role in
linking Cdc42 and Rac to PAK and its downstream targets, such
as LIMK and MLCK (66, 67). Lastly, paxillin can recruit the
Abl tyrosine kinase from the nucleus to focal adhesions upon
integrin ligation (68). At focal adhesions, Abl phosphorylates
Ena/VASP proteins, thus regulating actin cytoskeleton (69).

Phosphotyrosine 397 of FAK associate with the SH2 domain
of p85 subunit of PI3-K (70). This direct interaction could
activate PI3-K and thus promote cell survival. The same residue
on FAK also mediated association with other proteins containing
SH2 domain, including p120 Ras GAP, PLCγ, and GRB7
(71–73). In addition, FAK contains two proline-rich motifs
at the C -terminal portion, which mediates interaction with
various SH3-domain-containing proteins, such as CAS, Graf,

ASAP1, and Endophilin A2 (74–77). N -terminal region of
FAK has also been shown to associate with signaling proteins,
such as N-WASP (78). Thus, FAK can relay the integrin
signaling to affect a wide variety of pathways, which in turn
regulate various cellular processes, including growth, survival,
differentiation, and migration. In addition to the study on in
vitro cell culture systems, the analysis of FAK knockout mice
has provided important insight into the biological function of
FAK in vivo. Constitutive as well as tissue-specific knockout of
FAK have implicated it in many physiological and pathological
processes, ranging from embryonic development, angiogenesis,
and cortical basement membrane assembly or remodeling to
tumorigenesis in skin, and heart hypertrophy (79–84).

ILK
ILK was identified by yeast two-hybrid screen for proteins
that could bind to the cytoplasmic tail of integrin (85). The
N -terminal domain of ILK contains three ankyrin repeats, which
mediate protein interactions, and a putative fourth ankyrin
repeat that lacks some conserved residues. The C -terminal
portion shares significant sequence homology to Ser/Thr protein
kinases. A pleckstrin homology (PH) domain is situated between
these two domains. It is now widely accepted that ILK functions
as the central component to organize a heterotrimeric protein
complex named IPP (ILK, PINCH, and Parvin) complex (86,
87). ILK binds PINCH through the N -terminal ankyrin-repeat
domain and parvins through the kinase domain. ILK may also
link the IPP complex to the cytoplasmic tails of integrins. The
IPP complex functions both as an adaptor between integrins
and the actin cytoskeleton and as a hub that regulates various
signaling pathways.

It remains controversial whether ILK is a real protein ki-
nase. The kinase domain of ILK shows significant homology
to Ser/Thr protein kinases, except residues within the catalytic
loop and the conserved DXG motif (88). Thus, ILK lacks a
conventional catalytic base and Mg2+-chelating residues. How-
ever, recombinant, purified ILK has been shown to be able
to phosphorylate several substrates in vitro (89–91), includ-
ing GSK3β and AKT, which regulate many different signaling
pathways. It is well established that AKT activation requires
phosphorylation of Thr at position 308 by phosphatidylinositol
3-kinase (PI3K)-dependent kinase-1 (PDK1) and Ser at position
473 by PDK2 [which is also known as hydrophobic-motif ki-
nase (HMK)]. Recent studies suggest that ILK could function
as an HMK, and this notion is further supported by immuno-
precipitation assays showing that ILK directly binds to AKT
(90). However, it is not clear whether ILK possesses sufficient
activity to function as a physiologically relevant kinase in vivo.

The function of the IPP complex as a signaling platform
could be achieved mainly through its interaction with other
proteins. Many IPP functions are consistent with a role for the
IPP complex at focal adhesions. For example, the regulation of
podocyte adhesion and spreading (92), platelet aggregation (93,
94), neuronal spreading and outgrowth (95, 96), and leukocyte
recruitment (97) all support the notion that the IPP complex
regulates actin-cytoskeleton dynamics and integrin activation in
focal adhesions. As mentioned, ILK binds directly to the cyto-
plasmic tails of integrins (85), and it is connected to the actin
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cytoskeleton through its interaction with parvins (98). Interac-
tions with the cytoskeleton can also be mediated by the adaptor
protein paxillin, which binds to ILK through a paxillin-binding
site (PBS) within the kinase domain of ILK. Paxillin binds
to F-actin via interactions with α-parvin and the actin-binding
adaptor molecule vinculin (61, 98, 99). In addition, ILK binds
to UNC-112, the Caenorhabditis elegans orthologue of verte-
brate MIG2/kindlin-2, which binds to migfilin (100). Migfilin
in turn binds to filamin—an adaptor protein that interacts with
several molecules, including F-actin and integrins.

The presence of the different PINCH or parvin isoforms
provides the signaling specificity of the IPP complexes. For
example, PINCH2 can compete with PINCH1 for ILK bind-
ing, but it failed to relay integrin signals to cell spreading
and migration (101). Functional differences between PINCH1
and PINCH2 might develop at least partially from differen-
tial interaction of the Ras-suppressor protein RSU1. RSU1 is
a negative regulator of JNK activation (102–105). It associates
with the LIM5 domain of PINCH1, but not PINCH2. In addi-
tion, PINCH1, but not PINCH2, associates with Thymosin-β4
through the LIM domains -4 and -5 of PINCH1 (106). This
interaction can increase ILK activity and positively influences
migration and survival of cardiac cells. PINCH1 also binds to
NCK2, an adaptor protein in vitro through a LIM4–SH3-domain
(Src-homology-3 domain) interaction (107, 108). However, the
physiological relevance of this interaction is not clear. α-Parvin
can bind to F-actin directly. It also interacts with paxillin,
which could further bridge it with actin cytoskeleton. HIC5,
a paxillin-related protein, also associates with α-parvin (98). In-
terestingly, HIC5 shuttles to the nucleus, where it modulates the
expression of several genes (109, 110). Furthermore, α-parvin
specifically binds to TESK1, a Ser/Thr kinase that phosphory-
lates cofilin (111). β-Parvin can bind to the actin-cross-linking
protein α-actinin and the guanine nucleotide-exchange factor
α-PIX (112, 113). It therefore provides a connection between
the IPP complex and the Rho family GTPases, Rac1, and Cdc42.
α-PIX, in turn, binds to PAK1 (114), a Rac1/Cdc42 effector that
regulates cytoskeletal dynamics. Furthermore, α-PIX can asso-
ciate with the protease subunit calpain-4 (115). Calpain-4 has
been shown to cleave talin, which serves as the rate-limiting
step in the disassembly of focal adhesions (116).

Cytoskeleton and Rho Family Small
GTPase
The initial study from Alan Hall’s group described that addition
of serum or LPA stimulates the formation of stress fibers and
focal adhesion in serum-starved Swiss 3 T3 cells, which retain
only a few stress fibers and are devoid of focal adhesions
(117–120). Later, it was found that the induction of cortical actin
assemblies and formation of focal adhesions can be ascribed
to the action of different Rho family proteins. Rho family of
proteins are Ras-related small GTPase consisting of Rho A,
B, C, D, and E; Racs 1, 2, and E; and Cdc42, Rho G, and
TC10 (121). It is now well established that Rho is involved
in the organization of focal adhesions and stress fibers; Rac
is responsible for the membrane ruffling and extension of
lamellipodia; and Cdc42 controls the formation of filipodia
(121).

In addition to the growth factor receptors, Rho family mem-
bers can also be activated by integrins. During adhesion and
spreading on an ECM, cells develop filopodia and lamel-
lipodia, which are regulated by Cdc42 and Rac, respectively.
Integrin-mediated adhesion can activate Cdc42 and Rac (122).
Like other small GTPase, Rho family protein is active when
GTP-bound and inactive when GDP-bound. Activation of Rho
proteins is catalyzed by GEFs and inactivation is induced
by GAPs that stimulate the intrinsic GTPase activity of the
Rho proteins. Vav1, a hematopoietic cell-specific GEF, is acti-
vated upon integrin engagement (123). However, the closely
related GEF Vav2, which is widely distributed, is activated
downstream from growth factor receptors but not from in-
tegrins (124, 125). Nevertheless, a dominant-negative mutant
of Vav2 blocked lamellipodium formation and spreading on
fibronectin, suggesting that Vav2 plays a role in Rac activa-
tion after integrin engagement (126). Furthermore, integrins
may activate Rac through other pathways. P130cas and pax-
illin associate with FAK, and both of them have been linked
to Rac activation. As mentioned above, tyrosine phospho-
rylation of p130cas promotes the formation of a functional
complex consisting of Crk, DOCK180, and ELMO (127).
DOCK180 can function as a Rac GEF, even though it lacks
the Dbl-homology/pleckstrin-homology tandem domains char-
acteristic of conventional Rho family GEFs (127, 128). Pax-
illin associates with another complex consisting of PKL/GIT
and Pak-interacting exchange factor (PIX), the latter being a
conventional Rac GEF (61). Interestingly, recent work demon-
strated that, in addition to their effect on GTP loading, in-
tegrins independently control the translocation of active Rac
to the plasma membrane (129). This step is required for Rac
binding to its downstream effectors. Integrins can increase
membrane affinity for Rac, leading to RhoGDI dissociation
and effector coupling locally, in the vicinity of integrins.
Furthermore, integrin-regulated Rac binding sites are within
cholesterol-enriched membrane microdomains or lipid rafts. In-
tegrins control Rac signaling by preventing the internalization
of Rac-binding sites in lipid rafts.

Regulation of Rho A activity by integrins is more compli-
cated. It has been shown that integrin engagement leads to a
transient depression in RhoA activity, followed by activation
(130). The depression could play an essential role in lamel-
lipodial extension during cell migration (131). The mechanism
for this depression is not completely understood, but it may in-
volves Src, FAK, paxillin, and p190RhoGAP (64, 65, 132, 133).
However, different integrins may initiate different response of
Rho A activity. Engagement of α6β4 resulted in stimulation of
RhoA activity, in contrast to the depression induced by clus-
tering of β1 integrins (134). Overexpression of β3 integrin in
CHO cells resulted in a pronounced increase in Rho–GTP levels
when the cells were plated on fibronectin or fibrinogen, whereas
β1 integrin overexpression had no effect (135). In contrast,
re-expression of β1 subunits in β1-deficient cells stimulated
RhoA activity, whereas β3 had no effect (136). This contro-
versy could be due to the difference of cell types used in these
two studies.

Rho family proteins serve as important mediators for inte-
grin outside-in signaling. Integrin clustering and focal complex
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formation requires the activity of Rho family proteins (137).
It has been shown that integrins can stimulate the production
of Phosphatidyl Inositol biphosphate (PIP2), and recent stud-
ies have provided evidence that this regulation is mediated by
Rho family proteins (138, 139), possibly through its interac-
tion with a type I isoform of phosphatidyl inositol 4-phosphate
5-kinase (PIP4-5K) (140). The increase in PIP2 synthesis by
Rho A could be relevant to focal adhesion assembly because
the actin-binding activity of several cytoskeletal proteins, such
as profilin and gelsolin, is modulated by PIP2 (138) and PIP2
is enriched in focal adhesion plaques. As a result, Gilmore
et al. reported that the association of PIP2 with vinculin induces
a conformational change of vinculin, allowing it to associate
with talin, which in turn binds actin (141). Consistent with this
notion, injection of anti-PIP2 antibodies into fibroblasts inhib-
ited Rho-mediated stress fiber and focal adhesion formation.
Furthermore, dominant-negative mutant of Rho suppresses the
activation of Erk in response to ligation of integrins, suggesting
that a Rho-mediated signaling pathway is necessary for the ac-
tivation of ERK after integrin-mediated cell adhesion (142). In
addition to PIP4-5K, RhoA associates with and activates Rho
kinase (143, 144). Rho kinase plays an important role in the as-
sembly of focal adhesions. It phosphorylates the myosin-binding
subunit of myosin light chain (MLC) phosphatase, thereby sup-
pressing the enzymatic activity of the phosphatase (145). It has
also been shown that Rho kinase can phosphorylate MLC at the
same site phosphorylated by MLC kinase (146). The resulting
increase in MLC phosphorylation could induce a conformational
change in myosin, which would increase its binding to actin
filaments, promote actomyosin contractility, and induce the for-
mation of focal complexes and stress fibers (147).

Rho family proteins play a central role in remodeling of
actin cytoskeleton. First, Rac/Cdc42 can stimulate new actin
filament formation via activation of Arp2/3 complex, which
initiates the formation of new actin filaments on the sides of
existing filaments to form a branching actin filament network
(148). Rho family protein can also activate Diaphanous-related
formins (DRFs) to promote polymerization of actin monomers
(149–151). Interestingly, Butler et al. have recently found that
purifed αVβ3 integrin complex can dramatically accelerate the
rate of actin assembly, which is dependent on the sequestration
of DRFs (152). In addition, Rac can stimulate actin polymer-
ization by promoting the uncapping of cortical actin filaments
(138). In resting state, actin filaments are capped at their barbed
ends with capping proteins to prevent spontaneous actin poly-
merization. Similar to Rho, Rac acts via a phosphatidylinositide
4-phosphate 5-kinase (PIP 5-kinase) to induce the formation of
PIP2 in platelets. PIP2 then displaces capping proteins from the
barbed ends of actin filaments (153, 154). PAK (p21-activated
kinase) is an important target of Rac/Cdc42 (155). Like Rho
kinase, PAK can affect the phosphorylation of both myosin II
heavy chain (156) and MLC (157, 158). As well as phosphory-
lating myosin, PAK can stimulate the activity of LIM-kinase
(159). LIM-kinase phosphorylates, and inactivates cofilin, a
protein that depolymerizes F-actin (160). There is strong ev-
idence that cofilin is involved in lamellipodium extension and
cell migration (161, 162), through promoting release of actin
monomers that can then be reincorporated into growing actin

filaments at the plasma membrane and/or by severing actin
filaments and thereby providing more barbed ends for actin
polymerization (163, 164).

Regulation of Integrin Through
Inside-Out Signaling, a Structural
View

As the signals that are transduced by integrins from the out-
side of the cell to the inside were being elaborated, parallel
investigations on the regulation of integrin affinity revealed
that information also flowed in the opposite direction—from
integrin cytoplasmic tails to the extracellular ligand-binding do-
main, usually named the “inside-out” signaling of integrin. This
process was actually described even before the molecular def-
inition of integrins. Bennett and Vilaire found that the binding
of platelets to fibrinogen is subject to regulation by agonists
(165). It was then shown that this regulation was not depen-
dent on the recruitment of receptors to the surface, rather to
an increase in the binding activity of the receptor, and that
leukocyte adhesion receptors were subjected to a similar reg-
ulation of ligand-binding affinity (166, 167). After cloning of
integrins, it became clear that most leukocyte and platelet inte-
grins, including β1-containing integrins, exist in a resting state
until activated, and that a variety of agonists could regulate this
process (4, 6). The physiological relevance of this regulation is
obvious. It prevents the spontaneous adhesion of platelets and
leukocytes within the circulation or to the blood vessel wall,
but allows the rapid response upon injury.

Earlier studies using biophysical approches and antibod-
ies that specifically recognize the activated state of integrins
demonstrated that their activation involves alterations in inte-
grin conformation (168–172) and that the cytoplasmic tails of
integrins regulate ligand-binding activity (173). Regulation of
inside-out signaling is multifaceted and has been well char-
acterized in hematopoietic cells. For example, in lymphocytes,
several signaling pathways have been implicated in regulation of
integrin inside-out signaling, including 1) the pathway involv-
ing phosphatidylinositol 3-kinase, Rho, RAP1 (a Ras-related
small GTPase), RAPL (regulator of adhesion and cell polar-
ization enriched in lymphoid tissues), and DOCK2 (dedicator
of cytokinesis 2), which together mediate chemokine-induced
modulation of LFA1 (lymphocyte function-associated antigen
1) activity; 2) the pathway that involve TEC-family kinases,
VAV1, ADAP (adhesion- and degranulation-promoting adap-
tor protein), RAP1, and RAPL, which are responsible for
T-cell-receptor-triggered modulation of LFA1 avidity (174).
Recent data has also focused attention on talin as an indis-
pensable mediator of inside-out signaling (175). Changes in
ligand-binding affinity are largely due to changes in the con-
formation of the extracellular domain, which are initiated by
interactions at the integrin’s cytoplasmic face. Understanding
the details of integrin activation is greatly facilitated by re-
cent studies resolving the 3-D structure of integrins. Talin
binds to most integrin β cytoplasmic tails through a structurally
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conserved phosphotyrosine-binding domain (PTB)-like interac-
tion (176). Overexpression of talin fragments containing this
PTB-like domain activates integrins, whereas knocking down
talin expression with small interfering RNAs or sequestration of
talin blocks β1 and β3 integrin activation in different cells (175,
177). Furthermore, mutations in conserved residues in talin or
the integrin β tail that disrupt their interaction prevent activa-
tion (175). Thus, the binding of the talin PTB-like domain to the
integrin β tail serves as a common step in integrin activation.

The conserved membrane-proximal portions of integrin α and
β cytoplasmic tails control integrin activation. Mutation or trun-
cation of this region results in constitutive integrin activation
(178). Furthermore, replacement of the regions by heterodimeric
coiled-coil peptides or a covalent cross-linking of the tails in-
activates integrins, whereas breaking the coiled-coil or the co-
valent bond activates them (179). It has been proposed that
the membrane-proximal regions of α and β cytoplasmic tails
associate through a salt bridge between a conserved Arg in
the α tail and an Asp in the β tail, thereby keeping the in-
tegrin heterodimer in an inactive state (178). The talin head
domain can disrupt the salt bridge formed between αIIb-Arg995

and β3-Asp723 (180) (Figure 3). Therefore, talin binding may
activate an integrin by disrupting a “clasp” between the α and
β cytoplasmic tails, leading to tail separation and integrin acti-
vation. However, this clasp has not been consistently observed
(179) in structural studies of isolated integrin cytoplasmic do-
mains, and the interaction between tails was of low affinity.
Therefore, although α and β tail interactions may occur via a
salt bridge, the strength of this interaction appears to be modest.

In addition to the “clasp” model, a “piston” model has
been proposed. In this model, it is the displacement of the
membrane-proximal domain from the membrane that leads to
integrin activation by shortening of the TM domain. Integrin
cytoplasmic domains contain remarkably conserved sequences
consisting of a Trp–Lys (Arg) doublet that is predicted to
terminate the TM sequence. This doublet is followed by the
membrane-proximal region, a hydrophobic stretch of four or
five residues terminated by strongly polar residues, which are
hotspots for mutations that activate integrins (181, 182). It has
been shown that fragments of talin that activate integrins perturb
NMR resonances in the membrane-proximal region, whereas a
subdomain of talin that binds to the tail but fails to activate

Figure 3 Talin binds to the cytoplasmic tail of the integrin β subunit and
activates the ligand-binding affinity of integrin. The potential mechanisms
could involve the disruption of ‘‘clasp’’ (the salt bridge between two polar
residues, Asp and Arg, at the membrane proximal region), or shortening
the transmembrane region of integrins (the ‘‘piston’’ model).

αIIbβ3 perturbs the NMR resonances to a much lesser extent. In
addition, the αIIb cytoplasmic tail, which blocks talin interaction
with the membrane-proximal region of the β3 tail, prevents
αIIbβ3 activation (183). Glycosylation mapping have indicated
that the membrane-proximal domains of the α and β subunits
can reside within the membrane and that certain activating
mutations in this region can displace them from the membrane,
thereby shortening the TM domains (184, 185). Various targeted
and random activating mutants of integrin αIIbβ3 would be
predicted to shorten the TM domain in a similar manner (173,
181, 182, 186). However, studies with isolated αIIb and β3
peptides and liposomes suggest that an upward movement of
membrane-proximal helices upon talin binding could contribute
to integrin activation (187). Resolution of this controversy will
require further structural analysis of integrin.

Propagation of the inside-out activation signal across the
plasma membrane is mediated by the TM helices. The TM he-
lices of the inactive, but not active, integrin show a periodic
disulfide cross-linking pattern (188), suggesting that the TM he-
lices specifically interact in the inactive state and that this inter-
action is disrupted upon activation. Many membrane-embedded
activating mutations identified by random and site-directed mu-
tagenesis studies further support this notion (181, 189, 191).
However, the molecular details of these interactions are not
fully understood. Furthermore, CFP and YFP fluorophores fused
to the C -termini of α and β subunits showed decreased fluores-
cence resonance energy transfer (FRET) upon integrin activation
by a variety of stimuli (191), implying cytoplasmic domain sep-
aration during integrin activation. So the cytoplasmic domain
separation, and therefore TM separation, might be the critical
step in activation. However, another possibility cannot be ruled
out—that mutations of the TM domain might lead to altered ori-
entation of the TM domains instead of actual separation; such
an alteration of orientation is also consistent with the reported
FRET results (191).

A number of key questions concerning the integrin activa-
tion remain unresolved. Although we know that the membrane-
proximal region and TM region of integrins controls the acti-
vation, other mutagenesis results indicate that the C -terminal
membrane distal region of the α or β cytoplasmic tails is also
important in regulating integrin activation via a mechanism that
is yet unknown. Thus, the whole picture for the inside-out acti-
vation may be substantially more complicated. In addition, there
may exist other proteins besides talin that bind to the cytoplas-
mic tails and that regulate the conformational change required
for integrin activation. The current “clasp” or “piston” model
explains how the alterations of the cytoplasmic tail and TM
region of integrins relieve the structural constraint and allow
the unbending of the extracellular domain to attain the high
affinity ligand-binding state (192). However, a thorough molec-
ular understanding of integrin inside-out signaling awaits further
structural analysis of the intact receptor in inactive and active
states.
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Concluding Remarks
Recent years have witnessed exciting progress in understanding
integrin signaling, owing to structural analyses and characteriza-
tion of proteins that interact with integrin. The role of integrins
in vivo has also been revealed by the functional studies of
gene-targeted mice (193). Interestingly, despite the fact that
the binding specificities of many of the integrins overlap, the
loss of almost any integrin subunit leads to defects with vary-
ing severity in knockout mice, providing the strongest evidence
for biological relevance of integrin signaling. However, many
molecular details of integrin signaling remain elusive. Answers
are likely to come from using advanced techniques to study
the structure of integrins in their native membrane environ-
ments, from determining how integrin-binding proteins receive
and relay signals to imaging dynamic integrin interactions at the
molecular level. Importantly, studies over the past two decades
in this field have led to the development of clinically useful
or promising integrin antagonists combating diseases such as
cancer, cardiovascular defect, and inflammatory diseases (194).
Thus, a thorough understanding of integrin signaling should lead
to even greater opportunity for novel therapies.
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Evolutionarily conserved membrane-embedded enzymes somehow use
water to hydrolyze peptide bonds that reside within the lipid bilayer. These
proteases are stitched into the membrane and bear little or no sequence
similarity to other known proteases with one exception: All known
intramembrane proteases apparently have converged on catalytic
mechanisms that resemble those of proteases that reside in the aqueous
milieu. The identities of these residues suggest that the intramembrane
proteases use catalytic functionalities similar to those found in their soluble
counterparts. However, in contrast to classical proteases, residues essential
for catalysis lie within predicted hydrophobic transmembrane domains.
Current research is focused on elucidating the range of biologic roles of
these proteases, identifying their substrates, and understanding their
structure and mechanism of action. Such knowledge is important because
the intramembrane proteases discovered thus far play critical regulatory
roles in biology and contribute to human disease.

Proteases catalyze the hydrolysis of the amide bonds that link
amino acids together in peptides and proteins, and this pro-
cess requires the concerted effort of key residues within the
active site of the enzyme. These hydrolytic enzymes are clas-
sified into four general types based on their catalytic residues
and mechanism of action: 1) serine/threonine proteases, 2) cys-
teine proteases, 3) aspartyl proteases, and 4) metalloproteases.
Each of these four main protease categories contains hundreds
of known examples and has representatives in all forms of
life (1). Until recently, all the identified proteases had been
water-soluble enzymes: Either the entire enzyme normally is
found in an aqueous environment or a membrane anchor holds
down an otherwise aqueous protease. In recent years, however,
new proteases have been discovered that apparently are embed-
ded within the hydrophobic environment of the lipid bilayer
and yet somehow carry out hydrolysis on the transmembrane
region of their substrates in the generally water-excluding en-
vironment of the membrane. Another unusual feature of this
process are the substrates, which typically are folded into an
α-helix, a conformation that makes the backbone amide bonds
inaccessible to nucleophilic attack because of steric hindrance
by the amino acid side chains. These intramembrane-cleaving
proteases (I-CLiPs) (2) therefore must create an environment
for water and the hydrophilic residues needed for catalysis and
must bend or unwind their substrates to make the amide bonds
susceptible to hydrolysis. Supporting these mechanistic notions
is the observation that these newly discovered I-CLiPs appar-
ently are variations on familiar themes in protease biochemistry:
Despite the novelty of being membrane-embedded and cleaving
transmembrane domains, the residues essential for catalysis by

these I-CLiPs are virtually the same as those found in aqueous
proteases.

The S2P Family of Metalloproteases

The first discovery of an I-CLiP arose from studies on the
regulation of sterol and fatty acid metabolism. Sterol regulatory
element binding proteins (SREBPs) are transcription factors that
promote the expression of genes involved in the synthesis of
cholesterol and fatty acids (3). Coordinated gene expression is
controlled through negative feedback inhibition by cholesterol
to ensure that lipids and sterols are produced only when needed.
SREBPs are synthesized as a precursor protein that contains
three distinct domains: a domain exposed to the cytosol that
binds DNA and activates transcription, two transmembrane
regions, and a regulatory domain involved in the feedback
control by cholesterol (Fig. 1). When cholesterol levels are
high, the SREBP precursor is kept in the endoplasmic reticulum
(ER) by a multipass membrane protein called SCAP (SREBP
cleavage-activating protein) (4) in a complex with a small
membrane protein called Insig (5). Reduced cholesterol levels
result in the dissociation of Insig from SCAP, which allows
SCAP to shepherd SREBP to the Golgi apparatus. Proteolysis
of SREBP in the Golgi results in the release of the transcription
factor and its translocation to the nucleus.

Proteolytic release of SREBPs occurs in two steps (Fig. 1).
First, the luminal loop between the two transmembrane regions
is cleaved by the membrane-tethered Site-1 protease (S1P) (6).
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Figure 1 S2P contains conserved HEXXH and LDG motifs found in metalloproteases. SREBP first is cleaved by S1P in the luminal loop. The regulatory
domain (Reg) interacts with the cholesterol-sensing SCAP to ensure that S1P proteolysis only occurs when cholesterol levels are low. Subsequent
intramembrane proteolysis releases this transcription factor for the expression of genes essential to cholesterol and fatty acid synthesis.

The release of the transcription factor requires subsequent cleav-
age by the Site-2 protease (S2P), which performs a hydrolysis
of an amide bond predicted to lie three residues within the
transmembrane domain (7). The requirement for a prior pro-
teolytic event is a common theme with I-CLiPs. Complemen-
tation cloning identified S2P as a multipass membrane protein
that contains a conserved HEXXH sequence characteristic of
zinc metalloproteases (8). The two histidines and the glutamate
are required for S2P activity, consistent with known metallo-
protease biochemistry in which the two histidines coordinate
with zinc and the zinc in turn activates the glutamate for in-
teraction with the catalytic water. Additional analysis led to
the discovery of a conserved aspartate located ∼300 residues
from the HEXXH sequence that is likewise critical for S2P
activity and thought to be a third residue involved in zinc co-
ordination (9). The involvement of zinc in S2P activity has not
been demonstrated, and a cell-free assay for S2P activity has
not been reported yet; therefore, S2P has not been shown di-
rectly to act as a protease (however, see below about bacterial
S2Ps). Nevertheless, extensive genetic analysis has not uncov-
ered any other proteins required for S2P cleavage of SREBP.
Similar to SREBP, sequential processing by S1P and S2P of
the otherwise membrane-associated transcription factor ATF6
are essential steps in the ER stress response (10).

More support for the proteolytic function of S2P comes from
the discovery of a family of related proteins in bacteria (11).
These prokaryotic proteins play an essential role in the proteol-
ysis of otherwise membrane-bound transcription factors needed
for sporulation. These factors control gene expression in the
mother cell after engulfment of the forespore. The cleavage
of pro-σk and the release of the transcription factor requires
the multipass membrane protein SpoIVFB in Bacillus subtilis ,
and this protein likewise contains the HEXXH motif and a
second conserved region with an aspartate, both of which are
essential for proteolysis. Another bacterial S2P family member,
YaeL (also called RseP) in Escherichia coli , similarly requires
HEXXH and a conserved aspartate to play a role in coordi-
nating cell growth and cell division, through intramembrane
proteolysis of RseA, a factor critical for responding to extracy-
toplasmic stress (12). Interestingly, the membrane orientations

of the substrates SREBP and σk are opposite to each other,
which correlates with that of their respective enzymes, S2P and
SpoIVFB, which similarly are thought to have opposite orien-
tations (11). This opposition implies that the catalytic region
must align with the peptide substrate with proper relative di-
rectionality. Although SpoIVFB and YaeL are both S2P-like
enzymes that cleave transmembrane proteins during sporulation,
the regulation of this key intramembrane proteolytic event for
these two I-CLiPs is quite different. For cleavage of RseA by
YaeL/RseP, the regulation is similar to that in SREBP cleavage
by S2P: Intramembrane proteolysis requires a prior cleavage
event outside the membrane by another protease called DegS
(13). In contrast, SpoIVFB apparently does not require a prior
proteolysis and regulation occurs more directly at the level of
SpoIVFB. Two membrane proteins, BofA and SpoIVFA, serve
to inhibit SpoIVFB activity, and this inhibition is released by
the proteolysis of SpoIVFA by other proteases (14, 15) (Fig. 2).

As mentioned above, the α-helical conformation of the trans-
membrane substrate renders the amide bonds inaccessible to
attack by a catalytic residue or water, which requires some
bending or unwinding of the helix before proteolysis can occur.
The SREBP substrate contains a conserved asparagine–proline
(NP) sequence within its transmembrane region that is criti-
cal for proteolytic processing by S2P (16). These two residues
have the lowest propensity to form α-helices, which suggests
that the NP-containing SREBP transmembrane region may be
metastable. After S1P cleavage and dissociation of the other
transmembrane region, the NP sequence may facilitate un-
winding of the residues immediately upstream, including the
leucine–cysteine bond that gets cleaved. Unwinding may result
in a protrusion of this bond to the membrane surface and access
by the active site residues of S2P.

So far, one member of the S2P family has been purified
to homogeneity with preservation of proteolytic activity (17).
The purification of this protease, the E. coli YaeL/RseP, should
allow a more rigorous and direct determination of substrate se-
quence requirements. Moreover, the ability to purify an I-CLiP
and reconstitute activity (in appropriate detergent and usually
in the presence of added lipids) is an important step toward
studying these unusual membrane-embedded proteases in terms
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Figure 2 Bacillus subtilis S2P-like protease SpoIVFB and sporulation. When the mother cell engulfs the forespore, a signaling pathway that involves the
transcription factor σG is initiated in the forespore that triggers the synthesis of the IVB serine protease. This protease degrades SpoIVFA, which along with
BofA serves to inhibit SpoIVFB. With the inhibition of the S2P-like protease released, SpoIVFB cleaves pro-σK, which allows this transcription factor to signal
in the mother cell for more factors needed for spore maturation.

of structural biology. Indeed, one such protease has been se-
duced to crystallize, which provided the first detailed structures
of an I-CLiP (see the section below on the Rhomboid serine
proteases).

γ-Secretases: Presenilin-Containing
Aspartyl Protease Complexes

A key step in the pathogenesis of Alzheimer’s disease is APP
proteolysis that results in the formation of the amyloid-β peptide
(Aβ), the principle protein component of the characteristic
cerebral plaques of the disease (18). The N-terminus of Aβ

is produced from the amyloid β-protein precursor (APP) by
the action of β-secretase, which leads to membrane shedding
of the large luminal/extracellular APP domain (Fig. 3a). The
99-residue remnant (C99) then is cleaved in the middle of its
transmembrane region by γ-secretase, which releases Aβ and
is cleaved again near the inner leaflet at the ε site to release
the APP intracellular domain (AICD). As described below,
chemical probes played important roles in the characterization,
identification, purification, and mechanistic understanding of the
I-CLiP that now is known as the γ-secretase complex.

Two contemporaneous observations provided critical clues
for the identification of the elusive γ-secretase, a subject of
intense interest as a potential therapeutic target. First, the knock-
out of presenilin genes eliminated the γ-secretase cleavage of
APP (19). Second, the types of compounds that could inhibit
γ-secretase contained moieties typically found in aspartyl pro-
tease inhibitors (20). These findings led to the identification of
two conserved transmembrane aspartates in the multipass prese-
nilin that are critical for γ-secretase cleavage of APP (Fig. 3a),
which suggests that presenilins might be the responsible aspartyl
proteases (21). Presenilin is cut into two pieces, an N-terminal
fragment (NTF) and a C-terminal fragment (CTF), the formation

DD

lumen/extracellular

cytosol

Presenilin

Ab

AICD

Aph-1

NCT

CTF

NTF

Pen-2

APP

b

g

e

(a)
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Figure 3 Presenilin, the γ-secretase complex, and the proteolysis of APP
to Aβ. (a) Presenilin is processed into two pieces, an N-terminal fragment
(NTF, dark portion) and a C-terminal fragment (CTF, light portion) that
remain associated. Each fragment donates one aspartate that is essential
for γ-secretase activity. APP is cleaved first in the extracellular domain by
β-secretase, and the remnant is cleaved twice within the membrane by
γ-secretase to produce the Aβ peptide of Alzheimer′s disease (secreted)
and the intracellular domain (AICD, freed into the cytosol). (b) Presenilin
interacts with three other membrane proteins, nicastrin, Aph-1, and Pen-2,
to form active γ-secretase.
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Figure 4 Chemical tools for the study of γ-secretase. Transition-state analog inhibitors include hydroxyl-containing moieties that interact with the
catalytic aspartates of aspartyl proteases. Helical peptides mimic the APP transmembrane domain and interact with the substrate docking site on the
protease. These potent inhibitors were converted into affinity labeling reagents that contain a chemically reactive bromoacetyl or photoreactive
benzophenone for covalent attachment to the protein target and a biotin moiety to allow isolation and detection of the labeled protein. Both types of
chemical probes interacted with the two presenilin subunits but at distinct locations, which suggests that both the active site and the docking site of
γ-secretase lie at the interface between these subunits.

of which is gated by limiting cellular factor(s) (22). NTF
and CTF remain physically associated in a high-molecular
weight complex and are metabolically stable (23–25). These
and other results suggested that the NTF–CTF heterodimer is
the biologically active form (26). Intriguingly, the NTF and CTF
each contribute one of the critical and conserved aspartates,
which suggests that the γ-secretase active site might be at
the interface between these two presenilin fragments. In strong
support of this hypothesis, transition-state analog inhibitors of
γ-secretase, compounds designed to interact with the active site
of the protease (Fig. 4), were found to bind directly to presenilin
NTF and CTF (27, 28). However, presenilins apparently are part
of a larger multiprotein complex that constitutes γ-secretase (see
below).

At the same time that presenilins were discovered as sus-
ceptibility loci for Alzheimer’s disease, they also were shown
to be required for Notch signaling (29), a pathway essential
for cell differentiation during development and beyond (30).
After Notch is synthesized in the ER, the receptor is cleaved
in its extracellular domain during its passage through the secre-
tory pathway and the two pieces so generated remain associated
(31). When interacting with a cognate ligand, Notch becomes
susceptible to a second extracellular proteolysis near the mem-
brane (S2 in Fig. 5) (32, 33). The membrane-associated remnant
is then cleaved at the S3 site by γ-secretase (34), which releases

the Notch intracellular domain (NICD). NICD translocates
to the nucleus and activates transcription after associating with
the nuclear partner CSL (CBP/RBPjk, Su(H), Lag-1) (35). The
knockin of a Notch-1 transmembrane mutation that greatly re-
duces presenilin-mediated proteolysis at S3 leads to a lethal
phenotype in mice similar to that seen in Notch-1 knockout
mice, which indicates that efficient γ-secretase cleavage is es-
sential for Notch signaling during development (36).

The highly conserved role of γ-secretase in Notch signal-
ing and its importance in development made possible ge-
netic screens in worms that identified two Notch modifiers, a
single-pass membrane protein APH-2 (nicastrin) and a multi-
pass protein APH-1 (37–39). Nicastrin independently was iso-
lated biochemically as a presenilin-associated protein and later
found to be essential for γ-secretase processing of both APP
and Notch (40). A saturation screen in C. elegans for pre-
senilin modifiers netted all these proteins and added Pen-2.
All four proteins (presenilin, nicastrin, Aph-1, and Pen-2) as-
sociate with one another (41, 42) and with an immobilized
γ-secretase inhibitor (42, 43). Moreover, their coexpression in-
creased γ-secretase activity in both Drosophila and mammalian
cells (41, 42) and reconstituted activity in yeast (44). Because
yeast have no such protease activity and contain no apparent
orthologs of these metazoan proteins, these findings strongly
suggest that this quartet of proteins is necessary and sufficient
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Figure 5 Proteolytic processing and signaling of the Notch receptor. In the ER, Notch is cleaved at S1 by a furin-like protease to produce a stable
heterodimeric receptor that is trafficked to the cell surface. Interaction with ligands such as the proteins Delta and Jagged triggers a shedding of the
ectodomain by membrane-tethered metalloprotease-mediated cleavage at S2. The remnant then is cleaved at least twice, at the S3 and S4 sites, to release
the Notch counterpart of Aβ (Nβ) and the intracellular domain (NICD). The latter translocates to the nucleus where it interacts with transcription factors to
influence gene expression relevant to cell differentiation.

for γ-secretase activity. γ-Secretase is so far unique among in-
tramembrane proteases in being composed of several different
proteins; all others (see below) apparently work alone as single
proteins. Coexpression, RNA interference, and the identifica-
tion of assembly intermediates suggest the order in which these
four subunits come together (41, 45, 46), and partial dissocia-
tion of the protease complex with detergent offers a model for
how these subunits interact (Fig. 3b) (47). Nicastrin and Aph-1
together can stabilize full-length presenilin, and the final addi-
tion of Pen-2 apparently triggers presenilin endoproteolysis and
γ-secretase activity (41). Pen-2 also is required to stabilize the
presenilin subunits (48). The specific biochemical functions of
these presenilin cofactors have been mostly enigmatic; however,
nicastrin recently has been discovered to play a role in substrate
recognition (see below).

Since the discovery that Notch is cleaved by γ-secretase,
a plethora of other substrates have been identified, including
Erb-B4, E-and N -cadherins, CD44, the low-density lipoprotein
receptor, Nectin-1, and the Notch ligands Delta and Jagged (49).
Knowledge of the cellular functions of these proteolytic events
vary, but in the case of N -cadherin, the produced intracellular
domain associates with the transcriptional activator CBP (CREB
binding protein) and promotes its migration to the cytosol and its
degradation by the proteasome (50). Although cellular function
can be ascribed in some cases, the ability of γ-secretase to
cleave so many different substrates and its apparently poor
sequence specificity raises the question of whether a major role
of this enzyme is to serve as a general degrading protease for
membrane-bound protein remnants. Indeed, γ-secretase seems
to be unique among intramembrane proteases in its ability
to process so many different substrates. The broad substrate
recognition by γ-secretase likely is related to the fact that,
unlike the other intramembrane proteases, the enzyme does not

require helix-breaking residues near the cleavage sites within
the substrates.

Among the more intriguing questions about the entire emerg-
ing family of I-CLiPs is how they handle substrates and cleave
within their TMDs. Because it presumably contains water and
uses hydrophilic residues, the membrane-embedded active site
should be sequestered from the hydrophobic environment of the
surrounding lipid tails. Thus, the active site might be envisioned
to be part of a pore or channel that could allow the entry of
water (2). However, the substrate passes through the membrane
and cannot enter such a pore or channel directly; docking on the
outer surface of the protease, with lateral gating to bring the sub-
strate into the internal active site, might be required (2). Initial
evidence for such a mechanism came from the isolation of the
γ-secretase complex with an immobilized transition-state analog
inhibitor (43). Detergent-solubilized membranes from human
HeLa cells were passed through this affinity matrix, which re-
sulted in the copurification of γ-secretase complex members
and an endogenous membrane-bound APP stub found in HeLa
cells. This stub results from the alternative processing of APP
by α-secretases, and like the stub produced by β-secretase it
also is a γ-secretase substrate. Thus, an endogenous substrate
copurified with the γ-secretase complex while the protease ac-
tive site was blocked by the immobilized transition-state analog
inhibitor, which suggests the existence of a separate substrate
binding site. Substrate bound to this special type of exosite,
dubbed the “docking site,” could copurify without being subject
to proteolysis.

Designed peptides based on the transmembrane domain of
APP and constrained in a helical conformation potently can
inhibit γ-secretase, apparently by interacting with this docking
site (51). Conversion of these helical peptide inhibitors into
affinity labeling reagents (Fig. 4) led to the localization of
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Figure 6 Model for how inhibitors and substrates interact with presenilin. Helical peptides are docking site inhibitors (DSIs) and interact on the outside of
the presenilin molecule at the NTF/CTF heterodimeric interface. Transition-state analog inhibitors (TSAs) interact on the inside of the presenilin molecule
where the active site resides. The active site, which contains water and two aspartates, is thought to be sequestered away from the hydrophobic
environment of the lipid bilayer. These findings have implications for how substrate interacts with the enzyme. The transmembrane domain of the
substrate (S) interacts with the docking site and passes either in whole or in part into the active site for proteolysis.

the substrate docking site to the presenilin NTF/CTF interface
(52). Transition-state analog inhibitors also bind directly to the
NTF/CTF interface but at a site distinct from that of the helical
peptide inhibitors (Fig. 6). These findings suggest a pathway
for γ-secretase substrate from docking site to active site: When
binding to the outer surface of presenilin at the NTF/CTF
interface, the substrate can pass, either in whole or in part,
between these two presenilin subunits to access the internal
active site (Fig. 6). Interestingly, the extension of a 10-residue
helical peptide inhibitor by just 3 additional residues resulted
in a potent inhibitor (53) apparently capable of binding both
docking site and active site (52), which suggests that these two
substrate binding sites are relatively close.

Up until recently, all the action seemed to be taking place
on presenilin. However, an elegant study has demonstrated
that nicastrin also plays a critical role in substrate recognition
(54). The ectodomain of nicastrin bears sequence resemblance
to aminopeptidases, although certain catalytic residues are not
conserved. Nevertheless, nicastrin recognizes the N-terminus of
γ-secretase substrates derived from APP and Notch, and mu-
tation of the aminopeptidase domain prevents this interaction.
One conserved glutamate is especially important probably be-
cause this residue forms an ion pair with the amino terminus of

the substrate. The sequence of the substrate N-terminus appar-
ently is not critical for the interaction, but a free amino group
is. Indeed, the simple formylation of the substrate N-terminus is
enough to prevent effective substrate interaction and proteolytic
processing. Thus, nicastrin can be thought of as a kind of gate-
keeper for the γ-secretase complex: Type I membrane proteins
that have not shed their ectodomains cannot interact properly
with nicastrin and do not gain access to the active site.

Although γ-secretase has in many ways been an attractive
target for Alzheimer therapeutics (see inhibitor in clinical trials,
Fig. 7), interference with Notch processing and signaling may
lead to toxicities that preclude the clinical use of inhibitors of
this protease. Long-term treatment with γ-secretase inhibitors
causes severe gastrointestinal toxicity and interferes with the
maturation of B-and T -lympocytes in mice, effects that are in-
deed because of the inhibition of Notch processing and signaling
(55, 56). However, compounds that can modulate the enzyme
to alter or block Aβ production with little or no effect on Notch
would bypass this potential roadblock to therapeutics. Recent
studies suggest that the protease complex contains allosteric
binding sites that can alter substrate selectivity and the sites
of substrate proteolysis. Certain nonsteroidal anti-inflammatory
drugs (NSAIDs; e.g., ibuprofen, indomethacin, and sulindac sul-
fide) can reduce the production of the highly aggregation-prone

LY-450139
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N
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F
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R-flurbiprofen

Figure 7 γ-Secretase inhibitor (LY-450,139) and NSAID-like modulator (R-Flurbiprofen) in clinical trials for Alzheimer′s disease.
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Aβ42 peptide and increase a 38-residue form of Aβ, a pharmaco-
logic property independent of inhibition of cyclooxygenase (57).
The alteration of the proteolytic cleavage site is observed with
isolated or purified γ-secretase (58–60), which indicates that
the compounds can interact directly with the protease complex
to exert these effects. Enzyme kinetic studies and displace-
ment experiments suggest that the selective NSAIDs can be
noncompetitive with respective to APP substrate (60) and to a
transition-state analog inhibitor, which suggests an interaction
with a site distinct from the active site (61). The site of cleavage
within the Notch transmembrane domain is affected similarly,
but this subtle change does not inhibit the release of the intra-
cellular domain and thus does not affect Notch signaling (62).
For this reason, these agents may be safer as Alzheimer thera-
peutics than inhibitors that block the active site or the docking
site. Indeed, one compound, R-flurbiprofen (Fig. 7), has ad-
vanced recently to Phase III clinical trials. Surprisingly, the site
of proteolytic cleavage by the presenilin homologue SPP also
can be modulated by the same NSAIDs that affect γ-secretase.
Because SPP apparently does not require other protein cofac-
tors, these findings suggest that presenilin is the site of NSAID
binding within the γ-secretase complex and that SPP and pre-
senilin share a conserved drug binding site for the allosteric
modulation of substrate cleavage sites (63).

Another type of allosteric modulator is compounds that re-
semble kinase inhibitors and interact with a nucleotide binding
site on the γ-secretase complex. The discovery that ATP can in-
crease Aβ production in membrane preparations prompted the
testing of a variety of compounds that interact with ATP bind-
ing sites on other proteins (64). In this focused screen, the Abl
kinase inhibitor Gleevec emerged as a selective inhibitor of Aβ

production in cells without affecting the proteolysis of Notch. In
light of these findings, ATP and other nucleotides were tested
for effects on purified γ-secretase preparations and found to
increase selectively the proteolytic processing of a purified re-
combinant APP-based substrate without affecting the proteolysis
of a Notch counterpart (65). Furthermore, certain compounds
known to interact with ATP binding sites were found to in-
hibit selectively the APP processing vis-à-vis Notch in purified
protease preparations. These and other results suggest that the
γ-secretase complex contains a nucleotide binding site and that
this site allows the allosteric regulation of γ-secretase process-
ing of APP with respect to Notch. Whether this regulation is
physiologically important is unclear, but the pharmacologic rel-
evance is profound and may lead to new therapeutic candidates
for Alzheimer′s disease.

The purification of the γ-secretase complex (59) has allowed
the first glimpse into its structure. Electron microscopy and sin-
gle particle analysis reveals that the complex has a globular
structure that at low resolution (10–15 Å) appears rather amor-
phous (66). [Another structure, elucidated in a similar manner
but of poorer resolution (∼45 Å), also has been reported (67).]
Nevertheless, two important features can be gleaned. The first is
a rather large interior cavity of ∼20 Å diameter that is presum-
ably where the active site resides, a characteristic reminiscent
of the proteasome. The second is the presence of two small
openings that may be the site of entry for water. Other struc-
tural features have been revealed by cysteine mutagenesis with

the cross-linking of chemical probes (68, 69). The generation
of a cysteine-less version of presenilin (that retains the ability
to assemble with other complex members, to undergo endo-
proteolysis to NTF and CTF, and to process APP) allowed
incorporation of single cysteine resides at various sites near
the key aspartates. Disulfide formation with thiol-containing
reagents then provided information about the relative acces-
sibility of these sites from the aqueous milieu, which allowed
the construction of a model in which water can funnel down
to where the aspartates reside. More detailed information likely
will require a crystal structure of presenilin or a presenilin ho-
mologue (see below).

SPP Aspartyl Proteases

The concept of presenilin as the catalytic component for
γ-secretase was strengthened considerably when signal peptide
peptidase (SPP) was found to be a similar intramembrane as-
partyl protease. SPP clears remnant signal peptides from the
membrane after their production by signal peptidase (Fig. 8).
However, this process apparently also plays a role in immune
surveillance, in which signal peptides from the major histocom-
patibility complex (MHC) type I are cleaved by SPP and the
peptide products are presented onto the cell surface as an indica-
tion to natural killer cells whether MHC synthesis is proceeding
normally (70). In addition, SPP is exploited by the hepatitis C
virus for the maturation of its core protein, which suggests that
this protease may be a suitable target for antiviral therapy (71).
SPP was identified by affinity labeling with a peptidomimetic
inhibitor, and the protein sequence displayed intriguing paral-
lels with presenilin (Fig. 8) (72). SPP contains two conserved
aspartates, each predicted to lie in the middle of a transmem-
brane domain, and the aspartate-containing sequences resemble
those found in presenilins. The predicted topology of SPP also
resembles that of presenilins, placing the key aspartates in the
same relative position to each other in the membrane. As with
S2P compared with its bacterial relatives, the orientation of the
aspartate-containing transmembrane domains of SPP apparently
is opposite that of presenilins, again in correlation with the ori-
entation of SPP substrates, which is opposite that of γ-secretase
substrates. Interestingly, before the identification of SPP, a com-
putational search for presenilin-like proteins netted an entire
family of so-called presenilin homologs (PSHs) (73); however,
it is not yet clear if all these proteins have catalytic activity.
Two homologs, SPP-like proteases SPPL2a and SPPL2b, re-
cently have been found to cleave tumor necrosis factor α (74),
although the biologic role of this proteolysis is unknown.

SPP seems to be less complicated than γ-secretase. The ex-
pression of human SPP in yeast reconstituted the protease activ-
ity, which suggests that the protein has activity on its own and
does not require other mammalian protein cofactors (72). More-
over, unlike presenilins, SPP is not processed into two pieces.
Thus, SPP may be a more tractable enzyme for understanding
this type of intramembrane aspartyl protease and may shed light
on γ-secretase structure and function. Indeed, the catalytic sites
of the two proteases seem remarkably similar; their activities
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Figure 8 Comparison of signal peptide peptidase (SPP) with presenilin and the γ-secretase complex. Signal peptides are removed from membrane
proteins via signal peptidase (SP), and these peptides are released from the membrane by SPP-mediated intramembrane proteolysis. SPP, like presenilin,
contains two aspartates that are essential for protease activity, but the conserved aspartate-containing motifs are in the opposite orientation compared
with their presenilin counterparts. Consistent with the flipped orientation of SPP vis-à-vis presenilin, the substrates of these two proteases also run in the
opposite direction. Unlike presenilin, SPP apparently does not require other protein cofactors or cleavage into two subunits for proteolytic activity.

are inhibited by some of the same active site-directed pep-
tidomimetics (75, 76) and helical peptides (77), and activity can
be modulated by the same NSAIDs that affect γ-secretase (77).
SPP forms a homodimer very rapidly in cells, and this dimer is
stable enough to allow isolation and analysis (78). Moreover,
this dimer can be labeled specifically by a transition-state analog
inhibitor, which suggests that the dimer is catalytically active.
The functional importance of this dimer, however, is unclear;
dimerization may not be necessary for proteolytic activity. In
terms of substrate recognition, however, SPP does display an
important difference with γ-secretase: the apparent requirement
for helix-breaking residues that should facilitate the ability of
the enzyme to access the site of hydrolysis (79).

Rhomboid Serine Proteases
The study of a conserved growth factor signaling pathway
also led to intramembrane proteolysis. Epidermal growth factor
(EGF) receptor ligands are synthesized as single-pass mem-
brane proteins, but signaling requires the proteolytic release

and secretion of the ligand for interaction with its cognate
receptor. In vertebrates, this release and secretion is accom-
plished by membrane-tethered metalloproteases. Genetic anal-
ysis in Drosophila , however, identified two essential players,
dubbed Star and Rhomboid-1, in the proteolysis of an EGF
ortholog Spitz. No other components apparently are required.
Full-length Spitz remains in the ER until it is ushered by Star
to the Golgi apparatus where it encounters Rhomboid-1 (80).
Rhomboid-mediated proteolysis in the Golgi then is followed by
secretion for intercellular communication. But how does Rhom-
boid allow cleavage of Spitz?

Mutational analysis of conserved nonglycine residues re-
vealed a tantalizing requirement for a serine, a histidine, and an
asparagine, which together might serve as a catalytic triad typi-
cally found in serine proteases (81) [although subsequent studies
supported Ser-His dyad (82)] (Fig. 9). These three residues were
predicted to reside about the same depth within the membrane
and thus have the potential to interact with each other. Consis-
tent with this idea, the cleavage site of Spitz was estimated to be
at an equivalent depth in the transmembrane region, and Spitz
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Figure 9 Rhomboids contain a conserved serine and histidine, which comprise a putative catalytic dyad of a serine protease. Rhomboid-1 cleaves within
the transmembrane region of the Drosophila EGF-like growth factor Spitz.

cleavage was sensitive only to serine protease inhibitors. More-
over, a careful analysis of concentration dependence revealed
that expression of catalytic amounts of Rhomboid-1 still allowed
Spitz proteolysis. Taken together, Rhomboid-1 apparently is a
novel intramembrane serine protease.

What determines Rhomboid substrate specificity, and how
is this proteolytic event regulated? Most of the Spitz trans-
membrane region could be swapped with that of a nonsubstrate
protein without affecting cleavage by Rhomboid; however, the
N-terminal quarter of the transmembrane region was critical for
substrate recognition (83). Indeed, incorporation of this sub-
strate motif into Delta allowed this Notch ligand to be processed
by Rhomboid. Additional examination of the substrate motif led
to the tentative identification of a critical glycine-alanine, which
suggests that, as with S2P and SPP, Rhomboid seems to require
helix-destabilizing residues within the transmembrane domain
of its substrates. Rhomboid activity is distinguished from that
of the other I-CLiPs because Rhomboid does not require prior
substrate cleavage by another protease. Rhomboid regulation
apparently occurs mainly by the translocation of the substrate
from the ER to the Golgi (mediated by Star) and the spatial
control of Rhomboid transcription.

Like S2P, Rhomboid genes have been conserved throughout
evolution. Surprisingly, despite overall low homology with eu-
karyotic Rhomboids, several bacterial Rhomboids could cleave
Drosophila Rhomboid substrates and mutation of the putative
catalytic triad residues abolished protease activity, which il-
lustrates the evolutionary conservation of the serine protease
function of Rhomboid (84). The natural substrates for the bac-
terial Rhomboids are unknown. As for substrates of eukaryotic
Rhomboid-1 homologues, two mitochondrial membrane pro-
teins have been identified as substrates for the yeast Rhomboid
RBD1 (85–87). The RBD1-mediated release of one of these
substrates is essential for the remodeling of the mitochondrial
membrane, and the human ortholog of RBD1, PARL, could
restore the substrate proteolysis and proper growth rates and
mitochondrial morphology in a yeast RBD1 mutant (86), which
suggests that the role of these Rhomboids in mitochrondrial
function has been conserved evolutionarily. Indeed, a recent
study identified a mitochondrial protein OPA1 as a likely sub-
strate for PARL, the cleavage of this substrate being critical to

1
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5

6

Figure 10 Structure of E. coli Rhomboid GlpG. The serine in
transmembrane domain 4 and the histidine in transmembrane domain 6
are coordinated in a manner consistent with known serine proteases and at
a depth within the membrane consistent with the site of proteolysis of
Rhomboid substrates.

cristae remodeling and cytochrome c release during apoptosis
(88). In Toxoplasma , TgROM5, one of five nonmitochondrial
Rhomboids in these parasites, cleaves a cell surface adhesion
protein as a key step in cell invasion; similar findings in the
related Plasmodium falciparum, the malarial parasite, recently
have been reported (89), which suggests that Rhomboids are po-
tential targets for treating infections by these deadly pathogens.

Most recently, the first crystal structures of an I-CLiP have
been reported by three different research groups, all on the
E. coli Rhomboid GlpG (90–92). These structures show remark-
able similarities and important differences that provide insight
into how this class of membrane-embedded protease carries out
hydrolysis in the lipid bilayer. The structures all reveal that the
key serine and histidine implicated as the catalytic dyad in-
deed are coordinated with each other and lie at a depth within
the membrane consistent with where Rhomboids cleave their
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transmembrane substrates (Fig. 10). A cavity is open to the
periplasmic space with the catalytic dyad at the bottom of this
opening, and this cavity contains multiple water molecules. How
substrate enters this cavity is not entirely clear, but the position
of the transmembrane domain 5 varies in the different structures
and the movement of this domain can provide a space through
which substrate may reach the catalytic dyad. Indeed, one re-
ported structure contains a bound lipid in this space (92) with the
phosphate group residing near the Ser–His dyad and a key Asn
residue that may contribute to the oxyanion hole that stabilizes
intermediates and transition-states during serine protease catal-
ysis. These exciting structural findings validate the molecular
and biochemical studies on Rhomboids and suggest that such
approaches have been providing true mechanistic insight into
the workings of other I-CLiPs. Moreover, these structures offer
details that inspire specific hypotheses about how Rhomboids
handle substrates to hydrolyze transmembrane domains.

Perspective

I-CLiPs are membrane-embedded enzymes that hydrolyze trans-
membrane substrates, and the residues essential to catalysis
reside within the boundaries of the lipid bilayer. These pro-
teases seem to recapitulate the mechanisms of soluble proteases,
and the first crystal structures of an E. coli Rhomboid support
this notion, at least for the serine I-CLiPs. All I-CLiPs would
be predicted to contain an initial substrate docking site, but to
date evidence for such a docking site has been provided only
for γ-secretase. The I-CLiPs discovered so far each play critical
roles in biology and are regulated closely, but the means of con-
trol vary. They all are involved in cell signaling but do so in a
variety of ways. Membrane topology seems to dictate the types
of substrates that can be cleaved, but this concept remains spec-
ulative. Most I-CLiPs seem to require helix-breaking residues
near the cleavage sites of their substrates, although γ-secretase
may be a notable exception.

Critical remaining issues include the identity of substrates
for the I-CLiP family members whose roles are unknown. For
instance, although an entire family of PSHs and Rhomboids
have been discovered, natural substrates are known only for a
handful of these proteins. The conservation of putative catalytic
residues implies a conservation of the proteolytic function, but
the search for substrates is far from trivial. A computational
approach for sequence motifs that apparently are required for
substrate proteolysis by Rhomboids led to the identification of
adhesion proteins in Toxoplasma as potential substrates (83).
Most typically, genetic and cell biologic studies suggest a con-
nection between protease and putative substrate, with follow-up
molecular and biochemical studies for validation. Another key
issue is understanding the specific mechanisms of these pro-
teases (e.g., elucidating conformational changes that take place
in both enzyme and substrate during proteolysis, determining if
these changes require the input of energy, and identifying en-
zyme residues that directly interact with substrate). Structural
biology clearly is the emerging frontier in the study of I-CLiPs,
with Rhomboid providing the first fruits of such endeavors. A

detailed structural understanding should provide clearer appre-
ciation for how these remarkable enzymes work. The develop-
ment of small molecule tools ultimately should dovetail with
these structural studies and allow cocrystal structures that of-
fer more insight into their mechanism and that pave the way
for structure-based design in cases where the target has high
therapeutic relevance.
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Our current understanding of ion channels has been made possible by
techniques such as electrophysiology and molecular biology, but
genetics-based approaches inspired by associated diseases have pointed to
regions of functional significance on the ion channels. The ion
channelopathies are caused by mutations of corresponding genes or
autoantibodies. Although the channels form a highly diverse group (cation,
anion, voltage-gated, ligand-gated) and are expressed in excitable and
nonexcitable tissues, underlying mutations show recurrent patterns within
functionally essential protein parts and lead to common clinical features
and almost predictable mechanisms of pathogenesis. This knowledge will
prove useful for development of treatment strategies for individuals with
various genetic backgrounds and will contribute to both the effectiveness
and safety of drugs in the future.

Life′s chemistry of aqueous solutions employs ions as carriers
of cell signals. To overcome the impermeable lipid bilayer
membrane, the cell invented transporters, channels, and pumps.
Ion gradients are established by pumps and serve as batteries of
potential energy. Ion channels are membrane-spanning proteins
that possess a selectivity filter and a pore that usually is
closed by gates in the resting state. The discharge occurs
when ion channels open their gates and allow ions to flow
down their electrochemical gradients. The cells depolarize when
cations diffuse inward or when anions diffuse outward; the cells
repolarize when the opposite occurs. Precise control of channel
opening and closing is necessary for proper cell excitability and
for the production of electrical signals and particularly the action
potentials of nerve and muscle. Structures of importance like
pore, selectivity filter, voltage sensors, ligand-binding sites, and
opening and closing gates were highly conserved for more than
600 million years. Therefore, it is no surprise that an alteration
of such functionally important structures can cause a disease.
The episodic clinical features are provoked by environmental
factors and caused by abnormal cell excitability, whereas the
progressive manifestations that occur in some diseases (periodic
paralysis, epilepsy, ataxia, and nephrocalcinosis) are caused by
secondary cell degeneration.

Ion Channels in Disease

The link to human disease came from applying electrophysi-
ologic in vitro measurements on diseased muscle cells. These
studies showed that an ion channel malfunction could cause a

disease (1, 2). Later, the term ion channelopathies was intro-

duced to define this class of diseases characterized by increased

or decreased electrical cell excitability (3).

Most channelopathies known to date do not lead to death, but

rather they require an abnormal situation, a so-called trigger,

to present with recognizable symptoms. Frequently, the attacks

can be provoked by rest after physical activity or by exercise

itself, hormones, stress, and certain types of food. Most chan-

nelopathies have a certain clinical pattern in common: Typically,

the symptoms occur as episodic attacks lasting from minutes to

days that show spontaneous and complete remission, onset in the

first or second decade of life, and—for unknown reason—show

amelioration at the age of 40 or 50 years. Surprisingly, many pa-

tients with channelopathies respond to acetazolamide, a carbonic

anhydrase inhibitor. Most channelopathies show no chronic pro-

gression; however, a few exceptions exist. Channelopathies are

caused by mutations or by autoantibodies. Although rare, they

are important models for frequent disorders.

As the hereditary channelopathies form a group of diseases

too diverse to discuss in this short review, we refer to Table 1.

In addition, we will describe in more detail some diseases

of the largest group of hereditary voltage-gated cation chan-

nelopathies, the voltage-gated Na+ channelopathies of skeletal

muscle, brain, and heart. Furthermore, we will give an example

for an autoimmune ligand-gated cation channelopathy and an

anion channelopathy.
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Table 1 Overview of hereditary human channelopathies∗

Gene Locus Protein Disease Trait Change

Sodium channel
SCN1A 2q24 Nav1.1 SMEI D Loss

Familial hemiplegic migraine 3 (Gain)
SCN1A 2q24 Nav1.1 GEFS+ D Loss
SCN1B 19q13.1 β1 subunit
SCN2A 2q23-24 Nav1.2 Benign familial neonatal/infantile D Gain

seizures
SCN4A 17q23.1-25.3 Nav1.4 Hyperkalemic periodic paralysis D Gain

PC
PAM
Hypokalemic periodic paralysis 2 D G/L

SCN5A 3p21 Nav1.5 Long QT syndrome 3 D Gain
Idiopathic Ventricular Fibrillations D Loss
, Brugada

SCN9A 2q24 Nav1.7 Erythromyalgia, extreme paroxysmal D Gain
pain
Insensitivity to pain D Loss

SCNN1B/G 16p12.2-p12.1 ENaC Liddle’s syndrome D Gain
Pseudohypoaldosteronism I R Loss

Calcium channel
CACNA1S 1q31-32 Cav1.1 Hypokalemic periodic paralysis 1 D Unclear
CACNA1C 12p13.3 Cav1.2 Timothy syndrome D Gain
CACNA1A 19p13.1 Cav2.1 Episodic ataxia 2, spinocerebellar ataxia 6 D Loss

Familial hemiplegic migraine 1 D Gain
CACNA1F Xp11.23 Cav1.4 Congenital stationary night blindness R Loss
CACNB4 2q22-23 β4 subunit Generalized epilepsy, episodic ataxia 3 D Gain
RYR1 19q13.1 RYR1 Malignant hyperthermia susceptibilty D Gain

Central core disease, multiminicore disease D/R Gain
RYR2 1q42.1-43 RYR2 Catecholinamergic polymorphic tachycardia D Gain
PKD1 16p13.3 Polycystin-1 Polycystic kidney disease, protein like D Unclear

Cav

Potassium channel
KCNA1 12p13 Kv1.1 Episodic ataxia 1 D Loss
KCNC3 19q13.3-4 Kv3.3 Spinocerebellar ataxia D G/L
KCNE1 21q22.1-22.2 MinK LQTS-5 D Loss

Jervell and Lange-Nielsen R Loss
KCNE2 21q22.1 MiRP1 LQT syndrome inducible, atrial fibrillation D Loss
KCNQ1 11p15.5 Kv7.1 LQTS-1 D Loss

Jervell and Lange-Nielsen R Loss
KCNQ2 20q13.3 Kv7.2 Benign familial neonatal convulsions D Loss
KCNQ3 8q24.22-24.3 Kv7.3
KCNQ4 1p34 Kv7.4 Dominant deafness D Loss
KCNH2 7q35-36 Kv11.1/HERG LQTS-2 D Loss
KCNJ1 11q24 Kir1.1 Antenatal variant of Bartter D Loss
KCNJ2 17q24.2 Kir2.1 Andersen syndrome D Loss

Short QT syndrome, atrial fibrillation D Gain
KCNJ11 11p15.1 Kir6.2 Hyperinsulinemic hypoglycemia R Loss
ABCC8 11p15.1 SUR1
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Table 1 (Continued )

Gene Locus Protein Disease Trait Change

ABCC9 12p12.1 SUR2 Dilated cardiomyopathy D Loss
KCNMA1 10q22.3 KCa1.1/BK Epilepsy, paroxysmal dyskinesia D Gain

Less-selective cation channels
CNCG1 4p12-ce cGMP-gated Retinitis pigmentosa R Loss

Chloride channel
CLCN1 7q32-qter CLC1 Thomsen myotonia D Loss

Becker myotonia R Loss
CLCN2 3q27-28 CLC2 Idiopathic epileptic syndrome D G/L
CLCN5 Xp11.22 CLC5 Dent disease R Loss
CLCN7 16p13 CLC7 Osteopetrosos D/R Loss
CLCNKB 1p36 CLC-Kb Classic Bartter syndrome D Loss
ABCC7 7q31.2 CFTR CF R Loss

Glycine receptor
GLRA1 5q31.2 GLRA1 Hyperekplexia D/R Loss

Nicotinic acetylcholine receptor
CHRNA1 2q24-32 nAChRA1 Congenital myasthenic syndrome D/R G/L
CHRNB1 17p12-11 nAChRB1 D/R G/L
CHRND 2q33-34 nAChRD D/R G/L
CHRNE 17 nAChRE D/R G/L
CHRNA2 8p21 nAChRA4 Nocturnal frontal lobe epilepsy D Gain
CHRNA4 20q13.3 nAChRA4 D Gain
CHRNB2 1q21.3 nAChRB2 D Gain

GABA receptor
GABRA1 5q34-35 GABRA1 GEFS+, Absence epilepsy with febrile D Loss
GABRG2 5q31.1-33.1 GABRG2 seizures, juvenile myoclonic seizures D Loss

G , gain; L, loss; D , dominant; R, recessive.
∗The names of the genes and their chromosomal location are given in column 1 and 2; the names of the corresponding proteins are listed in
column 3 for voltage-gated (indicated by a subscribed “v”) and ligand-gated channels. Columns 4 and 5 list the diseases and their inheritances.
The effects of the mutations on the function of the channel complex are categorized in column 6 as gain or loss of function. Gain stands for a
gain that leads to a depolarization block. In general, gain-of-function mutations exert dominant effects if they dominate cell function, whereas
loss-of-function mutations only cause dominant inheritance if the channel complex is multimeric (dominant negative effect) or if the second
gene cannot compensate for it (haploinsufficiency).

Biochemistry of Voltage-Gated
Cation Channels

Basic motif of the main cation channel subunit, the so-called α

subunit, is a tetrameric association of a series of six transmem-
brane α-helical segments, numbered S1–S6, connected by both
intracellular and extracellular loops, the interlinkers (Fig. 1).
The α subunit contains the ion-conducting pore and therefore
determines main characteristics of the cation channel complex
conveying ion selectivity, voltage sensitivity, pharmacology,
and binding characteristics for endogenous and exogenous lig-
ands. Although for Ca2+ and Na+ channels the α subunit con-
sists of a momomer, K+ channels form homotetramers or het-
erotetramers because each α subunit consists only of one domain
with six transmembrane helices Accessory subunits termed β, γ,
or δ do not share a common structure; some have one to several

transmembrane segments and others are entirely intracellular or
extracellular. Functionally, they may influence channel expres-
sion, trafficking, and gating.

Voltage sensitive cation channels have at least one open state
and at least two closed states, one from which the channel can
be activated directly (the resting state) and one from which
it cannot (the inactivated state). This implies that least two
gates regulate the opening of the pore, an activation and an
inactivation gate, both of which are usually mediated by the
(subunit. Although activation is a voltage-dependent process,
inactivation and the recovery from the inactivated state are time
dependent.

The voltage sensitivity of cation channels is conveyed by the
S4 segments that are thought to move outward on depolarization
and channel opening (4). During channel closing, not all voltage
sensors move back at once, which generates a variety of closed
states that explain the distribution of voltage sensor mutations to
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Voltage-gated Na+ channel

II III IVI

α β1

Figure 1 Voltage-gated Na+ channel and associated disorders. The α subunit consists of four highly homologous domains (repeats I–IV) that contain six
transmembrane segments each (S1–S6). The S5 loops, S6 loops, and the transmembrane segments S6 form the ion selective pore, and the S4 segments
contain positively charged residues that confer voltage dependence to the protein. Note the small, modulatory β subunit. Mutations associated with
channelopathies are indicated by conventional 1-letter abbreviations for the replaced amino acids.

phenotypes in Na+ channels. The ion-conducting pore is thought
to be lined by the S5-S6 interlinkers that contain the selectivity
filter. Although the localization of the activation gate may be
within the pore, the inactivation gate has been shown to be
located in different regions in the Na+ and K+ channels.

The crystal structure of a channel clarified the basis for se-
lection of ions that can pass through the open channel pore and
the mechanism by which the channel proteins sense changes
in transmembrane voltage that control the open or closed con-
formational states of the channel (5). Thus, investigations of
ion channel proteins employ fundamental physics to study the
function of biologically critical proteins.

Physiology of Voltage-Gated
Cation Channels

At the resting potential, the open probability of voltage-gated
cation channels is extremely low, which indicates that very
few channels open randomly. Depolarization causes chan-
nel activation by markedly increasing open probability. Dur-
ing maintained depolarization, open probability is reduced
time-dependently and not voltage-dependently by channel inac-
tivation, which leads to a closed state from which the channels
cannot be reactivated immediately. Instead, inactivated channels
require repolarization and a certain time for recovery from in-
activation. On the other hand, repolarization of the membrane
prior to the process of inactivation will deactivate the channel
(i.e., reverse activation that leads to the closed resting state from

which the channels can be activated). In this simple, approxima-
tive model, transitions from one state into another are possible
in both directions, which permits also the transition from the
resting to the inactivated state at depolarization as well as the
recovery from inactivation via the open state (for review see
Reference (6)). Forward and backward rate constants for the
transitions determine the probabilities of the various channel
states.

Hereditary Voltage-Gated Cation
Channelopathies

Hereditary diseases of voltage-gated ion channels cover the di-
verse fields of medicine myology, neurology, cardiology, and
nephrology. As ion channels do not come alone, but rather in
whole families of related proteins that conduct each ion type
with slightly modified function and varying tissue expression
patterns, the underlying mutations are restricted to single genes
expressed in a specific tissue such as brain, skeletal muscle,
cardiac muscle, sensory tissues, and secretory tissues (Table 1).
Examples are myotonia, periodic paralyses, cardiac arrhythmia,
long QT syndrome, migraine, episodic ataxia, epilepsy, and
nephrocalcinosis. This trick is evolutionary: On one hand, it
mediates many functions with the aid of one basic mechanism.
On the other hand, it compensates for an eventually disturbed
function by closely related channel siblings. The localization
of the disease-causing mutations in the various channel pro-
teins and their functional consequences can be similar in these
disorders.
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Skeletal muscle voltage-gated Na+
channelopathies

Clinically, skeletal muscle Na+ channelopathies appear as re-
curring episodes of muscle stiffness or weakness triggered by
typical circumstances such as cold, exercise, oral K+ load,
or drugs. Muscle stiffness, termed myotonia, ameliorates by
exercise and can be associated with transient weakness during
quick movements that lasts only for seconds. It is the clinical
phenotype brought about by uncontrolled repetitive firing of ac-
tion potentials that lead to involuntary muscle contraction. On
the other hand, the weakness is characterized by lack of action
potentials or inexcitability.

Several types of inherited myotonias have been observed be-
cause of mutations in the Na+ channel gene, SCN4A (Table 1,
Fig. 1). Potassium-aggravated myotonia (PAM) may be dis-
tinguished clinically from other more frequent forms of Na+

channel myotonia by its sensitivity to K+. On the other
hand, paradoxical myotonia or paramyotonia (PC) worsens with
exercise and cold, and it is followed by long spells of limb
weakness that last from hours to days. Two other Na+ channel
disorders are characterized by episodic types of weakness, with
or without myotonia, and are distinguished by the serum K+

level during attacks of tetraplegia: hyperkalemic or hypokalemic
periodic paralysis (HyperPP and HypoPP). All are autosomal
and are transmitted dominantly.

For PAM, PC, and HyperPP, the underlying Na+ channel
pathogenesis mechanism is the same; mutations are present
that cause a gating defect of the Na+ channel, which leads to
slow or incomplete inactivation—a so-called “gain of function”
mutation (normally, Na+ channels are inactivating rapidly). This
mutation results in an increased tendency of the muscle fibers
to depolarize. Although Na+ influx at slight depolarization

generates repetitive muscle action potentials and myotonia,
stronger depolarizations lead to general inactivation of Na+

channels and to abolition of action potentials, which causes
muscle weakness. Heterozygotes have both mutant and wild
type channels, but the mutant channel determines the change
in cell excitability, and hence, these disorders are dominant.
The mutations (Fig. 1) are located mainly 1) in the voltage
sensing S4 segment of domain IV, which is suggested to couple
the inactivation to the activation process [PC; (7)]; 2) in the
III–IV interlinker, which is known to contain the inactivation
gate [PC and PAM; (8)]; and 3) at several intracellularly-facing
positions involved potentially as acceptor for the inactivation
particle (Fig. 2) or involved in steric hindrance of the binding of
acceptor and inactivation particle [PAM and HyperPP; (9, 10)].
Overlapping clinical phenotypes of the three disorders probably
are caused by a similar increase in channel open probability
(Fig. 3). The more severe membrane depolarization found in PC
and HyperPP correlates with the higher transient intracellular
Na+ accumulation, whereas depolarization and accumulation
are small in PAM (11).

Local anaesthetics and antiarrhythmic drugs of Class I, such
as mexiletine and lidocaine derivatives, are useful antimyotonic
agents for therapeutic treatment of PAM and PC. Their antimy-
otonic action occurs because they stabilize the inactivated state,
which leads to a use-dependent block. The spontaneous weak-
ness typical of HyperPP is not affected by mexiletine because
no repetitive action potentials occur. However, for HyperPP,
diuretics such as hydrochlorothiazide and acetazolamide can be
useful; these drugs decrease the frequency and severity of par-
alytic episodes by lowering serum K+ and by other unknown
mechanisms, perhaps, for example, by affecting pH or K+ chan-
nels.

Voltage-gated Cation Channel

Figure 2 Hinged-lid model of fast inactivation of Na+ channels. Bird’s eye view of the channel that consists of four similar repeats (I–IV). The channel is
shown cut and spread open between repeats I and IV to allow a view of the intracellular loop between repeats III and IV. The loop acts as the inactivation
gate whose hinge GG (a pair of glycines) allows it to swing between two positions: the open channel state and the inactivated closed state where the
inactivation particle IFM (the amino acids isoleucine, phenylalanine, and methionine) binds to its acceptor.
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Figure 3 Two examples of faulty inactivation of mutant Nav1.4 Na+ channels of skeletal muscle associated with potassium-aggravated myotonia.
Patch-clamp recordings from normal (WT), G1306V, and V1589 M channels expressed in human embryonic kidney cells. Upper panels: families of sodium
currents recorded at various test potentials in the whole-cell mode show slowed decay and failure to return to baseline completely. Slowed inactivation is
more pronounced with G1306V; the persistent inward sodium current is larger for V1589 M. Lower panels: traces of five single-channel recordings each
obtained by clamping the membrane potential to –20 mV. Mutant channels show re-openings, which are the reason for the ‘‘macroscopic’’ current
alterations shown in the upper panels. Modified after Reference (8).

The disease in which mutations have only been found in
voltage sensors, are hypokalemic periodic paralysis (HypoPP)
types 1 and 2. In both types, episodes of generalized muscle
weakness occur occasionally, often during the second half of
the night after a day of intensive exercise. Another trigger is
a carbohydrate-rich meal. Glucose and released insulin induce
a rapid uptake of K+ into the muscle fibers. The resulting hy-
pokalemia correlates with the clinical expression of the paralytic
attack and gave the disease its name. If no K+ is substituted,
the weakness can last several hours or days until the serum
level is normalized by a hypokalemia-induced rhabdomyolysis
or K+ retention. As muscle strength is normal between attacks,
at least in young patients, the underlying ion channel defect
must be well compensated. The intermittent attacks of weak-
ness in HypoPP lead to the requirement of trigger mechanisms.
Insulin secretion, as after carbohydrate-rich meals, is one such
trigger. Insulin activates the electrogenic Na+/K+-ATPase; in-
sulin per se and the resulting decrease in [K+]o normally lead
to a membrane hyperpolarization. In contrast to normal muscle,
however, HypoPP-1 and HypoPP-2 muscle fibers depolarize to
–50 mV at a reduced [K+]o of 1 mmol/L and loose force (12).
This explains the hypokalemic weakness of the patients.

In HypoPP-1, mutations have been identified in the Cav1.1
voltage sensors (S4 segments) of repeats II or IV (13, 14).
HypoPP-2 mutations are located in S4 segments of Nav1.4
repeats II and III [Fig. 1; (12, 15)]. The resulting changes in the
pore currents were minor for HypoPP-1 and showed reduced
function for HypoPP-1/2 rather than gain of function. Recent

results on K+ and Na+ channels indicate that voltage sensor
mutations may create an accessory ion pathway that generates a
hyperpolarization-activated cation leak independent of the main
channel pore, and that this leak current is responsible for the
pathogenesis of the disease (16–18).

Neuronal voltage-gated Na+
channelopathies

Of the many neuronal voltage-gated Na+ channelopathies
(Table 1), only generalized epilepsy with febrile seizures plus
(GEFS+) and severe myoclonic epilepsy of infancy (SMEI) will
be described in more detail. GEFS+ is an autosomal dominant
childhood-onset syndrome that features febrile convulsions and
a variety of afebrile epileptic seizure types within the same
pedigree (19). SMEI is characterized by clonic and tonic-clonic
seizures in the first year of life that are often prolonged and
associated with fever. Developmental stagnation with dementia
occurs in early childhood. In contrast to GEFS+, the syndrome
usually is resistant to pharmacotherapy. Sometimes, patients
with SMEI have a family history of febrile or afebrile seizures,
and families exist in which GEFS+ and SMEI overlap, so that
SMEI can be regarded as the most severe phenotype of the
GEFS+ spectrum (20).

The first genetic defect in this group of diseases was discov-
ered in a large GEFS+ pedigree (19). The authors identified
a C121 W mutation that disrupts the disulfide bridge of the
β 1-subunit extracellular loop and leads to a loss of β-subunit
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function. Subsequently, several groups found linkage to a cluster
of genes that encode neuronal Na+ channel α-subunits on chro-
mosome 2q21-33 (Table 1). The first two point mutations were
detected in SCN1A to predict amino acid changes within the S4
segments of domains II and IV [T875 M, R1648H; (21)]. Many
more SCN1A mutations have been described since then in addi-
tion to the mutations in the GABAA receptor (Table 1). A few
of the Na+ channel mutations were expressed in human embry-
onic kidney cells or Xenopus oocytes that revealed both gain-
and loss-of-function mechanisms. Gain-of-function alterations
were an acceleration of recovery from inactivation that short-
ened the refractory period after an action potential for R1648H
(22). Increased persistent sodium currents predict membrane
depolarization for T875 M, W1204 R, and R1648H (23); a hy-
perpolarizing shift in window current for W1204 R (24); and
a reduced channel inactivation upon high frequency depolar-
izations for D188V (25).Whether the S4 mutations generate a
hyperpolarization-activated cation leak through an accessory ion
pathway has not yet been studied. In contrast, loss-of-function
mechanisms were described in part for the same mutations
such as enhanced fast and slow inactivation for T875 M and
R1648H (22, 24) or a depolarizing shift of the steady-state
activation curve for I1656 M and R1657 C (26), which all re-
duce the amount of available sodium channels. A complete
loss-of-function was described for two other GEFS+ point muta-
tions, V1353L and A1685V (26). Hence, loss-of-function mech-
anisms seem to predominate for GEFS+, which is in agreement
with the genetic findings in SMEI as will be outlined below.

In contrast to the point mutations found in GEFS+ families,
most SMEI patients carry de novo nonsense mutations that pre-
dict truncated proteins without function (27). One SMEI point
mutation was also shown to yield nonfunctional channels when
expressed in human embryonic kidney cells (26). The sodium
channel blocker lamotrigine, which is the only drug of this class
that is in use in patients with idiopathic generalized epilepsies,
deteriorates the clinical situation in SMEI patients; in particu-
lar, it can lead to an increased number of myoclonic seizures
(28), similar to juvenile myoclonic epilepsy. This observation
confirms that SMEI is a loss-of-function sodium channel disor-
der caused by haploinsufficiency of SCN1A; from a genetic and
clinical point of view, it is a severe allelic variant of GEFS+. As
a loss-of-function of a voltage-gated sodium channel decreases
membrane excitability, it seems paradoxical that such mutations
can cause epilepsy. However, when acting predominantly on
inhibitory neurons, this effect could be responsible for the oc-
currence of hyperexcitability in neuronal circuits that induces
epileptic seizures. The hypothesis that SCN1A is expressed
selectively in inhibitory neurons has been recently confirmed
(29, 30).

Cardiac voltage-gated Na+
channelopathies

Of all the episodic disorders known to be caused by ion chan-
nels, long QT syndrome (LQTS) is the most severe because
of an increased risk of potentially fatal ventricular arrhyth-
mias. The name is derived from the patients’ electrocardiogram,
which shows an elongation of the QT interval as a result of

disturbed myocardial repolarization. Typical associated ventric-
ular arrhythmias are Torsade de Pointes, in which the QRS
complex twists around the isoelectric axis in the electrocardio-
gram. LQTS is a genetically heterogeneous disorder of usually
dominant inheritance for which four causative genes have been
identified: three K+ channel genes and one Na+ channel gene,
SCN5A (Table 1). Triggering factors associated with arrhythmic
events are different among genetic subsets of LQTS. LQT-3, the
form caused by SCN5A mutations, often produce distinct clini-
cal features that include bradycardia, and a tendency for cardiac
events to occur during sleep or rest in often young and otherwise
healthy individuals (31) whereas other LQTS manifest at high
activity of the sympathetic nervous system with beta blockers
being of benefit.

Expression of typical LQT-3 causing mutations such as the
deletion of three amino acids in the loop that connects repeats
III and IV, the inactivation gate of the channel (Fig. 1), revealed
a defective fast inactivation characterized by a persistent sodium
current during membrane depolarization (4). This persistent in-
ward current is caused by channel bursting and reopenings as in
the skeletal muscle sodium channel disorders described above.
In addition to this gain of function, secondary indirect effects
may occur in certain cases (32). The result is a prolongation
of the cardiac action potential and refractory period, and the
trigger-induced generation of arrhythmias that results in syn-
copes. Class I antiarrhythmics and local anesthetics such as
mexiletine and flecainide proved to be effective because of their
ability to prevent channel reopenings (33) whereas beta blockers
are not effective (34).

Mutations in SCN5A have also been associated with idio-
pathic ventricular fibrillation and with Brugada syndrome (35).
A family history of sudden unexplained death is typical. Indi-
viduals with Brugada syndrome often exhibit a characteristic
ECG pattern that consists of ST elevation in the right precor-
dial leads, an apparent right bundle branch block, and normal
QT intervals. They have an increased risk for potentially lethal
polymorphic ventricular tachycardia. Administration of Class I
antiarrhythmics and local anesthetics can expose this ECG pat-
tern in latent cases. Accordingly, the proposed cellular basis of
Brugada syndrome involves a primary reduction in myocardial
sodium current. In fact, most Brugada mutations cause pre-
mature stop codons, frameshift errors, and splice site defects,
and they are expected to cause nonfunctional channels. Het-
erologous expression of missense mutations revealed a reduced
channel open probability also in agreement with a reduced chan-
nel function. Currently, an implantable cardioverter-defibrillator
is considered the only effective therapy to terminate ventricular
arrhythmias in symptomatic patients with Brugada syndrome
(36).

Acquired or autoimmune cation
channelopathies
Many years before the term channelopathies had been es-
tablished, muscle diseases were identified to be caused by
autoantibodies against ligand- or voltage-gated ion channels.
Often, these disorders occur in association with malignancy.
For example, many patients with thymoma develop autoanti-
bodies to the nicotinic acetylcholine receptor (nAChR) of the
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neuromuscular junction. Normally, ACh molecules can bind to
nAChR, which is situated in the neuromuscular junction of the
muscle cell membrane and is the first cation channel cloned
(37). ACh binding triggers opening of the ion channel and
elicits an inward Na+ and Ca2+ current with fast rising and
decaying phases. The inward current elicits with a high safety
factor an action potential that propagates along the muscle fiber
membrane and activates excitation-contraction coupling. The
myasthenia gravis antibodies cause the profound fatigue and
weakness because of impairment in the safety factor of neuro-
muscular transmission from receptor block and internalization
(38).

The Lambert-Eaton syndrome is associated with small cell
lung cancer and is caused by antibody binding to specific extra-
cellular epitopes on the voltage-gated P/Q-type calcium chan-
nel glycoprotein of the peripheral motor neuron terminus. It
is characterized by muscle fatigue (39). Peripheral nerve hy-
perexcitability (PNH) is a malfunction of the peripheral nerve
and leads, in addition to other symptoms, to spontaneous skele-
tal muscle overactivity. In some patients, PNH is hereditary,
whereas in most patients it is acquired and often an autoimmune
channelopathy caused by serum antibodies to voltage-gated,
dendrotoxin-sensitive K+ channels of peripheral nerves (40). As
these autoimmune disorders fulfil the criteria of channel disor-
ders, this group of diseases has been included recently in the
broader classification of channelopathies.

Hereditary Anion Channelopathies
Cystic fibrosis (CF) is one of the most frequent genetic diseases
with one case in 2000 to 4000 live births. It is a very serious
disease with a mean life expectancy of 20 to 40 years. The
patients suffer mostly from chronic pulmonal infections that lead
to lung destruction, right heart insufficiency, and heart failure.
The defective gene product, the cystic fibrosis transmembrane
conductance regulator (CFTR), was identified in 1991 (41). The
complex molecule functions as Cl– channel and as a regulator
of other ion channels and transporters. A defect in CFTR leads
to reduced NaCl and water secretion in the airways and in other
epithelia. In addition, NaCl absorption is enhanced. As a result,
the clearing of the airways is impeded, and chronic colonization
by pathogenic bacteria such as Pseudomonas aeruginosa leads
to airway destruction. CF is one of the first genetic diseases
in which genetic therapy is being attempted. However, the
initial enthusiasm has been spoiled by the very limited success
in animal models and the lack of convincing benefit for the
patient. Currently, new approaches for gene and even more so
for “classic” therapy are under study. In addition, the CFTR
molecule with all its complex functions is target of basic
research. It is entirely feasible that the closer understanding of
this molecule, its synthesis, maturation, and interaction with
other transporters will lead to new and maybe unexpected
therapeutic strategies.

Tools and Techniques Used for the
Study of Ion Channels

The patch clamp technique

Hodgkin and Huxley unraveled the ionic basis of nerve exci-
tation in the squid giant axon by the first detailed description
of the processes of activation and inactivation of voltage-gated
sodium and K+ currents that use the voltage-clamp technique
(42). After this technique had become the principal tool for the
study of channels for decades, a more recent development has
revolutionized this field. The patch clamp technique, developed
by Hamill et al. (43), is a specific application of voltage clamp-
ing developed to record the current through a membrane patch
conducted by a single channel molecule. The patch clamp tech-
nique allows for the direct electrical measurement of ion channel
currents while simultaneously controlling the cell’s membrane
potential. It uses a fine-tipped glass capillary to make contact
with a patch of a cell membrane to form a GΩ seal. Originally,
this high resistance seal was yielded on skeletal muscle fibers
by enzymatic treatment that removed the basal membrane, the
glycocalix, and the connective tissue. Thus, the treated prepa-
ration allowed Hamill et al. (43) to attach the glass pipette to
the plasma membrane with a leak resistance of 10 to 50 MΩ.
Suction resulted in a GΩ seal and enabled the measurements of
currents in the 50-pA range with a small noise.

Current variants of this technique make possible the appli-
cation of solution on the exterior and interior of whole cells
and on the membrane patches torn from the cell (outside-out or
inside-out)—every thinkable configuration of solution and ion
channel orientation craved by the ion channel researcher. Usu-
ally, primary cultured cells or cell lines are preferred as they
reveal a relatively clean surface membrane (44) and require no
enzymatic treatment that damages the plasmamembrane. The
patch clamp technique is now the gold standard measurement
for characterizing and studying ion channels and is one of the
most important methods applied to physiology.

Single-channel recordings have shown that many channels
(e.g., the voltage-gated Na+ channel) possess only two conduc-
tance levels: zero when the channel is closed and a constant
conductance when the channel is open. After depolarization, a
brief delay occurs before channels open. The intervals are not
identical during each depolarization; in fact, the opening and
closing of a given single channel is a random process even
though the open probability depends on the voltage and is more
sensitive to the voltage than an electronic device such as a
transistor. After a subsequent short interval, the open time, the
current jumps back to zero as the channels close.

The stochastic nature can be understood by certain energy
barriers that must be overcome before a channel can flip from
one conformation (e.g., open) to another (e.g., closed). The
energy needed for this purpose comes from the random thermal
energy of the system. One can imagine that each time the
channel molecule vibrates, bends or stretches, it has a chance
to surmount the energy barrier. Each motion is like a binomial
trial with a certain probability of success. Clearly, because the
protein movements are on a picosecond time scale, but the
channel stays open for milliseconds, the chance of success at
each trial must be small, and many trials will be needed before
the channel shuts. Usually, a normal Na+ channel does not
reopen even though the depolarization may be pertained by the
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voltage clamp step for a certain time. Remarkably, the average
behavior of a single channel is identical in time course to the
macroscopic, whole-cell Na+ current.

By combining the patch clamp with molecular cloning tech-
niques, function and significance of potentially important amino
acid residues are elucidated rapidly. One common approach to
this technique involves cloning the gene of interest and then
inserting a designed or naturally occurring mutation into the
clone by mutagenesis hoping that the mutation will produce
measurable changes in channel function. Then, a heterologous
expression system (e.g., a cell line of a different tissue), which
does not express the gene of interest endogenously, is to be used
to express the gene. This expression can be either transient, as
in RNA-injected Xenopus oocytes, or stable, as in viral-infected
or transfected cells. Finally, the patch-clamp technique is used
to characterize the function of a channel ensemble or of a single
protein molecule.

Drug Treatment

The functional expression of the mutations in “expression sys-
tems” allows one to study the functional alterations of mutant
channels and to develop new strategies for the therapy of ion
channelopathies (e.g., by designing drugs that specifically sup-
press the effects of malfunctioning channels). The limitations in
throughput are overcome by the automation of the patch clamp
technique by which it will become both cost-effective and fast
and, at the same time, will enable the highest sensitivity and
most accurate description of drug effect compared with any
other ion channel drug screening method. Several strategies for
the automation of the patch clamp technique have been pursued
with set ups already available on the market.

Currently, ion channel modulator drugs account for several
billion U.S. dollars in worldwide sales, such as Cl– channel
activators (benzodiazepine, anxiolytics, and antiepileptics), K+

channel blockers (sulphonylurea antidiabetics, amiodarone-type
anti-arrhythmics), Ca2+ channel blockers (verapamile-type an-
tiarrhythmics), and Na+ channel blockers (lidocaine-type anes-
thetics, mexiletine-type antiarrhythmics, and antiepileptics such
as lamotrigine and carbamazepine). As membrane-localized pro-
teins, ion channels are accessible easily to drugs and, because
of the variety of expression patterns and tissue-specific splicing,
they likely have a restricted adverse-effect profile. This makes
them ideal drug targets especially given the possibility of such
precise observation of the drug effect on channel function by
the patch clamp technique.
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The theory of a chemo-autotrophic origin of life in an Iron-Sulfur World
postulates quenched, aqueous flows of volcanic exhalations as sites for the
emergence of the pioneer organism of life, which are characterized by a
composite structure with an inorganic substructure and an organic
superstructure. Iron, nickel, and other transition metal centers in the
substructure are catalytic for the reductive formation of
low-molecular-weight organic compounds by carbon fixation from
volcanically derived carbonyl, cyano, sulfido, ammino, and other ligands.
Some organic products become transition metal ligands in statu nascendi
with the effect of ligand-accelerated autocatalysis as a chemical basis of
pioneer reproduction, inheritance, and evolution. This unitary
structure-function relationship of the pioneer organism constitutes the
‘‘Anlage’’ for two major parallel strands of evolution, genetization, and
cellularization, and the ‘‘mystery’’ of an increase of complexity throughout
evolution is simply caused by the primal synthetic drive of the autotrophic
pioneer organism that may well be persisting to this day.

Conventional theories on the origin of life are characterized
by a conjunction of several deep-seated misconceptions. Since
the time of Nägel (1), the oldest and most persistent miscon-
ception is based on the fact that the bulk material of all extant
organisms consists of polymers. It is, therefore, assumed widely
that the first organisms of life were engaged already in the
polycondensation of monomers to autocatalytic nucleic acids
(“RNA World”) or to autocatalytic sets of polypeptides (“Pro-
tein World”). The origin of the monomers is relegated typically
to an obscure chemical evolution in a “prebiotic broth” over
thousands or millions of years. This view has been criticized
severely, notably by Shapiro (see Further Reading). It suffers
from a stark paradox. Liquid water is postulated as the medium
of polycondensation; yet it is precisely this medium that tends
to counteract polycondensation or polycondensation agents be-
cause of the hydrolytic mass effect of liquid water, notably
under hot, non-neutral conditions. In the last 20 years, a new ap-
proach has been developed (2–5), which aims to avoid these pit-
falls. The new theory is based not on a polymer metabolism with
catalytic polymers, polycondensation, and replication, but rather
on a small-molecule metabolism with catalytic transition metal
precipitates and autocatalytic carbon fixation, which gives rise
to small organic ligands. It is not restricted to main group chem-
istry, but it is critically dependent on transition metal coordina-
tion structures, organo-metal chemistry, and redox reactions, for

which liquid water is a benefit rather than a detriment. In view
of the dominance of iron among transition metals and the ubiq-
uity of sulphur, the term “Iron-Sulfur World” has been coined
for the setting of the origin of life (3), which is viewed not as
a protracted affair of prebiotic chemistry but as a nearly instan-
taneous induction of an autocatalytic “pioneer organism.” The
new theory is recognized in the field as one of the “two main
theories on the origin of life” and as having generated a conflict
over “hot, volcanic origin” versus “cold, oceanic origin” (6).

General Organization and
Operation of the Pioneer Organism

The new theory places the pioneer organism in a locally and
temporally coherent volcanic flow setting. Therefore, all its
assumptions must be compatible with each other. Such a com-
prehensive theory cannot be conceived in one stroke. It has to
evolve. Indeed, the theory presented here has been evolving over
the past 20 years, its progress guided by chemical experiments
and by the increase of its relative explanatory power (Popper).
The partial aspects of the theory as it now stands shall be ad-
dressed one at a time in a manner that makes their coherence
within the theory apparent.
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Structural organization of the pioneer
organism

An origin of life by autocatalytic carbon fixation requires a
sufficient degree of localization and physical/compositional co-
herence for preventing decay of the chemical potentials by
diffusion and dilution, while permitting access of the volcanic
nutrients. These requirements are satisfied by a minimal struc-
tural organization that consists of an inorganic substructure of
crustal origin and an organic superstructure of volcanic gas ori-
gin. Catalytic transition metal centers (e.g., Fe, Co, Ni, Cu, Mn,
Mo, W, and V) in the inorganic substructure are exposed to vol-
canic gas nutrients (CO, HCN, CH3SH), which are quenched in
the liquid water phase and bonded as ligands to the transition
metal centers. The chemical potential of these inorganic lig-
ands in conjunction with the catalytic properties of the transition
metal centers leads to synthetic reaction cascades that generate
low-molecular-weight organic compounds, which are function-
alized sufficiently for bonding in statu nascendi as ligands to the
transition metal centers (2). Thereby they become constituents
of the organic superstructure attached to the transition metal cen-
ters in outer or inner surfaces of the inorganic substructure. The
organic superstructure and the proximal regions of the inorganic
substructure define the “pioneer organism.”

The organic superstructure constitutes a dynamic ligand
sphere. Its constituents may undergo lateral transfer along the
surfaces. At any given time the composition of the superstruc-
ture is a steady state between the rate of formation of organic
constituents by carbon fixation and the rate of loss of organic
constituents by detachment and diffusion into the vast expanses
of the ocean (2).

The inorganic substructure should also be viewed as being
dynamic. According to Ostwald’s rule of steps, it will change
its constitution mainly by conversions of the structure-forming
bridging ligands. It may begin as an extended polynuclear, poly-
modal, heteroleptic, and hydrated complex or as amorphous,
hydrated hydroxy minerals or hydrogels [e.g., (Fe,Ni)(OH)2],
which subsequently stabilize by crystallization. The additional
development depends on the relative rates of introduction of
polymerizing bidentate ligands (cyanidation, dehydration, or
sulfidation) versus depolymerizing ligands (carbonylation or
ammination). Under conditions of high sulfide activity, the sub-
structure will convert to sulfides, which are at first amorphous
or poorly crystalline, and finally to pyrites.

Inorganic starting conditions of the
pioneer organism

The discovery that liquid water may well have existed on Earth
4.4 billion years ago has made room for the possibility that life
originated deep in the Hadean, i.e., at a time when magma and
crust of the Earth were much hotter than today and much more
reducing. As a consequence, the water gas equilibrium of the
volcanic gases

CO + H2O � CO2 + H2 (1)

favors a high concentration of CO at the magmatic source. For
example, under conditions of saturation with graphite, the molar
ratio of CO/CO2 is about 1:1 at 1200◦C and 2 kbar or at 900◦ C
and 0.1 kbar. If the rate of quenching along the flow path (by
cold water or ice) is fast compared with the rate of equilibration,
a significant disequilibrium concentration (chemical potential)
of CO is the result (5). Quenched volcanic gases also contain
H2, which increases in concentration by water gas equilibration
(1), as well as the sulfur compounds H2S, CH3SH, and COS;
the nitrogen compounds N2, NH3, and HCN (5); and the volatile
phosphorus compound P4O10 (7).

The formation of low-molecular-weight organic compounds
by carbon fixation from volcanic nutrients involves primarily
electron transfer (redox) reactions. Redox reactions are creative
chemically with thoroughgoing transformations of the electron
configurations, whereas (poly)condensations are organizational,
leaving the electron configurations of the monomers essentially
unchanged. Redox reactions require catalysts that can act as
electron shuttles. For the pioneer organism, only transition
metals that can have different oxidation states are available as
inorganic redox catalysts.

Reproduction of the pioneer organism

For the pioneer organism we postulate reproduction by syn-
thetic reactions with autocatalytic product feedback. Now, it
is well established that the catalytic activity of a transition
metal center is dependent on its ligands and that organic lig-
ands may increase the catalytic activity by a factor of up to
104. This ligand feedback is unpredictable theoretically and id-
iosyncratic (8). Therefore, it is suggested that certain products
of the carbon fixation pathways may increase the catalytic ac-
tivity of transition metal centers as ligands. This result may well
be the simplest and earliest form of autocatalytic product feed-
back (ligand-accelerated autocatalysis). It constitutes “metabolic
reproduction,” which gives rise to growth and inheritance by
lateral spreading.

In broad terms, the proposed origin of life by autocatalytic
ligand feedback is characterized by an extreme paucity of chem-
ical possibilities because the starting materials are inorganic
and the organic products have a low molecular weight. At the
same time, the chemistry is highly selective because of mild
chemical energy in combination with specific transition metal
catalysis. As a consequence, only one possibility may exist for
a chemo-autotrophic origin of life.

Flow setting of the pioneer organism

Precious little geological evidence exists concerning the geo-
chemical conditions of the Hadean Earth. Cockell (see Further
Reading) has proposed that heavy bombardment caused impact
cratering, rock fracturing, and deposition of debris creating a
bed with myriads of diverse flow ducts for volcanic, hydrother-
mal fluids. Such a flow bed would undergo several characteristic
transformations.

The primal crust beneath the Hadean ocean may well
have consisted of ultramafic rocks (e.g., komatiite), with
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orthosilicates. These rocks react with water, generating hydrox-
ides according to the following simplified, notional formulas:

(Mg, Ca)2SiO4 + H2O −→ (Mg, Ca)(OH)2

+ (Mg, Ca)SiO3 (2)

(Fe, Ni)2SiO4 + H2O −→ (Fe, Ni)(OH)2

+ (Mg, Ca)SiO3 (3)

The alkaline (Mg, Ca)(OH)2 buffers the pH. After exhaustion
of the buffer capacity by reaction with CO2 and with the
acidic products of carbon fixation, the flow ducts undergo a
pH development from alkaline toward neutral (pH zoning). (Fe,
Ni)(OH)2 undergoes cyanidation, carbonylation, sulfidization,
and pyritization. Specifically, cyanidation of Ni(OH)2 generates
Ni(CN)2 having a layered crystal structure (9), and organic
compounds may become trapped in the interspaces between the
Ni(CN)2 layers to form clathrades.

As a consequence of the notions of surface catalysis and
volcanic flow (2), the flow ducts would operate like a chromato-
graphic reactor with interacting reactive and chromatographic
processes. Organic constituents of the superstructure with dif-
ferential ligand bonding strength would exhibit differential re-
tention or residence times, with the best surface bonders being
slowest travelers.

Toward the (Bio)Chemistry of the
Pioneer Organism

We now turn to the (bio)chemistry of the pioneer organism and
begin with reactions that provide reducing power and nutrients
for the pioneer metabolism. The (bio)chemistry of the pioneer
organism is testable experimentally with the aim of correlating
extant metallo-enzymes with inorganic transition metal catalysts
and with the ultimate goal of establishing a reproducing and
evolving pioneer organism.

Sources of reducing power for the
pioneer organism

CO is a source for reducing equivalents by reaction with H2O
but also with H2S:

CO + H2O −→ CO2 + 2H+ + 2(e−) (4)

CO + H2S −→ COS + 2H+ + 2(e−) (5)

The reactions are precursors of the reactions catalyzed by the
extant nickel-enzyme carbon monoxide dehydrogenase. They
are catalyzed by nickel centers, and the reducing equivalents
(e−) may appear primarily in the form of reduced nickel centers,
Ni1+ or Ni◦.

The reaction of volcanic dihydrogen (H2) is another electron
source, which is correlated with the activity of extant Fe,
Ni-hydrogenase:

H2 −→ 2H+ + 2(e−) (6)

Even more reducing equivalents may develop by established
oxidative conversions of the inorganic substructure:

FeS + H2S −→ FeS2 + 2H+ + 2(e−) (7)

3FeS + H2S −→ Fe3S4 + 2H+ + 2(e−) (8)

3Fe(OH)2 −→ Fe3O4 + 2H2O + 2H+ + 2(e−) (9)

Inorganic nutrient interconversions in
the surfaces of the inorganic
substructure

Ammonia formation by nitrogen fixation under moderate tem-
perature and pressure has been demonstrated unequivocally with
15N2 in conjunction with reaction (7) as an electron source (10).
It has been suggested as a precursor of extant nitrogenase ac-
tivity:

N2 + 3 FeS + 3 H2S −→ 3 FeS2 + 2 NH3 (10)

Hydrogen cyanide (HCN), the nitrogen analog of CO, forms
by catalytic conversion of CO with NH3:

CO + NH3 −→ HCN + H2O (11)

and it may be trapped as ligand by transition metals under
conditions of moderate temperature and pressure (5). In the
presence of catalytic NiS or FeS, COS, produced by reaction (5)
(11), or from CO2 by equilibration with H2S (12), respectively,
is reduced via Ni-CH3 to methanethiol, which also becomes a
ligand:

COS + 6H+ + 6(e−) −→ CH3SH + H2O (12)

α-Hydroxy acids and α-amino acids

Amino acids are among the most important products of extant
intermediary metabolism. Therefore, it is of importance that
volcanic conditions have been found to generate a suite of
α-amino acids and a corresponding suite of α-hydroxy acids at 1
bar CO and around 100◦ C with (Mg, Ca)(OH)2 as pH buffer and
with an Ni-precipitate with CN-ligands. The CN-ligands serve
as C-source and N-source. CO serves as reducing agent. The
products satisfy the formula R–CHA–COOH, whereby A=NH2

or OH and R=H, HO–CH2, CH3, C2H5, n-C3H7, i-C3H7 . . . ,
which indicates a mechanism of chain extension (13).

The nickel precipitate provides not only catalytic nickel
centers but also the carbon source and the source of electrons
for the reactions. In this sense, the inorganic substructure reacts
stoichiometrically and not catalytically. The transition from a
stoichiometric reaction to a truly catalytic reaction is likely a
result of evolution. It is remarkable that the α-amino acids and
α-hydroxy acids are bidentate ligands for forming complexes
with transition metals. Therefore, they are excellent candidates
for ligand-accelerated autocatalysis.
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The above experimental results suggest that among the most
prominent pioneer amino acids of life were glycine (R=H), ala-
nine (R=CH3), serine (R=HO–CH2), and valine (R=i-C3H7).
Moreover, the facile formation of serine suggests that cysteine
originated early on by sulfidization of serine.

α-keto acids and α-imino acids

In the above reactions under modest conditions, traces of pyru-
vate have been found (13), which indicates that α-keto or
α-imino acids are intermediates in the pathways to α-hydroxy
or α-amino acids. The reductive amination of α-keto acids
has been demonstrated experimentally under alkaline conditions
with FeS/H2S or Fe(OH)2 as catalyst and reducing agent (14).
The formation of significant amounts of pyruvate from CO and
FeS/nonylmercaptan at 250◦ C and 2000 bar has been reported
(15). Remarkably, pyruvate is stable under these conditions and
apparently not reduced to lactate.

Sugar alcohols and sugars

In the above reactions, significant amounts of ethylene glycol
have been detected (13), which is the simplest sugar alcohol
and may form by reduction of glycolaldehyde, the simplest
sugar. It is well established that sugars and sugar alcohols are
excellent ligands for transition metals, which suggests that we
may trace the biosynthetic roots of nucleic acids down to the
pioneer metabolism.

Acetyl-thioester

Experiments provide evidence that in the presence of Ni(OH)2,
(Fe,Ni)S, NiS, or CoS, the volcanic reactants CO and H2S (or
CO and CH3SH), are converted to activated forms of acetic acid
(CH3-CO-Ni, CH3-CO-S-Ni, CH3-CO-S-H, or CH3-CO-S-CH3)
as evolutionary precursor of acetyl-CoA (11):

CH3-Ni + CO −→ CH3-CO-Ni (13)

CH3-CO-Ni + H2S −→ CH3-CO-SH + (H-Ni) (14)

CH3-CO-Ni + CH3SH −→ CH3-CO-S-CH3 + (H-Ni)
(15)

Activated amino acids and peptides

The condensation of α-amino acids to peptides in dilute aque-
ous systems is endergonic and requires energy coupling. Under
alkaline, volcanic conditions CO in the presence of H2S (or
CH3SH) and (Ni,Fe)S is an efficient energy source for the for-
mation of peptides, notably via COS (16). The latter operates as
a short-lived coupling intermediate, and therefore, the hydroly-
sis problem associated with theories that require accumulation
and/or transport of COS (17) is obviated. Interestingly, the addi-
tion of Na2HPO4 to the system (Fe,Ni)S/CO/CH3SH broadens
the pH-range of efficient peptide synthesis (16), which indicates
nucleophilic catalysis with a phosphorylated intermediate.

As a mechanism of peptide formation, it is suggested that a
CO-derived activated intermediate (e.g., COS) is formed, which
subsequently suffers a nucleophilic attack by the free amino

group of an amino acid (aa) followed by ring closure to activate
the carboxyl group of the amino acid in a five-membered
cyclic intermediate, notably an amino acid N-carboxyanhydride
(aa*) (16):

CO + H2N-CHR-COOH
HN O

HC

O

O

NiS

−2[H]

R

aa
aa*

Subsequently the free amino group of another amino acid
molecule (aa) reacts nucleophilically with the activated amino
acid to generate a dipeptide (aa-aa):

HN O

HC

O

O
R

−CO2

H2N-CHR-COOH+

H2N-CHR-CO-NH-CHR-COOH

aa-aa

aa

Alternatively the free amino group of a peptide may react
with the activated amino acid (aa*), with the result that the
peptide is extended by one amino acid unit at its N-terminal
end. The redox energy of CO is converted into group activation
energy, which then drives the endergonic peptide synthesis
pathway. The synthetic pathway is controlled kinetically, and
it runs as long as the energy source lasts (16).

Peptide cycle
Surprisingly, it was found that peptide-forming conditions ac-
tually support a peptide cycle (18), whereby the peptides react
with CO to acquire an N-terminal hydantoin ring, which hy-
drolyzes to an N-terminal urea group. Finally, the urea group
is hydrolyzed. The net result is a removal of the N-terminal
amino acid unit. The following scheme shows the simplest
case of a dipeptide cycle for glycine (Gly) through activated
glycine (Gly*), glycyl-glycine (Gly-Gly), its hydantoin deriva-
tive (H-Gly), and its urea derivative (U-Gly):

H-Gly

HN N—CHR-COOH

H2C

O

O

Gly-Gly
NiS/H2S

U-Gly

HN NH—CHR-COOH

COOHH2C

O

+CO
−2[H]

H2N NH—CHR-COOH

H2C
O

NiS
+H2O

Gly*

HN O

H2C

O

O

Gly

−Gly
NiS
+H2O
−CO2

NiS/H2S

+CO
−2[H]

+GlyNiS
−CO2

  

Similar cycles pass through the tripeptide, tetrapeptide, and
so on, which results in a concatenation of peptide cycles. The
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segment of the cycle up to the urea derivative is anabolic. The
hydrolysis of the urea group constitutes a catabolic segment.
Because of this anabolic–catabolic character, the peptide cy-
cle generates a dynamic library of peptides, their hydantoin
derivatives, and their urea derivatives (“peptide library”). The
members of the peptide library come and go, and all transient
members of this library are candidates for transition metal lig-
ands. With an increase of the number of amino acids, the peptide
library increases exponentially, and so does the likelihood of
autocatalytic feedback.

It has been discovered that homochiral amino acids undergo
slow racemization under the conditions of the peptide cycle,
which may be attributed to the hydantoin stage. Racemic amino
acids are actually an advantage from the point of view of
ligand feedback, because racemic amino acids generate a greater
variety of peptides than homochiral amino acids.

Remarkably, the dynamic peptide library is also self-selecting
because differential bonding of its members as ligands to tran-
sition metal centers causes differential stabilization against hy-
drolysis. It means a self-selection of stable metallo-peptide
structures.

The peptide cycle is driven by energy coupling from the re-
dox energy of CO to group activation. The peptide cycle as a
whole may be viewed as a catalytic cycle for the conversion of
CO to CO2. It may therefore be viewed as a functional evolu-
tionary precursor of extant carbon monoxide dehydrogenase.
The Ni-catalyzed hydrolysis of the urea group is the func-
tional evolutionary precursor of the extant Ni-enzyme urease.
The hydantoin group is related structurally to the aminoacyl
N-carboxyanhydride. It is also related to the imidazol ring of
the purine bases, which suggests a synthetic as well as an evo-
lutionary precursor relationship.

In the course of evolution of the metabolism by peptide
feedback, the system will sooner or later become homochiral
because of symmetry breaking by autocatalytic feedback. At
this level it has been shown that α-amino acids undergo a facile
enantioselective conversion to thermostable β-sheets (19).

Energy metabolism of the pioneer
organism

In extant metabolism, it is expedient to distinguish an “energy
metabolism” that generates a pool of energetic products, like
ATP, for energy coupling with endergonic reactions. The initial
chemical energy of a volcanic setting is redox energy, and it is
surprising that the pioneer metabolism is engaged from the start
in various forms of energy conversion and energy coupling.

A pool of redox energy originates, if the reducing equivalents
of the oxidative half reactions (4) and (6)–(9) are transferred
to the transition metal centers in the inorganic substructure,
and subsequently, they may undergo lateral transfer through
suitably spaced transition metal centers in the substructure. Such
a redox pool would form the basis for redox-to-redox energy
coupling between exergonic redox reactions and endergonic
redox reactions, notably as the beginning of chemi-osmotic
energy coupling.

Turning finally to redox-to-condensation energy coupling, the
simplest case is shown in reaction (5). COS in turn will be
the substrate for various forms of condensation-to-condensation
energy couplings. For example, C–C-bond formation by car-
boxylation with COS will generate thioacids (3). Similarly,
carboxylations of α-amino acids by COS generate thiocarbox-
amides en route to aminoacyl N-carboxy-anhydrides:

H2N-CHR-COOH + COS −→ HS-CO-NH-CHR-COOH
(16)

Cascades of condensation-to-condensation energy coupling
are among the hallmarks of extant metabolism. They proceed
through compounds of decreasing hydrolytic energy and usually
increasing reaction selectivity and constitute a form of chemical
energy conservation.

Arguably the most important forms of energy coupling and
energy conservation involve phosphorylation energy. Volatile
phosphoric anhydride P4O10 in volcanic exhalations reacts hy-
drolytically on contact with liquid water through a cascade of
oligophosphates (7). Pyrophosphate and other oligophosphates
may have provided the group activation for the formation of
phosphorylated organic compounds in early evolution (20).

It has been proposed by de Duve (see Further Read-
ing) that primordial acetyl phosphate originates by reaction
of acetyl-thioester with phosphate ions. According to the
Iron-Sulfur World theory, phosphorylation energy may also re-
sult from a transfer of the redox energy of CO/H2S in the
presence of amino acids (5), which received its first sup-
port by phosphate catalysis of peptide formation (16). Subse-
quently it was supported by the discovery of a formation of
aminoacyl phosphate in reaction of phosphate with aminoacyl
N-carboxyanhydride (21):

HN O

HC

O

O
R

+ H2PO4
− −CO2

H2N O

HC
O

R

PO3H−

and by the discovery of a transfer of the condensation energy
of COS to aminoacyl phosphate or aminoacyl adenylate and
further to pyrophosphate (22).

The above-reported chemical reactions proceed under condi-
tions that are compatible with an origin of life under the locally
and temporally coherent conditions of a volcanic flow system.
Therefore, the discovered reactions may well be components
of the metabolic system of the pioneer organism. As additional
components come into experimental view, the theory is expected
to evolve. So far we have addressed the notions of growth and
reproduction as aspects of one unitary chemical system. We now
show that this unitary system is also the physical basis for the
earliest mechanism of evolution and that it constitutes in fact
the evolutionary “Anlage” for the emergence of the cellular and
genetic features of extant forms of life.
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Evolution from the Vantage Point
of the Pioneer Organism

In extant forms of life, we distinguish a (fast) process of
development over the lifetime of an organism from a (slow)
process of evolution over many generations of reproduction.
Going back in time we see these two processes fuse into one
unitary process, which constitutes at the same time growth by
the accumulation of carbon fixation products, reproduction by
positive ligand feedback of some products, inheritance by rapid
multiplication and lateral spreading of ligands with positive
feedback, and metabolic evolution by variation of the set of
ligands and by pathway extension. We now treat metabolic
evolution in greater detail.

Ligand evolution

Let us assume that a member of the set of products of the pio-
neer metabolism binds as a ligand to a catalytic metal center and
thereby increases the catalytic activity for a rate-determining
step in the pioneer metabolism, which in turn increases the
steady-state activities of all products downstream from said
rate-determining step. This process induces additional ligand
feedback effects and so forth, whereby a cascade of ligand feed-
back effects comes into play. It has the important consequence
that the pioneer metabolism is self-expanding because of an
avalanche of ligand feedback effects.

Under chromatographic flow conditions, strong bonding lig-
ands have a long retention time and travel slowly in flow direc-
tion. Therefore, the strongest ligands (and the best candidates
for ligand feedback) tend to become concentrated in upstream
flow zones. These ligand zones are areas of ligand feedback
concentration and thus constitute the spatial precondition for a
localization of the pioneer organism. This catalyst evolution by
ligand feedback is the most basic mechanism of evolution and
the source mechanism for the emergence of a mechanism of
pathway evolution to which we turn next.

Metabolic self-expansion

The evolutionary increase of catalytic activities and the con-
comitant widening of the spectrum of catalytic abilities elicit
ever more complex expansions of the metabolism. These ex-
pansions may be from terminal extension or lateral branching
of preexistent pathways. They lead to new synthetic products of
the metabolism, which increase the set of potential ligands for
the catalysts. Therefore, the catalysts evolve from strictly inor-
ganic catalytic transition metal centers with inorganic ligands
to hybrid inorganic–organic catalyst centers with a combina-
tion of inorganic and organic ligands. Within the latter cat-
egory of catalysts, metallo-peptides become more and more
dominant. Finally, with the emergence of the genetic machin-
ery, primitive noncoded metallo-peptides are replaced by coded
metallo-peptides and ultimately by folded metallo-proteins.

So far we have considered an evolving pioneer metabolism
based on the full complement of primordial inorganic con-
stituents of volcanic flow localities. With the expansion of
the metabolism, new pathways come into play, which are

independent of one or the other inorganic compound. This
process allows the descendents of the pioneer organism to
venture into spaces that are devoid of such inorganic com-
pounds. For example, the coexistence of amino acid synthesis
from CN-ligands and from CO/NH3-ligands allows the grad-
ual colonization of spaces devoid of cyanide sources. Here
the amino acid synthesis becomes restricted to CO-ligands as
carbon source and indispensable CN-ligands (in hydrogenases)
come to be biosynthesized. In subsequently conquered realms,
the CO-ligands become replaced by carbon dioxide as carbon
source and by FeS/H2S or H2 as reductant. In new chemi-
cal spaces, the catalysts that are dependent on unavailable or
extremely depleted inorganic starting materials will be oppor-
tunistically lost. Therefore, newly conquered spaces turn from
optional habitats into obligatory habitats and metabolic evolu-
tion leads by necessity to a biosphere with diverse variants in a
diversity of habitats.

In the course of early evolution, the metabolism becomes
more and more integrated and centralized, so much so that
a chemical conversion of highly integrated constituents tends
to weaken the metabolism. The more central the constituent,
the more severe is this effect of metabolic decay by chemical
conversions, which leads us to yet another strategy of metabolic
evolution: the strategy of dual feedback.

Metabolic evolution by dual feedback

So far we have looked at early evolution from the point of view
of ligand function for catalyst promotion. Now, we look at it
from the point of view of ligand synthesis. Let us assume that a
fluctuation in the chemical environment expands the metabolism
by the synthesis of a new ligand with new positive feedback into
the metabolism from a preexistent ligand. However, if the chem-
ical environment returns to the original state, the new ligand
will disappear again, unless it exhibits also a positive feed-
back into its own synthesis. More generally speaking, duality
of feedback of new metabolic products (altruistically into the
metabolism and egotistically into their own branch pathways)
seems to be essential for metabolic evolution. Extant cellular
organisms are replete with dual feedback catalysts. Ribosomes
produce all proteins, including ribosomal proteins. Coenzymes
catalyze many synthetic pathways, including coenzyme biosyn-
thesis. Protein translocases transport many proteins, including
translocase proteins. DNA codes for all genes, including DNA
polymerase genes.

Autocatalytic metabolic cycles

According to a general rule of organic chemistry, reactions
involving the smallest molecules are catalytically the most
restrictive. This rule holds notably for the build-up of carbon
skeletons with the arithmetic C1 + C1 = C2 (e.g., C2 = glycine
or acetyl thioester). Therefore, it may not come as a surprise
that in the course of metabolic evolution, these most “simple”
carbon fixation reactions may fall by the wayside. Under these
conditions, an autotrophic carbon fixation metabolism can only
be maintained by a “metabolic cycle,” which multiplies the C2
unit autocatalytically in the absence of its de novo synthesis. A
prominent example is the reductive citric acid cycle (C2 + C1

6 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Iron-Sulfur World, Origin of life in an

= C3; C3 + C1 = C4; C4 + C1 = C5; C5 + C1 = C6; C6
= C4 + C2) or variants thereof (2, 3). It is not clear at which
level of catalyst evolution the first metabolic cycle (autotrophic
and autocatalytic) would have emerged, but it surely allowed
for a tremendous expansion of the spaces inhabitable by life.

Thermal evolution of life
By a reasoning that goes back to Thomas Brock, evolution can
proceed only thermally downward from extremely thermophilic
organisms to mesophiles by opportunistic losses of individual
thermal stabilities. Such a view of evolution is compatible
with an origin of metallo-peptide/protein folding structures
with extremely thermostable covalent transition metal-sulfur
cross-links, many of which were later replaced opportunistically
and irreversibly by the cooperation of a multitude of weak,
noncovalent group interactions in concert with an increase of
fidelity of the emergent genetic machinery (4, 5).

Genetization and enzymatization
According to the RNA World theory, life begins with RNA
replication, but the replicated RNA has no function other than
its replication. According to the Iron-Sulfur World theory, the
early novelties in the pioneer metabolism develop with the
catalyst-promoting function of transition metal ligands. There-
fore, early on, sugars, nucleosides, and (oligo)nucleotides must
have evolved as ligands. Later oligonucleotides folded and were
associated by base pairing, which ushered in a new type of
catalysis: base pair-assisted positioning of RNA-bonded amino
acids for the formation of peptides. This catalysis was of im-
mediate benefit because the function of peptides as ligands was
preestablished. It is the origin of the ur-ribosome, which is seen
as preceding the origin of replication followed by a coevolution
of translation fidelity, replication fidelity, and code expansion.
In the process of the emergence of the genetic machinery,
noncoded metallopeptides came to be replaced incrementally
by coded metallo-enzymes. Thus, the earliest mechanism of
evolution is a direct mechanism, in which new products of
the metabolism feed back directly as ligands into the cata-
lyst for their synthesis. It became first supplemented and later
substituted by an indirect genetic mechanism of evolution, in
which replication variations led indirectly to variations of pep-
tide/protein ligands (5, 6). In the terminology of information
metaphors, we may say that analog information of chemical
feedback cycles precedes digital information of polymer se-
quences.

Cellularization
The emergence of any multicomponent genetic machinery de-
pends on the existence of compartments. It has been suggested
that the chemo-autotrophic origin of life occured in primordial
compartments that were bounded by FeS-membranes. The pro-
posal was based on experimental FeS-precipitations (23). How-
ever, the detected cell structures are likely an artifact of sample
preparation by freeze-drying of an FeS-hydrogel. Freeze-drying
usually produces a porous product, in which the rate of freezing
determines the size of the ice crystals, which in turn deter-
mines the size of the pores (5, 6). Instead of such chemically

unsupported FeS-cells, it is proposed that a cellularization of
life occurred step by step with autotrophically generated lipids
(2). The first lipids may have been long-chain α-hydroxy and
α-amino acids (6) to be replaced later by products of Claissen
condensation of acetyl thioester to fatty and isoprenoid acids
(4). The first lipid function must have been lipophilization of
the substructure by lipid accumulation. This process had the
effect of lowering the H2O and H3O+ activities near the sur-
face, thereby disfavoring hydrolytic reactions and favoring all
kinds of condensation reactions. Because lipid syntheses from
acetyl thioesters are condensation reactions, surface lipophiliza-
tion is seen as collectively autocatalytic. The accumulating lipid
molecules will inevitably organize into mineral-supported bi-
layer membrane patches, which ultimately will coalesce into an
extended membrane that covers the mineral surface or surrounds
a mineral particle (2).

Semicellular structures, which are bounded partly by a min-
eral surface and partly by a lipid membrane, form automati-
cally for energetic reasons, when a lipid membrane spans over
a small cavity in the mineral surface. The volcanic nutrients
can pass freely through the membrane, whereas detached or-
ganic constituents are retained under the membrane. Now mul-
ticomponent systems can emerge within the incipient cytosol
underneath the membrane along with the step-by-step enzyma-
tization of the metabolism. Finally, self-supporting membrane
envelopes appear after the emergence of wedge-shaped bis-acyl
phospho-glycerol lipids. These lipids are chiral, but they must
have appeared first as a racemate. The self-supporting lipid
membrane formed the basis for chemi-osmosis by harnessing
all kinds of environmental redox energy. Ultimately, the lipid
racemate underwent chiral symmetry breaking by giving rise
to the divergence of the domain Bacteria with one lipid enan-
tiomer and the domain Archaea with the other lipid enantiomer
(5, 6). Remarkably, up to the level of the origin of speciation,
decisive events in the early evolution of life seem to have been
preordained in the universal laws of physics and chemistry.

Concluding remarks

From the vantage point of a chemo-autotrophic origin of life, the
overall mechanism of evolution is seen as a composite affair.
It comprises a primal, direct, chemically deterministic, direc-
tional mechanism of evolution and a later, indirect, genetically
stochastic mechanism of evolution. The latter is a derivative of
and complementary to the primal mechanism of evolution. With
the indirect mechanism of evolution appears the need for Dar-
winian selection, which gives rise to adaptations to the outer
conditions of the environment and to the inner conditions of
chemically restricted, preordained pathway possibilities. It is
this association of chemical necessity and genetic chance that
generates biochemical continuity between the origin of life and
the extant biosphere. In fact the Iron-Sulfur World theory is not
just a theory on the origin of life. It is also an explanatory theory
of biochemistry.
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The isoprostanes are a unique series of prostaglandin-like compounds
formed in vivo via a nonenzymatic mechanism involving the free
radical-initiated peroxidation of arachidonic acid. This article summarizes
our current knowledge of these compounds. Herein, a historical account of
their discovery and the mechanism of their formation are described.
Methods by which these compounds can be analyzed and quantified are
also discussed, and the use of these molecules as biomarkers of in vivo
oxidant stress is summarized. In addition to being accurate indices of lipid
peroxidation, some isoprostanes possess potent biological activity. This
activity will be discussed in detail. Finally, in more recent years,
isoprostane-like compounds have been shown to be formed from
polyunsaturated fatty acids, including eicosapentaenoic acid and
docosahexaenoic acid. These findings will be summarized as well.

Free radicals, largely derived from molecular oxygen, have been
implicated in a variety of human conditions and diseases, includ-
ing atherosclerosis and associated risk factors, cancer, neurode-
generative diseases, and aging. Damage to tissue biomolecules
by free radicals is postulated to contribute significantlly to the
pathophysiology of oxidative stress. Measuring oxidative stress
in humans requires accurate quantification of either free radicals
or damaged biomolecules. The targets of free radical-mediated
oxidant injury include lipids, proteins, and DNA. Several meth-
ods exist to quantify free radicals and their oxidation products,
although many of these techniques suffer from lack of sensitiv-
ity and specificity, especially when used to assess oxidant stress
status in vivo. In a recent multi-investigator study, termed the
Biomarkers of Oxidative Stress Study (BOSS), sponsored by
the National Institutes of Health, it was found that the most
accurate method to assess in vivo oxidant stress status is the
quantification of plasma or urinary isoprostanes (IsoPs) (1).
IsoPs, a series of prostaglandin (PG)-like compounds produced
by the free radical-catalyzed peroxidation of arachidonic acid
independent of the cyclooxygenase, were first discovered by
our laboratory in 1990 (2). Since that time, we and others have
shown that levels of IsoPs are increased in several human dis-
eases. Furthermore, several of these compounds possess potent
biological activity and thus may be mediators of oxidant injury.
In recent years, additional related compounds, derived from var-
ious polyunsaturated fatty acids, such as eicosapentaenoic acid
(EPA) and docosahexaenoic acid (DHA), have been discovered
to be formed as products of the IsoP pathway. It is the pur-
pose herein to summarize our current knowledge regarding the
IsoPs, including their discovery, the chemical biology of their
formation, the utility of these compounds as markers of in vivo
oxidant stress, and their bioactivity.

Historical Aspects

In the 1960s and 1970s, it was shown that PG-like compounds
could be formed by the autoxidation of purified polyunsatu-
rated fatty acids. Seminal studies by Pryor, Porter, and others
(see Further Reading) led to a proposed mechanism by which
these compounds are generated via bicycloendoperoxide inter-
mediates. However, this work was never carried beyond in vitro
studies. Furthermore, it was not determined whether PG-like
compounds could be formed in biological fluids containing un-
saturated fatty acids.

In the 1980s, we showed that PGD2 derived from the cy-
clooxygenase is primarily metabolized in vivo in humans to
form 9α, 11β-PGF2 by the enzyme 11-ketoreductase. In aqueous
solutions, however, PGD2 is an unstable compound that under-
goes isomerization of the lower side chain and these isomers can
likewise be reduced by 11-ketoreductase to yield isomers of 9α,
11β-PGF2. In studies undertaken to further characterize these
compounds using gas chromatography (GC)/mass spectrometry
(MS), we found that when plasma samples from normal vol-
unteers were processed and analyzed immediately, a series of
peaks was detected possessing characteristics of F-ring PGs.
Interestingly, however, when plasma samples that had been
stored at −20◦C for several months were reanalyzed, identi-
cal chromatographic peaks were detected but levels of putative
PGF2-like compounds were up to 100-fold higher. Subsequent
experiments led to the finding that these PGF2-like compounds
were generated in both freshly processed and stored plasma, not
by a COX-derived mechanism, but nonenzymatically by autox-
idation of arachidonic acid. Because these compounds contain
F-type prostane rings, they are referred to as F2-IsoPs.
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Formation of the F2-Isoprostanes

A mechanism to explain the formation of the F2-IsoPs from
arachidonic acid is outlined in Fig. 1 and is based on that
proposed by Pryor for the generation of bicycloendoperoxide
intermediates. After abstraction of a bisallylic hydrogen atom
and the addition of a molecule of oxygen to arachidonic acid
to form a peroxyl radical, the peroxyl radical undergoes 5-exo
cyclization and a second molecule of oxygen adds to the back-
bone of the compound to form PGG2-like compounds. These
unstable bicycloendoperoxide intermediates are then reduced
to the F2-IsoPs. Based on this mechanism of formation, four
F2-IsoP regioisomers aare generated. Compounds are denoted
as 5-, 12-, 8-, or 15-series regioisomers depending on the carbon
atom to which the side-chain hydroxyl is attached 3. An alter-
native nomenclature system for the IsoPs has been proposed by
Rokach et al. in which the abbreviation iP is used for isoprostane
and the regioisomers are denoted as III–VI based on the num-
ber of carbons between the omega carbon and the first double
bond 4.

Although the initial abstraction of any bisallylic hydrogen
atoms of arachidonic acid is equally likely, the different IsoP re-
gioisomers are not formed in equal amounts. When arachidonic
acid is oxidized, the 5- and 15-series regoisomers are formed
in significantly higher amounts than the 8- and 12-series regoi-
somers. An explanation for this difference has been elucidated
by Yin et al., who demonstrated that the arachidonyl hydroper-
oxides which give rise to the 8- and 12-series regioisomers

readily undergo further oxidation to yield a newly discovered
class of compounds that contain both bicycloendoperoxde and
cyclic peroxide moieties termed dioxolane-IsoPs (Fig. 2) (5).
Overall, 5- and 15-series reioisomers cannot undergo this fur-
ther oxidation but instead accumulate at higher concentrations
in tissues and fluids. Analytical methods allowing the separation
and quantification of each of the four classes of IsoP regioiso-
mers, as well as their individual stereoisomers, have recently
been developed in our laboratory.

An important structural distinction between IsoPs and cyclo-
oxygenase-derived PGs is that the former contain side chains
that are predominantly oriented cis to the prostane ring, whereas
the latter possess exclusively trans side chains. A second
important difference between IsoPs and PGs is that IsoPs are
formed in situ esterified to phospholipids and are subsequently
released by a phospholipase(s), whereas PGs are generated only
from free arachidonic acid.

Quantification of F2-Isoprostanes

Several methods have been developed to quantify the F2-IsoPs.
Our laboratory uses a gas chromatographic/negative ion chemi-
cal ionization–mass spectrometric (GC/NICI-MS) approach em-
ploying stable isotope dilution (6). For quantification purposes,
we measure the F2-IsoP, 15-F2t-IsoP, and other F2-IsoPs that
coelute with this compound. Several internal standards are avail-
able from commercial sources to quantify the IsoPs. In our

Figure 1 Mechanism of formation of the F2-isoprostanes.
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Figure 2 Formation of dioxolane isoprostanes.

assays, we typically use either [2H4]-15-F2t-IsoP ([2H4]-8-iso-
PGF2α) or [2H4]-PGF2α as internal standards. The advantages of
mass spectrometry over other approaches include its high sen-
sitivity and specificity, which yields quantitative results in the
low picogram range. Its drawbacks are that it is labor intensive
and requires considerable expenditures on equipment.

Several alternative mass spectrometric assays have been de-
veloped by different investigators, including Rokach et al. (4,
7, 8). Like our assay, these methods quantify F2-IsoPs using
stable isotope dilution GC/NICI–MS and require solid-phase ex-
traction using a C18 column, thin layer chromatography (TLC)
purification, and chemical derivatization. These assays, how-
ever, measure F2-IsoP isomers other than 15-F2-IsoP, but they
are comparable with ours in terms of utility. In addition to these
GC/MS assays, several liquid chromatographic (LC) MS meth-
ods for F2-IsoPs have been developed. One advantage of LC/MS
methods is that the sample preparation for analysis is simpler
than that for GC/MS because no derivatization of the molecule
is required. The method reported earlier this year by Taylor et
al. is the first of these LC/MS methods to be validated for quan-
titation of IsoPs in biological fluids (9). In this assay, a gradient
reverse-phase LC tandem mass spectrometric approach is used
to separate several 15-series IsoP stereoisomers for quantitation
with [2H4]-PGF2α as the internal standard. The outcomes of this
assay correlated significantly with GC/MS results, and the co-
efficients of variation in the measurements were lower for their
LC/MS assay than for their GC/MS assay. The authors thus
suggest that this LC/MS method potentially offers greater pre-
cision than existing methods while allowing for the quantitation
of more compounds with simpler sample preparation.

Alternative methods have also been developed to quantify
IsoPs using immunological approaches (6, 10). Antibodies have

been generated against 15-F2t-IsoP, and at least three immunoas-
say kits are commercially available. Although mass spectro-
metric methods of IsoP quantification are considered the best
methods for analysis, immunoassays have expanded research in
this area due to their low cost and relative ease of use. Only
limited information is currently available regarding the preci-
sion and accuracy of immunoassays. In addition, little data exist
comparing IsoP levels determined by immunoassay with MS.
though Wang et al. offers one example of an MS-validated im-
munoassay (11) out laboratory’s experiments have not validated
the commercical available kits. Analogous to immunological
methods to quantify cyclooxygenase-derived PGs, immunoas-
says for IsoPs suffer from a lack of specificity. Furthermore,
the sensitivity and/or specificity of these kits vary substantially
between manufacturers.

F2-Isoprostanes as an Index of Oxidant
Stress In Vivo

The true utility of the F2-IsoPs is in the quantification of lipid
peroxidation and thus oxidant stress status in vivo. F2-IsoPs
are stable, robust molecules and are detectable in all human
tissues and biological fluids analyzed, including plasma, urine,
bronchoalveolar lavage fluid, cerebrospinal fluid, and bile (6).
The quantification of F2-IsoPs in urine and plasma, however,
is most convenient and least invasive. And, based on avail-
able data, quantification of these compounds in either plasma
or urine is representative of their endogenous production and
thus gives a highly precise and accurate index of in vivo ox-
idant stress. Although measurement of F2-IsoPs in plasma is
indicative of their endogenous formation at a specific point in
time, analysis of these compounds in urine is an index of sys-
temic or “whole-body” oxidant stress integrated over time. It
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is important to note that the measurement of free F2-IsoPs in
urine can be confounded by the potential contribution of local
IsoP production in the kidney. In light of this issue, we have
identified the primary urinary metabolite of 15-F2t-IsoP to be
2,3-dinor-57 5,6-dihydro-15-F2t-IsoP, and we have developed a
highly sensitive and accurate mass spectrometric assay to quan-
tify this molecule. However, the extent to which 15-F2t-IsoP
is converted to the urinary metabolite remains unclear. Never-
theless, the quantification of 2,3-dinor-5,6-dihydro-15-F2t-IsoP
may represent a truly noninvasive, time-integrated measurement
of systemic oxidation status that can be applied to living sub-
jects.

Normal levels of F2-IsoPs in healthy humans have been de-
fined (6, 12, 13). Defining these levels is particularly important
in that it allows for an assessment of the effects of diseases on
endogenous oxidant tone and allows for the determination of the
extent to which various therapeutic interventions affect levels
of oxidant stress. Elevations of IsoPs in human body fluids and
tissues have been found in a diverse array of human disorders,
some of which include atherosclerosis, hypercholesterolemia,
diabetes, obesity, cigarette smokng, neurodegenerative diseases,
and rheumatoid arthritis. Furthermore treatments for some of
these conditions, including antioxidant supplementaton, c trea-
ments, cessation of smoking, and even weight loss, have been
shown to decrease production of F2-IsoPs. Thus, the clinical
utility of F2-IsoPs has been great and continues to grow. For
manuscripts and comprehensive reviews on IsoP detection in
human disease, please refer to the Further Reading Section.

Biological Activities of the
F2-Isoprostanes

In addition to being robust markers of in vivo oxidant stress,
F2-IsoPs can exert potent biological activity and potentially me-
diate some adverse effects of oxidant injury. As mentioned,
IsoPs are initially formed in vivo esterified to glycerophospho-
lipids. Molecular modeling of IsoP-containing phospholipids
reveals them to be remarkably distorted molecules. Thus, the
formation of these abnormal phospholipids would be expected
to exert profound effects on membrane fluidity and integrity,
well-known sequelae of oxidant injury. All studies exploring
their bioactivity, however, have been performed using unester-
ified IsoPs. Recent studies by Stafforini et al. have shown that
F2-IsoP hydrolysis from phospholipids is regulated, at least in
part, by the platelet-activating factor (PAF) acetylhydrolases I
and II (14).

One particular F2-IsoP that is produced abundantly in vivo
and has been extensively tested for biological activity is
15-F2t-IsoP (8-iso-PGF2α), which differs from cyclooxygenase-
derived PGF2α only in the inversion of the upper side-chain
stereochemistry. This IsoP has been found to be a potent vaso-
constrictor in a variety of vascular beds, including the kidney,
lung, heart, and brain. In addition, 15-F2t-IsoP induces endothe-
lin release and proliferation of vascular smooth muscle cells.
There is also additional evidence that this molecule can in-
crease resistance to aspirin inhibition of platelet aggregation

in platelets as well as inhibit platelet aggregation in human
whole blood. These vasoactive effects of 15-F2t-IsoP have been
shown to result from interaction with the thromboxane receptor,
a G-protein-coupled transmembrane eicosanoid receptor, based
on the finding that these effects can be abrogated by thrombox-
ane receptor antagonists.

The testing of other F2-IsoPs for biological activity has
been limited. It has been shown, however, that 15-F2c-IsoP
(12-iso-PGF2α) activates the PGF2α receptor and induces hy-
pertrophy in cardiac smooth muscle cells.

Formation of Isoprostanes with
Alternative Ring Structures

Since the initial discovery of the F2-IsoPs, our laboratory has
shown that the IsoP pathway provides a mechanism for the gen-
eration of various classes of IsoPs from arachidonic acid, which
differ in regard to the functional groups on the prostane ring. In
addition to undergoing reduction to yield F2-IsoPs, the arachi-
donyl endoperoxide intermediate can undergo isomerization to
yield E- and D-ring IsoPs (Fig. 3), which are isomeric to PGE2

and PGD2, respectively 15 E2/D2-IsoPs are formed competi-
tively with F2-IsoPs, and recent studies have demonstrated that
the depletion of cellular reducing agents, such as glutathione
(GSH) or α-tocopherol, favors the formation of E2/D2-IsoPs
over that of reduced F2-IsoPs. Importantly, depletion of GSH
and α-tocopherol occurs in various human tissues under con-
ditions of oxidant injury, including the brains of patients with
Alzheimer’s disease (AD). Thus, the ratios of F-ring to E/D-ring
IsoPs in postmortem brain tissues from patients with AD were
examined, and not only were levels of both E2/D2-and F2-IsoPs
significantly elevated, but also E2/D2-IsoPs were the favored
products of the IsoP pathway in affected brain regions. This
increased ratio of E2/D2-IsoPs to F2-IsoPs provides information
not only about lipid peroxidation in a given organ but also about
the reducing environment in that tissue.

E2/D2-IsoPs, however, are not terminal products of the IsoP
pathway. These compounds readily dehydrate in vivo to yield
A2/J2-IsoPs (Fig. 3), which are also known as cyclopentenone
IsoPs because they contain an α,β-unsaturated cyclopentenone
ring structure (16, 17). A2/J2-IsoPs are highly reactive elec-
trophiles that readily form Michael adducts with cellular thiols,
including those found on cysteine residues in proteins and glu-
tathione. These cyclopentenone IsoPs are rapidly metabolized in
vivo by glutathione transferase enzymes to water-soluble mod-
ified glutathione conjugates. The major urinary cyclopentenone
IsoP metabolite in rats, a 15-A2t-IsoP mercapturic acid sulfoxide
conjugate, was recently identified in our laboratory 18.

The chemical reactivity of cyclopentenone IsoPs suggested
that these compounds might be biologically active. The recent
synthesis of two cyclopentenone IsoPs regioisomers, 15-A2-IsoP
and 15-J2-IsoP, has allowed us to examine their bioactivity.
Studies employing primary cortical neuronal cultures demon-
strated that both 15-A2-IsoP and 15-J2-IsoP potently induce
neuronal apoptosis and exacerbate neurodegeneration caused by
other insults at concentrations as low as 100 nM (19). These
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Figure 3 Formation of E2/D2-isoprostanes and A2/J2-isoprostanes.

compounds elicit neuronal apoptosis via a discreet signaling
pathway that overlaps extensively with cell death signaling cas-
cades triggered by other oxidative insults. Thus, A2/J2-IsoPs,
or the downstream signaling pathways activated by these com-
pounds, might represent novel neuroprotective therapeutic tar-
gets.

Cyclopentenone IsoPs also exert biological effects in
non-neural tissue. Recent studies employing macrophages re-
veal that 15-A2-IsoPs potently suppress lipopolysacharide
(LPS)-induced inflammatory signaling via inhibition of the
NF-κB pathway (20). 15-A2-IsoPs abrogate inducible nitric ox-
ide synthase and cyclooxygenase-2 expression in response to
LPS, as well as the elaboration of several pro-inflammatory cy-
tokines. Similar anti-inflammatory effects were observed with
15-J2-IsoPs. However, 15-J2-IsoPs also activate the perox-
isome proliferators activated receptor-gamma (PPARγ) with
an EC50 of approximately 3 µM. This receptor modulates a
wide variety of biological processes, including inflammatory
signaling and fatty acid metabolism. 15-J2-IsoPs also induce
macrophage apoptosis at low micromolar concentrations in a
PPARγ-independent manner. Thus, there is a diversity of ac-
tions among cyclopentenone IsoP isomers. It seems that these
compounds could act as negative-feedback regulators of the
inflammatory response, because oxidative stress and lipid per-
oxidation often occur under conditions of chronic inflammation.

Formation of Isoprostanes from
Other PUFAs

Arachidonic acid is not the only polyunsaturated fatty acid that
can be oxidized to generate IsoPs. The basic requirement for
cyclization to occur is the presence of at least three double
bonds. F-ring IsoPs have been shown to be generated from the
peroxidation of linolenic acid [C18:3, ω-3, F1-IsoPs] (21), EPA
[C20:5, ω-3, F3-IsoPs] (22), and DHA [C22:6, ω-3, F4-IsoPs

or F4-neuroprostanes (NPs)] (23). Similar to the distribution
of F2-IsoP regioisomers, certain F3-IsoP and F4-NP regioiso-
mers are more abundant than others (24). The 5-series and
18-series F3-IsoPs are the most abundant because the 8-, 12-,
and 15-series compounds can further oxidize (unpublished data).
Analogously, the 4-series and 20-series F4-NPs are formed in
the largest amounts. In addition to F-ring compounds, E- and
D-ring as well as A- and J-ring, or cyclopentenone, IsoPs are
generated from the oxidation of EPA (unpublished data) and
DHA.

In recent years, emerging evidence has implicated increased
dietary intake of fish oil, which contains large amounts of EPA
and DHA, as being beneficial in the prevention and treatment
of several diseases, including atherosclerotic cardiovascular dis-
ease and sudden death, neurodegeneration, and various inflam-
matory disorders. Furthermore, recent data have suggested that
the anti-inflammatory effects and other biologically relevant
properties of ω-3 fatty acids are due, in part, to the generation of
various bioactive oxidation products (25, 26). We thus hypothe-
sized that EPA- and DHA-derived IsoPs could contribute to the
beneficial biological effects of fish oil supplementation. Indeed,
one report states that the EPA-derived IsoP, 15-F3t-IsoP, pos-
sesses activity that is different from 15-F2t-IsoP in that it does
not affect human platelet shape change or aggregation. The lack
of activity of 15-F3t-IsoP is consistent with observations regard-
ing EPA-derived PGs in that these latter compounds exert either
a weaker agonist or no effects in comparison with arachidonic
acid-derived PGs.

Interestingly, our laboratory has recently shown that the lev-
els of these compounds generated from the oxidation of EPA
significantly exceeded those of F2-IsoPs generated from arachi-
donic acid, perhaps because EPA contains more double bonds
and is therefore more easily oxidizable. Additionally, in vivo
in mice, levels of F3-IsoPs in tissues such as heart were vir-
tually undetectable at baseline but supplementation of animals
with EPA markedly increased quantities up to 27.4 ± 5.6-ng/g
heart. But, of particular note, we found that EPA supplementa-
tion markedly reduced levels of arachidonate-derived F2-IsoPs
by up to 64% (p < 0.05). Furthermore, in a recent small clin-
ical trial, termed the KANWU study, of 162 healthy men and
women, plasma F2-IsoP levels significantly decreased (by as
much as 29%) after 3 months of supplementation with 3.6-g/day
fish oil (27). Together these observations are significant be-
cause F2-IsoPs are generally considered to be pro-inflammatory
molecules associated with the pathophysiological sequelae of
oxidant stress (28–31). It is thus intriguing to propose that part
of the mechanism by which EPA prevents certain diseases is
its ability to decrease F2-IsoP generation. In addition, it sug-
gests that supplementation with fish oil may be of benefit to
populations associated with increased levels of F2-IsoPs.

Conclusions

The discovery of the IsoPs as products of nonenzymatic lipid
peroxidation has been a major breakthrough in the field of
free radical research. The quantification of these molecules has
opened up new areas of investigation regarding the role of free
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radicals in human physiology and pathophysiology, and it seems
to be the most useful tool currently available to explore the
role of lipid peroxidation in the pathogenesis of human disease.
Our understanding of the IsoP pathway continues to expand,
providing new insights into the nature of lipid peroxidation in
vivo, and revealing new molecules that exert potent biological
actions and might serve as unique indices of disease. Basic
research into the biochemistry and pharmacology of the IsoPs,
coupled with clinical studies employing these molecules as
biomarkers, should continue to provide important insights into
the role of oxidant stress in human disease.
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Protein kinases and protein phosphatases catalyze phosphorylation and
dephosphorylation of cellular proteins. Posttranslational protein
phosphorylation is a major mechanism of signal transduction in eukaryotes;
it serves as a reversible switch that alters the activity of target proteins as a
means to link stimuli to the appropriate cellular response. In this article,
I will review the structures and mechanisms of protein kinases and
phosphatases as well as describe chemical tools developed to study protein
phosphorylation.

All cells must respond appropriately to external stimuli, includ-
ing nutrient availability, hormones, and growth factors. A main
focus of biologic research is aimed at elucidating the molecu-
lar mechanisms of how signals are relayed within cells. Protein
phosphorylation is a central mechanism of signal transduction
cascades in eukaryotes and is involved in nearly all regulated
cellular processes. Two families of enzymes control the phos-
phorylation state of cellular proteins: protein kinases catalyze
phosphorylation of either serine/threonine or tyrosine residues
of target proteins using ATP as the phosphodonor, whereas pro-
tein phosphatases catalyze removal of the phosphate group from
phosphoproteins (1). Thus, phosphorylation of cellular proteins
is a reversible switch that controls the enzymatic activity, cel-
lular localization, conformation, or macromolecular binding ca-
pacity of the target protein, ultimately culminating in cellular
responses to a variety of stimuli. The families of protein kinases
and phosphatases are large: The human genome contains ∼600
protein kinases and ∼150 protein phosphatases. Similarly, the
extent of protein phosphorylation is immense; it is estimated
that one third of all human proteins are modified by phosphory-
lation (2, 3). Thus, understanding protein phosphorylation is a
major challenge for biologic research and also has implications
for developing therapies to treat the many human diseases that
originate from misregulated signal transduction. In this article,
I will discuss the chemistry and enzymology of the phosphory-
lation/dephosphorylation reactions catalyzed by protein kinases
and phosphatases as well as describe some chemical tools that
have been developed to study features of protein phosphoryla-
tion that otherwise resist analysis.

Enzymology of Protein Kinases

The phosphotransfer reaction
mechanism of protein kinases

Protein kinases catalyze transfer of the γ-phosphate from ATP
to hydroxyl side chains of target proteins. This phosphotransfer
reaction lies somewhere on a continuum between two limit-
ing mechanistic possibilities (4). The associative mechanism is
analogous to the Sn2 reaction, where the hydroxyl group of the
phosphoacceptor protein attacks the γ-phosphate of ATP, fol-
lowed by the formation of a –3 charged trigonal bipyramidal
transition state, which is resolved then into ADP and phos-
phoprotein (Fig. 1a). This trigonal bipyramidal transition state
has two positions around the phosphorous center. Apical posi-
tions are long, weak bonds 180◦ apart from each other where
groups enter or depart, and equatorial positions are shorter,
stronger bonds 120◦ apart from each other, forming a plane that
is normal to the apical positions. Associative phosphotransfer
reactions can be “in-line,” where the incoming nucleophile ap-
proaches from the backside of the scissile bond (as in a classic
Sn2 reaction), or “adjacent,” where the nucleophile approaches
the backside of a nonscissile bond. The second limiting mech-
anistic possibility is dissociative phosphotransfer, where the
γ-phosphate ionizes (as in an Sn1 reaction) to form a –1 charged
metaphosphate intermediate that subsequently is captured by the
hydroxyl nucleophile (Fig. 1b).

Phosphotransferases are ubiquitous in biology and have var-
ied mechanisms. To determine whether the phosphotransfer
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Figure 1 (a) The limiting case of purely associative phosphotransfer involves attack of the hydroxyl on the phosphoanhydride followed by release of ADP.
(b) The alternative limiting case of purely dissociative phosphotransfer possible in kinase reactions involving ionization of the phosphoanhydride bond
followed by capture of the metaphosphate intermediate by the hydroxyl nucleophile. (c) Structure of a transition state mimic of protein kinase A. The
phosphoacceptor peptide is yellow with the nucleophilic serine in blue; the AlF3 mimic of the γ-phosphate is gray. The structure shows that the
β-phosphate–aluminum–serine internuclear geometry is in-line, and the internuclear distance suggests the mechanism is closer to the associative end of
the mechanistic spectrum.

reaction catalyzed by protein kinases is primarily associative or
dissociative, a crystal structure of cAMP-dependent protein ki-
nase (PKA) was solved with ADP, a phosphoacceptor peptide,
and AlF3, which mimics the structure of the γ-phosphate being
transferred (5). The structure shows that the oxygen–aluminum
bond lengths are significantly shorter than their van der Waals
radii (2.3 Å vs. ∼3.5 Å), which supports a mechanism that
is primarily associative. The geometry of the structure also
clearly shows that the nucleophilic hydroxyl group of the phos-
phoacceptor peptide and the ADP are both apical about AlF3,
which strongly supports an in-line phosphotransfer mechanism
(Fig.1c).

Catalysis by protein kinases

How protein kinases facilitate phosphotransfer is well under-
stood from structural studies. The overall structure of the

catalytic domain of protein kinases is bilobal, consisting of a
small, mostly β-sheet subdomain at the N terminus connected
by a short linker to a larger, mostly α-helical C terminus.
The N-terminal domain binds Mg:ATP, whereas the C termi-
nus binds the phosphoacceptor protein substrate (Fig. 2a). The
detailed architecture and catalytic residues of the active site are
very highly conserved among the family.

Much structural biology analysis has been performed on pro-
tein kinase A (PKA), and its catalytic residues are conserved
across the family (6, 7). In PKA, lysine 72 and glutamate 91
orient the γ-phosphate toward the protein substrate (Fig. 2b).
Aspartate 166 acts as a catalytic base to accept the proton
from the hydroxyl nucleophile, and Lys 168 acts as an electro-
static catalyst to stabilize the γ-phosphate during the reaction.
Asparagine 171 positions a magnesium ion that coordinates the
α/β phosphates (Fig. 2b).
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Figure 2 Snapshots of the overall structure and catalytic machinery of protein kinase A. (a) The overall fold of the catalytic domain is formed by two
subdomains, a beta sheet N-terminus (gray) and a C-terminal helical domain (green). ATP binds a cleft between the two lobes, and the phosphoacceptor
substrate binds the C-terminal lobe. (b) N-terminal residues Lys 72 and Glu 91 orient the phosphates toward the phosphoacceptor peptide (pink/yellow)
in concert with one of two magnesium ions. (c) C-terminal residue Lys 168 acts as an electrostatic catalyst to stabilize the γ-phosphate during the reaction
while asparagine 171 and aspartate 184 position the phosphates within the active site.

Enzymology of Protein
Phosphatases

Phosphatases hydrolyze phosphate groups from phosphopro-
teins, thereby reversing the action of protein kinases. Two
classes of protein phosphatases exist with distinct structures,
substrate specificities, and mechanisms: protein serine/threonine
phosphatases and protein tyrosine phosphatases. A few dual-
specificity phosphatases also are known that are similar in struc-
ture to protein tyrosine phosphatases.

Protein tyrosine phosphatases

Protein tyrosine phosphatases (PTPs) cleave phosphate groups
from phosphotyrosine residues. As is the case with protein
kinases, these enzymes are well characterized structurally.

Protein tyrosine phosphatases specifically recognize phospho-
tyrosine because of the presence of a P-loop binding motif,
with the general sequence HCXXXXXR(S/T) (8). The P-loop
arginine and several backbone amide nitrogens are the primary
contacts to the phosphate oxygens through hydrogen bonds.
The active site pocket is also deep, which disallows proteins
phosphorylated on serine to access the P-loop. Hydrophobic
side chains also pack the aryl moiety of phosphotyrosine to
provide additional selectivity versus phosphoserine.

The mechanism of the PTP hydrolysis reaction has two steps.
First, phosphate is transferred from tyrosine to the cysteine
residue of the P-loop, which generates a phosphoenzyme in-
termediate with concomitant release of tyrosine. This process is
followed by hydrolysis of the phosphoenzyme to free enzyme
and inorganic phosphate. Two active site residues are of primary
importance during the catalytic cycle: the nucleophilic cysteine
of the P-loop and an aspartate on a nearby flexible loop, which
serves as a general acid/base catalyst (Fig. 3). After attack of
the cysteine on phosphotyrosine, tyrosine can be expelled as the
protonated phenol after proton donation by the catalytic aspar-
tic acid, which forms the phosphoenzyme intermediate and free
tyrosine. The aspartate anion then deprotonates the hydrolytic
water molecule that attacks phosphocysteine, which liberates
inorganic phosphate (Fig. 4) (9).

The cysteine has a lowered pKa value, which amplifies its
nucleophilicity. Measurement of the pH profile of the rate of

alkylation of this cysteine with iodoacetate has determined its
pKa to be as low as <5 (normally 8.3), which makes the
residue ionized at physiologic pH (10). The aspartate also has
an anomalous pKa value and is believed to be protonated at the
beginning of the reaction coordinate, as evidenced by cocrystal
structures with vanadate bound, where it is hydrogen-bond
distance from VO4

− (11).
Resolution of the phosphoenzyme intermediate into free en-

zyme and inorganic phosphate is accomplished by orientation
and deprotonation of water by the aspartate residue and attack
at the phosphothioester. Mutagenesis of the aspartate residue
to alanine (as well as the Arg in the P-loop) shows its impor-
tance in this second step, as it leads to accumulation of the
phosphoenzyme intermediate (12).

As was the case with other phosphotransfer reactions, the
hydrolysis reaction catalyzed by PTPs lies along a mechanistic
continuum between the limiting cases of associative and dis-
sociative mechanisms. In the case of Yersina PTP, a crystal
structure was solved with nitrate, a mimic of the transition state
similar to the use of AlF3 with protein kinase A. In this case,
analysis of the structure is proposed to be more consistent with a
–1 charged metaphosphate, dissociative mechanism (11).

Interestingly, regulation of PTPs has been observed to be me-
diated via reversible oxidation of the catalytic cysteine to the
corresponding cysteic acid, which is incompetent to carry out
the reaction. Hydrogen peroxide, generated during some signal-
ing pathways, has been shown through careful enzymology to be
capable of inactivating several PTPs and is reversible by treat-
ment with exogenous thiols, which explains the role of peroxide
use as a rapid diffusable signaling molecule (13).

Protein serine/Threonine phosphatases

Protein phosphatases that are specific for phosphoserine/
phosphothreonine have a distinct reaction mechanism from ty-
rosine phosphatases. Protein serine phosphatases are transition
metal-dependent, and the reaction mechanism does not involve
a phosphoenzyme intermediate as in the case of PTPs. Crystal
structures of multiple protein serine phosphatases have revealed
how the enzymes catalyze hydrolysis of phosphoserine (14).

Serine phosphatases are metalloenzymes with two transition
metals (Fe2+ and Zn2+/Mn2+ in PP2B and PP1, or 2 Mn2+ in
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Figure 3 Structure of protein serine phosphatase PP2 C with bound phosphate showing the binuclear metal site (purple spheres) and the nucleophilic
water (red sphere). Also shown are residues that ligate the transition metals as well as two key asparagines that coordinate the phosphate group.

Figure 4 Protein kinases with the ‘‘gatekeeper’’ residue mutated to glycine that makes them recognize N6-substituted ATP analogs also programs them
to be uniquely sensitive to designed inhibitors, allowing rapid generation of potent selective kinase inhibitors of any protein kinase.

PP2 C) coordinated by Asp, Asn, and His residues to form a bin-
uclear metal center in the active site. This metal center is bridged
by a well-ordered water molecule. In the proposed hydroly-
sis mechanism, the metal-bound water acts as the nucleophile
to attack the phosphorous center of phosphoserine/threonine.
The metal centers contribute by Lewis acid catalysis to lower
the pKa of the bound water and to enhance its nucleophilicity.

The metals in some cases (PP1 and PP2B) also coordinate the
phosphate of pSer/pThr, which would serve to enhance the elec-
trophilicity of the phosphate. A second metal-bound water has
been proposed to perform general acid base catalysis to shuttle
protons to the departing serine hydroxyl. The phosphate of the
substrate is positioned by hydrogen bonding to Arg33 residue
as well as metal-bound waters (Fig. 5).
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Figure 5 (a) Proposed catalytic mechanism of protein tyrosine phosphatases. (b) Structure of PTP1B (gray) with a phosphopeptide substrate (gold)
showing the relative positions of catalytic residues to the phosphotyrosine moiety.

Chemical Tools to Study Protein
Phosphorylation

Chemical tools have played a central role in elucidating the
function of posttranslational protein phosphorylation. Kinase
and phosphatase inhibitors have played a major role in the study
of protein phosphorylation because they allow rapid, reversible
inactivation of the target in meaningful contexts (cells and
organisms) to study its biologic function. Chemical tools have
also helped identify the direct substrates of individual kinases
and phosphatases, and conversely, they have helped identify
which kinase is responsible for phosphorylating a particular
phosphoprotein. Here I will focus on chemical tools developed
for protein kinases; several reviews discuss chemical tools for
protein phosphatases (15, 16).

Engineering protein kinases to label
direct protein substrates

A main question regarding protein phosphorylation is what the
direct targets of any given protein kinase are, within a signal
transduction event. If all phosphotransfers could be mapped,
the sequence of events that lead to a host of important biologic
functions would be known, which not only would be important
for a full understanding of signal transduction but also would
enable the rational design of drugs that target signaling systems
with predictable outcomes. This information is very difficult to
obtain because many kinases work in concert during a signaling
event and phosphorylate many different proteins.

A chemical method was devised to address directly the issue
of determining the direct substrates of any given protein kinase
(17). The idea is centered on generating ATP analogs (A*TPs)
that can function as phosphodonors in a kinase reaction only
with a protein kinase that has been engineered properly to accept
the modified nucleotide. Thus, the addition of radiolabeled
A*TP to a cell lysate that contains one such A*TP-sensitive
protein kinase would result in selective radiolabeling of its direct
substrates (Fig. 6a).

Several requirements of an unnatural A*TP analog and engi-
neered kinase exist to have substrate labeling capabilities. First,
the A*TP must not be a substrate for any endogenous kinases.
Second, a mutation in the ATP binding site of a kinase must be
discovered such that A*TP is now used in the phosphotransfer
reaction with good efficiency. Finally, the mutation that expands
the nucleotide specificity of the kinase should be functionally
silent, so the mutant kinase performs its roles normally, with
the single exception of accepting A*TP for substrate labeling
purposes.

Toward this goal, several radiolabeled N 6-substituted A*TP
analogs were synthesized and tested for their ability to label
kinase substrates in a cell lysate rich in active kinases. Several
bulky N 6 substituents rendered the ATPs “orthogonal” to the
set of all wild-type kinases, such as N 6-cyclopentyl ATP and
N 6-benzyl ATP. Examination of available ATP:kinase cocrystal
structures then allowed design of mutations that would allow
these substrates to bind productively to the active site. One
residue in the linker region between the small N-terminal
and larger C-terminal subdomains (M120 in protein kinase
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Figure 6 Scheme of the method to identify direct protein kinase substrates using the unnatural nucleotide N6-(benzyl) ATP and kinases engineered to
accept them by mutation of the gatekeeper residue (T338G in c-Src). Introduction of either the engineered kinase or γ-32P labeled ATP analog alone
results in no substrate labeling, but in combination, the direct substrates of the engineered kinase are radiolabeled. (b) The cocrystal structure of wt c-Src
and ADP shows direct contact between the Thr338 residue (red) and the N6 position of ATP, precluding catalytic activity with N6-substituted ATP analogs.
(c) The cocrystal structure Thr338Gly c-Src and N6-(benzyl) ATP shows the this mutant exposes a hydrophobic pocket that allows recognition of the
unnatural nucleotide.

A) directly contacts N 6 of ATP and is a conserved large
hydrophobic residue. This hydrophobic residue serves as a
“gatekeeper” to a larger hydrophobic pocket behind it (Fig. 6b).
Point mutation, in which this residue is changed to glycine,
allows the bulky N 6 benzyl/cyclopentyl substituent to access
the hydrophobic pocket. This action rendered the mutant kinases
efficient catalysts with the N 6-substituted A*TPs and only
modestly changed their catalytic efficiency with ATP, thereby
making the mutation functionally silent. Most impressively,
the mutation that sensitizes kinase toward ATPs is portable to
nearly all kinases in the superfamily and in multiple organisms.
Numerous groups have used this system to identify kinase
substrates from many different signaling pathways in several
organisms.

Specific kinase/phosphatase inhibitors
as chemical tools

Perhaps the largest contribution that chemistry has made to
the study of kinase-mediated signaling is the development of
chemical inhibitors of protein kinases and phosphatases. Ki-
nase inhibitors are under intense investigation as drugs after the
spectacular success of the Abl tyrosine kinase inhibitor Glee-
vac as a treatment for chronic mylogenous leukemia. Because
of this interest in drug development, many inhibitors of kinases
are known and used as biochemical tools to inactivate rapidly
kinases of interest. However, chemical inhibitors are useful to
study the biology of kinases and phosphatases only if the com-
pounds are selective for one member of the larger family. If

compounds are monospecific, their biologic effects can be as-
signed unambiguously to the inhibition of a single enzyme. For
protein kinases, however, truly selective inhibitors have been
difficult to discover, and because the family is so large, it has
been very difficult to confirm what the selectivity of commonly
used inhibitors actually is. A recent comprehensive survey of the
actual specificity of commonly used kinase inhibitors showed
that many compounds are not as selective as previously thought
and that many have more potent targets than the kinase they are
commonly used against (18). This article highlights the need for
strategies that preserve the advantages of using small molecule
inhibitors to probe kinase function, such as speed, ease, and
tunability, with stringent verification of target specificity. The
difficulty in generating specific kinase inhibitors stems from
the fact that most inhibitors target the kinase ATP binding site.
This site is conserved highly among the family, which makes
development of specific compounds difficult.

Toward this goal, a chemical-genetic strategy for developing
specific kinase inhibitors was developed (19). The “gatekeeper”
residue that when mutated to alanine or glycine sensitizes pro-
tein kinases toward unnatural A*TPs also was exploited to gen-
erate kinases that are sensitive to inhibitors with similar bulky
substituents oriented toward the gatekeeper residue. In this way,
cells carrying the mutant kinase would be uniquely sensitive
to inhibitors that require binding the hydrophobic pocket ad-
jacent to the gatekeeper. The relatively nonselective inhibitor
scaffold PP1 was synthesized with bulky substituents and ring
expansions that were designed to contact the gatekeeper residue
(Fig. 3). It has been shown that virtually any kinase can be “pro-
grammed” to be sensitive to these bulky inhibitors by mutating
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a single amino acid. The selectivity of these compounds toward
“analog-sensitive” kinase alleles is remarkable (∼1000 fold ver-
sus wild type kinases), as is their affinity, with IC50 values in
the low nanomolar range. Furthermore, because inhibition re-
quires a specific genetic background, for example, mutation of
the gatekeeper residue, off-target effects can be controlled for
by comparison with drug-treated cells with an intact gatekeeper.

Another recent general strategy to generate specific kinase
inhibitors involves generating compounds that probe the phos-
phoacceptor peptide binding groove between the small and large
lobes of the catalytic domain (20). Often kinases are selective
for specific peptide substrates, so exploitation of this selectivity
can yield specific kinase inhibitors. Inhibitors were generated
by linking the ATP moiety to kinase-specific peptide substrates
to yield “bifunctional” inhibitors that capture interactions in
the ATP and peptide substrate binding sites (Fig. 7). In one
such study, targeted against the insulin receptor tyrosine kinase

domain, γ-thio ATP was linked to an optimized IRK peptide
substrate, which creates a nucleotide–peptide conjugate that has
a submicromolar Ki (370 nM). The bifunctional inhibitor also
shows selectivity toward IRK, as the Ki of the conjugate for
the tyrosine kinase Csk was 100-fold higher. This strategy is
suitable for any kinase whose peptide substrate specificity is
known and has been applied for many diverse kinases.

Chemically cross-linking kinases
and their substrates

Another chemical biology tool generated to study protein ki-
nase signaling is a method to identify a kinase responsible for
phosphorylating a particular phosphoprotein. Two methods have
been devised by designing ATP molecules that form covalent
bonds to both the kinase and substrate, which allows identifica-
tion of the unknown partner by mass spectrometry.
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In the first case, ATP analogs that have two azido groups
attached at the purine and gamma-phosphate were synthesized
(21). Such a molecule can bind the ATP binding site of a
given kinase and allows its physiologic substrate to bind the
bisazidoATP:kinase complex, which brings both kinase and
target in close proximity to the azido groups. UV irradiation
then uses each azide to form reactive nitrenes, which form a
covalent ATP bridge between the kinase and substrate (Fig. 8a).

An alternate strategy to identify the upstream kinase respon-
sible for phosphorylating a particular phosphoserine protein also
was reported (22). In this scheme, a bis aryl aldehyde ATP ana-
log was designed to form an imine with the lysine (Lys 72 in
PKA) essential for orienting the α/β phosphates of ATP. The
substrate of interest, with its target serine mutated to cysteine,
provides a nucleophile to attack the imine, which then cyclizes
with a second aldehyde to form a stable isoindole adduct that
links kinase and substrate (Fig. 8b).
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Lantibiotics are a unique class of antimicrobial peptides produced by
Gram-positive bacteria. They are synthesized ribosomally as precursor
peptides and undergo extensive posttranslational modification to attain
their biologically active structures. These modifications include dehydration
of serine and threonine residues that produce dehydroalanines and
dehydrobutyrines, followed by intramolecular addition of cysteine thiols to
the unsaturated amino acids. The lantibiotic biosynthetic machinery
displays low substrate specificity both in vivo and in vitro, which allows for
the engineering of novel lantibiotics. The polycyclic peptides exert their
biological activity through several modes of action including the
sequestration of the cell wall precursor lipid II and pore formation in
bacterial membranes. Because of their high potency, several commercial
applications of lantibiotics are being developed.

Lantibiotics belong to the bacteriocin family of antimicrobial
agents. Although originally identified as antibiotics, the func-
tional diversity of the lantibiotics is much broader than imagined
previously. They are posttranslationally modified polycyclic
peptides, and its best-known member, nisin, has been employed
by the food industry as a preservative for more than 40 years
in over 80 countries. Remarkably, no widespread bacterial re-
sistance has developed during this prolonged use. Therefore,
lantibiotics represent potentially a new line of defense in the
battle against drug-resistant bacteria.

Biological Background
The prototypical lantibiotic, nisin, was discovered in 1928 for
its antibacterial properties and has been used as a preservative in
dairy products since the 1950s (1). Nisin and other lantibiotics
exhibit nanomolar efficacy against many Gram-positive strains
of bacteria (2), which include methicillin resistant Staphylococ-
cus aureus , vancomycin resistant enterococci, and oxacillin re-
sistant bacteria. On the other hand, some lantibiotics function as
morphogenetic peptides rather than antibiotics and are important
for spore formation in streptomycetes (3). Since the structural
elucidation of nisin in the early 1970s, extensive research ef-
forts have been directed at understanding the biosynthesis and
mode of action of various lantibiotics.

Molecular structures
Lantibiotics are synthesized ribosomally as precursor peptides
with an amino-terminal leader sequence and a carboxy-terminal

structural region. The structural region undergoes extensive

posttranslational modification catalyzed by enzymes unique to

lantibiotic biosynthesis. After structural region modification, the

unaltered leader sequence is removed by a protease, which

results in the biologically active species.

Lantibiotics contain several unusual amino acids, including

the thioether lanthionine (Lan) linkage and its methyl substi-

tuted analog methyllanthionine (MeLan) (Fig. 1a) that unifies all

members of the class and accounts for their family name. In ad-

dition to Lan, lantibiotics commonly contain 2,3-dehydroalanine

(Dha) and (Z)-2,3-dehydrobutyrine (Dhb). In all, no less than

15 different posttranslational modifications have been docu-

mented in lantibiotics (for a selection see Fig. 1a), and up

to 58% of their amino acids are modified. These extensive

structural alterations overcome the constraints imposed by the

use of 20 amino acids in ribosomally synthesized peptides.

Some less common, posttranslationally crafted residues in lan-

tibiotics are β-hydroxy aspartate, lysinoalanine, aminovinyl cys-

teine (AviCys), D-alanine, 2-oxobutyrate, 2-oxopropionate, and

2-hydroxypropionate. The presence of these unusual residues is

thought to be important for the biological activity of lantibiotics.

Currently, the lantibiotic family contains more than 50 mem-

bers with varying structures, properties, and biological activities

(Fig. 1b). Depending on the ring topology of mature lantibi-

otics, they may have an elongated three-dimensional structure

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 1



Lantibiotics, Biosynthesis and Mode of Action of

(b)

(a)

Figure 1 (a) Selection of the structural motifs found in lantibiotics that result from posttranslational modification. A shorthand notation for each structure
is also illustrated. (b) Representative structures of mature lantibiotics using the shorthand notation.
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(e.g., nisin), a globular conformation (e.g., cinnamycin), or have
both regions of linearity and of globular nature (e.g., lacticin
481). The thioether linkages are thought to confer stability and
enhance activity by locking the mature lantibiotics in their bi-
ologically active form and by decreasing the susceptibility to
protease-mediated degradation. The mature species vary widely
in size, shape, charge, and biological activity. They have been
classified by groupings named after a representative member
(e.g., the nisin, lacticin 481, and cinnamycin subgroups) (4).
Members of each group share a high degree of sequence homol-
ogy, biosynthetic machinery, and also have similar biological
activities. A unique group of lantibiotics is the two-component
systems such as lacticin 3147 (Fig. 1b) that are composed of
two posttranslationally modified peptides that act in synergy to
exert their bactericidal activity.

Mode of action
Nisin displays several biological activities including inhibition
of cell wall biosynthesis, disruption of the cell membrane, and
inhibition of spore outgrowth. Nisin is able to disrupt cell wall
biosynthesis by binding to the essential peptidoglycan precursor
lipid II (Fig. 2a) (2). Based on studies with fluorescently labeled
nisin, the molecule not only binds lipid II, but also removes it
from its functional location in the cell (7). Mutagenesis studies
have demonstrated that the A and B rings of nisin are essential
for binding to lipid II (5), and a nuclear magnetic resonance
(NMR) structure of a 1:1 nisin-lipid II analog complex has re-
vealed that the mechanism of molecular recognition involves
hydrogen bonding interactions between the lipid II pyrophos-
phate moiety and the nisin amide linkages in the A and B-rings
(Fig. 2b) (8). After binding to lipid II at the membrane surface,
the C-terminus of nisin inserts perpendicularly into the mem-
brane (Fig. 2c). Mutagenesis studies have also shown that the
C and D rings of nisin as well as a hinge region are important
for pore formation (8). This hinge region, which is composed
of three residues that link the C and D rings (Asn20, Met21,
and Lys22), gives nisin the conformational flexibility necessary
to traverse the lipid bilayer. The mechanism of bacterial spore
outgrowth inhibition is less defined, but it is thought to involve
the electrophilic nature of Dha5 (9).

The mode of action of the two-component lantibiotic lacticin
3147 also involves binding to lipid II and pore formation, but
it requires two posttranslationally modified peptides to act in
synergy to affect their bactericidal properties. In a recent model,
lacticin 3147 A1 was proposed to first bind lipid II, which
causes a change in its conformation such that lacticin 3147 A2
is recruited to the cell surface. Interaction of A2 then promotes
deeper insertion into the membrane and pore formation (10).

Other lantibiotics, like mersacidin, also bind lipid II but do
not form pores. They are thought to prevent the transglycosy-
lation step of cell wall biosynthesis by preventing action of the
transglycolase enzyme on lipid II. This inhibition is achieved
by binding to the disaccharide pyrophosphate region of the pep-
tidoglycan precursor (11). Vancomycin also prevents cell wall
biosynthesis by binding the D-Ala-D-Ala moiety of lipid II.
Considering their different binding sites, it is not surprising that
alteration of the D-Ala-D-Ala structure in vancomycin resis-
tant bacterial strains does not affect the efficacy of mersacidin

(11). Thus, mersacidin represents a promising antibiotic candi-
date with the potential of treating multi-drug resistant bacterial
infections.

The cinnamycin group of lantibiotics inhibits the activity of
phospholipase A2 by binding to phosphatidylethanolamine (12),
which affects prostaglandin and leukotriene biosynthesis by pre-
venting the release of arachidonic acid from the cell membrane.
Furthermore, the duramycins, also part of the cinnamycin group,
promote chloride secretion in airway epithelia and are evaluated
for cystic fibrosis treatment (13). The most recent new activity
of lantibiotics was discovered in the peptides SapB and SapT
produced by Streptomyces coelicolor and S. tendae, respectively
(3). These peptides are capable of self-assembly at air-water in-
terfaces and are important for the formation of nascent aerial
filaments during sporulation.

Lantibiotic Biosynthesis

The genes that encode lantibiotics and their biosynthetic ma-
chinery are designated generically by the locus symbol lan ,
with a more specific annotation for each family member. The
lanA gene encodes the precursor peptide LanA, with NisA used
for the nisin precursor, LctA for the lacticin 481 prepeptide, and
so on. The lanBCDMPTXY genes encode for various modifica-
tion enzymes, the lanKRQX genes produce regulatory proteins,
and the lanFEGI genes provide immunity proteins. Typically,
a subset of these genes is present in a given biosynthetic gene
cluster. The cluster for nisin is shown in Fig. 3a as a represen-
tative example.

Enzymatic dehydration and cyclization

The unsaturated residues Dha and Dhb are formed by dehy-
dration of serine and threonine residues, respectively, and the
thioether linkages Lan and MeLan are generated by intramolec-
ular Michael-type addition of cysteine thiols to the unsaturated
sites (e.g., Fig. 3b). These modifications can be performed by
either two separate enzymes (LanB and LanC) in class I lan-
tibiotics or a single bifunctional enzyme (LanM) in class II
lantibiotics. Typically, proteolysis of the leader sequence is per-
formed by a dedicated protease, either a LanP serine protease
(class I) or the cysteine protease domain of a LanT protein
(class II). The lanB genes encode large (∼1000 residues) pre-
dominantly hydrophilic dehydratases that may be membrane
associated. To date, the dehydratase activity of a LanB protein
has not been reconstituted in vitro and little is known about the
mechanism of catalysis of this group of enzymes.

The lanC genes encode smaller (∼400 residues), zinc met-
alloproteins that catalyze cysteine thiol addition to unsatu-
rated amino acids to form the lanthionine and methyllanthione
residues in a regioselective, stereoselective, and chemoselective
manner (Fig. 3b). The first experimental evidence for the role
of LanC proteins in lantibiotic biosynthesis was the accumula-
tion of dehydrated NisA in strains that lack the NisC protein
(14). In 2006, the crystal structure of NisC was solved, and its
cyclase activity was reconstituted in vitro (15). Its active site
contains a single zinc atom with one histidine and two cysteine
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Figure 2 Mode of action of the prototypical lantibiotic nisin. (a) The peptidoglycan precursor lipid II is composed of an N-acetylglucosamine-
β-1,4-N-acetylmuramic acid disaccharide (GlcNAc-MurNAc) that is attached to a membrane anchor of 11 isoprene units via a pyrophosphate moiety. A
pentapeptide is linked to the muramic acid. Transglycosylase and transpeptidase enzymes polymerize multiple lipid II molecules and crosslink their
pentapeptide groups, respectively, to generate the peptidoglycan. (b) The NMR solution structure of the 1:1 complex of nisin and a lipid II derivative in
DMSO (6). (c) The amino-terminus of nisin binds the pyrophosphate of lipid II, whereas the carboxy-terminus inserts into the bacterial membrane. Four
lipid II and eight nisin molecules compose a stable pore, although the arrangement of the molecules within each pore is unknown (5).

ligands as well as a coordinated water molecule. A cysteine
thiol of the substrate is thought to displace this water molecule,
followed by deprotonation to generate a thiolate that then at-
tacks the β-carbon of a Dha or Dhb residue, which results in
an enolate that is protonated stereoselectively to provide the
D-configuration at the α-carbon (Fig. 3c).

Class II lantibiotic gene clusters (e.g., lacticin 481) do not
contain lanBC genes, but instead contain a lanM gene that
encodes a large bifunctional LanM protein (∼115–120 kDa)
that catalyzes both dehydration and cyclization (Fig. 4). The
C-termini of LanM proteins share a low degree of sequence
identity with LanC proteins, which include the zinc binding
ligands, but have no homology to LanB proteins. Both the
dehydratase and cyclase activities of lacticin 481 synthetase
(LctM) and haloduracin synthetase (HalM) were reconstituted
recently in vitro (16, 17).

Other modifications

Another common posttranslational modification found in mature
lantibiotics is a C-terminal AviCys (Fig. 1a). This residue is
formed by EpiD in epidermin (18). Currently, not much is
known about the enzymes that catalyze formation of other
unique lantibiotic residues. The cinnamycin gene cluster was
cloned recently (19), which set the stage for studies to determine
which gene products are responsible for lysinoalanine and
β-hydroxy aspartate formation.

Proteolysis and export

After posttranslational modification of the precursor peptide, the
unmodified leader sequence is cleaved by a protease to reveal
the biologically active compound. Depending on the lantibiotic,
this cleavage occurs either just prior to or after transport outside
the cell. For most class I lantibiotics, the cleavage reaction is

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.
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(a)
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Figure 3 (a) The nisin biosynthetic gene cluster. (b) Posttranslational modifications during the biosynthesis of nisin. Dehydration of serine and threonine
residues in the structural region of the precursor peptide NisA is performed by the dehydratase NisB. Then, the (Me)Lan rings are installed by the cyclase
NisC. After secretion, the unmodified leader sequence is removed by the serine protease NisP, which generates the biologically active species. (c) The
proposed cyclization mechanism for NisC.

catalyzed by a LanP serine-type protease. Many LanP proteases
contain a preprosequence, which indicates they themselves
may be secreted and therefore act after the modified precursor
peptide has been exported. NisP is required for nisin maturation
because strains that lack the nisP gene but contain all other nisin
biosynthetic machinery produce fully modified but biologically
inactive nisin with the leader peptide still attached (20). For all
lantibiotics investigated to date, removal of the leader sequence
is required for biological activity.

Lantibiotics are secreted out of the cell by the LanT
ATP-binding cassette transporters. These enzymes are trans-
membrane, homodimeric proteins that use the energy of ATP
hydrolysis to secrete either the mature lantibiotic or a fully
modified precursor peptide with the leader sequence still at-
tached. A second type of LanT transporter is found in the

biosynthetic machinery of class II lantibiotics, whose precur-
sor peptides contain a “double-glycine” type cleavage site (21).
These bifunctional LanT proteins contain an N-terminal prote-
olytic domain in addition to the membrane-spanning portion and
C-terminal ATP-binding cassette. Cleavage occurs C-terminal to
the G(-2)G/A(-1) motif at the junction between leader and struc-
tural region, and it is thought to take place concomitant with
export.

Chemical Tools and Techniques

Because lantibiotics are gene-encoded antimicrobials, genetic,
molecular biology, and protein chemistry techniques have been
used traditionally to explore their structure and biosynthesis.
These approaches include gene deletions and disruptions, and

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 5



Lantibiotics, Biosynthesis and Mode of Action of

(c)

Figure 3 (Continued)

in vivo and in vitro site-directed mutagenesis. The following
sections will detail more recent tools used in various aspects
of lantibiotic research with an emphasis on chemical biology
techniques.

Discovery

Until recently, the discovery of new lantibiotics relied on the
painstaking isolation and purification of compounds that exhib-
ited bactericidal activity from the producer strains. Character-
ization of those isolates by amino acid analysis, and in some
cases determination of their structure by NMR spectroscopy
would classify them as a lantibiotic. More recently, the advent
of bioinformatics has provided another avenue to discover new
lantibiotics by scanning the ever-increasing number of fully se-
quenced genomes for genes homologous to known lantibiotic
producing genes. The two-component lantibiotic haloduracin
was discovered in this way (17, 22).

Structure determination

Over the years, several techniques have been developed to
elucidate the structure of a new lantibiotic. The extensive post-
translational modifications limit Edman degradation to a stretch
of amino acids from the N-terminus to the first modification.
Various chemical derivatization techniques have been used to
allow continuation of the sequence and to reveal the position of
the posttranslationally modified residues. Originally, these tech-
niques relied on treatment with ethanethiol under highly basic
conditions that result in elimination reactions of the thioethers

and addition of ethanethiol to both the resulting dehydroamino
acids and the dehydrated residues already present in the par-
ent structure. More recently, the structural determination of the
LtnA1 and LtnA2 peptides of lacticin 3147 was aided by a
novel method that involves nickel boride (Ni2B), an in situ
generated hydrogenation and desulfurization catalyst (23). First,
the N-terminal 2-oxobutyryl residue and the Dhb at position
2 of LtnA2 (see Fig. 1b) were removed by treatment with
1,2-diaminobenzene in aqueous acetic acid. Subsequent treat-
ment with Ni2B in the presence of NaBD4 in CD3OD/D2O re-
sulted in the incorporation of a single deuterium at the β-carbon
of each residue that was involved in a (methyl)lanthionine link-
age. Deuterium atoms are introduced at both the α- and β-carbon
of dehydro amino acids, which allows distinction between
(Me)Lan and Dha/Dhb that was not possible with the ethanethiol
method. Both approaches are unable to determine the thioether
ring topology, however, and modern NMR techniques and in
some select cases tandem mass spectrometry have been used for
this task. It should be noted that the thioether linkages restrict
the use of tandem mass spectrometry methods to linear stretches
of amino acids within the lantibiotics, because fragmentation
within a ring does not result in fragment peptides (17). How-
ever, when tandem MS techniques are used in combination with
site-directed mutagenesis to remove one or more rings from the
parent structure, it offers a highly valuable approach to estab-
lish ring topology and requires much less material than NMR
studies (16). None of these techniques can establish the stere-
ochemistry of the methyllanthionines with absolute confidence.
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Figure 4 Posttranslational modifications in the biosynthesis of the class II lantibiotic lacticin 481. Both the dehydration and the cyclization events are
catalyzed by the bifunctional protein LctM. The unmodified leader sequence is removed by the cysteine protease domain of LctT concomitant with
transport of the mature lantibiotic outside the cell.

In early studies, this stereochemistry was established for a se-
lect few lantibiotics by comparison to chemically synthesized
standards in combination with gas chromatography using chiral
stationary phases. The stereochemistry determined in these early
studies is assumed to be the same for lantibiotics that were dis-
covered and characterized subsequently, but for most members
this supposition has not been confirmed experimentally.

Mode of action

Chemical approaches have also contributed to the current un-
derstanding of the mode of action of lantibiotics. Prior to the
discovery that nisin and other lantibiotics bind to lipid II, bio-
physical techniques, such as analysis of efflux of analytes from
liposomes and other vesicles, as well as electrophysiology stud-
ies had established that many lantibiotics punch holes into
membranes (4). More recently, NMR studies have elucidated
the details of the molecular recognition used by nisin to se-
quester lipid II (8), and modification of nisin with fluorescent
markers using synthetic chemistry showed that nisin removes
lipid II from its functional location in the cell (7). Conversely,
fluorescent labeling of lipid II showed that after initial docking
of nisin with lipid II a higher order structure is assembled con-
sisting of 4 lipid II molecules and 8 nisin molecules that make
up the pores in the bacterial membranes (6).

Biomimetic studies

Several biomimetic studies involving the nonenzymatic, in-
tramolecular cyclization of synthetic peptides that contain de-
hydroamino acids and unprotected cysteine residues have been
used to investigate the cyclization step of lantibiotic biosynthe-
sis. Short peptides that contain a single Dha or Dhb residue and

a free cysteine undergo stereoselective cyclization to produce
the naturally occurring isomers of (Me)Lan (24–26). These re-
sults indicate that the peptides have an innate propensity for
Si -face attack on the dehydro amino acids and Re-face proto-
nation of enolates to give the D-configuration at the α-carbons.
This selectivity has a kinetic origin and is not caused by ther-
modynamic control (27). An attempt to prepare biomimetically
the nisin A-ring (Lan) and B-ring (MeLan) was unsuccessful
because of the much higher reactivity of dehydroalanines com-
pared with dehydrobutyrines (27). Collectively, these studies
show that although enzymatic control may not be required for
the stereoselectivity of (Me)Lan formation, it is absolutely es-
sential to govern the regioselectivity.

Mechanistic studies on the biosynthetic
enzymes

The in vitro reconstitution of the enzymatic activities of LctM,
NisC, and EpiD has paved the way to detailed mechanistic stud-
ies. The dehydration reaction catalyzed by the bifunctional LctM
requires ATP for phosphorylation of the serine and the threonine
residues that undergo dehydration (28). Usually, the phosphory-
lated intermediate is not observed with the wild type substrate,
but incorporation of certain nonproteinogenic amino acids into
the substrate peptide by using expressed protein ligation resulted
in the accumulation of phosphorylated peptides. Preparation of
authentic phosphorylated substrate by ligating synthetic phos-
phopeptides to a recombinant truncated LctA peptide that carries
a C-terminal thioester confirmed that LctM catalyzes the elimi-
nation of the phosphate group to generate dehydro amino acids
(28). Furthermore, high resolution Fourier transform mass spec-
trometric analysis of the dehydration reaction has shown that
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the dehydration reaction takes place by a processive mecha-
nism (29). Mechanistic investigations of the EpiD enzyme that
catalyzes the oxidative decarboxylation of the C-terminal cys-
teine in epidermin biosynthesis to produce the AviCys structure
revealed that a (Z)-enethiol is generated that presumably adds
to an unsaturated residue in a reaction catalyzed by EpiC (18).

Lantibiotic engineering

The cloning of the gene clusters involved in the biosynthe-
sis of many lantibiotics laid the foundation for genetic protein
engineering aimed at in vivo production of novel compounds
with potentially interesting properties. Many studies have in-
dicated the feasibility of changing the molecular structures of
lantibiotics by mutagenesis of the prelantibiotic genes (30). In
these investigations, not only the biosynthetic machinery, but
also the immunity factors had to be considered to generate
successful expression systems. Collectively, these studies have
demonstrated the low substrate specificity of the biosynthetic
enzymes involved. Disadvantages of reprogramming the struc-
tures of lantibiotics through in vivo engineering include a limited
structural and functional space that can be sampled through
mutagenesis and the potential for breakdown of immunity of
the producing strain in cases where more active compounds
are actually generated. The in vitro reconstitution of the com-
plete biosynthetic pathways for lacticin 481 and haloduracin has
provided the opportunity to explore the substrate specificity of
their biosynthetic machinery in more detail. Using the expressed
protein ligation technology, a series of Ser and Thr analogs
embedded in the substrate peptide have been probed as poten-
tial substrates for the dehydration reaction, which demonstrates
that the dehydratase domain of lacticin 481 synthetase has re-
markable substrate promiscuity (31). Similarly, the cyclization
domain was shown to tolerate Cys analogs such as selenocys-
teine, homocysteine, and β3-homocysteine and to convert them
to analogs of the naturally occurring (Me)Lan crosslinks (32).
In addition to tolerating changes in the structure of the post-
translationally modified amino acids, the enzyme also displays
remarkable substrate promiscuity with respect to the position of
the dehydrated residues as well as substitutions with nonpro-
teinogenic amino acids at nonmodified positions. Similarly, the
oxidative decarboxylase EpiD exhibits a very broad substrate
scope (33). These investigations demonstrate that the engineer-
ing of novel structures by using the biosynthetic enzymes has
great promise.

The Future of Lantibiotics

Many questions still remain with respect to both the biosynthe-
sis and the mode of action of lantibiotics. Whereas the targets of
the nisin, mersacidin, and cinnamycin groups are now known,
the mechanism of action of many other lantibiotics (e.g., lacticin
481, Pep5, and sublancin) is still unclear. Similarly, the biosyn-
thetic pathways still hold many unresolved questions, which
include the molecular recognition that allows the synthetases
their high level of substrate promiscuity and at the same time
provides exquisite control of the regioselectivity of cyclization.

Similarly, the biosynthetic enzymes for the majority of the 15
currently known posttranslational modifications in lantibiotics
have not yet been identified, with the rate of discovery of new
lantibiotics and new modifications recently outpacing the char-
acterization of new biosynthetic enzymes.

Currently, the most common commercial application for lan-
tibiotics is as a preservative in the food industry to combat
food-borne pathogens and spoilage bacteria, but many other
uses are under active investigation. Duramycin has been shown
to increase chloride transport in nasal epithelial cells of cys-
tic fibrosis patients (13), which in turn increases the fluidity of
mucus in the lungs and airway and decreases the patient’s sus-
ceptibility to infections. Furthermore, several lantibiotics have
shown potent activities against multidrug resistant pathogenic
bacterial strains. Combined with the development of new tech-
niques to alter the structures of lantibiotics, the future will likely
see detailed SAR studies that may result in improved variants.
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Lipid bilayers are the structural basis of biological membranes; they provide
excellent structures for microencapsulation and are interesting objects of
study as thermotropic and lyotropic smectic liquid crystals. This article
introduces the fundamental principles that lead to the formation of lipid
bilayers and briefly lists some amphiphiles that form lipid bilayers in
biological systems. The temperature-dependent phase behavior of bilayers
formed from a single lipid species is discussed briefly followed by a
discussion of bilayer dimensions and hydration. The article then introduces
the reader to phase behavior of bilayers formed from mixtures of lipids and
the consequences of phase coexistence for component
compartmentalization and percolation in lipid bilayers. Special emphasis is
placed on the phase behavior of bilayers that contain sterols. The article
introduces the reader to some physical properties of lipid bilayers, which
include the hydration force, elasto-mechanical properties, and the
resistance of bilayers to lateral stretching and/or compression and bending.
Brief discussions of molecular dynamics in lipid bilayers from trans/gauche
isomerism and rotation of lipid chains in bilayers to rotational, wobbling,
and translational diffusion of lipids in bilayers is followed by an introduction
to the dynamics of insertion, desorption, and transverse translocation of
lipids in bilayers. Lipid bilayers are then discussed in terms of their
permeability to aqueous solutes and some models for bilayer permeation
are mentioned briefly. Finally, the reader is introduced to the electrical
properties of lipid bilayers with brief discussions of the dipolar potential, the
surface electrostatic potential, and the transmembrane potential. The
article ends with a brief discussion of lipid compositional asymmetry across
the lipid bilayer in biological membranes and its possible causes. Key
references are cited wherever relevant.

Lipid bilayers are formed by many amphiphilic molecules in

the presence of water. Their interest derives not only from the

fact that they are a major, if not the only, organizing principle

of biological membranes (1), but also because they tend to form

closed (usually) spherical structures (liposomes or lipid bilayer

vesicles) in which inner and outer aqueous spaces are separated

by the lipid bilayers (2) which thereby provides a means of

encapsulation (3, 4).

Amphiphilic molecules (or amphiphiles), in general, tend to

aggregate in aqueous solution above some critical concentra-

tion (the critical micellar concentration or CMC) because of the

hydrophobic effect (5). The aggregate structure secludes the ap-

olar portions of these molecules from the aqueous medium and

exposes the polar portions to water at the surface. The form

of the aggregate is dictated by packing constraints (6) given

by the optimal area per amphiphile,1 a0; at the interface of
the aggregate and the aqueous phase, the mean volume of the
amphiphiles, V ; and their critical length,2 l c. Lipid bilayers are
formed when the packing parameter p = V /a0lc ≈ 1. Thus, a
lipid bilayer is a self-aggregated sheet of amphiphiles (usually
two molecules thick) in which the polar portions of the con-
stituent molecules are exposed to water at the two surfaces of
the sheet and the apolar portions are secluded from water in
the volume between these two surfaces. Partial or total inter-
digitation of the apolar portions of the amphiphiles from the
two monolayers of the bilayer is possible under certain condi-
tions. The surfaces of the bilayer in contact with the aqueous

1The “optimal area per amphiphile” is defined as the mean area per
amphiphile at the surface of the aggregate when the free energy per
amphiphile in the aggregate is a minimum.
2The critical length is the mean length of the amphiphiles in an
aggregate along the normal to the aggregate/aqueous interface.
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phase may be charged depending on the chemical identity of the
polar portion of the amphiphiles and the conditions (pH, ionic
strength) of the aqueous phase; the bilayer interior always is an
apolar environment. The chemical nature of the apolar portions
(usually long aliphatic chains) and the fact that these chains are
anchored to the polar head groups of the amphiphiles located
at the bilayer-water interface, make the lipid bilayer a highly
anisotropic structure. Figure 1 (7, 8) shows some typical lipid
bilayers.

This article discusses lipid bilayers formed by lipids of inter-
est to biological membranes. The physics of these lipid bilayers
have been the subject of excellent monographs (9, 10) and
bilayers have been discussed in the context of their colloidal
properties (11). Compilations of data on the physical properties
of lipid bilayers may be found in References 12 and 13. Most
generic physico-chemical properties are common to all bilayers.
Much of our knowledge on the properties of lipid bilayers is the
result of studies on bilayers formed in the laboratory by hydra-
tion of chemically defined diacylipids, phosphoglycerolipids, or
sphingolipids. The aggregates formed by these lipids in water
are lyotropic and thermotropic in character [i.e., the structure
depends on the molar fraction of water and the temperature
(14–16)]. These so-called “model” lipid bilayers form spon-
taneously on hydration of the amphiphiles. Usually, they are
studied as oriented single bilayers or on stacked multibilayers
on solid supports, multilamellar liposomes or vesicles (MLV),
or unilamellar vesicles of different diameters: small unilamellar
vesicles with a diameter of about 20 nm (17); large unilamellar
vesicles with a diameter of about 100 nm (18); and giant unil-
amellar vesicles with a diameter in the µm range, usually 10–50
µm (19, 20). MLVs are composed of several concentric lipid
bilayer vesicles each separated from the one inside and the one
outside by a thin layer of water. This form of lipid bilayer is,
therefore, a smectic liquid crystalline phase.

Chemical Composition

The main lipid constituents of bilayers in biological membranes
are derivatives of sn-1,2- (or sn-2,3-) diacylglycerol (phospha-
tidic acids, phosphatidylethanolamines, phosphatidylcholines,
phosphatidylserines, phosphatidylglycerols, phosphatidylinosi-
tols, and glycosylated diacylglycerols), derivatives of sphingo-
sine (sphingomyelin, ceramide, and glycosylated derivatives of
ceramides), and sterols (cholesterol in mammalian membranes,
β-sitosterol, campesterol, and stigmasterol in plants, and ergos-
terol in eukaryotic microorganisms such as fungi). Cardiolip-
ins (1,3-diphosphatidylglycerols) are important constituents of
bacterial membranes and the membranes of mitochondria and
chloroplasts. The aliphatic chains of glycerolipids may some-
times be linked to the glycerol by ether linkages as in the case
of plasmalogens (important constituents of some mammalian
membranes) and some bacterial glycerolipids. The membranes
of extremophiles contain variable amounts of lipids in which
long-chain (usually branched) α,ω-aliphatic diols are attached
by ether linkage to two polyols (usually glycerol) to form
bipolar lipid molecules that span the entire lipid bilayer. The
aliphatic chains of naturally occurring lipids are usually from
14 to 24 carbon atoms long, and may be fully saturated or unsat-
urated with from 1 to 4 (usually) cis double bonds. The aliphatic
chains of bacterial lipids are often branched and may include
cyclic (3- to 6-membered ring) structures. Figure 2 shows the
chemical structures of some lipids of biological importance.

Physical Properties

Phase behavior and phase transitions

At low temperatures, in lipid bilayers prepared from a single
lipid species, the acyl/alkyl chains of the lipids in the bilayer
are characterized by a high trans/gauche configurational ratio.

LC

Lβ

Lα

LC′

Lβ′

Pβ′

Partially 
Interdigitated

Fully 
Interdigitated

Figure 1 Different types of lipid bilayers. In the LC and LC′ phase bilayers, the polar head groups are shown as squares with arrows to indicate that a
crystalline order exists in the arrangement of the head groups. In the P′ bilayers, the saw-tooth ripple is indicated by the parallel lines, and only a few lipids
are drawn in this structure to show the way in which the lipids are arranged in the different domains of this structure. The reader is referred to References
(7) and (8) for the structural details of the P′ phase.
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+

(a) Diacylglycerolipids (including Glycerophospholipids)

R = H , Diacylglycerol,

R = Glycoside, Diacylglycero-glycolipid

R = −PO3H2, Phosphatidic acid

R = −PO(OH)−O−(CH2)2−NH2 , Phosphatidylethanolamine

R = −PO(OH)−O−(CH2)2−N(CH3)3, Phosphatidylcholine

R = −PO(OH)−O−CH(COOH)−NH2, Phosphatidylserine 

R = −PO(OH)−O−CH2−CH(OH)−CH2OH, Phosphatidylglycerol

R =                                   , Phosphatidylinositol

X = H, Y = H , Sphingosine

X = H, Y = −OC−(CH2)n−CH3, Ceramide

X = −PO(OH)−O−CH2−CH2−N(CH3)3, Y = CH3−(CH2)n−CO− 
, Sphingomyelin

X = −Glycoside , Y = CH3−(CH2)n−CO−, Glycosphingolipid

(b) Sphingolipids

Figure 2 Chemical structures of the more common lipids found in biological membranes: a) lipids derived from Diacylglycerols; b) lipids derived from
sphingosine; c) the more common sterols; d) some unusual lipids.

The chains, viewed along their long axes, are packed parallel
to each other in a more or less hexagonal lattice with a lattice
spacing of about 0.4 nm, and the bilayers are characterized by
a high degree of conformational, rotational, and translational
order. These bilayers are said to be in the “gel” phase. In gel
phases, the acyl/alkyl chain axes may be oriented perpendicular
to the bilayer plane (the Lβ phase) or be slightly tilted relative
to this plane (the Lβ′ phase). The tilt is understood to be the
result of the in-plane area of the head groups being slightly
larger than the in-plane area of two acyl chains. Depending on
the chemical identities of the lipids and the temperature, more
than one ordered phase has been characterized in lipid bilayers.
In the so-called “sub-gel” or Lc (Lc′ when the chains are tilted
relative to the bilayer normal) phase, which is observed at very
low temperatures, the acyl chain order is at least equal to but
may be greater than in the Lβ (or Lβ′ ) phase and may include
a crystalline ordering of the lipid molecules. The “rippled” or

Pβ′ phase, which is observed in some ordered bilayers at higher
temperatures, shows a periodic saw-tooth ripple in the bilayer
plane. This rippled pattern has two types of domains, the two
faces of the saw-tooth pattern, with distinctly different packing
of the lipids, the transition from one domain to the next possibly
including some disordered phase lipid (7, 8). The acyl chain
order in the Pβ′ phase is lower than that in the Lβ (or Lβ′ ) and
Lc (or Lc′ ) phases. Transitions between the various phases in
ordered lipid bilayers occur at characteristic temperatures that
depend on the chemical identity of the lipids and their acyl chain
lengths. When raising the temperature above a characteristic
temperature, T m, which depends on the type of lipid that
constitutes the bilayer, the ordered or gel phase is converted into
a so-called “liquid-crystalline,” “fluid,” or Lα phase in which the
acyl chain configuration is characterized by a low trans/gauche
configurational ratio and the chains are still packed in a more
or less hexagonal lattice but with a low coherence length and

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 3



Lipid Bilayers, Properties of

(c) Sterols

Cholesterol β-Sitosterol Campesterol

Stigmasterol Ergosterol

(d) Unusual Lipids

Cardiolipin

R = −O−PO(OH)−O−(CH2)2−N(CH3)3, Choline Plasmalogen 

R = −O−PO(OH)−O−(CH2)2−N(CH3)3 , Choline Plasmalogen

Plasmalogens

Bipolar lipid

Figure 2 (Continued)

a lattice spacing of about 0.45 nm. Lipid bilayers in the fluid
phase have low conformational, rotational, and translational
order. The chain-melting transition at T m is observed in all
lipid bilayers regardless of the chemical identity of the lipid
that constitutes the bilayer. The different transitions in the gel
phase do not occur in all lipid bilayers, in which transitions
depend on the lipid species of which the bilayer is constituted.
When heating some lipid bilayers in the Lα phase even more
(e.g., those formed from some phosphatidylethanolamines), the
hydrated lipid aggregate may be converted into one of several
other phases that include inverted hexagonal and cubic phases.
In bilayers formed from a given class of lipids, the characteristic
temperatures at which the various phase transitions occur are
dependent on the acyl chain lengths of the lipids and their degree
of saturation.

The dependence of the “chain-melting” or main phase tran-
sition temperature in a lipid bilayer, T m, on the nature of the
lipid head group as well as the length of the acyl chains and
the degree and type (cis- or trans-) of unsaturation of the acyl
chains has been studied exhaustively for some diacyl phospho-
lipid classes (21). Bulkier head groups result in lower values of

T m for equivalent acyl chains. For head group homologs with
two identical acyl chains, T m increases monotonically, albeit in
a nonlinear manner, with increasing acyl chain length. Usually,
naturally occurring lipids have one saturated and one unsatu-
rated acyl chain with one or more carbon-carbon double bonds,
the latter usually is in the cis- configuration. When more than
one double bond occurs in the same acyl chain, these are usually
separated from each other by a methylene group. The unsatu-
rated chain is usually attached to the sn-2 position of glycerol.
Lipids with unsaturated acyl chains in the sn-2 position have
T m values that are considerably lower than their fully saturated
homologs, the reduction depends on the position and the num-
ber of unsaturated bonds. Introduction of a single double bond
results in a very large drop in T m, the second unsaturated bond
causes a smaller reduction in T m, and little or no reduction oc-
curs in T m on further addition of double bonds in an acyl chain.
In the case of lipids with a single double bond in the sn-2 acyl
chain, the largest effect on T m is observed when the position of
the double bond is roughly in the middle of the acyl chain.
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Figure 3 Comparison of a differential scanning calorimetric scan of fully
hydrated DPPC multibilayer vesicles (continuous trace) and a dilatometric
scan of the same vesicles (circles). The figure is taken from Reference 22.

As might be expected, the lipid bilayer phase transitions from
a more ordered to a less ordered state are endothermic in na-
ture and can be followed by differential scanning calorimetry
(15). Bilayers prepared from dipalmitoylphosphatidyl-choline
(DPPC), for example, show at least three endothermic tran-
sitions: 1) the so-called subtransition (from the Lc′ to the Lβ′
phase), which occurs at about 13◦C with a transition enthalpy
of ∼23 kJ mol−1; 2) the so-called pre-transition (from the Lβ′ to
the Pβ′ phase), which occurs at 35◦C with a transition enthalpy
of ∼6.5 kJ mol−1; and 3) the so-called main (or chain-melting)
transition, which occurs at 41.5◦ C with a transition enthalpy
of 36.5 kJ mol−1. The enthalpies of the sub-transitions (when
these occur) have been found to be more or less the same for
bilayers prepared from different lipids irrespective of acyl chain
lengths or head group structure. The same seems to be true for
the enthalpies of the pre-transition. The enthalpy of the main
or chain-melting transition is, however, very dependent on the
acyl chain lengths and the degree as well as the type (cis- or
trans-) of unsaturation of the lipid that forms the bilayer. It is
similar for similar chain lengths in bilayers formed from lipids
with different head groups. The phase transitions are also ac-
companied by nonmonotonic changes in lipid bilayer volume.
Figure 3 (22) shows a differential scanning calorimetric and a
dilatometric scan for DPPC bilayers in excess water.

Molecular and supramolecular
dimensions in lipid bilayers

The exact dimensions of a phospholipid bilayer membrane in
terms of the in-plane area and the height of the lipid molecules
as well as the thickness of the water layer that is associated with
them is dependent on the chemical identity of the phospholipid
head group, the length and the degree of saturation of the acyl
chains, and the degree of hydration. This information may be
obtained from a combination of small-angle X-ray diffraction by
MLV or oriented multi-bilayer samples of phospholipids in ex-
cess water, electron and/or neutron density profiles across lipid
bilayers, and atomic level molecular dynamics simulations of
hydrated lipid bilayers. 2H-NMR studies on selectively deuter-
ated phospholipids have also been important in elucidating acyl

chain and lipid head group conformations. Our current under-
standing of the structure of phospholipid bilayers in terms of
atomic/molecular detail has been summarized critically in an
excellent review (23). The structural details of lipid bilayers in
ordered (or gel) phases have been easier to define than in fluid
(or liquid crystalline) phases that are more relevant for biolog-
ical membranes. The reasons for this difficulty have to do with
the poor diffraction patterns that result from long wavelength
fluctuations or undulations in liquid crystalline phase bilayers,
which destroy crystalline long-range order in the multilayer and
local molecular fluctuations within each bilayer of the liquid
crystalline lipid bilayer stacks. In Lα phase phosphatidylcholine
bilayers, the choline head group has a probability distribution
function that places it very close to the probability distribution
function for the phosphate group (i.e., the choline head group
lies roughly parallel to the bilayer plane and only slightly above
the level of the phosphate group). The glycerol backbone of the
lipid is oriented almost perpendicular to the membrane plane
and the sn-1 acyl chain proceeds vertically into the bilayer,
whereas the sn-2 acyl chain is kinked at the second carbon.
This structure makes the effective length of the sn-2 chain
slightly (about 1.5 methylene groups) shorter than the sn-1 acyl
chain. Table 1 lists some structural parameters for several phos-
phatidylcholine bilayers and one phosphatidyl-ethanolamine bi-
layer in the Lα phase. For comparison, the same structural
parameters are listed for two of these bilayers [DPPC and
dilauroylphosphatidyl- ethanolamine (DLPE)] in the gel phase
as well. The most obvious structural differences among the Lα

phase bilayer membranes listed in Table 1 can be attributed to
the identity of the head group—the number of water molecules
associated with the lipid bilayer is significantly different for
the phosphatidylethanolamine lipid bilayers (DLPE) when com-
pared with any of the bilayers prepared from phosphatidyl-
cholines. Among the lipid bilayers prepared from phosphatidyl-
cholines, the thickness of the hydrophobic region is slightly less
and the area per lipid is slightly more when the acyl groups
are unsaturated [1,2-dioleoylphosphatidylcholine (DOPC) and
phosphatidylcholine fraction of egg-yolk phospholipids (EPC)]
than when they are saturated (DPPC and DMPC). As might be
expected, when gel phase bilayers are compared with Lα phase
bilayers prepared from the same lipid chemical species, the hy-
drophobic core thickness is significantly larger and the area per
lipid is significantly lower in the gel phase (fully extended lipid
chains). The number of water molecules associated with the
lipid bilayers is also significantly reduced in the gel phase com-
pared with the Lα phase (13 compared with 30 in DPPC and 6
compared with 9 in DLPE).

Phase coexistence in lipid bilayers
The properties of lipid bilayers formed from mixtures of lipids
are very relevant to the understanding of the lipid bilayers that
form the basis of biological membranes. Detailed studies have
been performed on bilayers formed from binary lipid mixtures,
and some reports in the recent literature describe phase diagrams
of lipid bilayers prepared from ternary mixtures that include
cholesterol. Figure 4 (24–31) shows some phase diagrams of
lipid bilayers formed from binary and ternary mixtures of lipids.
The general observation is that lipids in a bilayer are not very
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Table 1 Structural parameters for some fully hydrated phospholipid
bilayers (taken from Reference 23)

Lipid DPPC DPPC DMPC DOPC EPC DLPE DLPE

Temperature 20◦ C 50◦ C 30◦ C 30◦ C 30◦ C 20◦ C 35◦ C
V L (nm3) 1.144 1.232 1.101 1.303 1.261 0.863 0.907
D (nm) 6.35 6.70 6.27 6.31 6.63 5.06 4.58
A (nm2) 0.479 0.640 0.596 0.725 0.694 0.410 0.512
2DC (nm) 3.44 2.85 2.62 2.71 2.71 3.00 2.58
DHH (nm) 4.42 3.83 3.60 3.69 3.69 3.98 3.56
DB

′ (nm) 5.24 4.65 4.42 4.51 4.51 4.70 4.28
nW 12.6 30.1 25.6 32.8 34.7 5.8 8.8
nW

′ 3.7 8.6 7.2 11.1 10.2 2.0 4.7

V L, lipid molecular volume; D , lamellar repeat spacing; A, average interfacial
area per lipid; 2DC, thickness of the hydrocarbon core of the lipid bilayer;
DHH, head group peak to head group peak distance in the electron density
profile of a bilayer; DB

′, steric thickness of the bilayer, this thickness includes
some water intercalated in the polar head group of the lipid; nW, number of
water molecules associated with each lipid in the bilayer; nW

′, number of water
molecules that are “bound” or intercalated in the polar region of the lipid
bilayer.

miscible with each other in the gel phase. In binary mixtures
of phosphatidylcholines, for example, differences in chemical
identity of the head group and differences in chain length of
four carbon atoms or more lead to gel phase immiscibility. Also,
lipids with the capacity to form interdigitated gel phases do not
mix well with lipids that do not have this capacity, even though
their polar head groups and molecular masses are identical.
Lipids generally seem to be mutually miscible in the fluid phase,
although at least one report discusses immiscibility in the fluid
phase of a bilayer prepared from a binary lipid mixture in which
the polar head groups of the two chemical constituents of the
bilayer were different.

Lipid bilayers that contain sterols are particularly interest-
ing from the biological perspective because the plasma mem-
branes of the cells of most eukaryotic organisms contain very
large molar fractions of sterols (typically 30–50 mol%). In re-
cent years, this aspect has received much attention because of
the “raft” hypothesis (for a review on “rafts” see Reference
29). The condensing effect of cholesterol on fatty acids and
phosphatidylcholine in monolayers has been known for a long
time (32) and has been studied in detail. It was generally ac-
cepted that the condensing effect of cholesterol was a result of
cholesterol–acyl chain interactions that forced the acyl chains
in the liquid-expanded monolayer film to assume a conforma-
tion with a higher trans/gauche configurational ratio. Studies
on bilayers that contain high cholesterol concentrations con-
firmed these conclusions for bilayers as well; they showed that
cholesterol significantly increased the trans/gauche ratio (con-
formational order) in the acyl chains of the lipids to values
expected for rotating all-trans chains and were significantly
higher than those typical for the cholesterol-free Lα phase.
Translational diffusion in the cholesterol-rich bilayers was also
shown to be slower compared with cholesterol-free bilayers.
The reduction of the long-range translational diffusion coeffi-
cient has been reported to be from about 2–3 fold (28, 33) up
to about 10-fold (34). In 1987, Ipsen et al. (35) integrated this

information into a thermodynamic and a microscopic model for
the interaction of cholesterol with the phospholipid molecules.
They proposed that cholesterol forms an Lα phase with lipids in
which the lipid chains are ordered conformationally. This phase,
which was denominated the liquid ordered (lo or lo phase), is
distinct from the Lα phase with conformationally disordered
chains (which was denominated the ld or ld phase) observed
in cholesterol-free lipid bilayers at temperatures above T m. The
formation of the Lα liquid-ordered phase is the consequence
of the flat and rigid cholesterol structure that maximizes its
interaction with the lipid acyl chains in an Lα phase bilayer
by forcing these into a predominantly all-trans conformation
but, at the same time, cholesterol cannot be incorporated into
the in-plane crystalline lattice of a gel phase bilayer because
of its size and shape. A compromise solution is to retain the
all-trans configuration of the chains and simultaneously main-
tain the translational order of the fluid phase. Thus, in lipid
bilayers that contain cholesterol, two fluid phases could possi-
bly coexist in the lipid bilayer (see phase diagrams for ternary
lipid mixtures in Fig. 4) depending on the molar fraction of
cholesterol.

Phase coexistence in lipid bilayers may be an important phys-
ical property for membranes of cells. When two phases coexist
in a bilayer, depending upon the relative mass fractions of the
phases and the shapes of their domains, one of the phases is
percolative (physically continuous) and the other is nonpercola-
tive (physically discontinuous or dispersed as isolated domains).
Changes in the physico-chemical properties of the membrane
(lateral pressure, temperature, and chemical composition are the
most relevant for biological membranes) result in interconver-
sion between the two phases—one phase grows at the expense
of the other. In phase-separated systems of this type, a critical
mass ratio of phases called the percolation threshold, at which
the previously continuous phase becomes discontinuous and the
previously discontinuous phase becomes continuous, becomes
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Figure 4 Some phase diagrams for lipid bilayers in excess water prepared from binary and ternary lipid mixtures. a) Multibilayer lipid vesicles prepared
from binary mixtures of DMPC and DPPC (24); b) Multibilayer lipid vesicles prepared from binary mixtures of DMPC and DSPC [adapted by Reference
(25); from data for perdeuterated lipids published by Knoll et al. (26)]; c) Multibilayer lipid vesicles prepared from binary mixtures of diC17:0PC and
C22:0C12:0PC (27); d) Multibilayer lipid vesicles prepared from binary mixtures of DMPC and cholesterol (28); e) Multibilayer lipid vesicles prepared from
ternary mixtures of palmitoyl sphingomyelin, POPC, and cholesterol [adapted by Reference (29), from data published by De Almeida et al. (30)]; Lipid
bilayers prepared from ternary mixtures of DSPC, DOPC, and cholesterol (31).

an important physical property of the system (36). Phase sep-
aration in a membrane may lead to segregation of membrane
components, which includes proteins (in-plane compartmental-
ization) based on their preferred solubility in one or the other of
the coexisting phases; this segregation may have important con-
sequences for in-plane bimolecular reactions that occur in these
membranes (37). Crossing a percolation threshold (changes in
the phase mass ratio may be induced by osmotic stress, temper-
ature changes, or changes in chemical composition) can connect
previously disconnected domains and their constituents. The

previously continuous domain, and its constituents, becomes
simultaneously discontinuous.

In systems with phase coexistence, the free energy of the sys-
tem is discontinuous at the interface between the phases. This
discontinuity results in an interfacial tension that drives the sys-
tem toward a minimization of the interface. In three-dimensional
systems, the interfacial tension acts on the area (surface ten-
sion); in two-dimensional systems, it acts along the line (line
tension) that separates the phases. In both cases, if the inter-
facial tension is large enough, then it may be expected that
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the coexisting phases separate into macroscopic domains with
the smallest possible separating surface or line between them
(a so-called bulk phase separation) at equilibrium. Interfacial
tension may be reduced by surface-active agents, which are
amphiphilic molecules that locate in the interfacial region and
interact more favorably on one side with one of the phases
and on the other side with the other phase. Such a reduction
in interfacial tension is observed in thermodynamically stable
emulsions and in metastable dispersions of immiscible phases.
In the lipid bilayers of biological membranes, it is conceivable
that some lipids and proteins may act as the amphiphiles that
reduce interfacial line tension between domains of coexisting
phases in the lipid bilayer.

Although the question of whether phase separations do oc-
cur in the lipid bilayers of biological membranes is hotly de-
bated, it is generally accepted that these membranes do show
spatial and temporal heterogeneities (domains) in lipid bilayer
order. These heterogeneities may have several origins. First,
membrane physiology involves processes of vesicle fusion with
and budding from a given membrane. These processes will re-
sult in localized heterogeneities in chemical composition and
physical properties in the lipid bilayer, which dissipate in a
diffusion-limited manner within a short time. Second, pro-
tein aggregation by some force external to the lipid bilayer
(reorganization of the cytoskeleton with its attached proteins;
extra-membranal cross-linking of proteins, etc.) may cause a
coalescence of the boundary lipid shells around the proteins,
which results in a localized change in lipid order that is associ-
ated with the protein aggregate. Because the boundary layer has
a coherence length of about two lipid shells around the protein
surface, this heterogeneity may be expected to dissipate with
the disintegration of the protein aggregate. Third, assuming that
the system is in a steady state, the lipid bilayer of biological
membranes may be a multiphase system because of its compo-
sitional complexity and the mutual immiscibility of its chemical
constituents. Domains of these phases would be thermodynam-
ically stable. As discussed above, if the line tension around the
phase domains is small enough to be insufficient to drive domain
growth, then phase coexistence in the bilayer does not neces-
sarily imply a bulk phase separation or that the small dispersed
domains of a given phase grow in time. They may, however, be
dragged together by forces external to the membrane to form
larger domains or platforms.

As discussed at the beginning of this article, the formation
of lamellar aggregates such as bilayers by hydrated lipids is
dependent on the shape of the lipid molecules, which are char-
acterized by a critical packing parameter, p, whose value must
be about equal to 1. When p ≈ 1/3, spherical micellar aggre-
gates are formed, and for p > 1 the aggregate formed is an
inverted micelle or an inverted hexagonal phase. Both aggre-
gates are characterized by very large curvatures (curvature =
1/R, where R is the radius of curvature; see Fig. 5b for defini-
tions) (38), the normal micellar aggregate has a positive and the
inverted aggregate has a negative curvature. Some physiologi-
cal events such as membrane fusion, membrane fission, and the
drawing out of very narrow tubular membrane structures require
the localized formation of membrane structures with high curva-
tures. Thus, to be responsive to these physiological events, the

lipid bilayers in biological membranes must contain a certain
amount of lipids that are readily available for and that can form
these highly curved structures. At the same time, the presence
of these lipids should not cause a significant perturbation of the
bilayer membrane and its physical properties. This balance is
maintained by biochemical mechanisms that change membrane
lipid composition according to need (39).

The hydration force

The characteristics of the water associated with the polar lipid
bilayer surfaces are of particular interest because they become
very important in processes of physiological significance such as
membrane fusion, and they may play a role in the mechanisms
of association of proteins and small molecules with lipid bilay-
ers and biological membranes. A very small fraction of the lipid
bilayer-associated water molecules are actually immobilized,
and a larger fraction (about 30% of the total bilayer-associated
water in multilamellar PC bilayers in the Lα phase) has a prob-
ability distribution function that is more or less coincident with
the probability distribution function for the polar head group of
the lipids. Nevertheless, the pressure, P , which must be exerted
to remove the bilayer-associated water, is large and varies (from
∼0.5–500 N cm−2) with the thickness of the inter-bilayer water
space as:

P = P0 exp(−dw/λ)

where dw and λ are the inter-bilayer water thickness in a
multibilayer stack, and λ is a characteristic length (∼0.2 nm
in Lα phase PC bilayers). The resistance to removal of the
inter-bilayer water has been called the “hydration force”; it is
the consequence of contradictory interaction forces: A van der
Waals interaction that brings bilayers together is counterpoised
by repulsive interactions that result from long-range undulation
fluctuations of the fluid lipid layers, steric repulsion of the head
groups, and water dipoles with a preferential orientation at the
bilayer-water interface (surface hydration). This phenomenon
has been discussed by Parsegian and coworkers in excellent
reviews (40, 41)

Elasto-mechanical properties of lipid
bilayers

Lipid bilayers fall into the category of materials that have come
to be known as “soft matter.” These materials are condensed
phases that possess many characteristics of liquids but are
simultaneously structured. The intermolecular interactions that
cause lipid molecules to self-aggregate to fluid bilayers in
the presence of water also impart a degree of “toughness” to
these bilayers compared with conventional liquids. For detailed
discussions of these properties of lipid bilayers, the reader
is referred to References 10, 38, and 42. Toughness implies
resistance to forces that shear, break, or bend the bilayer
(Fig. 5). Bending without breaking and resistance to shear
stresses, for instance, are essential properties of the membranes
of cells (particularly erythrocytes and platelets) that are forced
in the blood stream to squeeze through very narrow capillaries.
This property is also essential to cell membranes (in particular
the apical surface membranes of epithelial and endothelial cells)
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Figure 5 a) Schematic view of the mechanical stresses and consequent elasto-mechanical deformations that can occur in lipid bilayers. b) (left panel):
Definition of the curvatures in a bent sheet (38); (right panel): Illustration of the spontaneous curvatures in a lipid monolayer.

that line the lumen of tubes in the body through which relatively
viscous fluids flow (for example, the endothelial cells of blood
vessels, the epithelial cells of the gastrointestinal tract, the
kidney and the urinary tract, the respiratory tract, etc.).

The lipid bilayer membrane in living cells is a fluid membrane
and, therefore, has no shear rigidity. However, within the cell
and subjacent to the membrane lies an intricate network of the
cytoskeleton that is attached with some regularity to the lipid
bilayer that constitutes the cell membrane via proteins that are
anchored in the bilayer. The shear rigidity of cell membranes is
thus provided in a large measure by the cell cytoskeleton.

Resistance of an infinitely thin sheet to stretching (or in-plane
compression) and bending stresses are expressed in terms of the
respective elasto-mechanical moduli. The area compressibility
modulus, K A, is defined via the energy required per unit area
EKA to produce an area increment ∆A in a sheet of reference
area A0:

EKA = 1

2
KA

(
∆A

A0

)2

The resistance to bending is expressed in terms of two moduli:
the mean curvature modulus, κC, and the Gaussian curvature
modulus, κG, which are both defined via the energy, E κ,
required for bending the sheet (43):

EK =
[

KC

2

(
1

R1
+ 1

R2
− 2

R0

)2

+ KG

R1R2

]
A

where A is the area of membrane, R1 and R2 are the principal
radii of curvature, and R0 is the radius of spontaneous curva-
ture of the sheet (see Fig. 5 for definitions). In the case of lipid
bilayers, the spontaneous curvature is the result of the packing
parameter, p, for the lipids that constitute the two monolayers
of the lipid bilayer (see above for definition) not being exactly
equal to 1. For bilaterally symmetrical bilayers, the spontaneous
curvature (C0 = R−1

0 ) is zero because the two monolayers curve
in opposite directions and the force resulting from the hydropho-
bic effect symmetrically forces them together. For asymmetric
bilayers, however, this may not be the case. The mean curvature
modulus of a bilayer, κC, and the area compressibility modulus,
K A, are related to each other (K C = K Ad2, for the simplest case
of an infinitely thin sheet), the exact relationship is dependent
on the coupling between the monolayers and whether the lateral
pressure distribution is uniform across the bilayer (38). κC has
a quadratic dependence on the thickness of the bilayer.

Marsh (38) has listed several measured values of the elas-
tic moduli of lipid bilayers. Typically, the area compress-
ibility moduli are in the range of 200–250 mN m−1 for fully
hydrated symmetric bilayers in the Lα phase prepared from
phosphatidylcholines, and they are not very dependent on the
degree of saturation of the acyl chains. Cholesterol has a sig-
nificant effect on the area compressibility modulus of a bilayer.
Thus, K A for bilayers of 1-stearoyl-2-oleoylphosphatidylcholine
(SOPC) increases from 235 mN m−1 in the absence of choles-
terol (Lα liquid-disordered phase) to 640 mN m−1 in bilayers
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made from an equimolar mixture of SOPC and cholesterol (Lα

liquid-ordered phase). The mean curvature elastic moduli have
been reported to be in the range of 10−19 J for Lα phase phos-
phatidylcholine bilayers, but the exact value is dependent on the
method used for their determination.

Molecular dynamics, diffusion,
trans-bilayer translocation, and lipid
exchange in bilayers

The dynamics of molecules in a lipid bilayer is of fundamental
importance in the role that the lipid bilayer plays in a biological
membrane. Dynamics in a lipid bilayer spans a frequency scale
from ∼1014 s−1 (for the vibrational dynamics of single bonds
in the lipid molecules) through ∼10−5 s−1 for trans-membrane
translocation (“flip-flop”) of a lipid molecule. From a functional
perspective, the most important dynamic modes that have to
be considered are the trans-gauche configurational isomerism
in lipid molecules and the rotational and translational diffu-
sional dynamics of these in the bilayer. These dynamic modes
determine how fast the lipid bilayer responds to changes in vol-
ume and pressure (including localized changes resulting from
conformational transitions of proteins associated with the bi-
layer of biological membranes) and the rate at which lipids
exchange between different environments in a bilayer. Another
important dynamic mode is the rate at which lipid molecules
spontaneously desorb from and insert into lipid bilayers, be-
cause these rates determine the lower limit (noncatalyzed rates)
at which lipids can exchange between the different (presumed
noncontiguous) membrane environments in cells.

Changes in the configuration (trans-gauche isomerism) of
single bonds in lipid molecules result in rotational motions in
the lipid acyl chains and head groups; an increased configura-
tional entropy is the cause of phase transitions in lipid bilayers.
The global lipid conformation is a result of the combination
of configurations about single bonds in the acyl chains and the
head group. The headgroup and acyl chains may be viewed
as anchored positionally at the glycerophosphate group at the
aqueous interface, and they have the freedom to execute angu-
lar excursions relative to the bilayer normal. The headgroup is,
therefore, capable of motion in a cone whose vertex lies at the
carbon atom linked to the phosphate group and has some pre-
ferred orientation, which is known to be more or less parallel
to the bilayer surface in bilayers prepared from phosphatidyl-
cholines and from phosphatidylethanolamines. Each acyl chain
is also capable of a conical excursion with the vertex close to the
carbonyl group. The angular excursion executed by each carbon
atom in the chain varies with the position of the carbon atom in
the chain. In general, carbon atoms closer to the glycerophos-
phate anchor (approximately up to carbon atom 10) execute
a smaller angular excursion than those farther away from it.
The excursion angle is usually expressed in terms of the C–2H
bond order parameters measured by 2H-NMR on lipid bilayers
prepared from deuterated lipid molecules (44, 45). Frequencies
for trans-gauche isomerization depend, as might be expected,
on the physical state of the lipid bilayer, and are found to be
10−3 s−1 for the head group and ∼104 s−1 in the chains in the

crystalline (LC) phase and increase to ∼109 s−1 in the fluid (Lα)
phase (7).

In the fluid (Lα) phase, the constituents of a lipid bilayer have
diffusional freedom that may be described in terms of the dif-
fusion coefficients for wobbling motions of the lipid long axis
(D⊥), rotation of the lipids around their long axis (D‖), and the
translational diffusion in the plane of the lipid bilayer (D t). De-
terium NMR studies (46) and Molecular Dynamics simulations
(47) of pure dimyristoylphosphatidylcholine (DMPC) bilayers at
40–45◦ C give values of D‖ in the range of 108 to 109 s−1 and
values of D⊥ of ∼107 s−1. In Lα liquid-ordered phase bilayers
prepared from equimolar binary mixtures of DMPC and choles-
terol, D‖ increases about threefold, whereas D⊥ decreases over
10-fold (48), which is consistent with a higher order and re-
duced chain entanglement in the liquid-ordered compared with
the liquid-disordered phase. The translational diffusion coeffi-
cient (D t) has been measured using a wide variety of techniques.
In Lα, liquid-disordered phase lipid bilayers prepared from pure
phosphatidylcholines D t from 10−11 to 10−12 m2 s−1 depending
on the lipid and the temperature (49), which corresponds to a
hopping frequency (νh) of 107 to 108 s−1 assuming the area
per lipid molecule in the bilayers to be ∼0.5 nm2. In gel phase
(Lβ′ ), phase phosphatidylcholine bilayer D t has been reported
to be from 3 to 9 orders of magnitude slower (10−1 s−1 ≤ νh ≤
105 s−1) than in the fluid phase (for a review see Reference 50).
In Lα liquid-ordered phase membranes prepared from binary
mixtures of a phosphatidylcholine and cholesterol, the value of
D t has been reported to be from ∼2–3 times lower to about 10
times lower than it is in Lα liquid-disordered phase membranes
prepared from the phosphatidylcholine alone (28, 33, 34).

The theoretical description of translational diffusion in a lipid
bilayer depends on the size of the diffusing particle. Theoretical
descriptions based on fluid hydrodynamic theory (51, 52) have
been shown to be applicable to particles whose radius in the
plane of the bilayer is significantly larger than the radius of the
lipid molecules that constitute the bilayer, in which case the
diffusion coefficient may be given by:

Dt = kT
4πηbh

[
log

ηbh

ηwRC
− γ

]−1

where k is the Boltzmann constant, T is the temperature, h is
the thickness of the bilayer sheet and height of the embedded
diffusing particle considered to be a cylinder of radius RC, ηb

and ηw are the viscosities of the bilayer fluid and the bounding
water, respectively, with ηw � ηb, and γ = 0.5772 is Euler’s
constant. The diffusion of lipids or particles with a radius that
is equal to or smaller than that of the lipid molecules in a
lipid bilayer is not described adequately by the continuum fluid
hydrodynamic model; a theoretical model based on free volume
theory has been proposed for this purpose according to which
D t may be given by (49, 50):

Dt = kT

f
· e−γv∗/v0[β+α(T−Tm)]

where γ is a factor that accounts for overlapping free volumes
(0.5 ≤ γ ≤ 1), v0 is the van der Waals molecular volume of a
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lipid in the bilayer, v* is a critical free volume below which the
diffusing particle does not move into an adjacent free volume,
v0β is the free volume at the phase transition temperature, T m,
and α is the coefficient of volume expansion of the fluid lipid
bilayer. In this model, particles that span the entire thickness
of the bilayer feel the translational frictional drag, f , at both
the bilayer water interfaces. Particles that span only a single
monolayer feel the frictional drag at one of the bilayer-water
interfaces and at the bilayer midplane. There are no dissipative
interactions within the bilayer itself. The free volume, v f, of the
fluid lipid bilayer is the difference between the volume per lipid
at temperature T and the van der Waals volume of the lipid:

vf = v − v0 = v0[β + α(T − Tm)]

The viscous drag felt at the bilayer-water interface can be large
when the bounding fluid viscosity approaches the viscosity of
the membrane (53) or when the fluid lipid bilayer is associated
with a rigid substrate (54).

The lipids in a lipid bilayer may translocate across the bilayer
from one monolayer to the apposed monolayer. This transmem-
brane translocation process, which is also known as “flip-flop,”
is slow for lipids with large polar head groups such as glyc-
erolipids and sphingophospholipids but can be fast in the case
of lipids with very small polar moieties such as cholesterol. Typ-
ical first-order rate constants for transmembrane translocation of
a phospholipid-like molecule in Lα liquid-disordered phase bi-
layers prepared from 1-palmitoyl-2-oleoylphosphatidylcholine
(POPC) are ∼10−4 s−1 and may be about 10-fold slower in
Lα liquid-ordered phase bilayers prepared from binary mixtures
of the same phosphatidylcholine and cholesterol but is much
slower (∼10−8 s−1) in Lα liquid-ordered phase membranes pre-
pared from sphingomyelin and cholesterol (55). The activation
free energy for the process, which corresponds to the energy
necessary to put the translocating lipid molecule at the bilayer
mid-plane, is ∼100 kJ mol−1. In contrast, the rate constant for
transmembrane translocation of cholesterol may be ∼1 s−1 (56).

In any system that contains noncontiguous lipid bilayers,
such as a living cell, the lipid components of these bilayers
can exchange through a process that involves noncatalyzed
desorption of single lipid molecules from one membrane and
insertion into another. This lipid exchange involves three pro-
cesses: 1) a first-order desorption of lipid molecules from the
donor bilayer, 2) a diffusion-limited second-order encounter of
the lipid monomers in the aqueous phase with the surface of
the acceptor bilayer to form an encounter complex, and 3) a
first-order insertion of the surface located lipid molecules into
the acceptor bilayer. The rate constants for the first and last
processes have been measured for lipid-derived probes (57).
Desorption rate constants are on the order of 10−5 s−1 from Lα

liquid-disordered phase bilayers prepared from POPC and are
about twofold slower when the bilayer is an Lα liquid-ordered
phase prepared from sphingomyelin and cholesterol. Insertion
rate constants are on the order of 1–10 s−1 in Lα phase bilayer
membranes prepared from POPC, with or without cholesterol,
and about 10-fold slower when the acceptor membrane is an Lα

liquid-ordered phase prepared from a binary mixture of sphin-
gomyelin and cholesterol. Thus, the noncatalyzed exchange of

lipids between noncontiguous lipid bilayers in a cell is a slow
process that is limited by the rate of desorption from the donor
lipid bilayers.

Lipid bilayers as permeability barriers

Because of its apolar interior, the lipid bilayer is a barrier to
diffusional equilibration of solutes between the two aqueous
compartments that it separates. The ability of most small so-
lute molecules (50 < molecular weight < 300) to cross the
bilayer is directly proportional to their ability to partition into
hexadecane or olive oil from an aqueous solution (58), which
is an observation first made by Overton (59) and is often re-
ferred to as “Overton’s Law.” Permeation of lipid bilayers by
small polar molecules and ions seems to occur via one or a
combination of both of two mechanisms depending on the na-
ture of the permeants and the nature of the bilayers. First, a
“solubility-diffusion” mechanism treats the bilayer as a slab of
liquid hydrocarbon sandwiched between two bulk aqueous com-
partments. The permeant must partition into the bilayer slab
from one of the aqueous compartments, diffuse across it, and
leave by dissolving into the second aqueous compartment. In
this case, the permeability coefficient, P , is given by:

P = KPDm

d

where K P is the partition coefficient of the permeant between
the bilayer and aqueous phases, Dm is its translational diffusion
coefficient in the bilayer phase and d is the bilayer thickness.
Second, a pore mechanism assumes the formation of transient
water-filled pores (often referred to as “water wires”) across
the bilayer because of density fluctuations in it. The permeant
(in a partially or fully hydrated state) is then assumed to dif-
fuse through the bilayer via these transient pores. In this case,
the permeation coefficient is proportional to the probability of
formation of pores that span the entire bilayer, the mean pore
radius, and the translational diffusion coefficient of the permeant
in water. The expected dependence of the permeation coefficient
on bilayer thickness is steeper in the case of the pore mechanism
than it is in the solubility-diffusion mechanism, which thereby
provides the basis for a critical test of which mechanism is ap-
plicable to the permeation of a given permeant particle (60).
Uncharged, small polar molecules such as water, glycerol, and
urea permeate bilayers, regardless of their thickness, via the
solubility-diffusion mechanism. Protons seem to permeate bi-
layers predominantly via the pore mechanism for bilayers with
an apolar layer thickness of up to ∼3 nm (phosphatidylcholine
bilayers with acyl chains up to about 16 to 18 carbon atoms);
the solubility-diffusion mechanism becomes predominant for
thicker bilayers. Potassium and halide ions permeate bilayers al-
most completely via a solubility-diffusion mechanism when the
bilayers are thicker than ∼2 nm (60, 61). Typical permeability
coefficients, for permeation of bilayers prepared from phos-
phatidylcholines in the Lα liquid-disordered phase with a 3 nm
hydrophobic thickness, are ∼10−5 m s−1 for water permeation,
∼10−6 m s−1 for the permeation of protons, ∼3 × 10−14 m s−1

for potassium ions, and ∼6 × 10−11 m s−1 for chloride ions.
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Electrical properties of lipid bilayers

Lipid bilayers have electrical properties that are not just a result
of the charges on the lipid molecules. The association of any
charged particle with a lipid bilayer and/or the permeation of
lipid bilayers by any charged particle are strongly conditioned
by the electrical properties of the bilayer. Three types of
electrical potentials are associated with lipid bilayers suspended
in aqueous electrolyte solutions: 1) a dipole potential, 2) a
surface potential, and 3) a transmembrane potential.

The dipole potential (discussed in Reference 62) results from
the anisotropic orientation of the lipids in a bilayer and from ori-
entation of water dipoles at the lipid bilayer-water interface. The
dipole potential of an Lα liquid-disordered phase phosphatidyl-
choline bilayer is ∼250 mV, which is positive inside the bilayer.
The anisotropic orientation of the lipid molecules in a bilayer
results in a “surface dipole moment” whose main contributions
come from the dipole moments of the terminal methyl groups
and the carbonyl groups of the lipid acyl chains, particularly the
carbonyl group of the acyl chain attached to the sn-2 position
of glycerol. The dipole moments of the lipid head groups and
the chain methylene groups are assumed to contribute nothing
because of their orientation parallel to the surface. A very sig-
nificant, if not the major, contribution to the dipole potential
may have its origin in the orientation of bound water dipoles
at the membrane-water interface (63). As observed earlier, the
orientation of water molecules at the bilayer surface is an im-
portant cause of the hydration force. The dipole potential of a
lipid bilayer, which is dependent on lipid orientation, is different
for different lipid phases. More ordered lipid bilayers might be
generally expected to have a larger dipole potential. Differences
in the dipole potential of different coexisting phases in a bilayer
are responsible for determining the size, shape, and arrangement
of domains in lipid monolayers (and possibly bilayers as well)
and may make the coalescence of dispersed domains of the
same phase to a macroscopically separated phase in the bilayer
a very slow process (64). It may even determine the transverse
superposition of domains of the same (or similar) phase across
the lipid bilayer with phase coexistence (65).

The surface potential of a bilayer is a result of having
charged lipids in this bilayer (for reviews see References 63
and 66). In fluid phase bilayers, rapid translational diffusion of
the lipids allows the surface charge associated with the lipids to
be considered a smeared charge and the electrostatic potential
at the surface of the bilayer, ψ0, is well described by the
Gouy-Chapman equation:

sinh[zeψ0/2kT] = Aσ/(c)1/2

where z is the valence of the counter ion in the electrolyte
solution, e is the electronic charge, k is the Boltzmann constant,
T is the temperature, σ is the surface charge density, c is the
number of ions of a z :z electrolyte in the aqueous solution,
A = (8ε0εwkT)−1/2 is a constant, ε0 is the permittivity of free
space, and εw is the dielectric constant of water (∼80). The
electrostatic potential varies with distance, x , from the charged
surface as

ψx = 2kT
e

ln
[1 + α exp(−κx )]

[1 − α exp(−κx )]

where α = (exp[eψ0/2kT] − 1/(exp[eψ0/2kT] + 1) and κ−1 =
[(ε0εwkT )/(2z 2e2c)]1/2 is the Debye length. For small surface
potentials, the Gouy-Chapman equation for the surface potential
reduces to:

ψ0 = σ/ε0εwκ

and the expression for the distance-dependent potential reduces
to:

ψx = ψ0 exp(−κx )

The surface potential results in a concentration of the
counter-ions and a depletion of the co-ions in the aqueous phase
close to the charged surface, which results in the so-called elec-
trical double layer. The ion concentrations in the aqueous phase
at a given distance x from the charged surface are given by:

cx = c exp(−zeψx /kT )

It is important to note that each monolayer that constitutes a
lipid bilayer has its own surface potential, and whether the
surface potential is equal on both sides of the lipid bilayer
will depend on the transverse compositional symmetry of the
bilayer. Lipid bilayers in biological membranes are usually
compositionally asymmetric, which is a fact that could originate
a potential difference (generally given as ∆� in the literature)
between the two membrane surfaces that may be expected to
play a role in ion permeation of the lipid bilayer and, therefore,
be important in cell membrane physiology. One consequence of
the surface potential is that protons are concentrated (or depleted
in the case of a positively charged surface) in the electrical
double layer with the resulting consequence that the apparent
pK a of ionizable groups that suffer acid-base equilibria close
to the surface of the bilayer is different from what it would
be in bulk aqueous solution. The value of this apparent pK a is
dependent on the ionic strength of the bulk aqueous electrolyte
solution and approaches the value of the pK a in bulk solution
as the ionic strength is raised.

The transmembrane potential is the difference in the electri-
cal potentials of the two bulk aqueous phases separated by the
bilayer (for a detailed treatment see Reference 67). The lipid
bilayer may be viewed as an electrical capacitor in which the
two conducting plates are the electrolyte solutions on either
side of the bilayer and the apolar portion of the bilayer is the
dielectric. Lipid bilayers are characterized by a very high spe-
cific capacitance (0.5–1 µF cm−2). The transmembrane potential
is generated by the fact that some ions permeate lipid bilayers
more rapidly than others do. An electrolyte concentration gradi-
ent (diffusion potential) across a lipid bilayer results in the more
rapidly permeating ion crossing the bilayer much faster than its
counter ion, which creates a charge separation and, therefore, an
electrical potential across the membrane. The electrical poten-
tial works on the flux of the ions in a direction that is contrary
to that of the diffusion potential. At equilibrium, the electrical
potential and the diffusion potential are exactly balanced so that
no net flux of ions occurs. The resulting transmembrane poten-
tial with respect to a given ion, δψN, is given by the Nernst
equation:

∆ψN = ψ2 − ψ1 = RT
Fz

ln
CN(1)

CN(2)
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where R is the gas constant, F is the Faraday constant, C N

are the concentrations of the ion N, and the subscripts (1)
and (2) represent the electrolyte solutions on the two sides
of the bilayer. A biological membrane is bathed in electrolyte
solutions that have different ions that permeate the bilayer,
each at its own rate. Thus, if the bilayer is bathed in aqueous
solutions of NaCl, then the concentrations of both Na+ and
Cl− on both sides of the bilayer and the respective permeation
coefficients, PNa+ and PCl− ,must be taken into account to
account for the global transmembrane potential, which is done
in the Goldman-Hodgkin-Katz equation:

∆ψ = RT
F

ln
PNa+CNa+(1) + PCl−CCl−(2)

PNa+CNa+(2) + PCl−CCl−(1)

where the subscripts (1) and (2) refer, as before, to the elec-
trolyte solutions on the two sides of the bilayer.

In living cells, ion channels and energy-dependent pumping
mechanisms (with more or less specificity) facilitate or catalyze
the permeation of certain ions in one direction or the other
across the lipid bilayers that constitute the cell membranes.
This mechanism makes the permeation of certain ions several
orders of magnitude faster than the permeation of others; which
thereby accentuates the transmembrane potentials discussed
above. These processes are particularly important in the creation
and the transmission of the action potential in nerves.

Lipid bilayer asymmetry in biological
membranes and its possible causes

Most lipid bilayers prepared by hydration of lipids in the lab-
oratory (the so-called model systems) are bilaterally symmet-
ric at equilibrium (i.e., the chemical composition with regard
to the lipids of each monolayer that constitutes these bilay-
ers is identical).3 That is not the case in the lipid bilayers of
biological membranes that are known to be compositionally
asymmetric in all examined cases. An important contribution
to the transverse asymmetry observed in biological membranes
comes from the vectorial nature of lipid biosynthesis in cell
organelles such as the endoplasmic reticulum and the Golgi
compartments. Other contributions certainly come from the rel-
atively slow transmembrane translocation (see above) of lipids
in lipid bilayers, the asymmetric chemical composition of the
aqueous compartments on the two sides of the membrane, and
from the lipid shape-dependent (see discussion on the packing
parameter above) spontaneous curvature of lipid monolayers.
When all contributions are insufficient, the living cell seems to
maintain lipid asymmetry in its membranes enzymatically us-
ing the so-called “flippases” that may or may not be dependent
on metabolic energy (68, 69). Transverse translocation of most

3This may not be the case when the model system is a small unilamellar
vesicle in which the monolayer curvatures are significantly different for
the inner and outer monolayer. If these vesicles are prepared from a
mixture of lipids, the inner monolayer may be expected preferentially to
contain that lipid species that has a more negative spontaneous curvature
at the bilayer water interface.

polar lipids across a lipid bilayer involves an intermediate “tran-
sition state,” in which the polar portion of the lipid molecule lies
in the highly apolar bilayer midplane, with an activation free
energy (∆Go‡) on the order of 100 kJ mol−1. It would seem,
therefore, that transverse asymmetry is of paramount impor-
tance in cell membrane structure and physiology. It will be an
important challenge from the perspective of Cell Biology and
Biochemistry to understand why. From the perspective of lipid
bilayer Physics and Chemistry it will be a nontrivial challenge
to make relatively stable compositionally asymmetric lipid bi-
layers.
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Essential fatty acids (EFAs)—linoleic acid (LA) and α-linolenic acid
(ALA)—are essential for the brain growth and development of humans.
EFAs are readily available in the diet, and hence their deficiency is not
common. But, to provide their full benefit, EFAs have to be metabolized to
their long-chain metabolites. EFAs form precursors to various
prostaglandins (PGs), thromboxanes (TXs), leukotrienes (LTs), lipoxins
(LXs), resolvins, neuroprotectins, isoprostanes, and hydroxy- and
hydroperoxyeicosa-tetraenoates. Certain PGs, TXs, and LTs have
pro-inflammatory actions, whereas LXs, resolvins, and neuroprotectins are
anti-inflammatory in nature and are critical for wound healing, the
resolution of inflammation, and the repair of tissues. EFAs and some of their
long-chain metabolites inhibit the activities of angiotensin-converting and
HMG-CoA reductase enzymes and cholesteryl ester transfer protein (CETP),
enhance acetylcholine levels in the brain, increase the synthesis of
endothelial nitric oxide, augment diuresis, enhance insulin action, and
could regulate telomerase activity. Thus, EFAs and their metabolites may
function as an endogenous ‘‘polypill.’’ In addition, EFAs and their
long-chain metabolites react with nitric oxide (NO) to yield respective
nitroalkene derivatives that exert cell-signaling actions via ligation and
activation of peroxisome proliferator-activated receptors (PPARs). Thus,
EFAs and their derivatives have varied biologic actions that may have
relevance to their involvement in several physiologic processes and clinical
conditions.

Essential fatty acids (EFAs) are essential for the survival of hu-
mans and other mammals; they cannot be synthesized in the
body and, hence, have to be obtained in our diet and, thus, are
essential (1–4). EFAs are an important constituent of cell mem-
branes and confer on membranes properties of fluidity; thus,
they determine and influence the behavior of membrane-bound
enzymes and receptors. Two types of naturally occurring EFAs
exist in the body: the ω-6 series derived from linoleic acid (LA,
18:2) and the ω-3 series derived from α-linolenic acid (ALA,
18:3). Both the ω-6 and the ω-3 series are metabolized by the
same set of enzymes to their respective long-chain metabolites.
Although some functions of EFAs require their conversion to
eicosanoids and other products, in most instances the fatty acids
themselves are active. The longer-chain metabolites of LA and
ALA regulate membrane function and are of major importance
in the brain, retina, liver, kidney, adrenal glands, and gonads.

Metabolism of Essential Fatty Acids

EFAs also are polyunsaturated fatty acids (PUFAs) because they
contain two or more double bonds. PUFAs are fatty acids, some
of which have at least two carbon-to-carbon double bonds in
a hydrophobic hydrocarbon chain. At least four independent
families of PUFAs exist, depending on the parent fatty acid
from which they are synthesized. They include:

The “ω-3” series, which is derived from α-linolenic
acid (ALA, 18:3, ω-3).

The “ω-6” series, which is derived from cis-linoleic
acid (LA, 18:2, ω-6).

The “ω-9” series, which is derived from oleic acid
(OA, 18:1, ω-9).

The “ω-7” series, which is derived from palmitoleic
acid (PA, 16:1, ω-7).
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LA is converted to γ-linolenic acid (GLA, 18:3, n-6) by the
action of the enzyme ∆6 desaturase (d-6-d), and GLA is elon-
gated to form dihomo-GLA (DGLA, 20:3, n-6), the precursor
of the 1 series of prostaglandins (PGs). DGLA also can be
converted to arachidonic acid (AA, 20:4, n-6) by the action
of the enzyme ∆5 desaturase (d-5-d). AA forms the precursor
of the 2 series of prostaglandins, thromboxanes, and the 4 se-
ries of leukotrienes. ALA is converted to eicosapentaenoic acid
(EPA, 20:5, n-3) by d-6-d and d-5-d. EPA forms the precursor
of the 3 series of prostaglandins and the 5 series of leukotrienes.
LA, GLA, DGLA, AA, ALA, EPA and docosahexaenoic acid
(DHA, 22:6, n-3) are all PUFAs, but only LA and ALA are
EFAs (see Fig. 1 for the metabolism of EFAs). AA and EPA
give rise to their respective hydroxy acids, which, in turn, are
converted to their respective leukotrienes (LTs). In addition,
AA, EPA, and DHA form the precursor to anti-inflammatory
compounds such as lipoxins and resolvins. PGs, LTs, lipoxins
(LXs), and resolvins are highly active, modulate inflammation,
and are involved in several pathophysiologic processes, such as
atherosclerosis, bronchial asthma, inflammatory bowel disease,
and other inflammatory conditions (5–8). In general, for the sake
of brevity, the term “EFAs” is used to refer to all unsaturated
fatty acids: LA, GLA, DGLA, AA, ALA, EPA, and DHA; and
the term polyunsaturated fatty acids (PUFAs) refers to GLA,
DGLA, AA, EPA, and DHA. Although the terms EFAs and
PUFAs are used interchangeably for the sake of convenience, it
should be understood that all EFAs are PUFAs but all PUFAs
are not EFAs. Many functions of EFAs also are brought about
by PUFAs, and EFA-deficiency states can be corrected largely
by PUFAs; that led to the suggestion that PUFAs are “func-
tional EFAs.” Hence, in general, many authors use the terms
EFAs and PUFAs interchangeably. This convention is followed
in the current discussion also.

EFAs/PUFAs play a significant role in the pathobiology of
clinical conditions such as collagen vascular diseases, hyper-
tension, diabetes mellitus, metabolic syndrome X, psoriasis,
eczema, atopic dermatitis, coronary heart disease, atherosclero-
sis, and cancer (1–8). This role is in addition to the role of PGs
and LTs in these conditions. For instance, in ulcerative colitis,
the inflammatory events are initiated and perpetuated by PGs
and LTs produced from AA, whereas when significant amounts
of EPA and DHA are given, the inflammatory process is ab-
rogated to a large extent. This beneficial action of EPA/DHA
when supplemented from external sources has been attributed
to the displacement AA from the cell membrane phospholipid
pool and formation of less pro-inflammatory PGs and LTs from
them, and anti-inflammatory molecules LXs and resolvins and
hence the favorable response. If the molecular mechanism(s) by
which various stimuli can induce preferentially the release of
AA, EPA, and/or DHA and convert them to their respective pro-
and anti-inflammatory products, then it is possible to develop
methods to treat various inflammatory conditions based on this
knowledge. Such an understanding and knowledge is expected
to lead to strategies that will help to enhance preferentially the
formation of less pro-inflammatory molecules from EPA/DHA
and to stimulate the synthesis and release of anti-inflammatory
molecules such as LXs and resolvins that could lead to sup-
pression of inflammation and wound healing. LXs and resolvins
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Figure 1 Scheme shows the metabolism of essential fatty acids.

resolve inflammation by suppressing leukocyte infiltration and
clearing cellular debris from the site of inflammation. In view
of this action, it is important to know the molecular regulation
of their formation and release in various cells and tissues and
various diseases that is expected ultimately to develop better
methods of managing various inflammatory conditions. Thus,
PUFAs form precursors to both pro- and anti-inflammatory
molecules, and the balance between these mutually antagonistic
compounds could determine the final outcome of the disease
process.

Dietary Sources of EFAS

The EFAs LA and ALA are present in human diet in abundant
amounts, and, hence, EFA deficiency is uncommon. In certain
specific conditions, such as total parentaral nutrition (TPN)
and severe malabsorption, occasionally EFA deficiency could
be seen. The current TPN solutions contain adequate amounts
of EFAs. The manifestations of an EFA deficiency include
dry and scaly skin, hepatospleenomegaly, immunodeficiency,
inappropriate water loss through the skin, dehydration, scalp
dermatitis, alopecia, and depigmentation of hair (9, 10). EFAs
are distributed widely in normal human diet. The main dietary
sources of EFAs are as follows.

Human breast milk is rich in all types of PUFAs (11); this
explains why breast-fed children are healthier compared with
bottle-fed children. LA and ALA are present in significant
amounts in dairy products, in organ meats such as liver, and
in many vegetable oils such as sunflower, safflower, corn, and
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soy. GLA is present in evening primrose oil at concentrations
of 7–14% of total fatty acids, in borage seed oil at 20–27%,
and in black currant seed oil at 15–20%. GLA also is found in
some fungal sources (1–4, 12). DGLA is found in liver, testes,
adrenals, and kidneys. AA is present in meat, egg yolks, some
seaweeds, and some shrimps. The average daily intake of AA
is estimated to be in the region of 100–200 mg/day, more than
enough to account for the total daily production of various PGs.
EPA and DHA are present mainly in marine fish. Cow milk
contains very small amounts of GLA, DGLA, and AA.

EFAs/PUFAs are unstable because of the presence of two
or more double bonds in their structure; therefore, substantial
loss occurs during food processing and the hydrogenation of
oils. When exposed to high temperatures and during hydro-
genation, EFAs/PUFAs are denatured and converted into trans
fats that are harmful to the body (1–4, 13–15). Human diet
was rich in ω-3 fatty acids in the early humans. But, with
the progress in industrialization and the development of fast
foods, the content of ω-3 fatty acids in the human diet dwin-
dled, whereas that of ω-6 fatty acids increased. Thus, the ratio
of ω-3 to ω-6 fatty acids in the diet of early humans was >1,
whereas this ratio now is believed to be about <1 and around
10:1 to 20–25:1 (16). It is recommended that the ratio between
ω-3 to ω-6 fatty acids in the diet should be about 1 or >1
and preferably 2–3:1. It is believed that the fall in the intake
of ω-3 fatty acids EPA and DHA in the last 50 years is re-
sponsible for the increasing incidence of modern diseases such
as atherosclerosis, CHD, hypertension, metabolic syndrome X,
obesity, collagen vascular diseases, and, possibly, cancer. This
belief is supported by the observation that increasing the di-
etary α-linolenate/linoleate balance affected the ω-3/ω-6 ratio
of brain phospholipid acyl chains; also, it produced changes in
general behavior and changes in sensitivities to drugs known
to affect behavior (17), influenced the LTs formation in poly-
morphonuclear leukocytes from AA and EPA and the release of
histamine from mast cells that could alter the severity of allergic
and inflammatory responses (18), resulted in an increased mean
survival time of SHR–SP (spontaneously hypertensive-stroke
prone) rats by lowering blood pressure and platelet aggrega-
bility (19), produced significant changes in Na+–K+–ATPase
activity (20), and altered collagen-induced platelet aggregation
and serotonin release in experimental animals (21). These results
indicate that increased intake of ω-3 fatty acids is of significant
benefit in various diseases.

Factors Influencing the Metabolism
of EFAS

Dietary LA and ALA are metabolized by the same set of ∆6

and ∆5 desaturases and elongases to their respective metabolites
(see Fig. 2), and, hence, these two fatty acids compete with one
another for the same set of enzymes. ∆6 and ∆5 desaturases
prefer ω-3 to ω-6. Oleic acid (OA, ω-9) that is not an EFA
also is metabolized by the same ∆6 and ∆5 desaturases. But
in view of the preference of these enzymes to LA and ALA
under normal physiologic conditions, the metabolites of ω-9

are formed only in trivial amounts. A presence of significant
amounts of 20:3 ω-9, a metabolite of OA, in the cells and plasma
indicates an EFA deficiency. This fact is used to detect the
presence of EFA deficiency in patients, in experimental animals,
and in in vitro studies.

Several factors exist that could influence the activities of
desaturases and elongases (1–4, 12, 22, 23). Saturated fats,
cholesterol, trans-fatty acids, alcohol, adrenaline, and glucocor-
ticoids inhibit ∆6 and ∆5 desaturases. Pyridoxine, zinc, and
magnesium are necessary cofactors for normal ∆6 desaturase
activity. Insulin activates ∆6 desaturase, whereas diabetics have
reduced ∆6 desaturase activity. The activity of ∆6 desaturase
falls with age. Oncogenic viruses and radiation inhibit ∆6 de-
saturase. Total fasting, protein deficiency, and glucose-rich diets
reduce the activity of ∆6 desaturase. A fat-free diet and a
partial caloric restriction enhances ∆6 desaturase. Activities
of ∆6 and ∆5 desaturases are decreased in diabetes melli-
tus, hypertension, hyperlipidemia, and metabolic syndrome X.
Trans fats, saturated fatty acids, and cholesterol interfere with
EFA metabolism and promote inflammation, atherosclerosis,
and coronary heart disease (14, 15, 23, 24). Thus, trans fats,
saturated fats, and cholesterol have pro-inflammatory actions,
whereas EFAs and PUFAs possess anti-inflammatory properties.
This reason explains why trans fats, saturated fats, and choles-
terol are pro-atherogenic, whereas EFAs/PUFAs, especially ω-3
fatty acids, are anti-atherogenic. It is likely that trans fats, sat-
urated fats, and cholesterol interfere with the formation of AA,
EPA, and DHA from dietary LA and ALA. This interference, in
turn, could lead to the decreased formation of LXs, resolvins,
PGI2 (prostacyclin), PGI3, and other beneficial eicosanoids that
prevent platelet aggregation, leukocyte chemotaxis, and activa-
tion, that decrease the formation of pro-inflammatory cytokines,
and that produce vasodilatation, events that are necessary in the
prevention or arrest of atheroslcerosis. In contrast, trans fats,
saturated fats, and cholesterol may activate leukocytes directly,
induce the generation of free radicals, and enhance the produc-
tion and release of pro-inflammatory cytokines that facilitate
atherosclerosis (14, 15, 25–29). The direct action of trans fats,
saturated fats, and cholesterol on leukocytes and macrophages,
which activates them to produce harmful free radicals and
pro-inflammatory cytokines such as IL-6, TNF-α, IL-1, IL-2,
and MIF (macrophage migration inhibitory factor), could be in
addition to their ability to suppress the metabolism of EFAs
to their respective long-chain metabolites. It is not known yet
whether trans fats, saturated fats, and cholesterol have the abil-
ity to inhibit the formation of LXs, resolvins, PGI2, and PGI3. It
is likely that trans fats, saturated fats, and cholesterol are more
likely to inhibit the formation of LXs, resolvins, PGI2, and PGI3.
Based on these studies, it is proposed that EFAs, especially EPA
and DHA, are cytoprotective to endothelial cells, whereas trans
fats, saturated fats, and cholesterol produce endothelial dysfunc-
tion. It is known that AA, EPA, and DHA augment nitric oxide
generation from endothelial cells (1–4, 6, 8, 30) and, thus, help
in the prevention of endothelial dysfunction. In contrast, trans
fats, saturated fats, and cholesterol produce endothelial dys-
function and, thus, inhibit eNO production. Furthermore, NO
quenches superoxide anion; thus, it prevents the cytotoxic ac-
tion of superoxide anion and protects endothelial cells from
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free radical-induced damage. This finding implies that for en-
dothelial cells to be healthy, they need adequate amounts of
EFAs, especially AA, EPA, and DHA so that they can gener-
ate physiologic amounts of eNO not only to prevent pathologic
platelet aggregation and atherosclerosis but also to protect them-
selves from the cytotoxic actions of free radicals. Furthermore,
NO reacts with PUFAs to yield their respective nitroalkene
derivatives that can be detected in plasma. These nitroalkene
derivatives, termed nitrolipids, produce vascular relaxation, in-
hibit neutrophil degranulation and superoxide formation, in-
hibit platelet activation, and show anti-atherosclerotic properties
(3, 4, 31–34). Thus, a close interaction seems to exist be-
tween EFAs and their products and trans fats, saturated fats,
and cholesterol with regard to the ability of endothelial cells
to produce PGI2, PGI3, NO, and other anti-atheroslcerotic and
beneficial molecules.

Actions of EFAS/PUFAS Relevant
to Various Clinical Conditions

Cell membrane fluidity and modification
of receptor properties

Cell membrane fluidity is determined by its lipid composition.
The cell membrane is rendered more rigid if increased amounts
of saturated fatty acids and cholesterol are incorporated into the
membrane phospholipids. In contrast, increased incorporation
of unsaturated fatty acids into the membrane will make it more
fluid. This increase in membrane fluidity has been shown to
increase the number of receptors and their affinity to their
respective hormones or growth factors. For instance, an increase
in the rigidity of the cell membrane reduces the number of
insulin receptors and their affinity to insulin that, in turn,
could cause insulin resistance. Alternatively, an increase in cell
membrane fluidity because of an increase in the unsaturated
fatty acid content in the membrane phospholipids increases the
number of insulin receptors and their affinity to insulin and,
thus, decreases insulin resistance (35–42).

This action of EFAs/PUFAs has relevance to the growth and
development of the brain and to their influence on cognitive
function. The growth and development of the brain during the
perinatal period and adolescence is dependent on the availability
of ω-3 and ω-6 fatty acids (43–45). Hence, decreased availabil-
ity of ω-3 and ω-6 fatty acids during this critical period of
growth may impair brain growth and the development of ap-
propriate synaptic connections that, in turn, may lead to the
development of neuropsychologic conditions such as dementia,
depression, schizophrenia, Alzheimer’s disease, and neurode-
generative diseases (Huntington’s disease, Parkinson’s disease,
and spinocerebellar degeneration). The alterations in the neu-
ronal cell membrane fluidity also might influence the cognitive
function. This suggestion is supported by the recent observation
that EFAs/PUFAs activate syntaxin, a plasma membrane protein
that has an important role in the growth of neurites.

For proper neuronal development and increase in cell mem-
brane surface area, the growth of neurite processes from the cell

body is critical (46). Nerve growth cones are highly enriched
with AA-releasing phospholipases, which have been implicated
in neurite outgrowth (47, 48). Cell membrane expansion occurs
through the fusion of transport organelles with plasma mem-
brane, and syntaxin 3, a plasma membrane protein that plays
a significant role in the growth of neurites, has been shown to
be a direct target for AA, DHA, and other PUFAs (49). AA,
DHA, and other PUFAs but not saturated and monounsaturated
fatty acids activate syntaxin 3. Of all the fatty acids tested, AA
and DHA were found to be the most potent compared with LA
and ALA. Even syntaxin1 that is involved specifically in fast
calcium-triggered exocytosis of neurotransmitters is sensitive to
AA (50), which implies that AA is involved both in exocytosis
of neurotransmitters and in neurite outgrowth. It is interest-
ing that SNAP25 (synaptosomal-associated protein of 25 kDa),
a syntaxin partner implicated in neurite outgrowth, interacted
with syntaxin 3 only in the presence of AA that allowed the
formation of the binary syntaxin 3-SNAP 25 complex. AA stim-
ulated syntaxin 3 to form the ternary SNARE complex (soluble
N -ethylmaleimide-sensitive factor attachment protein receptor),
which is needed for the fusion of plasmalemmal precursor vesi-
cles into the cell surface membrane that leads to membrane
fusion. These results clearly demonstrated that AA and DHA
change the α-helical syntaxin structure to expose the SNARE
motif for immediate SNAP 25 engagement and, thus, facilitate
neurite outgrowth. Hence, the availability of optimal amounts
of EFAs/PUFAs during the perinatal and postnatal periods, pe-
riods of brain growth, is important for proper development of
neurons, synapse formation, and cognitive function.

Second Messenger Actions of EFAS
and their Metabolites

Several hormones and growth factors activate phospholipase A2

(PLA2) that, in turn, induces the release of DGLA, AA, EPA,
and DHA from the cell membrane lipid pool. These fatty acids
are used for the formation of various eicosanoids and bring
about their actions. The inhibition of PLA2 interferes with the
action of several growth factors and cytokines. For example,
the tumoricidal action of TNF-α is dependent on its ability to
induce PLA2, and inhibitors of PLA2 completely blocked its
(TNF-α) anticancer action (51–54). Activation of PLA2 leads
to the release of various PUFAs including AA.

PUFAs enhance the activity of protein kinase C (PKC), a
well-known second messenger, activate macrophages and poly-
morphonuclear leukocytes (PMNs), and increase free radical
generation (1–4, 55, 56). The effects of various types of PUFAs
on the activation of macrophages and PMNs and their ability to
generate free radicals depends on the type of EFAs/PUFAs used,
on the degree of unsaturation, concentration(s) of the fatty acid,
and on the conditions under which the experiments are per-
formed. Thus, the effects of various PUFAs on macrophages
and PMNs are complex and have to be interpreted with caution
taking into consideration all of the variables involved.
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Anti-Infective Properties of EFAS

Previously, I proposed that EFAs/PUFAs such as GLA, DGLA,
AA, EPA, and DHA might behave as endogenous antibacterial,
antifungal, antiviral, and immunostimulating agents (57, 58).
LA and ALA have bacteriostatic effect on both gram-positive
and gram-negative bacteria (58, 59). Staphylococcus aureus are
killed rapidly by ALA, and a variety of bacteria were found
to be sensitive to the growth inhibitory actions of LA and
ALA in vitro (60, 61). Hydrolyzed linseed oil, which contains
52% ALA, and pure ALA were found to be capable of killing
methicillin-resistant S. aureus (62). Animal herpes, influenza,
Sendai, and Sindbis viruses could be inactivated by LA and AA
within minutes of contact (63). Furthermore, both prostaglandin
E1 (PGE1) and PGA, derived from DGLA, AA, and EPA, have
the ability to inhibit viral replication and behave as antiviral
compounds (64, 65). It was reported that the remission of
mycosis fungoides, a rare skin disease of viral etiology, is
possible with the oral administration of LA as safflower oil
(which contains 76% LA) in dogs that correlated with an
increase in the plasma levels of LA and AA (66).

Patients with Plasmodium falciparum showed suppressed
lympho-proliferative responses to malaria antigens. This sup-
pressed lymphocyte response has been attributed to the in-
creased production of various prostaglandins (PGs) by mono-
cytes/macrophages. This finding is supported by the observation
that enhanced lymphocyte responses to several malaria antigens
were enhanced particularly by indomethacin, a cyclo-oxygenase
inhibitor, which suggests that malaria-specific T-cells are espe-
cially sensitive to the effects of PGs (67). In a related study,
it was noted that during intra-erythrocytic development of the
parasite, the phospholipid composition of the IEPM (infected
erythrocyte plasma membrane) contained more phosphatidyl-
choline (38.7% versus 31.7%) and phosphatidylinositol (2.1%
versus 0.8%) and less sphingomyelin (14.6% versus 28.0%)
than normal uninfected erythrocytes. The percentage of PU-
FAs in normal erythrocyte phospholipids (39.4%) was much
higher than in phospholipids from purified parasites (23.3%) or
IEPM (24.0%). Large increases in palmitic acid (from 21.88%
to 31.21%) and in oleic acid (from 14.64% to 24.60%) and sig-
nificant decreases in AA (from 17.36% to 7.85%) and in DHA
(from 4.34% to 1.8%) occurred because of the infection. The
fatty acid profiles of individual phospholipid classes from IEPM
resembled the fatty acid profiles of parasite phospholipids rather
than those of uninfected erythrocytes, which suggests that these
alterations are because of the parasite-directed metabolism of
erythrocyte lipids (68). These results are interesting because it
has been shown that iloprost, a synthetic prostacyclin (PGI2)
analog, not only prevented the development of cerebral malaria
in mice but also suppressed malaria antigen-induced tumor
necrosis factor (TNF) production (69). PGI2 and PGI3 are de-
rived from AA and EPA, respectively. Furthermore, AA, LA,
EPA, and DHA inhibited the growth of P. falciparum in vitro,
whereas oleic or docosenoic acids were ineffective. Parasite
killing was increased significantly when oxidized forms of LA,
AA, EPA, and DHA were used. Antioxidants greatly reduced
the fatty acid-induced killing. Mice infected with P. berghei
and treated for 4 days with DHA showed marked reduction in

parasitemia (70). In this context, it is interesting to note that
the cytotoxic effect of the fatty acids was very rapid: The full
inhibition of nucleic acids and protein syntheses was observed
in less than 30 minutes without showing any effects on RBCs
such as the hemolysis of infected cells up to 500 µg/ml; also no
effect on the lipid peroxidation, ATP levels, transport through
the parasite-induced permeability pathways, or on the phago-
cytosis of the infected cells was noted (71). Furthermore, mice
fed vitamin E-deficient diets that contain ω-3 fatty acids survive
infection with lethal P. yoelii . Experiments performed in nu/nu
mice (which lack alpha-beta T-cell-receptor-positive T cells and
do not produce antimalarial antibody) and nu/+ mice revealed
that animals fed casein-based diets that contain 4% menhaden
oil with vitamin E supplementation for 4 weeks before infec-
tion with lethal P. yoelii developed fulminating parasitemias
and quickly died, whereas both nu/nu and nu/+ mice fed di-
ets deficient in vitamin E controlled their parasitemias for the
first 18 days of infection. Thereafter, the nu/nu mice became
anemic and died, whereas the nu/+ mice produced antimalarial
antibodies and survived. In an extension of this study, when
scid/scid.bg/bg mice (which lack B cells and alpha-beta and
gamma-delta T cells and have reduced NK-cell activity) were
fed the experimental diet for 6 weeks and then infected with the
less virulent 17XNL strain of P. yoelii , the animals fed vitamin
E-containing diets quickly died, whereas those fed the vitamin
E-deficient diet survived without developing detectable para-
sitemias. These results suggest that under pro-oxidant dietary
conditions, mice could control and even survive malaria in the
absence of malaria-primed T cells and the antimalarial antibody
(72), which implies that fatty acids need to be oxidized to pro-
duce their antimalarial action and eliminate malarial parasite.
Our studies showed that in patients with P. falciparum malaria,
the levels of lipid peroxides (a marker of free radical genera-
tion), nitric oxide (a potent free radical with immunomodulatory
actions), and concentrations of LA and ALA are low, whereas
those of EPA are high. Because the ability of the fatty acids
to kill P. falciparum is dependent on their capacity to stimu-
late free radical generation in neutrophils and macrophages and
EPA is more potent than LA in killing the parasite, these re-
sults imply that decreased levels of lipid peroxides and nitric
oxide may contribute to the persistence of P. falciparum infec-
tion (73). In addition, it was reported that mice infected with
P. berghei ANKA (which developed cerebral malaria) showed
increased phospholipase A2 mRNA expression in the spleen
and cyclooxygenase 1 (COX1) and COX2 expression in the
brain and had higher serum LTB4 levels than the control mice;
also it was reported that aspirin-treated infected mice had higher
serum LTB4 levels than untreated infected mice, which suggests
that PGs are protective whereas LTs are detrimental in cerebral
malaria (74). These results, coupled with the observations that
elevated PGE2 in healthy malaria-exposed children may pro-
tect against malaria (75), that some PGs actually may reverse
chloroquine-resistance of the malarial parasite (76), and that
increased production of TXs may be involved in the pathogen-
esis of some complications associated with malaria suggest that
EFAs/PUFAs and their eicosanoid metabolites play a significant
role in the protection and the pathogenesis of malaria.
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These observations suggest that EFAs/PUFAs and their prod-
ucts have antibacterial, antifungal, antiviral, and antiparasitic
actions. Both lymphocytes and macrophages contain significant
amounts of PUFAs and are capable of releasing them on ap-
propriate stimulation. In addition, PUFAs stimulate NADPH-
dependent superoxide production by macrophages, neutrophils,
and lymphocytes that are capable of killing the invading mi-
croorganisms. In view of these evidences, it is reasonable to
believe that an increased intake of LA, ALA, EPA, and DHA
protects against and/or reduces the risk of various infections.

Recent studies showed that AA, EPA, and DHA could give
rise to anti-inflammatory compounds such as lipoxins (LXs) and
resolvins that are essential to limit and resolve inflammation
(3, 4). These studies imply that a deficiency of LXs and
resolvins could lead to the perpetuation of inflammation and
tissue damage. In the light of these facts, it will be interesting
to study whether a subclinical deficiency of PUFAs, decreased
formation of LXs and resolvins, occurs in subjects who develop
the various types of infections and their complications. Because,
PUFAs can inactivate enveloped viruses including influenza, it
is probably worthwhile to study the effect of various fatty acids
on the bird flu virus, specifically, whether increased intake of
these fatty acids could reduce the risk of flu.

It is interesting to note that an analog of myristic acid (14:0)
showed selective toxicity to African Trypanosomes (77), PUFAs
also can kill Helicobacter pylori (78), and the actions of some
antibiotics could be potentiated by PUFAs (79), which lends
support to the concept that PUFAs may function as endogenous
anti-infective-like molecules (80, 81).

Actions that Could Qualify Pufas
to be an Endogenous ‘‘Polypill’’

Coronary heart disease (CHD), stroke, peripheral vascular dis-
ease, and underlying atherosclerosis are the common cardio-
vascular diseases (CVD) that are responsible for considerable
morbidity and mortality both in the developed and develop-
ing countries. Several studies revealed that smoking cessation,
β-blockers, antiplatelet agents in the form of low-dose aspirin
and other drugs, inhibitors of angiotensin-converting enzyme
(ACE), and lipid-lowering agents such as statins that inhibit
the activity of HMG–CoA reductase, each reduce the risk of
vascular events to a moderate but important degree (82–90). In
addition, observational studies suggested lower rates of fractures
with statins, higher rates of obstructive airways disease at lower
cholesterol concentrations, lower rates of cataracts, and lower
rates of dementia with MRC/BHF-HPS study (90). The results
of the MRC/BHF-HPS study led to the suggestion that about
two-thirds to three-quarters of future vascular events could be
prevented (see Table 1). This suggestion indicates that a com-
bination of aspirin, β-blockers, lipid lowering (by 1–5 mmol) by
the use of statins, and ACE inhibitors could reduce cardiovas-
cular diseases by over 70–80% (91). This concept led to the
suggestion that a combination pill (popularly called a “poly-
pill”) consisting of atorvastatin 10 mg or simvastatin 40 mg;
three blood pressure lowering drugs such as a thiazide, a

Table 1 Possible cumulative impact of four secondary
prevention treatments in the prevention of cardiovascular
diseases∗

Relative risk Two-year
Drug therapy reduction event ratio

None — 8%
Aspirin 25% 6%
B-blockers 25% 4.5%
Lipid lowering 30% 3%

(by 1–5 mmol)
ACE inhibitors 25% 2.3%

*Cumulative relative reduction if all four drugs are used is about 75%
(see Reference 91). Events that were included in this analysis are
cardiovascular death and myocardial infarction or strokes.

β-blocker, and an ACE inhibitor, each at half the standard dose;
folic acid 0.8 mg; and aspirin 75 mg could reduce CHD events
by 88% (95% confidence interval 84% to 91%) and stroke by
80% (71% to 87%) (see Table (1) for a possible formulation of
one such polypill). It was suggested that one third of the people
taking such a combination pill from age 55 years of age would
benefit, gaining on an average about 11 years of life free from
an CHD event or stroke (92).

PUFAs suppress HMG–CoA reductase and ACE activities,
inhibit platelet aggregation, enhance parasympathetic activity
and, thus, enhance heart rate variability (and thus, have actions
similar to that of β-blockers), and possess diuretic properties ei-
ther by themselves and/or by increasing the formation of PGAs
and PGEs that have been shown to increase renal blood flow and
augment diuresis. These actions of PUFAs are similar to that of
the polypill that is a combination of aspirin, β-blockers, statins,
and ACE inhibitors, which is expected to reduce cardiovascular
diseases by over 70–80% (92). This suggests that PUFAs could
function as an “endogenous polypill”; the evidence for this is
detailed below.

Pufas Inhibit ACE and HMG–COA
Reductase Activities and Augment
Endothelial Nitric Oxide
Generation

PUFAs inhibited leukocyte ACE activity (93) and enhanced
endothelial nitric oxide (eNO) generation (94). This finding im-
plies that when tissue concentrations of PUFAs are low, the ac-
tivity of ACE will be high, which results in increased formation
of angiotensin-II and a simultaneous decrease in eNO. It was
reported that transgenic rats overexpressing human renin and an-
giotensinogen genes (dTGR) that develop hypertension, inflam-
mation, and renal failure showed specific renal P450-dependent
AA metabolism changes that led to decreased formation of
epoxy-eicosatrienoic acids (5,6-, 8,9-, 11,12- and 14,15-EETs)
and hydroxyeicosa-tetraenoic acids (19- and 20-HETEs). Both
EETs and HETEs inhibit IL-6 and TNF-α-induced activation of
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NF-κB and prevent vascular inflammation (95), which suggests
that AA and other PUFAs not only regulate ACE activity and
Ang-II levels in the tissues but also possess anti-inflammatory
properties by generating anti-inflammatory metabolites.

In the presence of aspirin, AA, EPA, and DHA are converted
to form epi-lipoxins, lipoxins, and resolvins that, in turn, en-
hance the formation of eNO (3, 4, 96). Lipoxins possess potent
anti-inflammatory actions (reviewed in References 3 and 4). In
addition, NO not only blocks the interaction between leukocytes
and the vascular endothelium during inflammation but also stim-
ulates the formation of PGI2, a potent vasodilator and platelet
anti-aggregator, from AA (97, 98).

PUFAs are potent inhibitors of the HMG–CoA reductase
enzyme and similar to statins are useful in the treatment of
hyperlipidemias (99–102). Statins enhance plasma AA levels
and decrease the ratio of EPA to AA significantly (100). This
finding suggests that PUFAs mediate many actions of statins
(103) and that this could be one mechanism by which they
lower cholesterol levels. Statins and PUFAs have many overlap
actions such as the inhibition of IL-6 and TNF-α production and
NF-κB activation plus the ability to enhance eNO production;
thus, both possess anti-inflammatory actions and both are useful
in atherosclerosis, coronary heart disease, osteoporosis, stroke,
Alzheimer’s disease, and inflammatory conditions such as lupus
and cancer (3, 4, 94, 104–121). These similar and overlap ac-
tions strongly indicate that the molecular mechanisms of actions
of statins and PUFAs are similar, if not identical. Furthermore,
when a combination of statins and PUFAs are given together, a
synergistic beneficial effect was seen in patients with combined
hyperlipemia (122).

Both PUFAs and statins by inhibiting the HMG–CoA re-
ductase enzyme reduce the formation of isoprenoid that con-
tains compounds that are formed from mevalonate (because
the HMG–CoA reductase enzyme reduces the formation of
mevalonate). These isoprenoid precursors are necessary for the
posttranslational lipid modification (prenylation) and, hence, the
function of Ras and other small GTPases. Small GTPases, the
prenylated products of the mevalonate pathway, have negative
control on the expression of BMPs (bone morphogenetic pro-
teins). BMPs are essential for neuronal growth, proliferation,
and differentiation (123) and also for bone growth (105, 114).
Thus, PUFAs modulate brain growth and development and neu-
ronal differentiation. This finding explains why PUFAs are use-
ful in the prevention and treatment of dementia and Alzheimer’s
disease (115–120). Similar to PUFAs, statins also enhance the
concentrations of BMPs in brain and bone and thus could be of
benefit in the treatment of Alzheimer’s disease and osteoporosis
(105, 109, 113). Yet another action of PUFAs and statins that
contributes to their beneficial actions is their ability to enhance
eNO (30, 124), a pleiotropic molecule that has many biologic
actions including its ability to function as a neurotransmitter
(125) and prevent osteoporosis (126, 127). But unlike statins
that cannot be given during pregnancy, PUFAs can be con-
sumed confidently during pregnancy, lactation, and infancy. In
fact, PUFAs are recommended during pregnancy, lactation, and
infancy to improve brain growth and development (1–4, 43, 44).

Pufas and Cholesteryl Ester
Transfer Protein (CETP) Activity

Several studies suggested that HDL-cholesterol (high-density
lipoprotein- cholesterol, HDL–C) is an independent risk factor
for CHD. Higher plasma HDL–C is associated with a decreased
incidence of CHD (128). This finding led to the suggestion that
therapeutic strategies that raise HDL–C could be of benefit in
preventing CHD with the hope that raising HDL–C will increase
the movement of cholesterol from the periphery back to the liver
(the so-called reverse cholesterol transport or RCT pathway) and
protection from CHD will follow.

CETP is a hydrophobic plasma glycoprotein, mainly synthe-
sized in the liver, that possesses the unique ability to facilitate
the transfer of cholesteryl ester (CE). CETP circulates in the
blood, bound predominantly to HDL. CETP mediates the trans-
fer of cholesteryl esters from HDL to VLDL and LDL in ex-
change for triglycerides. CETP also promotes the transformation
of HDL2 to HDL3, an action that could promote reverse choles-
terol transport. CETP inhibition produces an increase in HDL by
markedly delaying the catabolism of apoA-I and A-II (129), an
action that increases reverse cholesterol transport. These actions
of CETP suggest that CETP inhibition could prevent atheroscle-
rosis (130–132).

In a study performed in healthy, normolipidemic men, it was
observed that a lipid-lowering diet rich in monounsaturated fatty
acid (oleic acid) decreased CETP concentrations to a significant
degree (133). In HepG2 cells, it was noted that 0.5 mM of AA,
EPA, and DHA reduced the levels of CETP mRNA by more
than 50% of the control levels with a corresponding significant
decrease in the CETP mass (134). This finding is supported by
the observation that in type 2 diabetic subjects, CETP activity
was correlated significantly with the HDL–C to apoA1 ratio
and to the LDL–C to HDL–C ratio. In addition, a significant
negative correlation was found between plasma CETP activity
and monounsaturated fatty acid content of plasma phospholipids
or free PUFAs, especially with ω-3 fatty acids, which suggests
that PUFAs suppress CETP activity (135).

Torcetrapib, a small molecule inhibitor of CETP, is very ef-
fective at raising HDL–C and apolipoprotein A-I and decreasing
levels of LDL–C and apolipoprotein–B-100; it also showed fa-
vorable effects on increasing the size of HDL and LDL particles.
Elevated CETP levels have been shown to be associated with
an increased risk of future CHD in apparently healthy subjects
(136). The results performed in animals wherein it was ob-
served that the inhibition of CETP increases HDL–C and, thus,
decreases the atherosclerosis process itself, led to the initiation
of clinical trials. In patients with familial hypercholesterolemia,
torcetrapib with atorvastatin as compared with atorvastatin alone
did not result in the reduction of the progression of atheroslcero-
sis as measured by carotid arterial-wall thickness, despite a
significant increase in HDL–C levels and a decrease in levels
of LDL–C and triglycerides. In fact, it was observed that the
administration of torcetrapib with atorvastatin was associated
with the progression of atherosclerosis (137). In another study
that involved the use of torcetrapib alone or in combination
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with atorvastatin, an increase in blood pressure with no signifi-
cant decrease in the progression of coronary atherosclerosis was
noted (138).

These results with torcetrapib and atorvastatin suggest that the
simultaneous inhibition of CETP and the HMG–CoA reductase
enzyme leads to an elevation of plasma HDL–C and a decrease
in LDL–C, triglycerides, and cholesterol but that it does not
arrest the progression of atherosclerosis. In contrast, PUFAs,
especially ω-EPA and DHA, not only inhibit CETP and the
HMG–CoA reductase enzyme and lower plasma triglycerides,
cholesterol, and LDL–C with little or no change in HDL–C
but also are effective in arresting atherosclerosis and preventing
CHD (139–151). In contrast to the results with torcetrapib and
atorvastatin, Yokoyama et al. (152) reported that a combination
of ethyl EPA and 10 mg of pravstatin or 5 mg of simvastatin pre-
vented major coronary events and especially nonfatal coronary
events in Japanese hypercholesterolemic patients with a mean
period of follow up of 4.6 years. It is interesting to note that the
benefits were in addition to statin treatment and that fish oil was
found to be safe and well tolerated. These results once again
confirm that EPA and DHA are of benefit in the prevention and
treatment of cardiovascular diseases. Thus, PUFAs seem to be
superior to CETP and statins in the prevention of CVD despite
the fact that they do not necessarily increase plasma HDL–C
levels.

Effects on Platelets and Other
Hemostatic Indices

Both EPA and DHA, when given orally, are incorporated
rapidly into platelets and compete with AA for the 2-acyl
position of membrane phospholipid and as a substrate for the
cyclo–oxygenase (CO) and lipoxygenase (LO) enzymes. As a
result, when stimulated, such platelets produce less amounts
of TXA2 and more of TXA3; that is less potent in inducing
platelet aggregation and thrombosis (153). Increased intake of
fish oil rich in EPA and DHA produces a lower platelet count,
less platelet aggregation, a longer bleeding time, higher urinary
PGI2 metabolites, and lower concentrations of thromboxane
metabolites compared with those who were on a Western diet
(154, 155); the increased intake of fish oil rich in EPA and DHA
produced effects that are similar to those of low-dose aspirin
and qualify to term ω-3 EPA and DHA as an “endogenous
aspirin.” In general, although EPA and DHA do not seem to
have a very significant effect on blood lipids, on fibrinolysis,
and on the activity of plasminogen activity inhibitor-type-1
(PAI-1), they are effective still in preventing overall mortality
from CAD/CVD.

Pufas and Renal Function

One component suggested to be included in the “polypill” is
a thiazide, a diuretic and an anti-hypertensive drug. If PUFAs
are considered to function as an endogenous “polypill,” then it
is imperative that they (PUFAs) should show beneficial actions

on renal function. Several studies revealed that ω-3 EPA and

DHA and ω-6 GLA, DGLA, and AA have significant actions
on kidney function. For instance, when healthy volunteers were

given EPA (3.9 gm) and DHA (2.4 gm) per day for 6 weeks, they

showed significant increase in renal plasma flow and glomerular

filtration rate, decrease in renal vascular resistance, and increase

in the excretion of PGE3 with no change in blood pressure and

heart rate (156). Also, diets rich in evening primrose oil (a rich

source of GLA and LA) and safflower oil decreased protein-

uria, glomerular sclerosis, and tubular abnormalities in diabetic

rats. These beneficial actions were associated with an increased

ratio of renal cortical production of 6-keto-PGF1α (a metabolite

of PGI2) to TXB2 with no significant changes in plasma lipid

composition. In contrast, fish oil feeding decreased plasma lipids

and lowered the 6-keto-PGF1α/TXB2 ratio without any effect

on renal disease in diabetic rats (157). Subsequently, Singer et

al (158) showed that spontaneously hypertensive rats had signif-

icantly lower systolic blood pressure when fed fish oil (EPA and

DHA), evening primrose oil (a rich source of GLA), and fish oil

plus evening primrose oil, which suggests that a combination

of GLA, EPA, and DHA is necessary to produce optimal ben-

eficial actions with regard to renal indices and blood pressure.

Vaskonen et al. (159) noted that fish oil completely prevented a

rise in blood pressure induced by a high-salt diet in stroke-prone

spontaneously hypertensive rats. This beneficial effect on blood

pressure was accompanied by a decrease in TXB2 formation by

75% and an increase in plasma and renal ω-3 fatty acid content.
Furthermore, EPA/DHA has been shown to suppress mesangial

cell proliferation, arrest progression of IgA nephropathy, and

protect against cyclosporine-induced renal damage (160–162).

These results suggest that when optimal amounts of GLA and

EPA/DHA are given, a significant reduction occurs in blood

pressure and in the preservation of renal function in diabetic and

hypertensive rats. Studies performed with a 5/6 renal ablation

rat model (wherein one kidney and 2/3 of the remaining portion

of the other kidney were removed) that developed hypertension,

albuminuria, and a decline in glomerular filtration rate revealed

that renal ablation rats had significantly less glomerulosclero-

sis and dyslipidemia when supplemented with fish oil and flax

seed oil (rich in ALA) compared with the control group at 10

and 20 weeks post surgery (163, 164). Thus, PUFAs may show

actions similar to those observed with conventional, synthetic

diuretics. These beneficial actions of PUFAs can be attributed

to the formation of beneficial PGA, PGE3, PGI2, PGI3, and re-

cently identified resolvins and protectins and a decrease in the

production of TXA2 and LTs (165). In this context, it is in-

teresting to note that diuretic furosemide enhances endothelial

synthesis and the release of bradykinin and related kinins that,

in turn, stimulates endothelial PGI2 formation via B2 kinin re-

ceptor activation (166); also, COX-2 derived PGs interact with

the renin-angiotensin system to regulate renal function (167).
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Pufas and the Parasympathetic
Nervous System

Autonomic function can be assessed by the measurement of
heart rate variability (HRV) and the evaluation of baroreflex sen-
sitivity (BRS). HRV reflects the physiologic levels of tonic auto-
nomic regulation, whereas BRS indicates the capacity of reflex
autonomic regulation. Both low HRV and low BRS are associ-
ated with increased cardiovascular risk. Vagal stimulation by a
release of acetylcholine (ACh) and adrenergic stimulation medi-
ated by norepinephrine and epinephrine regulate the autonomic
function and thus the variations in HRV and BRS. Several stud-
ies revealed that ω-3 fatty acids reduce the risk of sudden death
by preventing life-threatening cardiac arrhythmias and by sig-
nificantly increasing HRV (168). Furthermore, a direct positive
correlation was noted between the content of DHA in cell mem-
branes and the HRV index, which suggests an anti-arrhythmic
effect of the ω-3 fatty acids (169). Because increased parasym-
pathetic tone is responsible for an increase in the ventricular
fibrillation threshold and protects against ventricular arrhyth-
mias, it is likely that EPA/DHA supplementation enhances the
parasympathetic tone. This suggestion is supported b the obser-
vation that EPA/DHA supplementation increases hippocampal
ACh levels, the principal neurotransmitter of parasympathetic
nerves (170). Hence, it is likely that EPA/DHA supplementa-
tion increases the brain ACh levels that lead to an increase in
the parasympathetic tone and so to an increase in HRV and
protection from ventricular arrhythmias.

Vagus nerve stimulation also inhibits TNF synthesis in the
liver, and ACh, the principal vagal neurotransmitter, signifi-
cantly attenuated the release of the proinflammatory cytokines
TNF-α, IL-16, IL-1β, and IL-18 but not the anti-inflammatory
cytokine IL-10 by stimulated macrophages in vitro and in vivo
(171–174). Because EPA/DHA enhances brain ACh levels (170)
and evidence suggests that even AA augments ACh release
(175), it is possible that PUFAs enhance parasympathetic tone
and, thus, increase HRV and prevent ventricular arrhythmias.
These results imply that an inverse correlation could exist be-
tween plasma TNF levels and the parasympathetic tone: The
higher the TNF levels are the lower the parasympathetic tone
is and vice versa. Also, the higher the parasympathetic tone,
the higher the brain ACh levels, and so the higher the plasma,
cardiac, and brain EPA/DHA/AA levels are. Because normally
a balance is maintained between the parasympathetic and sym-
pathetic tones, it is reasonable to suggest that whenever the
parasympathetic tone (vagal tone) is enhanced sympathetic tone
is reduced (akin to the blocking of β-receptors as it occurs in
instances of the use of β-blockers). Thus, indirectly PUFAs may
function like β-blockers.

Thus, PUFAs, especially an optimal combination of EPA,
DHA and possibly, GLA, DGLA, and AA, show all the qualities
of the suggested “polypill,” viz they show aspirin-like action,
inhibit the activities of HMG–CoA and ACE enzymes, pos-
sess diuretic and antihypertensive actions, and indirectly show
β-blocker-like action.

Pufas Possess Anti-Inflammatory
Actions
AA, EPA, DHA, GLA, DGLA, LXs and resolvins suppress
IL-1, IL-2, IL-6, and TNF-α production by T cells (110–112,
149, 176–180). This claim suggests that EFAs/PUFAs and
their metabolites function as endogenous anti-inflammatory
molecules and regulate immune response and thus are likely
to be of benefit in obesity, insulin resistance, atherosclerosis,
metabolic syndrome X, type 2 diabetes mellitus, CHD, depres-
sion, and Alzheimer’s disease that are considered as diseases of
low-grade systemic inflammation (1–8, 24, 120). Some benefi-
cial actions of PUFAs in various inflammatory conditions are
because of the formation of anti-inflammatory compounds such
as lipoxins, resolvins, and neuroprotectin D1.

Role of Efas/Pufas in Some Clinical
Conditions
It is evident from the preceding discussion that EFAs/PUFAs
and their metabolites are useful in many clinical conditions as
outlined below.

Inflammatory conditions
PUFAs and their products have the ability to modulate inflam-
mation. The amount and type of PUFA(s) released and their
products formed in response to inflammatory stimuli depend
on the cell membrane phospholipid fatty acid content and the
activity of the CO and LO enzymes. Because EFAs are ob-
tained from diet, it suggests that dietary content of EFAs is
one factor that modulates the degree of inflammation. Increased
dietary intake of GLA, DGLA, and EPA/DHA substantially
decreases inflammatory response. This beneficial action can
be ascribed to the decreased formation of pro-inflammatory
eicosanoids and cytokines and to an increase in the production
of beneficial molecules such as PGE1, PGI2, PGI3, HPETEs,
eNO, LXs, resolvins, and NPD1. When the cell membrane lipid
pool is rich in GLA/DGLA/EPA/DHA and contains appropri-
ate amounts of AA, there could occur specific activation of
sPLA2 and cPLA2 (soluble and cytosolic phospholipase A2, re-
spectively) in response to an injury/inflammatory stimuli that
leads to the formation of increased amounts of LXs, PGD2

and 15deoxy∆12−14PGJ2, eNO, GSNO, PGE1, PGI2, PGI3, and
HPETEs that dampen the inflammatory process and enhance
the resolution of inflammation. It was demonstrated that exoge-
nous PUFAs preferentially activate type IIA sPLA2-mediated
AA release from IL-1 stimulated cells and, this activation, in
turn, led to the formation of anti-inflammatory LXs, PGD2 and
15deoxy∆12−14PGJ2, which results in the prevention and the
resolution of inflammation (181, 182). Several studies showed
that oral or parenteral supplementation of GLA/EPA/DHA is of
benefit to patients with insulin resistance, metabolic syndrome
X, CHD, rheumatoid arthritis, lupus, psoriasis, sepsis, inflam-
matory bowel disease, nephritis, bronchial asthma, dermatitis,
and other inflammatory conditions (reviewed in References 1–8,
24, 92, 116, 151, 152, 157).
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Atherosclerosis

Healthy endothelial cells release adequate amounts of NO,
PGI2, and PGE1 to prevent the aggregation of platelets so
that atherosclerosis is prevented. An increased production of
pro-inflammatory cytokines and free radicals occurs because
of sheer stress, hyperglycemia, clinical or subclinical infec-
tions, low-grade systemic inflammation as seen in type 2 di-
abetes mellitus, hypertension, hyperlipidemia, and metabolic
syndrome X. EPA/ DHA/AA/DGLA inhibit free radical gen-
eration, suppress IL-6 and TNF-α synthesis and secretion,
enhance eNO synthesis, and, thus, prevent oxidant stress (re-
viewed in References 149, 150 and 183). Endothelial cells that
line atherosclerosis-free blood vessel walls have abundant con-
centrations of the essential fatty acid linoleate, whereas fatty
streaks (an early stage of atherosclerosis) are deficient in EFAs
(183–186). An EFA deficiency promotes respiratory uncoupling
(187, 188) and atherosclerosis (3, 183, 189). Bernal-Mizrachi
et al. (184) showed that oxidative stress increases ROS gen-
eration and decreases NO formation. These evidences suggest
that endothelial cell deficiency of PUFAs increases the produc-
tion of pro-inflammatory cytokines and free radicals that results
in the development of insulin resistance, a decrease in plasma
and cellular HDL concentrations, and a decrease in the for-
mation of eNO, PGE1, PGI2, PGI3, LXs, resolvins, and NPD1
that ultimately may promote atherosclerosis. Providing adequate
amounts of various PUFAs can restore normalcy.

Metabolic Syndrome X

Metabolic syndrome X is a low-grade systemic inflammatory
condition in which plasma levels of C-reactive protein (CRP),
TNF-α, and IL-6 are elevated. A negative correlation exists
between plasma TNF-α and HDL cholesterol, glycosylated
hemoglobin, and serum insulin concentrations. EPA, DHA, and
AA, inhibit TNF-α and IL-6 production (111, 112), enhance
eNO generation (30), inhibit HMG–CoA reductase (103) and
ACE enzyme activities (93), function as endogenous ligands for
PPARs (reviewed in References 3 and 4), modulate leptin gene
expression (190, 191), enhance the production of adiponectin
(192), and decrease insulin resistance (193). This finding may
explain why PUFAs are useful to protect against CHD, prevent
the progression of atheroslcerosis, and decrease blood pressure.

Brain Growth and Development
and Cognitive Functions

Several studies showed that AA, EPA, and DHA are essential
not only for brain growth and development but also to modulate
the synthesis, release, and action of various neuropeptides.
Because the brain is rich in AA, EPA, and DHA, one important
function of these fatty acids in the brain could be to ensure the
presence of an adequate number of insulin receptors; the insulin
receptor number depends on the amount of PUFAs incorporated
in the cell membrane phospholipids (35–42). Thus a defect in

the metabolism of PUFAs or not having adequate amounts of
PUFAs incorporated into the neuronal cell membranes during
fetal development and infancy may cause a defect in the
expression or function of insulin receptors in the brain. This
defect may lead to the development of type 2 diabetes as seen in
NIRKO mice (194). Furthermore, systemic injections of either
glucose or insulin in ad libitum fed rats resulted in an increase in
extracellular acetylcholine in the amygdala (195). Acetylcholine
modulates dopamine release that, in turn, regulates appetite
(196). As already discussed above, ACh inhibits the production
of pro-inflammatory cytokines in the brain and, thus, protects
the neurons from the cytotoxic actions of TNF-α.

For proper neuronal development and increase in cell mem-
brane surface area, growth of neurite processes from the cell
body is critical (197). Nerve growth cones are highly enriched
with AA-releasing phospholipases, which have been implicated
in neurite outgrowth (198, 199). Cell membrane expansion oc-
curs through the fusion of transport organelles with plasma
membrane (200), and syntaxin 3, a plasma membrane protein
that has an important role in the growth of neurites, is a direct
target for AA, DHA, and other PUFAs (201). It was reported
that AA, DHA, and other PUFAs activate syntaxin 3. Even
syntaxin1 that is specifically involved in fast calcium-triggered
exocytosis of neurotransmitters is sensitive to AA (201). These
results imply that AA, EPA, and DHA are involved both in
the exocytosis of neurotransmitters and in neurite outgrowth.
SNAP25 (synaptosomal-associated protein of 25 kDa), a syn-
taxin partner implicated in neurite outgrowth, interacted with
syntaxin 3 only in the presence of AA that allowed the for-
mation of the binary syntaxin 3-SNAP 25 complex (soluble
N -ethylmaleimide-sensitive factor attachment protein receptor),
which is needed for the fusion of plasmalemmal precursor
vesicles into the cell surface membrane that leads to mem-
brane fusion (202). These results clearly demonstrated that AA
and DHA change the α-helical syntaxin structure to expose a
SNARE motif for immediate SNAP 25 engagement and, thus,
facilitate neurite outgrowth.

Puskas and his colleagues (203–205) noted that during brain
growth and development, feeding with ω-3 DHA/ALA diets
altered the expression of genes involved in synaptic plasticity,
cytoskeleton, signal transduction, ion channel formation, energy
metabolism, and regulatory proteins. These results imply that
perinatal supplementation of PUFAs may play a critical role in
the pathobiology of several adult diseases including metabolic
syndrome X and Alzheimer’s disease (3, 4, 43, 44, 206–208).

Alzheimer’s Disease

Fish and fish oil components, EPA, and DHA are of benefit in
Alzheimer’s disease (209–211). A reduction in dietary DHA in
an Alzheimer’s mouse model showed a loss of postsynaptic pro-
teins associated with increased oxidation and showed increased
caspase-cleaved actin, which was localized in dendrites; how-
ever, DHA-restricted mice when given DHA were protected
against dendritic pathology and behavioral deficits and showed
increased antiapoptotic BAD phosphorylation, which implies
that DHA could be useful in preventing Alzheimer’s disease
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in which synaptic loss is critical (212, 213). DHA attenuated
amyloid-β secretion accompanied by the formation of neuropro-
tectin D1 (NPD1), a DHA-derived 10,17 S-docosatriene (214).
In Alzheimer’s hippocampal cornu ammonis region, DHA and
NPD1 were reduced, including the expression of enzymes in-
volved in NPD1 synthesis, cytosolic phospholipase A2 and
15-lipoxygenase. NPD1 repressed amyloid-β-induced activation
of pro-inflammatory genes and upregulated the antiapoptotic
genes encoding Bcl-2, Bcl-xl, and Bfl-1 (A1), which indicates
its (NPD1) anti-inflammatory nature. Soluble amyloid precursor
protein-α stimulated NPD1 synthesis from DHA (214).

Presenilin, a major component of γ-secretase, generates
amyloid-β. Overexpression of phospholipase D1 decreases the
catalytic activity of γ-secretase (215) and releases PUFAs as ev-
idenced by the increased formation of prostaglandin E2 (216).
This finding suggests that PUFAs could regulate the activity of
γ-secretase. PUFAs (especially AA and DHA) enhance acetyl-
choline release in the brain and, thus, bring about some of their
beneficial effects in Alzheimer’s. Furthermore, EPA and DHA
have the ability to enhance NO generation (30), suppress pro-
duction of pro-inflammatory cytokines (110–113), and enhance
brain acetylcholine levels (170), a neurotransmitter whose levels
are decreased in Alzheimer’s disease (217). Thus, PUFAs mod-
ulate neural function, including neurotransmission, membrane
fluidity, ion channel, enzyme regulation, and gene expression,
as well as prevent inflammation; thus, they bring about their
beneficial actions in Alzheimer’s disease.

Fetal-Alcohol Syndrome

Ethanol exposure during brain development induces neurodevel-
opmental defects referred to as fetal-alcohol syndrome (FAS)
that is characterized by hyperactivity, learning and mem-
ory deficits, mental retardation, psychosis, depression, and
schizophrenia. Ethanol-induced neurotoxicity, oxidative stress,
induction of apoptosis, excitotoxicity, interference with the ac-
tion of growth factors, and EFA metabolism all could be respon-
sible for the development of FAS. Neurons are susceptible to
ethanol-induced apoptotic cell death during synaptogenesis dur-
ing a brain growth spurt, which occurs during the third trimester
of pregnancy and in the perinatal period.

Recent studies showed that nicotinamide enhanced the neu-
ronal survival following free radical exposure and oxidative
stress (218, 219). Nicotinamide is a cofactor in the metabolism
of EFAs, which could explain the beneficial action of nicoti-
namide in FAS (220).

Depression

Depression is more likely to occur in individuals whose
intake of PUFAs, especially of n-3 fatty acids, is lower
(221). Pro-inflammatory cytokines might cause depressive ill-
ness (222). A significant decrease of ω-3 fatty acids in plasma
and/or in the membranes of red blood cells in subjects with de-
pression has been reported (223–225). Because ω-3 fatty acids
suppress the production of IL-1β, IL-2, IL-6, and TNF-α, this

finding suggests that these fatty acids could play a role in de-
pression (222). In addition, antidepressants act like inhibitors
of cyclo-oxygenase (222). Double-blind placebo-controlled and
other studies (226–228) revealed that an addition of the ω-3
fatty acids EPA and DHA was associated with a longer period
of remission among depressed patients. Thus, epidemiological,
experimental, and clinical data favor the idea that PUFAs play
a role in the pathogenesis and/or the treatment of depression.

Schizophrenia and Huntington’s
Disease

Patients with schizophrenia have increased concentrations of
pro-inflammatory cytokines both in the systemic circulation and
cerebrospinal fluid and showed decreased EPA and DHA in the
plasma phospholipid. Clinical trials showed that supplementa-
tion of ethyl EPA is of significant benefit to these patients (228).

Huntington’s disease is an inherited neurodegenerative dis-
order because of a mutation in exon 1 of the Huntingtin gene
that encodes a stretch of polyglutamine (poly Q) residues close
to the N -terminus of the Huntingtin protein. Aggregated poly
Q residues are toxic to the neuronal cells. Transgenic R6/1
mice that develop motor abnormalities of Huntington’s dis-
ease showed increased survival rates and decreased neurologic
deficits when supplemented with ethyl EPA (229), which sug-
gests that unsaturated fatty acids may prevent or arrest poly
Q aggregation. These results suggest that PUFAs are useful
in various neurological diseases. Understanding the molecular
mechanisms of action of EPA/DHA as to why DHA is useful in
Alzheimer’s disease whereas ethyl EPA is of benefit in Hunt-
ington’s disease and schizophrenia may throw more light on the
pathobiology of these diseases.

Conclusions

It is evident from the preceding discussion that EFAs and
their metabolites such as GLA, AA, EPA, DHA, eicosanoids,
LXs, resolvins, NPD1, and nitrolipids have many actions and
participate in several disease processes (Figure (2)). In this
context, it is important to note that certain PUFAs, such as
GLA, have both antimutagenic and anticancer actions that
have been discussed in detail elsewhere (230). Mutagens and
carcinogens block ∆6 and ∆5 desaturases in normal cells much
before their conversion into malignant cells. Pretreatment or
simultaneous treatment with GLA completely prevented DNA
damage induced by mutagens and carcinogens, which implies
that GLA and other PUFAs could function as endogenous
antimutagenic and anticancer molecules. GLA has selective
tumoricidal action and is effective against human malignant
glioma and other cancers (5, 231).

NO reacts with PUFAs to yield their respective nitroalkene
derivatives that can be detected in plasma. These nitroalkene
derivatives of various EFAs induce vascular relaxation, in-
hibit neutrophil degranulation and superoxide formation, inhibit
platelet activation, and have endogenous PPAR-γ ligand activity
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(+) (−)

Pro-inflammatory 
PGFs, TXA2, LTs

EFAs/PUFAs

Anti-inflammatory 
PGE1, PGI2, PGI3, LXs, NPD1,

Resolvins, Nitrolipids

HTN↔Hyperlipidemia↔Obesity↔Tissue injury↔Insulin resistance↔CHD↔Schizophrenia/Alzheimer’s↔Cancer

ACE activity↔CETP↔HMG-CoA reductase↔eNO↔TNF-a. IL-6↔Adiponectin↔PPARs↔Acetylcholine

Vascular tone↔Cholesterol metabolism↔Inflammation↔Insulin action↔Neurotransmission

Figure 2 Scheme shows the interaction(s) between EFAs/PUFAs and ACE, HMG–CoA reductase enzymes, NO, cytokines, PPARs, and acetylcholine. The
scheme is by no means exhaustive and is meant only to reflect the positive and negative interaction(s) among various endogenous molecules and their role
in several diseases. (+) Indicates an increase in tissue injury, insulin resistance, and disease process. −Indicates a decrease in tissue injury, insulin resistance,
and disease process. For details, see text.

and decay in the blood to release NO. This finding suggests that
EFAs/PUFAs not only form precursors to various eicosanoids,
resolvins, LXs, and NPD1 but also react with various other
molecules to form novel compounds that have significant bio-
logic activity.

The major question is how these simple fatty acids can have
so many biologic—and at times diametrically opposite—actions.
One reason could be their ability to give rise to many metabo-
lites that have specific biologic actions. Furthermore, these fatty
acids when incorporated into the cell membrane alter its prop-
erties including fluidity that, in turn, modulates the number
and affinity of various receptors to their respective growth
factors, hormones, peptides, and proteins. Yet another action
is their ability to form complexes with other biologically ac-
tive molecules as is seen with NO to form various nitroalkene
derivatives. Formation of such complexes between EFAs and
other biologically active molecules could impart specific and
distinctive properties to these newly formed entities that in turn
may show varied biologic actions. Deciphering the formation
of such complexes is not only interesting but also challenging
because such complexes may form the basis of understanding
certain less well understood physiologic and pathologic pro-
cesses.

Although structurally EFAs are simple, they form precursors
to a variety of compounds with many biologic actions. We are
yet to understand the molecular triggers that facilitate the for-
mation of specific biologically active molecules in various cells
and tissues. Such an understanding may lead to the development
of methods to enhance selectively the formation of the desired
lipid(s) to obtain a specific function or action. In view of their
varied actions, EFAs/PUFAs and their products could form the
basis for the development of many drugs.

References

1. Das UN, Horrobin DF, Begin ME, Huang YS, Cunnane SC,
Manku MS, Nassar BA. Clinical significance of essential fatty
acids. Nutrition 1988;4:337–342.

2. Das UN. Essential fatty acids: biology and their clinical impli-
cations. Asian Pacific J. Pharmacol. 1991;6:317–330.

3. Das UN. Essential fatty acids- a review. Curr. Pharmac. Biotech.
2006;7: 467–482.

4. Das UN. Essential fatty acids: Biochemistry, physiology, and
pathology. Biotechnol. J. 2006;1:420–439.

5. Das UN. Tumoricidal action of cis-unsaturated fatty acids and its
relationship to free radicals and lipid peroxidation. Cancer Lett.
1991;56:235–243.

6. Das UN. Long-chain polyunsaturated fatty acids interact with
nitric oxide,superoxide anion, and transforming growth factor-β
to prevent human essential hypertension. Eur. J. Clin. Nutr.
2004;58:195–203.

7. Das UN. Can perinatal supplementation of long-chain polyun-
saturated fatty acids prevent diabetes mellitus? Eur. J. Clin.
Nutrition 2003;57:218–226.

8. Das UN. A Perinatal Strategy for Preventing Adult Diseases: The
Role of Long-Chain Polyunsaturated Fatty Acids. 2002. Kluwer
Academic Publishers, Boston, MA.

9. Friedman Z, Shochat SJ, Maisels MJ, Marks KH, Lamberth
EL Jr. Correction of essential fatty acid deficiency in newborn
infants by cutaneous application of sunflower-seed oil. Pediatrics
1976;58:650–654.

10. Skolnik P, Eaglstein WH, Ziboh VA. Human essential fatty acid
deficiency: treatment by topical application of linoleic acid. Arch.
Dermatol. 1977;113:939–941.

11. Gibson RA, Kneebone GM. Fatty acid composition of hu-
man colostrums and mature breast milk. Am. J. Clin. Nutr.
1981;34:252–257.

12. Horrobin DF. The regulation of prostaglandin biosynthesis by the
manipulation of essential fatty acid metabolism. Rev. Pure Appl.
Pharmacol. Sci. 1983;4:339–383.

12 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Essential Fatty Acids, Physiology and Clinical Significance of

13. Cantwell MM, Flynn MA, Cronin D, O’ Neill JP, Gibney MJ.
Contribution of foods to trans unsaturated fatty acid intake in a
group of Irish adults. J. Hum. Nutr. Diet. 2005;18:377–385.

14. Lopez-Garcia E, Schultze MB, Meigs JB, Manson JE, Rifai
N, Stampfer MJ, Willett WC, Hu FB. Consumption of trans
fatty acids is related to plasma biomarkers of inflammation and
endothelial dysfunction. J. Nutr. 2005;135:562–566.

15. Mozaffarian D, Pischon T, Hankinson SE, Rifai N, Joshipura
K, Willett WC, Rimm EB. Dietary intake of trans fatty acids
and systemic inflammation in women. Am. J. Clin. Nutr.
2004;79:606–612.

16. Simopoulos AP. Omega-3 fatty acids in health and disease and in
growth and development. Am. J. Clin. Nutr. 1991;54:438–463.

17. Nakashima Y, Yuasa S, Hukamizu Y, Okuyama H, Ohhara T,
Kameyama T, Nabeshima T. Effect of a high linoleate and a high
alpha-linolenate diet on general behavior and drug sensitivity in
mice. J. Lipid. Res. 1993;34:239–247.

18. Hashimoto A, Katagiri M, Torii S, Dainaka J, Ichikawa A,
Okuyama H. Effect of the dietary alpha-linolenate/linoleate bal-
ance on leukotriene production and histamine release in rats.
Prostaglandins 1988;36:3–16.

19. Shimokawa T, Moriuchi A, Hori T, Saito M, Naito Y, Kaba-
sawa H, Nagae Y, Matsubara M, Okuyama H. Effect of dietary
alpha-linolenate/linoleate balance on mean survival time, inci-
dence of stroke and blood pressure of spontaneously hypertensive
rats. Life Sci. 1988;43:2067–2075.

20. Tsutsumi T, Yamauchi E, Suzuki E, Watanabe S, Kobayashi
T, Okuyama H. Effect of a high alpha-linolenate and high
linoleate diet on membrane-associated enzyme activities in rat
brain--modulation of Na + , K + - ATPase activity at suboptimal
concentrations of ATP. Biol. Pharm. Bull. 1995;18:664–670.

21. Watanabe S, Suzuki E, Kojima N, Kojima R, Suzuki Y,
Okuyama H. Effect of dietary alpha-linolenate/linoleate balance
on collagen-induced platelet aggregation and serotonin release in
rats. Chem. Pharm. Bull. 1989;37:1572–1575.

22. Brenner RR. Nutritional and hormonal factors influencing desat-
uration of essential fatty acids. Prog Lipid Res 1982;20:41–48.

23. Cook HW. The influence of trans acids on desaturation and
elongation of fatty acids. Lipids 1981;16:920–926.

24. Das UN. A defect in the activity of ∆6 and ∆5 desaturases
may be a factor predisposing to the development of insulin
resistance syndrome. Prostaglandins Leukotrienes Essen. Fatty
Acids 2005;72:343–350.

25. Han SN, Leka LS, Lichtenstein AH, Ausman LM, Meydani
SN. Effect of a therapeutic lifestyle change diet on immune
functions of moderately hypercholesterolemic humans. J. Lipid
Res. 2003;44:2304–2310.

26. Han SN, Leka LS, Lichtenstein AH, Ausman LM, Schaefer
EJ, Meydani SN. Effect of hydrogenated and saturated, relative
to polyunsaturated, fat on immune and inflammatory responses
of adults with moderate hypercholesterolemia. J. Lipid Res.
2002;43:445–452.

27. Naruszewicz M, Daniewski M, Nowicka G, Kozlowska-
Wojciechowska M. Trans-unsaturated fatty acids and acrylamide
in food as potential atherosclerosis progression factors. Based on
own studies. Acta Microbiol. Pol. 2003;52:75–81.

28. Mozaffarian D. Trans fatty acids—effects on systemic inflamma-
tion and endothelial function. Atheroscler. 2006;7:29–32.

29. Mozaffarian D, Pischon T, Hankinson SE, Rifai N, Joshipura K,
Willett WC, Rimm EB. Dietary intake of trans fatty acids and sys-
temic inflammation in women. Am J Clin Nutr 2004;79:606–612.

30. Okuda Y, Kawashima K, Sawada T, Tsurumaru K, Asano
M, Suzuki S, Soma M, Nakajima T, Yamashita K. Eicos-
apentaenoic acid enhances nitric oxide production by cultured
human endothelial cells. Biochem. Biophys. Res. Commun.
1997;232:487–491.

31. Baker PRS, Lin Y, Schopfer FJ, Woodcock SR, Groeger AL,
Batthyany C, Swooney S, Long MH, Iles KE, Baker LMS,
Branchaud BP, Chen Y, Freeman BA. Fatty acid transduction
of nitric oxide signaling: Multiple nitrated unsaturated fatty
acid derivatives exist in human blood and urine and serve as
endogenous peroxisome proliferator-activated receptor ligands.
J. Biol. Chem. 2005;280:42464–42475.

32. Coles B, Bloodsworth A, Clark SR, Lewis MJ, Cross AR,
Freeman BA, O’Donnell VB. Nitrolinoleate inhibits superoxide
generation, degranulation, and integrin expression by human
neutrophils. Circ. Res. 2002;91:375–381.

33. Lima ES, Bonim MG, Augusto O, Barbeiro HV, Souza HP,
Abdalla DS. P. Nitrated lipids decompose to nitric oxide and
lipid radicals and cause vasorelaxation. Free Rad. Biol. Med.
2005;39:532–539.

34. Wright MM, Schopfer FJ, Baker PRS, Vidyasagar V, Powell
P, Chumley P, Iles KE, Freeman BA, Agarwal A. Fatty acid
transduction of nitric oxide signaling: Nitrolinoleic acid potently
activates endothelial heme oxygenase 1 expression. Proc. Natl.
Acad. Sci. U.S.A. 2006;103:4299–4304.

35. Das UN. Insulin resistance and hyperinsulinemia: Are they sec-
ondary to an alteration in the metabolism of essential fatty acids?
Med. Sci. Res. 1994;22:243–245.

36. Field CJ, Ryan EA, Thomson AB, Clandinin MT. Diet fat
composition alters membrane phospholipid composition, insulin
binding, and glucose metabolism in adipocytes from control and
diabetic animals. J. Biol. Chem. 1990;265:11143–11150.

37. Liu S, Baracos VE, Quinney HA, Clandinin MT. Dietary
omega-3 and polyunsaturated fatty acids modify fatty acyl com-
position and insulin binding in skeletal-muscle sarcolemma.
Biochem. J. 1994;299(Pt 3):831–837.

38. Ginsberg BH, Chatterjee P, Yorek MA. Insulin sensitivity is
increased in Friend erythroleukemia cells enriched in polyun-
saturated fatty acid. Receptor 1991;1:155–166.

39. Yorek M, Leeney E, Dunlap J, Ginsberg B. Effect of fatty acid
composition on insulin and IGF-I binding in retinoblastoma cells.
Invest. Ophthalmol. Vis. Sci. 1989;30:2087–2092.

40. Bruneau C, Staedel-Flaig C, Cremel G, Leray C, Beck JP, Hubert
P. Influence of lipid environment on insulin binding in cultured
hepatoma cells. Biochim. Biophys. Acta 1987;928:287–296.

41. Bruneau C, Hubert P, Waksman A, Beck JP, Staedel-Flaig C.
Modifications of cellular lipids induce insulin resistance in cul-
tured hepatoma cells. Biochim. Biophys. Acta 1987;928:297–304.

42. Ginsberg BH, Jabour J, Spector AA. Effect of alterations
in membrane lipid unsaturation on the properties of the in-
sulin receptor of Ehrlich ascites cells. Biochim. Biophys. Acta
1982;690:157–164.

43. Das UN. Long-chain polyunsaturated fatty acids in the growth
and development of the brain and memory. Nutrition 2003;19:
62–65.

44. Das UN. Can memory be improved? A discussion on the role of
ras , GABA, acetylcholine, NO, insulin, TNF-α, and long-chain
polyunsaturated fatty acids in memory formation and consolida-
tion. Brain Devel. 2003;25:251–261.

45. Calderon F, Kim HY. Docosahexaenoic acid promotes neurite
growth in hippocampal neurons. J. Neurochem. 2004;90:979–
988.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 13



Essential Fatty Acids, Physiology and Clinical Significance of

46. Futerman AH, Banker GA. The economics of neurite outgrowth:
the addition of new membrane to growing axons. Trends Neu-
rosci. 1996;19:144–149.

47. Negre-Aminou P, Nemenoff RA, Wood MR, de la Hous-
saye BA, Pfenninger KH. Characterization of phospholipase
A2 activity enriched in the nerve growth cone. J. Neurochem.
1996;67:2599–2608.

48. Hornfelt M, Ekstrom PA, Edstrom A. Involvement of axonal
phospholipase A2 activity in the outgrowth of adult mouse
sensory axons in vitro. Neuroscience 1999;91:153901547.

49. Darios F, Davletov B. Omega-3 and omega-6 fatty acids stim-
ulate cell membrane expansion by acting on syntaxin 3. Nature
2006;440:813–817.

50. Rickman C, Davletov B. Arachidonic acid allows SNARE
complex formation in the presence of Munc18. Chem. Biol.
2005;12:545–553.

51. Neale ML, Fiera RA, Matthews N. Involvement of phospholipase
A2 activation in tumour cell killing by tumour necrosis factor.
Immunology 1988;64:81–85.

52. Hepburn A, Boeynaems JM, Fiers W, Dumont JE. Modulation
of tumor necrosis factor-alpha cytotoxicity in L929 cells by
bacterial toxins, hydrocortisone and inhibitors of arachidonic acid
metabolism. Biochem. Biophys. Res. Commun. 1987;149:815–
822.

53. Hayakawa M, Ishida N, Takeuchi K, Shibamoto S, Hori T,
Oku N, Ito F, Tsujimoto M. Arachidonic acid-selective cytosolic
phospholipase A2 is crucial in the cytotoxic action of tumor
necrosis factor. J. Biol. Chem. 1993;268:11290–11295.

54. Thorne TE, Voelkel-Johnson C, Casey WM, Parks LW, Laster
SM. The activity of cytosolic phospholipase A2 is required for
the lysis of adenovirus-infected cells by tumor necrosis factor. J.
Virol. 1996;70:8502–8507.

55. Palmantier R, George MD, Akiyama SK, Wolber FM, Olden
K, Roberts JD. Cis-polyunsaturated fatty acids stimulate beta1
integrin-mediated adhesion of human breast carcinoma cells
to type IV collagen by activating protein kinases C-epsilon
and—mu. Cancer Res. 2001;61:2445–2452.

56. Arita K, Kanno T, Takehara Y, Fujiwara T, Akiyama J, Horton
AA, Utsumi T. Effect of n-3 and n-6 polyunsaturated fatty acids
and their ethylesters on stimuli-dependent superoxide generation
in neutrophils. Physiol Chem Phys Med NMR 2001;33:121–132.

57. Das UN. Antibiotic-like action of essential fatty acids. Canadian
Med. Assoc. J. 1985;132:1985.

58. Das UN. Do unsaturated fatty acids function as endogenous
anti-bacterial and anti-viral molecules? Am. J. Clin. Nutr. 2006;
83:390–391.

59. Kodicek E. The effect of unsaturated fatty acids on gram-positive
bacteria. Symposia Soc. Exp. Biol. 1949;3:217–232.

60. Lacey RW, Lord VL. Sensitivity of staphylococci to fatty acids:
novel inactivation of linolenic acid by serum. J. Med. Microbiol.
1981;14:41–49.

61. Galbraith H, Miller TB, Paton AM, Thompson JK. Antibacterial
activity of long chain fatty acids and the reversal with cal-
cium, magnesium, ergocalciferol and cholesterol. J. Appl. Bact.
1971;34:803–813.

62. McDonald MI, Graham I, Harvey KJ, Sinclair A. Antibacte-
rial activity of hydrolysed linseed oil ad linolenic acid against
methicillin-resistant Staphylococcus aureus . Lancet 1981;2:1056.

63. Kohn A, Gitelman J, Inbar M. Unsaturated free fatty acids inac-
tivate animal enveloped viruses. Arch. Virol. 1980;66:301–307.

64. Giron DJ. Inhibition of viral replication in cell cultures treated
with prostaglandins E1. Proc Soc Exp Biol Med 1982;170:25–28.

65. Santoro MG, Benedetto A, Carruba G, Garaci E, Jaffe BM.
Prostaglandin A compounds as antiviral agents. Science 1980;
209:1032–1034.

66. Iwamoto KS, Bennett LR, Norman A, Villalobos AE, Hutson
CA. Linoleate produces remission n canine mycosis fungoides.
Cancer Lett. 1992;64:17–22.

67. Riley EM, MacLennan C, Wiatkowski DK, Greenwood BM.
Suppression of in-vitro lymphoproliferative responses in acute
malaria patients can be partially reversed by indomethacin. Par-
asite Immunol. 1989;11:509–517.

68. Hsiao LL, Howard RJ, Aikawa M, Taraschi TF. Modification of
host cell membrane lipid composition by the intra-erythrocytic
human malaria parasite Plasmodium falciparum. Biochem. J.
1991;274:121–132.

69. Sliwa K, Grundmann HJ, Neifer S, Chaves MF, Sahlmuller G,
Blitstein-Willinger E, Bienzle U, Kremsner PG. Prevention of
murine cerebral malaria by a stable prostacyclin analog. Infect.
Immun. 1991;59:3846–3848.

70. Kumaratilake LM, Robinson BS, Ferrante A, Poulos A. Anti-
malarial properties of n-3 and n-6 polyunsaturated fatty acids: in
vitro effects on Plasmodium falciparum and in vivo effects on P.
berghei. J. Clin. Invest. 1992;89:961–967.

71. Krugliak M, Deharo E, Shalmiev G, Sauvain M, Moretti C,
Ginsburg H. Antimalarial effects of C18 fatty acids on Plas-
modium falciparum in culture and on Plasmodium vinckei pet-
teri and Plasmodium yoelii nigeriensis in vivo. Exp. Parasitol.
1995;81:97–105.

72. Taylor DW, Levander OA, Krishna VR, Evans CB, Morris VC,
Barta JR. Vitamin E-deficient diets enriched with fish oil suppress
lethal Plasmodium yoelii infections in athymic and scid/bg mice.
Infect. Immun. 1997;65:197–202.

73. Kumar CA, Das UN. Lipid peroxides, nitric oxide and essential
fatty acids in patients with Plasmodium falciparum malaria.
Prostaglandins Leukot Essent Fatty Acids 1999;61:255–258.

74. Xiao L, Patterson PS, Yang C, Lal AA. Role of eicosanoids in
the pathogenesis of murine cerebral malaria. Am. J. Trop. Med.
Hyg. 1999;60:668–673.

75. Perkins DJ, Kremsner PG, Weinberg JB. Inverse relationship
of plasma prostaglandin E2 and blood mononuclear cell cyclo-
oxygenase-2 with disease severity in children with Plasmodium
falciparum malaria. J. Infect. Dis. 2001;183:113–118.

76. Chandra S, Ohnishi ST, Dhawan BN. Reversal of chloroquine re-
sistance in murine malaria parasites by prostaglandin derivatives.
Am. J. Trop. Med. Hyg. 1993;48:645–651.

77. Doering TL, Raper J, Buxbaum LU, Adams SP, Gordon JI, Hart
GW, Englund PT. An analog of myristic acid with selective tox-
icity for African Trypanosomes. Science 1991;252:1851–1854.

78. Sun CQ, O’Connor CJ, Robertson A. Antibacterial actions of
fatty acids and monoglycerides against Helicobacter pylori .
FEMS Immunol. Med. Microbiol. 2003;36:9–17.

79. Giamarellos-Bourboulis EJ, Mouktaroudi M, Adamis T, Kous-
soulas V, Baziaka F, Perrea D, Karavannacos PE, Giamarel-
lou H. n-6 polyunsaturated fatty acids enhance the activities
of ceftazidime and amikacin in experimental sepsis caused
by multidrug-resistant Pseudomonas aeroginosa. Antimicrob.
Agents Chemother. 2004;48:4713–4717.

80. Das UN. Can essential fatty acid deficiency predispose to AIDS?
Canadian Med. Assoc. J. 1985;132:900.

81. Das UN. Essential fatty acids and acquired immunodeficiency
syndrome. Med. Sci. Monit. 2005;11:RA206–RA211.

82. Pechacek TF, Asma S, Eriksen MP. Tobacco: global burden and
community solutions. In: Evidence Based Cardiology. Yusuf S,

14 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Essential Fatty Acids, Physiology and Clinical Significance of

Calms A, Camm AJ, Fallen EL, Gersh BJ, eds. 1998. BMJ
Books, London. pp. 165–178.

83. Yusuf S, Peto R, Lewis J, Collins R, Sleight P. Beta block-
ade during and after myocardial infarction: an overview of the
randomised trials. Prog. Cardiovasc. Dis. 1985;27:335–371.

84. Antithrombotic Trialists Collaboration. Collaborative meta-
analysis of randomised trials of antiplatelet therapy for prevention
of death, myocardial infarction, and stroke in high risk patients.
BMJ 2002;324:71–86.

85. Heart Outcomes Prevention Evaluation Study Investigators. Ef-
fects of an angiotensin-converting enzyme inhibitor, ramipril,
on cardiovascular events in high-risk patients. N. Engl. J. Med.
2000;342:145–153.

86. Scandinavian Simvastatin Survival Study Group. Randomised
trial of cholesterol lowering in 4444 patients with coronary
heart disease: the Scandinavian Simvastatin Survival Study (4S).
Lancet 1994;344:1383–1399.

87. The Long-term Intervention with Pravastatin in Ischaemic Dis-
ease (LIPID) Study Group. Prevention of cardiovascular events
and death with pravastatin in patients with coronary heart disease
and a broad range of initial cholesterol levels. N. Engl. J. Med.
1998;339:1349–1357.

88. Sacks FM, Pfeffer MA, Moye LA, Rouleau JL, Rutherford JD,
Cole TG, Brown L, Warnica JW, Arnold JM, Wun CC, Davis
BR, Braunwald E. The effect of pravastatin on coronary events
after myocardial infarction in patients with average cholesterol
levels. N. Engl. J. Med. 1996;336:1001–1009.

89. Plehn JF, Davis BR, Sacks FM, Rouleau JL, Pfeffer V, Cuddy
TE, Moye LA, Piller LB, Rutherford J, Simpson LM, Braunwald
E. Reduction of stroke incidence after myocardial infarction with
pravastatin: the Cholesterol and Recurrent Events (CARE) study.
The Care Investigators. Circulation 1999;99:216–223.

90. Heart Protection Study Collaborative Group. MRC/BHF Heart
Protection Study of cholesterol lowering with simvastatin in
20536 high-risk individuals: a randomised placebo-controlled
trial. Lancet 2002;360:7–22.

91. Yusuf S. Two decades of progress in preventing vascular disease.
Lancet 2002;360:2–3.

92. Wald NJ, Law MR. A strategy to reduce cardiovascular disease
by more than 80%. BMJ 2003;326:1419–1423.

93. Kumar KV, Das UN. Effect of cis-unsaturated fatty acids,
prostaglandins, and free radicals on angiotensin-converting en-
zyme activity in vitro. Proc. Soc. Exp. Biol. Med. 1997;214:374–
379.

94. Okuda Y, Kawashima K, Sawada T, Tsurumaru K, Asano M,
Suzuki S, Soma M, Nakajima T, Yamashita K. Eicosapentaenoic
acid enhances nitric oxide production by cultured human en-
dothelial cells. Biochem Biophys Res Commun 1997;232:487–
491.

95. Kaergel E, Muller DN, Honeck H, Theuer J, Shagdarsuren E,
Mullally A, Luft FC, Schunck W-H. P450-dependent arachidonic
acid metabolism and angiotensin-II-induced renal damage. Hy-
pertension 2002;40:273–279.

96. Gilroy DW. New insights into the anti-inflammatory actions
of aspirin- induction of nitric oxide through the generation of
epi-lipoxins. Mem Inst Oswaldo Cruz 2005;100:49–54.

97. Wang W, Diamond SL. Does elevated nitric oxide produc-
tion enhance the release of prostacyclin from shear stressed
aortic endothelial cells? Biochem. Biophys. Res. Commun.
1997;233:748–751.

98. Das UN. Can COX-2 inhibitors-induced increase in cardiovas-
cular disease risk be modified by essential fatty acids? J. Assoc.
Physicians India 2005;53:623–627.

99. El-Sohemy A, Archer MC. Regulation of mevalonate synthesis
in low density lipoprotein receptor knockout mice fed n-3 or n-6
polyunsaturated fatty acids. Lipids 1999;34:1037–1043.

100. Nakamura N, Hamazaki T, Jokaji H, Minami S, Kobayashi M.
Effect of HMG-CoA reductase inhibitors on plasma polyunsat-
urated fatty acid concentration in patients with hyperlipidemia.
Int. J. Clin. Lab. Res. 1998;28:192–195.

101. Duncan RE, El-Sohemy A, Archer MC. Regulation of HMG-CoA
reductase in MCF-7 cells by genistein, EPA, and DHA, alone and
in combination with mevastatin. Cancer Lett. 2005;224:221–228.

102. El-El-Sohemy A, Archer MC. Regulation of mevalonate synthe-
sis in rat mammary glands by dietary n-3 and n-6 polyunsaturated
fatty acids. Cancer Res 1997;57:3685-3687.

103. Das UN. Essential fatty acids as possible mediators of the
actions of statins. Prostaglandins Leukot. Essen Fatty Acids
2001;65:37–40.

104. Sparrow CP, Burton CA, Hernandez M, Mundt S, Hassing H,
Patel S, Rosa R, Hermanowski-Vosatka A, Wang PR, Zhang D,
Peterson L, Detmers PA, Chao YS, Wright SD. Simvastatin has
anti-inflammatory and antiatherosclerotic activities independent
of plasma cholesterol lowering. Arterioscler Thromb. Vasc. Biol.
2001;21:115–121.

105. Vogel G. Cholesterol-lowering drugs may boost bones. Science
1999;286:1825–1826.

106. Briel M, Struder M, Glass TR, Bucher HC. Effects of statins
on stroke prevention in patients with and without coronary heart
disease: a meta-analysis of randomized controlled trials. Am. J.
Med. 2004;117:596–606.

107. Riboldi P, Gerosa M, Meroni PL. Statins and autoimmune
diseases. Lupus 2005;14:765–768.

108. Levine L. Statins stimulate arachidonic acid release and pro-
staglandin I2 production in rat liver cells. Lipids Health Dis.
2003;2:1.

109. Scott HD, Laake K. Statins for the prevention of Alzheimer’s
disease. Cochrane Database Syst. Rev. 2001;4:CD003160.

110. Endres S, Ghorbani R, Kelley VE, Georgilis K, Lonnemann G,
van der Meer JWM, Rogers TS, Klempner MS, Weber PC, Shae-
fer EJ, Wolff SM, Dinarello LA. The effect of dietary supple-
mentation with n-3 polyunsaturated fatty acids on the synthesis
of interleukin-1 and tumor necrosis factor by mononuclear cells.
N. Engl. J. Med. 1989;320:265–271.

111. Kumar GS, Das UN. Effect of prostaglandins and their precursors
on the proliferation of human lymphocytes and their secretion
of tumor necrosis factor and various interleukins. Prostaglandins
Leukot. Essen. Fatty Acids 1994;50:331–334.

112. Kumar SG, Das UN, Kumar KV, Madhavi, Das NP, Tan BKH.
Effect of n-6 and n-3 fatty acids on the proliferation and secretion
of TNF and IL-2 by human lymphocytes in vitro. Nutrition Res
1992;12:815-823.

113. Bhattacharya A, Rahman M, Banu J, Lawrence RA, McGuff HS,
Garrett IR, Fischbach M, Fernandes G. Inhibition of osteoporosis
in autoimmune disease prone MRL/Mpj-Fas(lpr) mice by N-3
fatty acids. J. Am. Coll. Nutr. 2005;24:200–209.

114. Das UN. Essential fatty acids and osteoporosis. Nutrition 2000;
16:286–290.

115. Hu FB, Bronner L, Willett WC, Stampfer MJ, Rexrode KM,
Albert CM, Hunter D, Manson JE. Fish and omega-3 fatty acid
intake and risk of coronary heart disease in women. JAMA
2002;287:1815–1821.

116. van Gelder BM, Tijhuis M, Kalmijn S, Kromhout D. Fish
consumption, n–3 fatty acids, and subsequent 5-y cognitive
decline in elderly men: the Zutphen Elderly Study. Am. J. Clin.
Nutr. 2007;87:1142–1147.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 15



Essential Fatty Acids, Physiology and Clinical Significance of

117. Gamoh S, Hashimoto M, Hossain S, Masumura S. Chronic ad-
ministration of docosahexaenoic acid improves the performance
of radial arm maze task in aged rats. Clin Exp Pharmacol Physiol
2001;28:266-270.

118. Lim GP, Calon F, Morihara T, Yang F, Teter B, Salem Ubeda O,
N Jr, Frautschy SA, Cole GM. A diet enriched with the omega-3
fatty acid docosahexaenoic acid reduces amyloid burden in an
aged Alzheimer mouse model. J. Neurosci. 2005;25:3032–3040.

119. Hashimoto M, Hossain S, Shimada T, Shido O. Docosahex-
aenoic acid-induced protective effect against impaired learn-
ing in amyloid beta-infused rats is associated with increased
synaptosomal membrane fluidity. Clin. Exp. Pharmacol. Physiol.
2006;33:934–939.

120. Lukiw WJ, Cui JG, Marcheselli VL, Bodker M, Botkjaer A,
Gotlinger K, Serhan CN, Bazan NG. A role for docosahex-
aenoic acid-derived neuroprotectin D1 in neural cell survival and
Alzheimer disease. J. Clin. Invest. 2005;115:2774–2783.

121. Marcheselli VL, Hong S, Lukiw WJ, Tian XH, Gronet K, Musto
A, Hardy M, Gimenez JM, Chiang N, Serhan CN, Bazan NG.
Novel docosanoids inhibit brain ischemia-reperfusion-mediated
leukocyte infiltration and pro-inflammatory gene expression. J.
Biol. Chem. 2003;278:43807–43817.

122. Nordoy A, Bonaa KH, Sandset PM, Hansen JB, Nilsen H. Effect
of omega-3 fatty acids and simvastatin on hemostatic risk factors
and postprandial hyperlipemia in patients with combined hyper-
lipemia. Arterioscler. Thromb. Vasc. Biol. 2000;20:259–265.

123. Lopez-Coviella I, Berse B, Krauss R, Thies RS, Blusztajn
JK. Induction and maintenance of the neuronal cholinergic
phenotype in the central nervous system by BMP-9. Science
2000;289:313–316.

124. Bayorh MA, Ganafa AA, Eatman D, Walton M, Feuerstein
GZ. Simvastatin and losartan enhance nitric oxide and reduce
oxidative stress in salt-induced hypertension. Am. J. Hypertens.
2005;18:1496–1502.

125. Hoffman M. A new role for gases: neurotransmission. Science
1991;252:1788.

126. Armour KE, Armour KJ, Gallagher ME, Godecke A, Helfrich
MH, Reid DM, Ralston SH. Defective bone formation and
anabolic response to exogenous estrogen in mice with targeted
disruption of endothelial nitric oxide synthase. Endocrinology
2001;142:760–766.

127. Das UN. Nitric oxide as the mediator of the antiosteoporotic
actions of estrogen, statins, and essential fatty acids. Exp. Biol.
Med. 2002;227:88–93.

128. Rhoads GG, Gulbrandsen CL, Kagan A. Serum lipoproteins and
coronary heart disease in a population study of Hawaii Japanese
men. N. Engl. J. Med. 1976;294:293–298.

129. Ikewaki K, Rader DJ, Sakamoto T, Nishiwaki M, Wakimoto N,
Schaefer JR, Ishikawa T, Fairwell T, Zech LA, Nakamura H,
Nagano M, Brewer HB. Delayed catabolism of high density
lipoprotein apolipoprotein A-I and A-II in human cholesteryl
ester transfer protein deficiency. J. Clin. Invest. 1993;92:1650–
1658.

130. Barter PJ, Brewer HB Jr, Chapman MJ, Hennekens CH, Rader
DJ, Tall AR. Cholesteryl ester transfer protein: a novel target for
raising HDL and inhibiting atherosclerosis. Arterioscler. Thromb.
Vasc. Biol. 2003;23:160–167.

131. Inazu I, Koizumi J, Mabuchi H. Cholesteryl ester transfer protein
and atherosclerosis. Curr. Opin. Lipidol. 2000;11:389–396.

132. Watts GF. The yin and yang of cholesteryl ester transfer protein
and atherosclerosis. Clin. Sci. 2002;103:595–597.

133. Jansen S, Lopez-Miranda J, Castro P, Lopez-Segura F, Marin
C, Ordovas JM, Paz E, Jimenez-Pereperez J, Fuentes F, Perez-

Jimenez F. Low-fat and high-monounsaturated fatty acid di-
ets decrease plasma cholesterol ester transfer protein concentra-
tions in young, healthy, normolipemic men. Am. J. Clin. Nutr.
2000;72:36–41.

134. Hirano R, Igarashi O, Kondo K, Itakura H, Matsumoto A. Reg-
ulation by long-chain fatty acids of the expression of cholesteryl
ester transfer protein in HepG2 cells. Lipids 2001;36:401–406.

135. Smaoui M, Hammami S, Attia N, Chaaba R, Abid N, Kilani N,
Kchaou H, Mahjoub S, Abid M, Hammami M. Modulation of
plasma cholesteryl ester transfer protein activity by unsaturated
fatty acids in Tunisian type 2 diabetic women. Nutr. Metab.
Cardiovasc. Dis. 2006;16:44–53.

136. Boekholdt SM, Kuivenhoven JA, Wareham NJ, Peters RJ,
Jukema JW, Luben R, Bingham SA, Day NE, Kastelein JJ, Khaw
KT. Plasma levels of cholesteryl ester transfer protein and the
risk of future coronary artery disease in apparently healthy men
and women: the prospective EPIC (European Prospective In-
vestigation into Cancer and nutrition)-Norfolk population study.
Circulation 2004;110:1418–1423.

137. Kastelein JJP, van Leuven AI, Burgess L, Evans GW, Kuiven-
hoven JA, Barter PJ, Revkin JH, Grobbee DE, Riley WA, Shear
CL, Duggan WT, Bots ML, for the RADIANCE 1 Investiga-
tors. Effect of torcetrapib on carotid atherosclerosis in familial
hypercholesterolemia. N. Engl. J. Med. 2007;356:1620–1630.

138. Nissen SE, Tardif JC, Nicholls SJ, Revkin JH, Shear CL,
Duggan WT, Ruzyllo W, Bachinsky WB, Lasala GP, Tuzcu
EM, for the ILLUSTRATE Investigators. N. Engl. J. Med.
2007;356:1304–1316.

139. Prichard BNC, Smith CCT, Ling KLE, Betteridge DJ. Fish oils
and cardiovascular disease. Br. Med. J. 1995;310:819–820.

140. Kagawa Y, Nishizawa M, Suzuki M, et al. Eicosapolyenoic acids
of serum lipids of Japanese islanders with low incidence of car-
diovascular diseases. J. Nutr. Sci. Vitaminol. 1982;28:441–453.

141. Kromhout D, Bosschieter EB, de Lezenne Coulander C. The
inverse relation between fish consumption and 20-year mortality
from coronary heart disease. N. Engl. J. Med. 1985;312:1205–
1209.

142. Erkkila AT, Lehto S, Pyorala K, Uusitupa MI. n-3 fatty acids and
5-y risks of death and cardiovascular disease events in patients
with coronary artery disease. Am. J. Clin. Nutr. 2003;78:65–71.

143. He K, Song Y, Daviglus ML, Liu K, Van Horn L, Dyer AR,
Greenland P. Accumulated evidence on fish consumption and
coronary heart disease mortality: a meta-analysis of cohort stud-
ies. Circulation 2004;109:2705–2711.

144. Dyerberg J, Eskesen DC, Andersen PW, Astrup A, Buermann B,
Christensen JH, Clausen P, Rasmussen BF, Schmidt EB, Thol-
strup T, et al. Effects of trans- and n-3 unsaturated fatty acids on
cardiovascular risk markers in healthy males: an 8 weeks dietary
intervention study. Eur. J. Clin. Nutr. 2004;58:1062–1070.

145. Hu FB, Bronner LL, Willett WC, Stampfer MJ, Rexrode KM,
Albert CM, Hunter D, Manson JE. Fish and omega-3 fatty acid
intake and risk of coronary heart disease in women. JAMA
2002;287:1815–1821.

146. Daviglus ML, Stamler J, Orencia AJ, Dyer AR, Liu K, Greenland
P, Walsh MK, Morris D, Shekelle RB. Fish consumption and
the 30-year risk of fatal myocardial infarction. N. Engl. J. Med.
1997;336:1046–1053.

147. Bucher HC, Hengstler P, Schindler C, Meier G. N-3 polyunsat-
urated fatty acids in coronary heart disease: a meta-analysis of
randomized controlled trials. Am. J. Med. 2002;112:298–304.

148. Psota TL, Gebauer SK, Kris-Etherton P, Dietary omega-3 fatty
acid intake and cardiovascular risk. Am. J. Cardiol. 2006;
98(suppl):3i–18i.

16 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Essential Fatty Acids, Physiology and Clinical Significance of

149. Das UN. Beneficial effect(s) of n-3 fatty acids in cardiovascular
diseases: but, why and how? Prostaglandins Leukot. Essen. Fatty
Acids 2000;63:351–362.

150. Das UN. Beneficial actions of polyunsaturated fatty acids in
cardiovascular diseases: but, how and why? Current Nutr. Food
Sci. In press.

151. GISSI Prevenzione Investigators. Dietary supplementation with
n-3 polyunsaturated fatty acids and vitamin E after myocar-
dial infarction: results of the GISSI-Prevenzione trial. Lancet
1999;354:447–455.

152. Yoko yama M, Origasa H, Matsuzaki M, et al. Effects of eicos-
apentaenoic acid (EPA) on major coronary events in hyperc-
holesterolemic patients (JELIS): a randomized open-label blinded
endpoint analysis. Lancet 2007;369:1090–1098.

153. Leaf A, Weber PC. Cardiovascular effects of n-3 fatty acids. N.
Engl. J. Med. 1988;322:697–698.

154. Kristensen SD, Schmidt EB, Dyerberg J. Dietary supplemen-
tation with n-3 polyunsaturated fatty acids and human platelet
function: a review with particular emphasis on implications for
cardiovascular disease. J. Intern. Med. 1989;225(suppl):141–150.

155. Scheurlen M, Kirchner M, Clemens MR, Jaschonek K. Fish
oil preparations rich in docosahexaenoic acid modify platelet
responsiveness to prostaglandin-endoperoxide/thromboxane A2
receptor agonists. Biochem. Pharmacol. 1993;46:245–249.

156. Dusing R, Struck A, Gobel BO, Weisser B, Vetter H. Effects
of n-3 fatty acids on renal function and renal prostaglandin E
metabolism. Kidney Int. 1990;38:315–319.

157. Barcelli UO, Weiss M, Beach D, Motz A, Thompson B. High
linoleic acid diets ameliorate diabetic nephropathy in rats. Am.
J. Kidney Dis. 1990;16:244–251.

158. Singer P, Berger I, Moritz V, Forster D, Taube C. N-6 and N-3
PUFA in liver lipids, thromboxane formation and blood pressure
from SHR during diets supplemented with evening primrose,
sunflower seed or fish oil. Prostaglandins Leukot Essen Fatty
Acids 1990;39:207-211.

159. Vaskonen T, Laakso J, Mervaala E, Sievi E, Karppanen H. In-
terrelationships between salt and fish oil in stroke-prone sponta-
neously hypertensive rat. Blood Press 1996;5:178–189.

160. Grande JP, Walker HJ, Holub BJ, Warner GM, Keller DM,
Haugen JD, Donadio JV Jr, Dousa TP. Suppressive effects of fish
oil on mesangial cell proliferation in vitro and in vivo. Kidney
Int. 2000;57:1027–1040.

161. Donadio JV, Grande JP. The role of fish oil/omega-3 fatty
acids in the treatment of IgA nephropathy. Semin Nephrol
2004;24:225-243.

162. Homan van der Heide JJ, Bilo HJ, Tegzess AM, Donker AJ. The
effects of dietary supplementation with fish oil on renal function
in cyclosporine-treated renal transplant recipients. Transplanta-
tion 1990;49:523–527.

163. Clark WF, Parbtani A, Philbrick DJ, Holub BJ, Huff MW.
Chronic effects of omega-3 fatty acids (fish oil) in a rat 5/6
renal ablation model. J. Am. Soc. Nephrol. 1991;1:1343–1353.

164. Ingram AJ, Parbtani A, Clark WF, Spanner E, Huff MW,
Philbrick DJ, Holub BJ. Effects of flaxseed and flax oil di-
ets in a rat-5/6 renal ablation model. Am. J. Kidney Dis.
1995;25:320–329.

165. Duffield JS, Hong S, Vaidya VS, Lu Y, Fredman G, Serhan CN,
Bonventre JV. Resolvin D series and protectin D1 mitigate acute
kidney injury. J. Immunol. 2006;177:5902–5911.

166. Wiemer G, Fink E, Linz W, Hropot M, Scholkens BE, Wohlfart
P. Furosemide enhances the release of endothelial kinins, nitric
oxide and prostacyclin. J. Pharmacol. Exp. Ther. 1994;271:1611–
1615.

167. Harris RC, Zhang MZ, Cheng HF. Cyclooxygenase-2 and the
renal renin-angiotensin system. Acta Physiol. Scand. 2004;181:
543–547.

168. Christensen JH, Gustenhoff P, Korup E, Aaroe J, Toft E, Moller
JM, Rasmussen K, Dyerberg J, Schmidt EB. n-3 polyunsaturated
fatty acids, heart rate variability and ventricular arrhythmias in
post-AMI-patients. A clinical controlled trial. Ugeskr Laeger.
1997;159:5525–5529.

169. Christensen JH, Christensen MS, Dyerberg J, Schmidt EB. Heart
rate variability and fatty acid content of blood cell membranes:
a dose-response study with n-3 fatty acids. Am. J. Clin. Nutr.
1999;70:331–337.

170. Minami M, Kimura S, Endo T, Hamaue N, Hirafuji M, To-
gashi H, Yoshioka M, Saito H, Watanabe S, Kobayashi T,
Okuyama H. Dietary docosahexaenoic acid increases cerebral
acetylcholine levels and improves passive avoidance perfor-
mance in stroke-prone spontaneously hypertensive rats. Pharma-
col. Biochem. Behav. 1997;58:1123–1129.

171. Borovikova LV, Ivanova S, Zhang M, Yang H, Botchkina GI,
Watkins LR, Wang H, Abumrad N, Eaton JW, Tracey KJ. Vagus
nerve stimulation attenuates the systemic inflammatory response
to endotoxin. Nature 2000;405:458–462.

172. Borovikova LV, Ivanova S, Nardi D, Zhang M, Yang H,
Ombrellino M, Tracey KJ. Role of vagus nerve signaling in
CNI-1493-mediated suppression of acute inflammation. Auton..
Neurosci. 2000;85:141–147.

173. Bernik TR, Friedman SG, Ochani M, DiRaimo R, Ulloa L, Yang
H, Sudan S, Czura CJ, Ivanova SM, Tracey CJ. Pharmacological
stimulation of the cholinergic antiinflammatory pathway. J. Exp.
Med. 2002;195:781–788.

174. 174. Wang H, Yu M, Ochani M, Amella CA, Tanovic M, Susaria
S, Li JH, Wang H, Yang H, Ulloa L, Al-Abed Y, Czura CJ,
Tracey KJ. Nicotinic acetylcholine receptor alpha7 subunit is an
essential regulator of inflammation. Nature 2003;421:384–388.

175. Das UN. Alcohol consumption and risk of dementia. Lancet
2002;360:490.

176. Das UN. Free radicals, cytokines and nitric oxide in car-
diac failure and myocardial infarction. Mol. Cell Biochem.
2000;215:145–152.

177. Arita M, Yoshida M, Hong S, Tjonahen E, Glickman JN, Peta-
sis NA, Blumberg RS, Serhan CN. Resolvin E1, an endogenous
lipid mediator derived from omega-3 eicosapentaenoic acid, pro-
tects against 2,4,6-trinitrobenzene sulfonic acid-induced colitis.
Proc.Natl.Acad.Sci.U.S.A. 2005;102:7671–676.

178. Serhan CN, Hong S, Gronert K, Colgan SP, Devchand PR, Mir-
ick G, Moussignac R-L. Resolvins: A family of bioactive prod-
ucts of omega-3 fatty acid transformation circuits initiated by as-
pirin treatment that counter proinflammation signals. J.Exp.Med.
2002;196:1025–037.

179. Kapoor R, Huang YS. Gamma linolenic acid: an antiinflamma-
tory omega-6 fatty acid. Curr. Pharm. Biotechnol. 2006;7:531–
534.

180. Iversen L, Fogh K, Bojesen G, Kragballe K. Linoleic acid and di-
homogammalinolenic acid inhibit leukotriene B4 formation and
stimulate the formation of their 15-lipoxygenase products by
human neutrophils in vitro. Evidence of formation of antiinflam-
matory compounds. Agents Actions 1991;33:286–291.

181. Kambe T, Murakami M, Kudo I. Polyunsaturated fatty acids
potentiate interleukin-1-stimulated arachidonic acid release by
cells overexpressing type IIA secretory phospholipase A2. FEBS
Lett. 1999;453:81–84.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 17



Essential Fatty Acids, Physiology and Clinical Significance of

182. Gilroy DW, Newson J, Sawmynaden P, Willoughby DA, Croxtall
JD. A novel role for phospholipase A2 isoforms in the checkpoint
control of acute inflammation. FASEB J. 2004;18:489–498.

183. Das UN. A defect in the activity of ∆6 and ∆5 desaturases may
be a factor in the initiation and progression of atherosclerosis.
Prostaglandins Leukot. Essen. Fatty Acids. In press.

184. Bernal- Mizrachi C, Gates AC, Weng S, Imamura T, Knutsen RH,
DeSantis P, Coleman T, Townsend RR, Muglia LJ, Semenkovich
CF. Vascular respiratory uncoupling increases blood pressure and
atherosclerosis. Nature 2006;435:502–506.

185. Smith EB. The effects of age and of early atheromata on the
intimal lipids in men. Biochem. J. 1962;84:49.

186. Smith EB. Lipids carried by S10–12 lipoprotein in normal and
hypercholestero-laemic serum. Lancet 1962;2:530–534.

187. Klein PD, Johnson RM. Phosphorous metabolism in unsaturated
fatty acid-deficient rats. J. Biol. Chem. 1954;211:103–110.

188. Hayashida T, Portman OW. Swelling of liver mitochondria from
rats fed diets deficient in essential fatty acids. Proc. Soc. Exp.
Biol. Med. 1960;103:656–659.

189. Cornwell DG, Panganamala RV. Atherosclerosis an intracellular
deficiency in essential fatty acids. Prog. Lipid Res. 1981;20:365–
376.

190. Peyron- Caso E, Taverna M, Guerre-Millo M, Veronese A, Pacher
N, Slama G, Rizkalla SW. Dietary (n-3) polyunsaturated fatty
acids up-regulate plasma leptin in insulin-resistant rats. J. Nutr.
2002;132:2235–2240.

191. Reseland JE, Haugen F, Hollung K, Solvoll K, Halvorsen B,
Brude IR, Nenseter MS, Christiansen EN, Drevon CA. Reduction
of leptin gene expression by dietary polyunsaturated fatty acids.
J. Lipid Res. 2001;42:743–750.

192. Flachs P, Mohamed-Ali V, Horakova O, Rossmeisl M, Hossein-
zadeh-Attar MJ, Hensler M, Ruzickova J, Kopecky J. Polyun-
saturated fatty acids of marine origin induce adiponectin in mice
fed a high-fat diet. Diabetologia 2006;49:394–397.

193. Borkman M, Storlien LH, Pan DA, Jenkins AB, Chisholm DJ,
Campbell LV. The relation between insulin sensitivity and the
fatty-acid composition of skeletal-muscle phospholipids. N. Engl.
J. Med. 1993;328:238–244.

194. Bruning JC, Gautam D, Burks DJ, Gillette J, Schubert M, Orban
PC, Klein R, Krone W, Muller- Wieland D, Kahn CR. Role of
brain insulin receptor in control of body weight and reproduction.
Science 2000;289:2122–2125.

195. Hajnal A, Pothos EN, Lenard L, Hoebel BG. Effects of feeding
and insulin on extracellular acetylcholine in the amygdala of
freely moving rats. Brain Res. 1998;785:41–48.

196. Wang G-J, Volkow ND, Logan J, Pappas NR, Wong CT, Zhu
W, Netusil N, Fowler JS. Brain dopamine and obesity. Lancet
2001;357:354–357.

197. Futerman AH, Banker GA. The economics of neurite outgrowth:
the addition of new membrane to growing axons. Trends Neu-
rosci. 1996;19:144–149.

198. Negre- Aminou P, Nemenoff RA, Wood MR, de la Hous-
saye BA, Pfenninger KH. Characterization of phospholipase
A2 activity enriched in the nerve growth cone. J. Neurochem.
1996;67:2599–2608.

199. Hornfelt M, Ekstrom PA, Edstrom A. Involvement of axonal
phospholipase A2 activity in the outgrowth of adult mouse
sensory axons in vitro. Neuroscience 1999;91:1539–1547.

200. Kelly RB. Deconstructing membrane traffic. Trends Cell Biol.
1999;9:M29–M33.

201. Darios F, Davletov B. Omega-3 and omega-6 fatty acids stim-
ulate cell membrane expansion by acting on syntaxin 3. Nature
2006;440:813–817.

202. Rickman C, Davletov B. Arachidonic acid allows SNARE
complex formation in the presence of Munc18. Chem. Biol.
2005;12:545–553.

203. Kitajka K, Sinclair AJ, Weisinger RS, Weisinger HS, Mathai
M, Jayasooriya AP, Halver JE, Puskas LG. Effects of dietary
omega-3 polyunsaturated fatty acids on brain gene expression.
Proc. Natl. Acad. Sci. U.S.A. 2004;101:10931–10936.

204. Kitajka K, Puskas LG, Zvara A, Hackler L, Barcelo-Coblijn G,
Yeo YK, Farkas T. The role of n-3 polyunsaturated fatty acids
in brain: Modulation of rat brain gene expression by dietary n-3
fatty acids. Proc. Natl. Acad. Sci U.S.A. 2002;99:2619–2624.

205. Barcelo- Coblijn G, Hogyes E, Kitajka LG, Zvara A, Hackler L
Jr, Nyakas C, Penke Z, Farkas T. Modification by docosahex-
aenoic acid of age-induced alterations in gene expression and
molecular composition of rat brain phospholipids. Proc. Natl.
Acad. Sci. U.S.A. 2003;100:11321–11326.

206. Das UN. Pathophysiology of metabolic syndrome X and its links
to the perinatal period. Nutrition 2005;a 21:762-773.

207. Das UN. Can perinatal supplementation of long-chain polyunsat-
urated fatty acids prevents schizophrenia in adult life? Med. Sci.
Monit. 2004;10:HY33–HY37.

208. Das UN. Can perinatal supplementation of long-chain polyunsat-
urated fatty acids prevent atopy, bronchial asthma and other in-
flammatory conditions? Med. Sci. Monit. 2006;12:RA99–RA111.

209. Beydoun MA, Kaufman JS, Satia JA, Rosamond W, Folsom AR.
Plasma n–3 fatty acids and the risk of cognitive decline in older
adults: the Atherosclerosis Risk in Communities Study. Am. J.
Clin. Nutr. 2007;87:1103–1111.

210. van Gelder BM, Tijhuis M, Kalmijn S, Kromhout D. Fish
consumption, n–3 fatty acids, and subsequent 5-y cognitive
decline in elderly men: the Zutphen Elderly Study. Am. J. Clin.
Nutr. 2007;87:1142–1147.

211. Connor WE, Connor SL. The importance of fish and do-
cosahexaenoic acid in Alzheimer disease. Am. J. Clin. Nutr.
2007;87:929–930.

212. Lim GP, Calon F, Morihara T, Yang F, Teter B, Ubeda O, Salem
N Jr, Frautschy SA, Cole GM. A diet enriched with the omega-3
fatty acid docosahexaenoic acid reduces amyloid burden in an
aged Alzheimer mouse model. J. Neurosci. 2005;25:3032–3040.

213. Hashimoto M, Hossain S, Shimada T, Shido O. Docosahex-
aenoic acid-induced protective effect against impaired learn-
ing in amyloid beta-infused rats is associated with increased
synaptosomal membrane fluidity. Clin. Exp. Pharmacol. Physiol.
2006;33:934–939.

214. Lukiw WJ, Cui JG, Marcheselli VL, Bodker M, Botkjaer A,
Gotlinger K, Serhan CN, Bazan NG. A role for docosahex-
aenoic acid-derived neuroprotectin D1 in neural cell survival and
Alzheimer disease. J. Clin. Invest. 2005;115:2774–2783.

215. Cai D, Netzer WJ, Zhong M, Lin Y, Du G, Frohman M, Foster
DA, Sisodia SS, Xu H, Gorelick FS, Greengard P. Presenilin-1
uses phospholipase D1 as a negative regulator of beta-amyloid
formation. Proc. Natl. Acad. Sci. U.S.A. 2006;103:1941–1946.

216. Kim SY, Ahn BH, Min KJ, Lee YH, Joe EH, Min DS. Phos-
pholipase D isozymes mediate epigallocatechin gallate-induced
cyclooxygenase-2 expression in astrocyte cells. J. Biol. Chem.
2004;279:38125–38133.

217. Kihara T, Shimohama S. Alzheimer’s disease and acetylcholine
receptors. Acta Neurobiol. Exp. 2004;64:99–105.

218. Ieraci A, Herrera DG. Nicotinamide protects against ethanol-
induced apoptotic neurodegeneration in the developing mouse
brain. PLoS Med. 2006;3:101.

219. Chong ZZ, Lin SH, Maise K. NAD + precursor nicotinamide
governs neuronal survival during oxidative stress through protein

18 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Essential Fatty Acids, Physiology and Clinical Significance of

kinase B coupled to FOXO3a and mitochondrial membrane
potential. J. Cereb. Blood Flow Metab. 2004;24:728–743.

220. Das UN. Fetal alcohol syndrome and essential fatty acids PLoS
Med. 2006;3:e247.

221. Appleton KM, Hayward RC, Gunnell G, Peters TJ, Rogers PJ,
Kessler D, Ness AR. Effects of n–3 long-chain polyunsaturated
fatty acids on depressed mood: systematic review of published
trials. Am. J. Clin. Nutr. 2006;84:1308–1316.

222. Das UN. Is depression a low-grade systemic inflammatory con-
dition? Am. J. Clin. Nutr. In press.

223. Colin A, Reggers J, Castronovo V, Anssean M. Lipids, depres-
sion, and suicide. Encephale 2003;29:49–58.

224. Su KP, Huang SY, Chiu CC, Shen WW. Omega-3 fatty
acids in major depressive disorder: A preliminary double-blind,
placebo-controlled trial. Eur Neuropscychopharmacol 2003;13:
267–271.

225. Ranjekar PK, Hinge A, Hegde MV, Ghate M, Kale A, Sitasawad
S, et al. Decreased antioxidant enzymes and membrane essential
polyunsaturated fatty acids in schizophrenia and bipolar mood
disorder patients. Psychiatry Res. 2003;121:109–122.

226. Parker G, Gibson NA, Brotchie H, Heruc G, Rees AM, Hadzi-
Pavlovic D. Omega-3 fatty acids and mood disorders. Am. J.
Psychiatry 2006;163:969–978.

227. De Vriese SR, Christophe AB, Maes M. In humans, the sea-
sonal variation in poly-unsaturated fatty acids is related to the
seasonal variation in violent suicide and serotonergic markers
of violent suicide. Prostaglandins Leukot. Essent. Fatty Acids
2004;71:13–18.

228. Arvindakshan M, Ghate M, Ranjekar PK, Evans DR, Mahadik
SP. Supplementation with a combination of omega-3 fatty acids
and antioxidants (vitamins E and C) improves the outcome of
schizophrenia. Schizophr. Res. 2003;62:195–204.

229. Das UN, Vaddadi KS. Essential fatty acids in Huntington’s
disease. Nutrition 2004;20:942–947.

230. Das UN, Rao KP. Effect of γ-linolenic acid and prostaglandins
E1 on gamma-radiation and chemical-induced genetic damage to
the bone marrow cells of mice. Prostaglandins Leukot. Essen.
Fatty Acids 2006;74:165–173.

231. Das UN. From bench to the clinic: γ-linolenic acid therapy
of human gliomas. Prostaglandins Leukot. Essen. Fatty Acids
2004;70:539–552.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 19



Advanced Article

Article Contents

• Biological Background

• Chemistry

• Chemical Tools and Techniques

• Atomic Force Microscopy (AFM)

• Future Directions

Chemistry of Lipid Domains
Richard M. Epand,, McMaster University Health Sciences Centre,, Hamilton,

Ontario,, Canada

doi: 10.1002/9780470048672.wecb283

Biological membranes are composed largely of proteins and lipids. A wide
range of molecular structures exists among these molecules. It is therefore
not surprising that biological membranes are not uniform but rather cluster
certain molecules in specific regions or domains. This behavior can be
mimicked in model systems comprising a limited number of components
to study in more detail the molecular nature of this domain formation. Two
types of domains exist that have been more extensively studied. One is a
membrane domain enriched in polyanionic lipids, such as
phosphatidylinositol diphosphate. Such domains are formed by the
presence of proteins with segments containing several cationic amino acid
residues. Such proteins have been termed ‘‘pipmodulins.’’ Another kind of
domain is formed as a consequence of the nonuniform distribution of
cholesterol in the membrane. Caveolae represent one type of
cholesterol-rich domain that is well characterized. Other cholesterol-rich
domains are termed ‘‘rafts.’’ Characterization of rafts in model membranes
is well documented, but the nature of cholesterol-rich domains in
biological membranes remains a subject of controversy. Several imaging
and fluorescence methods are being employed to further characterize the
size and lifetime of small raft domains in biological membranes.

There is much current interest in understanding the properties
of domains in biological membranes. It is well established that
these membranes are not homogeneous with uniform composi-
tion and properties throughout. However, a continual gradation
exists between transient, nonuniform clustering of a small num-
ber of molecules and the formation of a large or more stable
cluster. The former might be better described as the nonideal
mixing of components, whereas the latter is more appropriate to
be called a domain. No quantitative criteria exist to differentiate
between these two extents of nonideal mixing. In this article, we
will discuss the possible biological roles of membrane domains,
the nature of the domains that exist in biological membranes,
and the driving force for their formation. In addition, we will
discuss some methods for studying membrane domains and how
these methods have contributed to our current state of knowl-
edge of this phenomenon.

Biological Background

To begin with, biological membranes are not uniform with re-
spect to membrane sidedness. Both the protein and the lipid
composition of these membranes exhibit transbilayer asymme-
try. In addition, in polarized mammalian cells, a segregation

of both protein and lipid molecules exists between the api-
cal and basolateral surfaces (1–4). Both transbilayer asymmetry
and segregation in polarized cells occur over a long time pe-
riod with slow exchange between domains. In addition, smaller,
more transient domains are present along the plane of the mem-
brane. The roles of these transient lateral domains are likely to
be the clustering of molecules in the small volume of a mem-
brane domain to allow for their efficient interaction, which may
be particularly important for signal transduction processes in
which a series of chemical reactions can lead to amplification
of a signal. In addition, the nonuniform distribution of lipid
components will result in the physical properties of the mem-
brane varying between a domain and the bulk of the membrane,
which, in turn, will modulate the activity of membrane proteins.

Chemistry

We will discuss the chemical composition, size, and lifetime
of domains in biological and model membranes. This area is
currently under very active investigation, and we are likely to
see further developments in the future. We will focus partic-
ularly on two types of membrane domains for which there
is more evidence for their existence in biological membranes
and more characterization of their properties. We can classify
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these domains as either cholesterol-rich domains or anionic lipid
clusters.

Cholesterol-Rich Domains
Cholesterol is a major lipid component of mammalian cell
plasma membranes, accounting for approximately 35% of the
total lipid of the membrane. Cholesterol has a chemical structure
that is very different from the major polar lipid constituents,
which is a consequence of the fused ring system of cholesterol
that gives this lipid less conformational flexibility than the
straight chains of the polar lipids. It is thus not surprising that
cholesterol does not mix well in membranes and that cholesterol
segregates as crystals at around 50–60 mol% in bilayers of
several lipids and at a much lower mol fraction of cholesterol
in bilayers comprising lipids with unsaturated acyl chains (5).

The lateral distribution of molecules in a membrane will be
the result of differences in the interaction energies between dif-
ferent groups of molecules. As the chemical structure of choles-
terol is very different from that of polar lipids, differences will
likely exist in the stability of complexes of peptides or proteins
with cholesterol versus those with phospholipids. This property
will result in cholesterol being distributed nonuniformly in the
membrane at thermodynamic equilibrium. In addition, choles-
terol will have different extents of interaction with saturated
versus unsaturated polar lipids, a well-studied example of which
in model liposomes is the fluid–fluid immiscibility resulting in
the formation of domains in mixtures of dioleoylphosphatidyl-
choline (DOPC), sphingomyelin, and cholesterol. In these mix-
tures, a saturated acyl chain of sphingomyelin has more favor-
able interactions with cholesterol than do the unsaturated oleoyl
chains. If a phosphatidylcholine with saturated acyl chains, di-
palmitoylphosphatidylcholine (DPPC), replaces palmitoyl sph-
ingomyelin (PSM) in mixtures with DOPC and cholesterol, the
two phase diagrams are essentially identical (6). The size of
the domains formed in such a lipid mixture is of the order of
microns in diameter (7, 8). One domain is highly enriched in
sphingomyelin, whereas the other contains phosphatidylcholine
as the major phospholipid. As indicated above, the cholesterol
partitions preferentially into the more ordered sphingomyelin
domain, although the segregation of cholesterol between the
domains is only partial (9). Interestingly, substituting DOPC
with 1-palmitoyl-2-oleoyl phosphatidylcholine (POPC) in these
ternary lipid mixtures with cholesterol results in a large dif-
ference between the phase diagrams of POPC/cholesterol/PSM
and POPC/cholesterol/DPPC with no miscibility transition ob-
served with the latter mixture (6). In addition to differing in
chemical composition, the two immiscible domains have dif-
ferent physical properties. The more ordered domain is the one
enriched in sphingomyelin. This phase is still a fluid phase,
but it has increased order and has been termed a liquid-ordered
phase. Specific properties of the liquid-ordered phase place it
between a liquid-disordered phase and an ordered phase. The
rate of lateral diffusion of the lipid in the liquid-ordered phase
is similar to that in a liquid-disordered phase, making it a liquid
phase. In contrast, the acyl chain order parameters are closer
to that of an ordered or solid phase, which is a consequence
of the neighboring cholesterol inhibiting trans to gauche iso-
merization of the carbon–carbon single bonds. The coexistence

of a liquid-ordered and liquid-disordered domain in a mixture
of phospholipids and cholesterol will depend on the chemi-
cal nature of the phospholipids, the relative proportion of each
of the lipid components, and the temperature. The phase dia-
gram of several three-component systems (two phospholipids
and cholesterol) in excess water as a function of temperature
has been determined.

Although the characterization of membrane domains that de-
pend on the presence of cholesterol have been well studied
and largely understood in model systems, the relevance of this
behavior to domains in biological membranes is controversial.
However, one type of cholesterol-rich domain exists in the
plasma membrane of certain mammalian cells for which there
is considerable evidence (10): the caveolae. Caveolae have a
lipid composition with an enrichment of cholesterol and sph-
ingomyelin (11) and would therefore be expected to form a
liquid-ordered domain that is segregated from the surround-
ing membrane in a liquid-disordered phase. Caveolae have a
distinctive morphological structure of a flask-shaped invagina-
tion of approximately 65 nm in diameter that can readily be
identified with electron microscopy. This characteristic shape
is a consequence of this domain containing a high content of
the membrane protein caveolin. Caveolae can be isolated after
breaking up the cell membrane, without the use of any deter-
gents (12). Caveolae domains are large, stable, and enriched
in cholesterol and sphingomyelin. Their lipid composition and
physical state are similar to what is expected for membrane
rafts, but the size and lifetime of rafts in biological membranes
are much less (13).

The term “raft” has been extensively used in the literature to
specify a particular kind of domain in a biological membrane,
but its use has often evaded a precise definition. We suggest that
a raft be defined as a non-caveolae, cholesterol-rich domain in
a biological membrane. As this domain is one with a phase
boundary separating it from its surroundings, it would be in a
liquid-ordered state. A raft domain would be similar to caveolae
except for the distinguishing morphology and presence of the
protein caveolin in the latter case. Such a raft domain could be
visualized by several imaging methods described below, or its
presence could be ascertained with spectroscopic methods. This
definition of the physical presence of a cholesterol-rich cluster
of molecules in a biological membrane is different from rafts
that are defined on the basis of detergent insolubility. The mem-
brane fraction that is insoluble in cold detergent and is in a low
density fraction upon ultracentrifugation has been suggested to
be similar to raft domains in biological membranes; but it is
an extrapolation that is increasingly questioned. This fraction
should be referred to as the low density, detergent-resistant frac-
tion and not necessarily representing a raft. Detergent resistance
is a phenomenological definition, whereas the term raft should
be restricted to a physical structure, a domain, in a membrane.

Several additional features of domains exist in biological
membranes that are not present in model systems. Two funda-
mental features of biological membranes that are not present in
model membranes are the presence of proteins and the transbi-
layer asymmetry. In particular, proteins are a major component
of plasma membranes, comprising approximately 50% of the
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weight of the material. They are also important for domain for-
mation, which is most clear in the case of caveolae, whose
presence in cells is closely tied to the expression of caveolin
(14). These structures can even be induced to form in cells nor-
mally lacking caveolae by inducing the expression of caveolin
(15), and caveolae are lost in mice lacking caveolin 1 and 3
(16, 17). However, this example is only one that is specific and
well-documented of a protein that affects domain formation.
In general, any protein that interacts more favorably with some
lipids than with others will result in domain formation. It would
be anticipated that, as a consequence of cholesterol increasing
the packing density of the membrane, many proteins would be
excluded from cholesterol-rich regions (18). The preferential
interaction of proteins with cholesterol-depleted domains will
result in cholesterol concentrating in a different region of the
membrane, resulting in the formation of cholesterol-rich do-
mains. An example of such behavior has been shown with an
amphipathic helical peptide (19).

Electrostatically Driven Domain
Formation

Another mechanism for domain formation is through the clus-
tering of anionic lipids by cations or by polycationic protein
segments. There has been particular interest in the role of pro-
teins with cationic clusters in causing the formation of domains
enriched in the polyanionic phospholipid phosphatidylinosi-
tol 4,5-bisphosphate (PIP2) (20). In particular, three proteins
have been identified that contain cationic clusters, sequester
PIP2, and are largely devoid of structure. These proteins are
the myristoylated alanine-rich C-kinase substrate (MARCKS),
growth-associated protein 43 (GAP43), and neuronal axonal
membrane protein (NAP-22 or CAP23 for the form found in
chicken) (21). These proteins have been termed “pipmodulins”
because of their ability to modulate the availability of free PIP2.
In the case of the MARCKS protein, the electrostatically driven
sequestering of PIP2 by the cationic cluster of residues in this
protein can be reversed by phosphorylation a Ser residues in
this cluster by protein kinase C (22). Another modulation of the
sequestering of PIP2 by MARCKS results from the competition
between Calcium-calmodulin and the anionic lipid surface for
the cluster of basic residues in MARCKS (23, 24).

There has been a suggestion that electrostatically driven for-
mation of PIP2 domains have a relationship to membrane rafts.
It is known that several proteins that sequester PIP2 locate in
raft domains (25, 26). In addition, the domain localization of
PIP2 is dependent on the presence of cholesterol (27–29). How-
ever, the conclusion that PIP2 is localized in raft domains of
biological membranes has been questioned (30). In the model
system of planar bilayers on a solid support of mica, we showed
that a Bodipy-labeled PIP2 partitioned into the liquid-disordered
domains (31), which was accomplished using a combination of
atomic force microscopy (AFM) and confocal fluorescence mi-
croscopy. However, it is known that fluorescence probes can
affect the partitioning of fluorescently labeled lipid molecules
between membrane domains (32). A more reliable localization

of unlabeled PIP2 using antibodies to the lipid component con-
firmed that the PIP2 located in the lower, liquid-disordered do-
mains as well as in the interfacial region between liquid-ordered
and liquid-disordered domains (31).

A few proteins exist that sequester PIP2 in a cholesterol-
dependent manner. One of these proteins is the N-terminal
myristoylated peptide of NAP-22 (33, 34). Combined confo-
cal microscopy and AFM show that this peptide forms new
cholesterol-rich domains within the liquid-disordered domain
to which it attracts PIP2 (31). In addition, a peptide segment
of caveolin promotes the formation of membrane domains con-
taining both cholesterol and PIP2 (35).

Chemical Tools and Techniques

There have been efforts to physically separate membrane do-
mains as well as to determine their properties using imaging,
spectroscopic, and calorimetric methods. Several of these meth-
ods have been recently reviewed (18). In this article, we will
focus on membrane fractionation and on imaging methods.

Fractionation

Cholesterol-rich domains of biological membranes have been
isolated on the basis of their insolubility in 1% Triton at 4◦ C
(36). This method has come into question because of the possi-
bility that the Triton itself causes rearrangement of membrane
components (37, 38). As indicated above, this fraction should
not be referred to as a raft. However, the cholesterol-rich domain
in the form of caveolae can be isolated without use of detergent
(39, 40), providing stronger evidence that this cholesterol-rich
domain exists in a biological membrane before extraction.

Fluorescence Methods

Fluorescence microscopy has been used extensively to study
the formation of membrane domains. It has been particularly
successful in determining the phase behavior of model mem-
branes in the form of giant unilamellar vesicles (41). One of
the limitations of imaging with light microscopy is that only
relatively larger domains can be visualized because the method
is limited by the wavelength of light. However, higher resolution
can be attained with a near-field scanning optical microscope
(NSOM) (42). In addition, recently, the method of stimulated
emission depletion has been applied to biological systems that
will allow imaging of smaller domains (43). Fluorescent-based
methods have also been used to measure the interaction between
molecules in small domains of nanometer, rather than micron,
size. Fluorescence quenching and fluorescence resonance energy
transfer methods have been used to demonstrate the presence of
small domains in both model as well as biological membranes
(44–46). However, application of these methods to biological
membranes has not led to definitive results (45). Recent mod-
eling studies have indicated that the lateral mobility of proteins
in membranes is sensitive to the protein dimensions, including
protein–lipid interactions (47). Measurements of the lateral dif-
fusion of proteins in the apical plasma membrane of epithelial
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cells using fluorescence recovery after photobleaching gives ev-
idence for the presence of at least two coexisting liquid phases
(2). Another method for the measurement of lateral diffusion
in membranes that holds promise for the future is fluorescence
correlation spectroscopy (48).

Atomic Force Microscopy (AFM)

AFM can readily be applied to bilayers deposited on a solid sup-
port. The method has the advantage that it can give nanometer
resolution and that it is sensitive to measurements of height. It
has been used for studying phase separation in lipid membranes
(49). One also has to consider possible interactions between
the solid support and the bilayer, particularly with regard to
measuring rates of lateral diffusion. One can also use AFM in
combination with fluorescence microscopy or with total inter-
nal reflection fluorescence (TIRF) microscopy to locate labeled
molecules in the membrane. However, one must be cautious
about the fluorescent probe affecting the domain localization
(32). It is also possible to use force measurements in AFM
to determine the extent of the electrical double layer (50) and
thereby examine the clustering of charged lipids in a bilayer.

Future Directions

Important questions still need to be resolved regarding the
nature of the interactions among membrane components that
can lead to fluid–fluid immiscibility. However, to extend these
model system studies to biological membranes, a deeper under-
standing of the role of proteins in determining domain formation
is required. This task is complicated because there are a large
variety of proteins in biological membranes and many motifs
by which they can interact with surrounding molecules. Do-
mains can be formed if the proteins interact preferentially with
certain membrane components, provided these interactions are
sufficiently strong to overcome the entropy of mixing. In addi-
tion, a more accurate and complete characterization of domains
in biological membranes is required and is an active area of
research. These domains are heterogeneous and, therefore, no
single description of their size, shape, lifetime, or transbilayer
properties exists. Each type of membrane domain will have to
be studied in its own right. This complex task will require the
coordinated effort of membrane biophysicists, cell biologists,
and others. It will likely lead to a better understanding of the
coordinated behavior of membrane proteins and the functioning
of certain domain-related biological processes such as signal
transduction and certain cases of endocytosis and viral fusion.
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Lipid metabolism encompasses a large part of intermediary metabolism
and includes highly dynamic processes, which are subject to regulation at
transcriptional and enzymatic levels. The maintenance of lipid metabolism
or lipid homeostasis is multilayered and includes biosynthesis and
degradation, the impact of external stimuli proceeding through signal
transduction, the function of lipid-responsive transcription factors, and lipid
trafficking. It also includes the production of bioactive lipids, which have
regulatory roles in different lipid metabolic pathways, effect specific
transcription factors, and influence a myriad of cellular processes. Lipid
metabolism is responsive to external supplies of fatty acids and other
precursors required for neutral lipid, glycerol phospholipid, and
sphingolipids synthesis. In some cell types, fatty acid composition within
membrane lipids must necessarily adapt to changes in temperature to
maintain appropriate fluidity essential for biologic activity. Finally, lipids are
diverse in both structure and abundance and differ among animals, plants,
fungi, and bacteria. This article will focus on the fatty acid metabolism and,
to some extent, its relationship to sterol metabolism, which underpins lipid
homeostasis. Readers are referred to other articles in this series (see
cross-references below), particularly on steroid and lipid synthesis,
chemistry and chemical reactivity of lipids, and lipidomics.

Lipid homeostasis is maintained through a complex network of
hormonal, neuronal, and environmental regulators. Inability to
modulate lipid metabolism to maintain homeostasis is a hall-
mark of many disease states, including metabolic syndrome,
obesity, diabetes, cardiovascular disease, and some cancers. To-
gether, these diseases are the leading causes of morbidity and
mortality in the United States and most other developed coun-
tries. It is hypothesized that high circulating levels of free fatty
acids, occurring as a result of various metabolic disturbances,
lead to excessive fatty acid internalization and the resultant
lipotoxicity of normal cells and tissues. Furthermore, free fatty
acids and activated fatty acids (fatty acyl-CoAs) are toxic to
cells because of their hydrophobic properties, which dissolve
membranes. These compounds interfere with enzyme function
and, when in excess, serve to increase both oxidation rates and
the synthesis of ceramide, which in turn leads to increases in
cell death by apoptosis. The correlation between chronically
increased plasma free fatty acids and triglycerides with the
development of obesity, insulin resistance, and cardiovascular
disease has led to the hypothesis that decreases in pancreatic

insulin production, cardiac failure, and cardiac hypertrophy are
from aberrant accumulation of lipids in these tissues (1).

Biologic Background

Lipids represent a diverse group of compounds, which are
readily soluble in organic solvents such as chloroform or toluene
and are essential for the structure and function of all living
cells. Lipids include oils, fatty acids, waxes, steroids (e.g.,
cholesterol and steroid hormones), and other related compounds.
Specific classes of lipids are the primary structural components
of membranes, provide sources of metabolic fuel, and function
as bioactive signaling molecules.

Classes of lipids

Fatty acids, the simplest class of lipids, are carboxylic acids
containing a long aliphatic tail generally consisting of an
even number of carbon atoms, which are either saturated or
unsaturated (Table 1). Natural fats and oils generally have
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Table 1 Chemical names and descriptions of common fatty acids

ω Carbon
Common name Nomenclature skeleton Systematic name

Saturated Fatty Acids
Butyric acid C4:0 n-Butanoic acid
Caproic acid C6:0 n-Hexanoic acid
Caprylic acid C8:0 n-Octanoic acid
Capric acid C10:0 n-Decanoic acid
Lauric acid C12:0 n-Dodecanoic acid
Myristic acid C14:0 n-Tetradecanoic acid
Palmitic acid C16:0 n-Hexadecanoic acid
Stearic acid C18:0 n-Octadecanoic acid
Arachidic acid C20:0 n-Eicosanoic acid
Behenic acid C22:0 n-Docosanoic acid
Lignoceric acid C24:0 n-Tetracosanoic acid
Monounsaturated Fatty Acids
Palmitoleic acid C16:1∆ 9 cis-9-Hexadecenoic acid
Oleic acid C18:1∆ 9 cis-9-Octadecenoic acid
Vaccenic acid C18:1∆ 11 cis-11-Octadecenoic acid
Gadoleic acid C20:1∆ 9 cis-9-Eicosenoic acid
Polyunsaturated Fatty Acids
Linoleic acid (LA) C18:2 ω6 C18:2∆ 9,12 cis- cis-9,12-Octa-decadienoic acid
α-Linolenic acid (LN) C18:3 ω3 C18:3∆ 9,12,15 cis-,cis-,cis-9,12,15-Octadecatrienoic acid
Highly Unsaturated Fatty Acids
Arachidonic acid (AA) C20:4 ω6 C20:4∆ 5,8,11,14 cis-,cis-,cis-,cis-5,8,11,14-Eicosatetraenoic acid
Eicosapentaenoic acid (EPA) C20:5 ω3 C20:5∆ 5,8,11,14,17 cis-,cis-,cis-,cis-,cis-5,8,11,14,17-Eicosapentaenoic acid
Docosahexaenoic acid (DHA) C22:6 ω3 C22:6∆ 4,7,10,13,16,19 cis-,cis-,cis-,cis-,cis-,cis-4,7,10,13,16,19-Docosahexaenoic acid

fatty acids with at least eight carbon atoms [e.g., caprylic
acid (C8:0, n-octanoic acid)]. Saturated fatty acids (SFA)
lack double bonds and, as a result, can form straight chains,
which can be tightly packed. Common SFAs include bu-
tyric (C4:0, n-Butanoic acid), lauric (C12:0, n-Dodecanoic
acid), myristic (C14:0, n-Tetradecanoic acid), palmitic (C16:0,
n-Hexadecanoic acid), stearic (C18:0, n-Octadecanoic acid),
and arachidic (C20:0, n-Eicosanoic acid). Monounsaturated
fatty acids (MUFAs) contain one double bond along the chain,
which generally occurs in a cis-configuration. Although some
monounsaturated fatty acids have a trans-configuration, most
found in nature are cis . This cis-configuration results in a
fatty acid, which when part of a phospholipid molecule func-
tions to increase membrane fluidity. Common MUFAs in-
clude palmitoleic acid (C16:1∆9, cis-9-Hexadecenoic acid) and
oleic acid (C18:1∆9, cis-9-Octadecenoic acid). Polyunsatu-
rated fatty acids (PUFAs) contain two or more double bonds,
each in a cis-configuration. These fatty acids include the es-
sential fatty acids in humans, linoleic acid (LA, C18:2 ω6;
cis-,cis-9,12-Octadecadienoic acid), and α-linolenic acid (LN,
C18:3 ω3; cis-,cis-,cis-9,12,15-Octadecatrienoic acid). Mam-
mals can synthesize both SFAs and MUFAs but lack the en-
zymes required to introduce a double bond at the ω3 or ω6
position. The ω3 or ω6 fatty acids LA and LN are the precursors
to the highly unsaturated fatty acids (HUFAs). The ω6 fatty acid
LA is the precursor to the HUFA arachidonic acid (AA, C20:4,
ω6; cis-,cis-,cis-,cis-5,8,11,14-Eicosatetraenoic acid), whereas
the ω3 fatty acid LN is the precursor to the HUFAs eicos-
apentaenoic acid (EPA, C20:5 ω3; cis-,cis-,cis-,cis-,cis-5,8,
11,14,17-Eicosapentaenoic acid) and docosahexaenoic acid

(DHA, C22:6 ω3; cis-,cis-,cis-, cis-,cis-,cis-4,7,10,13,16,19-
Docosahexaenoic acid). Essential fatty acids support the cardio-
vascular, reproductive, immune, and nervous systems, including
the production of prostaglandins, which regulate body functions
such as heart rate, blood pressure, blood clotting, fertility, and
conception, and they are essential in the inflammatory response.

Fatty acids C10:0 and longer have considerable detergent
properties and are not found free within cells. Most cells contain
small intracellular fatty acid-binding proteins (FABPs), which
are thought to function in part to buffer the detergent effects
of free fatty acids. In the commercial sense, soaps are the
water-soluble sodium or potassium salts of fatty acids, which
are made from fats and oils by treating them chemically with a
strong base such as NaOH or KOH.

Fatty acids can be esterified to glycerol to form diacylglyc-
erol, which can enter the phospholipid biosynthetic pathway
or, with the addition of a third fatty acid, can be converted into
triacylglycerol (TAG, triglyceride). TAGs represent the predom-
inant storage lipid but are also present in blood plasma and,
in association with cholesterol, are components of lipoprotein
particles.

Fatty acids are major components of phospholipids, sphin-
golipids, and cholesterol essters. Phospholipids with a glycerol
backbone are termed glycerophospholipids or phosphoglyc-
erides. The major classes of glycerophospholipids are phos-
phatidylcholine (PC), phosphatidylethanolamine (PE),
phosphatidylserine (PS), phosphatidylglycerol (PG), phosphati-
dylinositol (PI), and diphosphatidylglycerol (CL, cardiolipin).
Sphingolipids differ from the glycerophospholipids in that they
are derived from the aliphatic amino alcohol sphingosine. The
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sphingosine backbone can be O-linked to a charged head group
such as choline. Fatty acids are attached through an amide
linkage to sphingosine. Ceramides, sphingomyelins, and gly-
cosphingolipids, which differ in their head groups, are the
predominant forms of sphingolipids and function as structural
components of membranes and in signal transmission and cell
recognition. Finally, fatty acids are stored esterified to choles-
terol in lipoprotein particles. Cholesterol is the major sterol
found in plasma membranes and, in addition, provides essen-
tial functions in lipoprotein metabolism and lipid trafficking
and bile acid metabolism. Readers are directed to Vance and
Vance (2) and to the section entitled “Lipid Synthesis” in this
series regarding the details of phospholipid, sphingolipids, and
lipoprotein synthesis, including structures.

Fatty acid and fatty acid derivatives
function as signaling molecules

Some of the earliest indications that fatty acids and fatty acid
derivatives function as signaling molecules come from stud-
ies using the gram-negative bacterium Escherichia coli . The
long chain acyl-CoA (LC-CoA) formed as a consequence of
coupled transport-activation serves primarily as a substrate for
β-oxidation, although it can be incorporated into membrane
phospholipids. One particular feature of LC-CoA is that it func-
tions as a bioactive lipid that governs the DNA-binding proper-
ties of a specific transcription factor (FadR), which negatively
regulates genes required for fatty acid degradation and posi-
tively regulates key genes required for fatty acid biosynthesis.
Studies summarized by DiRusso and Black (3), which culmi-
nated in three crystal structures of FadR, alone in the presence
of DNA with the consensus-binding site and in the presence of
myristoyl-CoA, clearly defined the bioactive role of LC-CoA as
an important effector governing lipid metabolism in E. coli .

In mammalian systems, the HUFAs derived from LA and LN
yield an array of compounds with unique roles in a variety of
cellular metabolic and signaling events (see “Prostaglandins”
in this series). AA-and EPA-derived eicosanoids mediate
plieotropic responses including, for example, pain, vasoconstric-
tion, vasodilation, inflammation, and bronchoconstriction. Some
HUFA and eicosanoids are ligands for transcription factors,
particularly members of the peroxisomal proliferator activated
receptor family (PPAR) involved in fatty acid and triacylglyc-
eride metabolism and adipocyte differentiation. Certain classes
of highly unsaturated fatty acids also decrease the activity of
the Steroid Receptor Element-binding Protein (SREBP) fam-
ily members, which activate genes required for LDL uptake,
cholesterol, and fatty acid synthesis.

Dynamics of Fatty Acid
Homeostasis

Lipid homeostasis is maintained through the multilayered regu-
latory networks of lipid metabolism, transport, and signal trans-
duction. These processes are dynamic and respond to nutritional
and environmental cues, which includes interplay between fatty

acid synthesis, fatty acid degradation, and complex lipid and
cholesterol synthesis, which are influenced by numerous cellu-
lar processes. Metabolic output to maintain homeostasis must be
quickly adjusted to meet and adapt to the nutritional needs of the
cell. In the context of lipid metabolism, it includes well-defined
regulatory processes at both the enzyme and transcriptional lev-
els. Inability for a cell or organism to maintain lipid homeostasis
has been suggested to cause a number of diseases, including
obesity, diabetes, atherosclerosis, and some cancers.

Fatty acid synthesis

Mammalian fatty acid synthesis is a complex process being
partly governed by de novo pathways and also requiring es-
sential dietary contributions (Fig. 1a). Quantitatively, de novo
mammalian fatty acid synthesis produces primarily palmitate
(C16:0) and oleate (C18:1), which constitute the bulk of the
side chains of membrane lipids, storage TAGs, and sterol es-
ters. Short and medium chain fatty acids are synthesized in
lesser amounts but have some essential functions in cellu-
lar metabolism and growth. For example, myristate (C14:0) is
added to proteins in posttranslational modification reactions and
is often required for membrane association of proteins, many of
which are involved in complex signal transduction events. Very
long chain fatty acids (VLCFA; ≥C20) are essential components
of sphingolipids, glycosyl phosphoinositides, and the lubricating
waxes of skin and hair.

The essential dietary fatty acids include linolenic acid (LA,
C18:2 ω6) and alpha-linolenic acid (LN, C18:3 ω3). Mammals
are missing a fatty acid desaturase capable of introducing a dou-
ble bond between C9 and the methylene end of the fatty acid.
Hence, to synthesize essential HUFAs, LA and LN are both
required in the diet (Fig. 1b). LA is the precursor to arachi-
donic acid (AA, C20:4 ω6) and derivative eicosanoids, whereas
LN is the precursor to eicosapentaenoic acid (EPA, C20:5
ω3), docosahexaenoic acid (DHA,C22:6 ω3), and ω3-derived

(a)

(b)

C2 C16:0

C18:0

C18:2 ω6 C18:3 ω6 C20:3 ω6
AA

DHA

EPA

C20:4 ω6

C20:0 C26:0

Acac, Fasn

Elovl1 or 6

Scd1, 2

Elovl5 Elovl2

C18:1 C20:1 C26:1
Elovl5

Fads2 Elovl5 Fads1

C18:3 ω3

C22:6 ω3

C18:4 ω3 C20:4 ω3 C20:5 ω3
Fads2 Elovl5 Fads1

C24:6 ω3 C24:5 ω3 C22:5 ω3
Perox b-Ox Elovl5

Elovl5
Fads2
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Figure 1 Fatty acid synthesis in mammals. Gene encoding enzymes are
shown in italics and are based on current evidence for substrate
specificities. (A) De novo fatty acid synthesis. (B) Synthesis of the highly
unsaturated fatty acids AA, EPA, and DHA from C18:2 ω3 and C18:3 ω3
obtained from the diet. Details are found within the text.
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eicosanoids, sometimes called resolvins (4). EPA and DHA are
required in large quantities during embryonic and neonatal de-
velopment, particularly for the formation of neuronal tissues (5).
Some current evidence indicates the de novo synthetic pathway
for DHA and EPA may be too limited to meet the growth and de-
velopment requirements of infants and dietary supplementation
is recommended for nursing mothers and synthetic formulas.

Four enzyme families are required for fatty acid synthesis.
The first, acetyl-CoA carboxylase (Acac), synthesizes malonyl-
CoA from acetyl-CoA and CO2. Malonyl-CoA is the substrate
for two other protein families, the fatty acid synthases (Fasn)
and the fatty acid elongases (Elovl). The length of the acyl
chain is determined by the specificity of the terminal reaction
catalyzed by the thioesterase active site of Fasn. The mammalian
liver Fasn synthesizes primarily palmitate. The palmitate pro-
duced is the substrate for two additional enzyme families, the
∆9-fatty acid desaturases and fatty acid elongases. There are
at least three ∆9-fatty acid desaturase isozymes in mammals,
Scd1, Scd2, and Scd3, which differ in their tissue distribution
and activity (6). At least six members of the fatty acid elon-
gase family have been identified in mammals. Although poorly
defined at this time, current evidence suggests the Elos are con-
densing enzymes as opposed to a multienzyme complex, which
carry out the steps to condense and reduce each 2-carbon unit
added (7).

The HUFAs (AA, EPA, and DHA), required by mammals,
are synthesized by the microsomal elongases and ∆5 and ∆6
desaturases (8). The substrates for synthesis, LA and LN, are
obtained primarily from vegetable oils in the diet. Elongation
and desaturation of LA produces AA, whereas elongation and
desaturation of LN produces EPA and DHA. Synthesis of
DHA, which is concentrated in the brain, proceeds through
the elongation and desaturation pathways to the product C24:6
ω3, which is then the substrate for one cycle of peroxisomal
β-oxidation to yield C22:6 ω3 (8).

The liver is quantitatively the most important site of de
novo fatty acid synthesis and processing and modification of
dietary fatty acids. In liver, fatty acids are incorporated into
phospholipids, triglycerides, and cholesterol esters, packaged
in very low density lipoproteins, and exported to blood. Up-
take of fatty acids in extrahepatic cells requires degradation of
the complex lipid into component parts by lipases. Fatty acids
are then imported by protein-mediated transport mechanisms
involving fatty acid transport protein (FATP), fatty acid translo-
case (FAT)/CD36, and long chain acyl-CoA synthetase (ACSL)
(9). This process is poorly understood, although efforts are un-
derway to define the components and mechanisms mediating the
selectivity and efficiency of uptake into cells and tissues (10).

Fatty acids are incorporated into complex lipids through
de novo synthetic and remodeling pathways. As detailed be-
low and shown in Fig. 2a, intracellular pools of acyl-CoA
are involved in processes outside of lipid metabolism and, in
many instances, function as important regulatory molecules.
Figure 2b illustrates an overview of glycerol phospholipid syn-
thesis and how fatty acids in the form of acyl-CoA enter these
metabolic pathways. Readers are referred to the article entitled
“Lipid Synthesis” in this series for specific details regarding
these pathways.

β-oxidation of fatty acids
Fatty acids represent an important source of metabolic fuel, es-
pecially for cardiac and skeletal muscle, and are degraded by
β-oxidation. Before β-oxidation, fatty acids are first activated
by acyl-CoA synthetase (ACSL). This activation step proceeds
through an acyl adenylate intermediate and results in the for-
mation of acyl-CoA. These molecules must first traverse the
mitochondrial membrane before further metabolism. Acyl-CoA
is converted to acylcarnitine by carnitine palmitoyl transferase
1 (CPT 1) on the inner surface of the outer mitochondrial
membrane, which is then transported across the inner mito-
chondrial membrane by carnitine-acylcarnitine translocase in
exchange for carnitine. Carnitine palmitoyl transferase 2 (CPT
2), located on the matrix side of the mitochondrial inner mem-
brane, converts acylcarnitine back to acyl-CoA, which then
enters the β-oxidation cycle. During each cycle of β-oxidation,
the products are acetyl CoA, NADH, and FADH2. The first
step in β-oxidation is an oxidation step, which is catalyzed by
acyl-CoA dehyrogenase (ACDH) and yields FADH2. This step
is followed by a hydration step catalyzed by enoyl-CoA hy-
dratase and a subsequent oxidation step catalyzed by hydroxyl
acyl-CoA dehydrogenase yielding NADH. Acetyl CoA is liber-
ated by β-ketothiolase after cleavage of the bond between the β

and γ carbons with the addition of CoA to the shortened fatty
acid, which undergoes another round of β-oxidation. Regula-
tion of β-oxidation is largely controlled by the concentration of
free fatty acids available. Malonyl Co, a key intermediate in
fatty acid biosynthesis, inhibits CPT 1, thereby inhibiting the
transport of acyl-CoA into mitochondria, which represents an
important metabolic regulatory switch and functions to modu-
late the fatty acid biosynthetic and fatty acid oxidative pathways
in such a manner that these processes will not occur together.

Very long chain fatty acids are initially oxidized in the
peroxisome where the initial oxidation step is catalyzed by
acyl-CoA oxidase and the subsequent steps in β-oxidation are
catalyzed by a multi-enzyme complex with hydratase, dehydo-
genase, and thiolase activities. Unsaturated fatty acids require
additional enzymatic activities, including enoyl-CoA isomerase
and dienoyl-CoA reductase. Readers are directed to Vance and
Vance (2) for additional details regarding β-oxidation, including
the details of the metabolic reactions.

Fatty acid trafficking
Fatty acids are very apolar compounds and readily partition
into a lipid bilayer and biologic membrane. Given the ex-
pense to synthesize fatty acids, most cell types will take up
exogenous fatty acids, which as acyl-CoAs, enter pathways of
β-oxidation and complex lipid and TAG synthesis. The concen-
tration of free fatty acids in the circulation, extracellular milieu,
and within cells is extremely low as a consequence of their
relative insolubility under aqueous conditions. Cells with high
levels of fatty acid metabolism (either degradation or storage)
transport exogenous fatty acids at higher rates when compared
with those with low levels of lipid metabolism. In a number of
cell types, fatty acid transport is inducible and commensurate
with the expression of specific sets of proteins thought to par-
ticipate in this process (11). Insulin regulates fatty acid uptake
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Figure 2 (A) Acyl-CoA metabolism within the cell. Fatty acids must be activated to acyl-CoA before metabolism. As shown, acyl-CoA pools derive from
vectorial acylation [import/activation], lipolysis of triglyceride stores, chain turnover from complex lipids, and de novo biosynthesis. Acyl-CoAs are
important signaling molecules, incorporated into complex lipids and triglycerides, are substrates for energy production through β-oxidation, and are
substrates for protein N-myristoylation and palmitoylation. Acyl CoAs are also subject to chain modification, including desaturation and elongation. Acyl
chains in complex lipids serve both structural and regulatory roles. (B) Overview of glycerol lipid metabolism in eukaryotes, with an emphasis on how fatty
acids as acyl-CoAs enter these pathways. Glycerol-3-phosphate is converted into phosphatidic acid (PA) through a two-step process, with the intermediate
monoacylglycerol phosphate (MAG-P). PA serves in the synthesis of diacylglycerol (DAG) or CDP-diacylglycerol (CDP-DAG). The former is required in the
CDP-choline (CDP-C) and CDP-ethanolamine (CDP-E) pathways in the synthesis of phosphatidylcholine (PC) and phosphatidylethanolamine (PE). DAG
also serves in the synthesis of triacylglycerol (TAG). PE is converted into phosphatidylserine via phosphatidylethanolamine-serine transferase; the reverse
reaction requires phosphatidylserine decarboxylase. CDP-DAG is involved in the biosynthesis of phosphatidylinositol (PI), phosphatidylglycerol (PG), and
cardiolipin (CL). The asterisks show where acyl-CoA is a substrate in the reaction, including the conversion of lysoPC (LPC), lysoPE (LPE), and lysoCL to PC,
PE, and CL, respectively. Also shown is the requirement of acyl-CoA for the generation of cholesterol esters (CHO-FA) from cholesterol (CHO).

in several tissues, including adipose tissue and muscle (12).
Fatty acid transport is protease-sensitive and can be blocked
through protein modification and the use of specific antibodies.
The blood–brain barrier efficiently accumulates polyunsaturated
fatty acids over other fatty acid species (13).

Although several proteins have been designated as plasma
membrane transport proteins in mammalian cells, most evidence
supports the proposal that only three, FAT/CD36, FATP, and

ACSL, have a significant impact on fatty acid uptake and
trafficking in the major lipid metabolizing organs (intestine,
liver, muscle, and adipose tissue), in the pancreas, and in
vascular tissues.

FAT/CD36 is a glycoprotein found on the plasma membrane
of a number of different cells types (e.g., skeletal muscle); the
protein is also found in intracellular stores and, like Glut4,
moves to the plasma membrane in response to insulin. There
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is some indication that FAT/CD36 deficiency contributes to
the etiology of hereditary hypertrophic cardiomyopathy (14).
Genetic linkage studies suggest a deficiency of FAT/CD36 is
associated with hypertriglyceridemia and hyperinsulinemia in
the spontaneously hypertensive rat. The most informative data
on FAT/CD36 derives from studies of transgenic overexpressing
and knockout mice. The over expression of FAT/CD36 in trans-
genic mice results in slightly lower body weight than control
litter mates, reduced levels of triglycerides (LDL fraction), and
elevated levels of circulating fatty acids. Mice with engineered
deletions in the gene encoding FAT/CD36 are viable, yet have a
significant decrease in binding and uptake of oxidized low den-
sity lipoprotein in peritoneal macrophages. These animals also
have significant increases in fasting levels of cholesterol (HDL
fraction), nonesterified free fatty acids, and triacylglycerol (LDL
fraction). Each of these phenotypes is consistent with alteration
in lipid trafficking pathways but do not necessarily indicate a
deficiency in cellular uptake of free fatty acids.

Fatty acid transport protein 1 (FATP1) and long chain
acyl-CoA synthetase 1 (ASCL1) were identified as components
of a fatty acid transport system in expression cloning experi-
ments, which specifically targeted cellular fatty acid uptake (15).
As both FATP and ACSL1 were selected in these experiments,
it was suggested that fatty acid transport occurred by a coupled
transport-activation (15). This mechanism was first shown to
occur in gram-negative bacteria and is referred to as vectorial
acylation (3). Six different isoforms of FATP have subsequently
been identified experimentally in mice, rats, and humans (e.g.,
in mice, mmFATP1–6).

The mouse FATP1 structural gene contains a peroxisome
proliferator-activated receptor response element (PPRE) from-
458 to-474. FATP1 expression is induced fourfold and 5.5-fold,
respectively, by PPARα and PPARγ in the presence of their re-
spective activators in a PPRE-dependent manner (16). FATP1
expression is down regulated by insulin in cultured 3 T3-L1
adipocytes and up regulated by nutrient depletion in murine
adipose tissue (17). An insulin response sequence has been iden-
tified in the mouse FATP1 structural gene, which is also found
in the regulatory region of other genes negatively regulated
by insulin, including those encoding phosphoenolpyruvate car-
boxykinase, tyrosine aminotransferase, and insulin-like growth
factor-binding protein 1 (16).

Knockout mice have been generated for FATP1 (18), FATP2
(19), FATP4 (20), and FATP5 (21), which have provided some
insights into the roles of these proteins in fatty acid trafficking.
Deletion of FATP1 protects animals from developing insulin re-
sistance on a high fat diet and during chronic lipid infusion (18).
Animals with a deletion in the gene encoding FATP2 were only
evaluated for changes in very long chain acyl-CoA synthetase
activity, which was partially diminished, and for accumulation
of very long chain fatty acids, which were unchanged. The an-
imals have not been evaluated for fatty acid uptake and no
other phenotypes were noted (19). Deletion of FATP4 results
in neonatal lethality (20), which is believed to be due to a re-
strictive dermopathy that prevents expansion of the diaphragm
upon birth. Deletion of FATP5 in the mouse results in aberrant
bile acid conjugation, which in some manner is linked to the
regulation of body weight (21).

Bioactive fatty acids and cellular
signaling

Work describing the transcriptional control of fatty acid
metabolism in E. coli set the stage showing LC-CoA is an im-
portant regulatory molecule. The signaling proceeding through
long chain LC-CoA is of particular significance as the transcrip-
tion factor FadR controls the expression of a significant number
of genes involved in fatty acid degradation, fatty acid biosynthe-
sis, acetate metabolism, and the stress response (3). Acyl-CoA
is now recognized as an important regulatory molecule that in-
fluences a number of different metabolic processes (Fig. 2a).
As noted above, fatty acids also serve as important bioactive
fatty acids, which impact on a number of cellular processes
related to and distinct from lipid homeostasis (22). In mam-
malian systems, the highly unsaturated fatty acids derived from
LA and LN yield a range of compounds with unique roles in
a variety of cellular metabolic and signaling events. AA-and
EPA-derived eicosanoids mediate plieotropic responses includ-
ing, for example, pain, vasoconstriction, vasodilation, inflam-
mation, and bronchoconstriction. Some HUFA and eicosanoids
are ligands for transcription factors, particularly members of
the peroxisomal proliferator activated receptor family (PPAR)
involved in fatty acid and triacylglyceride metabolism and
adipocyte differentiation. Certain classes of HUFA also decrease
the activity of the SREBP family members, which activate genes
required for LDL uptake, cholesterol, and fatty acid synthesis
(23). Numerous studies have implicated HUFA in the preven-
tion and management of diabetes, cardiovascular disease, and
metabolic syndrome, although the mechanisms are largely unde-
fined (24). Current evidence indicates eicosanoids derived from
EPA may counter some effects of eicosanoids derived from AA
(25). Hence, there is much interest in establishing a balanced
ratio of ω6:ω3 fatty acids, generally recommended to be 2:1
(26, 27).

Lipid-responsive transcription factors
and fatty acid homeostasis

The peroxisomal proliferator activated receptors (PPAR) are
considered to be internal fatty acid sensors. To date, three dis-
tinct PPARs have been discovered, α, γ, and δ, each encoded
by a separate gene with distinct tissue specific distributions.
PPARs are ligand-activated nuclear transcription factors that
heterodimerize with retinoic acid receptor X (RXR). On ac-
tivation, the PPAR/RXR heterodimer enters the nucleus to
elicit transcription of a set of target genes that contain a
PPAR response element termed PPRE in their promoter (28).
PPARα is primarily found in the liver and is involved in reg-
ulating the genes involved in fatty acid catabolism whereas
PPARγ is primarily involved in the adipocyte differentiation
and fatty acid storage. PPARδ has a wide range of tissue dis-
tribution, but its specific role in the regulation of fatty acid
metabolism in the liver has not been well elucidated. The nat-
ural ligands for the PPARs are ω3 and ω6 PUFAs, HUFAs,
and fatty acid-derived metabolites (e.g., leukotriene B4 and
8(S)-hydroxy-eicosatetranoic acid) (29, 30). Recent work has
shown that very long chain fatty acids, including C20:4 ω-6 and
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C20:5 ω-3, C22:6 ω-3, and branched-chain fatty acids are potent
activators of PPARα (31). Although there is some disagreement
whether PUFAs or HUFAs are more potent PPAR agonists,
HUFAs are more potent toward PPARα (32). PPARα regulates
genes involved in mitochondrial β-oxidation, including those
encoding straight-chain acyl-CoA dehydrogenase (ACDH) and
carnitine palmitoyl transferase (CPT1 and 2). PPARα also regu-
lates key peroxisomal genes, including those encoding acyl-CoA
oxidase (AOX), L-bifunctional protein, and 3-ketoacyl-CoA thi-
olase (33), involved in the β-oxidation of very long chain fatty
acids (VLCFAs), which is required in the synthesis of DHA.

Sterol regulatory element-binding proteins (SREBP1a,
SREBP1c, and SREBP2) are transcription factors that control
both cholesterol and fatty acid biosynthesis. SREBP-1c regu-
lates genes involved in fatty acid synthesis and storage, whereas
SREBP-2 regulates genes involved in cholesterol and bile acid
synthesis. SREBP-1a is thought to regulate both fatty acid and
cholesterol biosynthesis. SREBPs are regulated by intracellu-
lar oxysterol levels such that when elevated, their proteolytic
cleavage and subsequent activation is prevented. SREBPs serve
to balance PPAR-regulated fatty acid oxidation. PUFAs and HU-
FAs are believed to suppress fatty acid synthesis by decreasing
the activities of SREBP1c and LXR (34). The active form of
SREBP is negatively regulated by PPAR, PUFAs, and HUFAs
(22, 35, 36). In addition, SREBP transcription is controlled by
LXR demonstrating crosstalk between PPARs and LXR (35).
More specifically, PPAR competes with LXR for their shared
heterodimer partner, RXR, thereby decreasing LXRs activity.
The balance between fatty acid biosynthesis and breakdown is
important in many disease states and all of the above-mentioned
transcription factors play a role in maintaining this balance.

Chemical Tools and Techniques For
Studying Lipid Metabolism

Extraction of lipids and the foundations
for current analytical studies

The fundamental step in all analytical studies on lipids and lipid
metabolites begins with extraction methods. Two papers, Folch
et al. (37) and Bligh and Dyer (38), are routinely cited methods
describing lipid extraction and should be consulted as general
guides. Details of these methods can be found in the Lipid
Library (http://www.lipidlibrary.co.uk/topics/extract/index.htm)
and in Cyberlipids (http://www.cyberlipid.org/extract/
extr0002.htm).

Thin layer and high performance liquid
chromatography

Early studies employed thin layer chromatography (TLC) in
the separation, identification, and quantification of individual
classes of lipids. These techniques have been optimized for
different classes of glycerol phospholipids, neutral lipids, sphin-
golipids, and fatty acids. Methods and general references to TLC
can be found in the Lipid Library (http://www.lipidlibrary.co.

uk/topics/tlc/index.htm) and in Cyberlipids (http://www.
cyberlipid.org/fraction/frac0005.htm#top). High performance
liquid chromatography (HPLC) has now become routine in the
separation and quantification of lipids. Given the optical prop-
erties of lipids, the use of evaporative light-scattering detectors
is most optimal for detection and quantification. The most com-
prehensive information on the use of HPLC in analytical lipid
studies can be found at Cyberlipids (http://www.cyberlipid.org/
index.htm).

Gas chromatography and mass
spectrometry

The identification of individual classes of fatty acids has relied
on the use of gas chromatography (GC), equipped with a flame
ionization detector. Lipids are saponified after extraction and
the fatty acids converted to methyl esters. The fatty acid methyl
esters (FAME) are separated using GC. The use of standards
allowed for the identification of individual species of fatty
acids based on retention time. The method is quite sensitive
and permits the quantification of fatty acid species. The mode
of detection has been enhanced with the use of mass spectrom-
etry (MS), which allows for the detection and quantification
of unknowns, thus increasing the utility of these methods.
The Lipid Library section on the gas chromatography of
lipids (http://www.lipidlibrary.co.uk/GC lipid/01 intro/index.
htm) provides a comprehensive description of these methods.

Fluorescent fatty acids using fatty acid
trafficking and signaling

A number of different fluorescent fatty acids are in use
to investigate various aspects of fatty acid homeosta-
sis. Among these are the C18, C16, and C12 fatty
acid–5-aminofluorescein conjugates octadecoylaminofluo-
rescein (OAF), hexadecoylaminofluorescein (HAF), and
dodecoylaminofluorescein (DAF), which have been used
to study membrane dynamics in gram-negative bacteria.
Studies on the intracellular fatty acid-binding proteins have
employed anthroloxy-labeled fatty acids, whereas biophys-
ical studies addressing fatty acid transport have used the
naturally occurring cis-paranaric acid. Many of the cur-
rent studies addressing fatty acid trafficking use BODIPY
(4,4-difluoro-5-methyl-4-bora-3a,4a-diaza-S -indacene)-labeled
fatty acids, which has been adapted for high throughput
technologies to select for small molecules that inhibit one or
more steps in fatty acid trafficking (39). The BODIPY-derived
fatty acid molecules can be visualized using fluorescence
microscopy, which provides a tool to monitor intracellular
trafficking.

Research Directions—2007

High resolution studies using LC-MS/MS

The identification and quantification of lipids, particularly minor
species that are likely to have bioactive roles, has lagged behind
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their hydrophilic counterparts. Understanding these minor lipid
compounds is essential to have a complete picture of all of
the factors involved in governing lipid homeostasis. With the
advent of developing analytical tools that combine HPLC with
tandem mass spectrometry, we are now in a position to acquire
a significant and novel body of information on complex lipids
and lipid metabolites, and to determine how these compounds
fit into larger metabolic schemes essential for addressing issues
of health and disease.

Lipid maps

The emerging field of metabolomics is defined as the study
of metabolites and metabolic interrelationships and encom-
passes the global analysis of the plethora of small molecules
generated in the process of metabolism. To effectively use
this information for understanding both normal physiology and
pathophysiology, we must first have a firm grasp on the in-
terrelationships between metabolic enzymes and the pathways
in which they participate. The study of the metabolic inter-
mediates of lipid metabolism and the enzymes participating in
these metabolic pathways comprise the field of lipidomics (see
“Lipidomics” in this series). A new resource in lipidomics is
the Lipid MAPS (Metabolites And Pathways Strategy) consor-
tium (http://www.lipidmaps.org/ ), which has been established to
aid investigators. Lipid MAPS serves 1) to separate and detect
all of the lipids in a specific cell and discover and character-
ize any novel lipids that may be present, 2) to quantify each
of the lipid metabolites present and the changes in their levels
and location during cellular function, and 3) to define the bio-
chemical pathways for the synthesis of each lipid and develop
lipid maps that define the interaction networks (40). This con-
sortium is directed to finding and cataloging the myriad of lipid
compounds, including those that are less abundant, those that
are transient intermediates in the metabolic pathways, and those
with pronounced biologic activity. The consortium is establish-
ing a comprehensive database available to researchers address-
ing questions within the lipidomics field (e.g., see Reference
41). Independent researchers and smaller research consortia of
investigators with common interests in lipidomics, such as those
described within this proposal, can access these databases and,
as importantly, can provide information to be cataloged within
Lipid MAPS.

References

1. Poitout V, Robertson RP. Minireview: secondary beta-cell failure
in type 2 diabetes—a convergence of glucotoxicity and lipotox-
icity. Endocrinology 2002;143:339–342.

2. Vance DE, Vance JE. Biochemsitry of Lipids, Lipoproteins and
Membranes. 4th edition. 2002. Elsevier, Amsterdam.

3. DiRusso CC, Black PN. Bacterial long chain fatty acid transport:
gateway to a fatty acid-responsive signaling system. J. Biol.
Chem. 2004;279:49563–49566.

4. Serhan CN, Hong S, Gronert K, Colgan SP, Devchand PR,
Mirick G, Moussignac RL. Resolvins: a family of bioactive
products of omega-3 fatty acid transformation circuits initiated
by aspirin treatment that counter proinflammation signals. J. Exp.
Med. 2002;196:1025–1037.

5. Marszalek JR, Lodish HF. Docosahexaenoic acid, fatty acid-
interacting proteins, and neuronal function: breastmilk and fish
are good for you. Annu. Rev. Cell. Dev. Biol. 2005;21:633-657.

6. Ntambi JM, Miyazaki M. Regulation of stearoyl-CoA desaturases
and role in metabolism. Prog. Lipid Res. 2004;43:91–104.

7. Tehlivets O, Scheuringer K, Kohlwein SD. Fatty acid synthesis
and elongation in yeast. Biochim. Biophys. Acta 2007;1771:
255–270.

8. Sprecher H. The roles of anabolic and catabolic reactions
in the synthesis and recycling of polyunsaturated fatty acids.
Prostaglandins Leukot. Essent. Fatty Acids 2002;67:79–83.

9. Abumrad N, Coburn C, Ibrahimi A. Membrane proteins impli-
cated in long-chain fatty acid uptake by mammalian cells: CD36,
FATP and FABPm. Biochim. Biophys. Acta 1999;1441:4–13.

10. Black PN, DiRusso CC. Transmembrane movement of exoge-
nous long-chain fatty acids: proteins, enzymes, and vectorial
esterification. Microbiol. Mol. Biol. Rev. 2003;67:454–472.

11. Hertzel AV, Bernlohr DA. Regulation of adipocyte gene ex-
pression by polyunsaturated fatty acids. Mol. Cell. Biochem.
1998;188:33–39.

12. Hui TY, Frohnert BI, Smith AJ, Schaffer JE, Bernlohr DA. Char-
acterization of the murine fatty acid transport protein gene and
its insulin response sequence. J. Biol. Chem. 1998;273:27420–
27429.

13. Anderson GJ, Connor WE, Corliss JD. Docosahexaenoic acid is
the preferred dietary n-3 fatty acid for the development of the
brain and retina. Pediatr. Res. 1990;27:89–97.

14. Nozaki S, Tanaka T, Yamashita S, Sohmiya K, Yoshizumi T,
Okamoto F, Kitaura Y, Kotake C, Nishida H, Nakata A, Naka-
gawa T, Matsumoto K, Kameda-Takemura K, Tadekoro S, Kurata
Y, Tomiyama Y, Kawamura K, Matsuzawa Y. CD36 mediates
long-chain fatty acid transport in human myocardium: com-
plete myocardial accumulation defect of radiolabeled long-chain
fatty acid analog in subjects with CD36 deficiency. Mol. Cell.
Biochem. 1999;192:129–135.

15. Schaffer JE, Lodish HF. Expression cloning and characterization
of a novel adipocyte long chain fatty acid transport protein. Cell
1994;79:427–436.

16. Frohnert BI, Bernlohr DA. Regulation of fatty acid transporters
in mammalian cells. Prog. Lipid Res. 2000;39:83–107.

17. Motojima K, Passilly P, Peters JM, Gonzalez FJ, Latruffe N.
Expression of putative fatty acid transporter genes are regulated
by peroxisome proliferator-activated receptor alpha and gamma
activators in a tissue- and inducer-specific manner. J. Biol. Chem.
1998;273:16710–16714.

18. Kim JK, Gimeno RE, Higashimori T, Kim HJ, Choi H, Punreddy
S, Mozell RL, Tan G, Stricker-Krongrad A, Hirsch DJ, Fill-
more, JJ, Liu ZX, Dong J, Cline G, Stahl A, Lodish HF, Shul-
man GI. Inactivation of fatty acid transport protein 1 prevents
fat-induced insulin resistance in skeletal muscle. J. Clin. Invest.
2004;113:756–763.

19. Heinzer AK, Watkins PA, Lu JF, Kemp S, Moser AB, Li YY,
Mihalik S, Powers JM, Smith KD. A very long-chain acyl-CoA
synthetase-deficient mouse and its relevance to X-linked
adrenoleukodystrophy. Hum. Mol. Genet. 2003;12:1145–1154.

20. Herrmann T, van der Hoeven F, Grone HJ, Stewart AF, Langbein
L, Kaiser I, Liebisch G, Gosch I, Buchkremer F, Drobnik
W, Schmitz G, Stremmel W. Mice with targeted disruption
of the fatty acid transport protein 4 (Fatp 4, Slc27a4) gene
show features of lethal restrictive dermopathy. J. Cell. Biol.
2003;161:1105–1115.

21. Doege H, Baillie RA, Ortegon AM, Tsang B, Wu Q, Punreddy S,
Hirsch D, Watson N, Gimeno RE, Stahl A. Targeted deletion of

8 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Chemistry of Lipid Homeostasis

FATP5 reveals multiple functions in liver metabolism: alterations
in hepatic lipid homeostasis. Gastroenterology 2006;130:1245–
1258.

22. Duplus E, Glorian M, Forest C. Fatty acid regulation of gene
transcription. J. Biol. Chem. 2000;275:30749–30752.

23. Osborne TF. Sterol regulatory element-binding proteins
(SREBPs): key regulators of nutritional homeostasis and insulin
action. J. Biol. Chem. 2000;275:32379–32382.

24. Seo T, Blaner WS, Deckelbaum RJ. Omega-3 fatty acids: molec-
ular approaches to optimal biological outcomes. Curr. Opin.
Lipidol. 2005;16:11–18.

25. Serhan CN. Novel omega-3-derived local mediators in anti-
inflammation and resolution. Pharmacol. Ther. 2005;105:7–21.

26. Zamaria N. Alteration of polyunsaturated fatty acid status and
metabolism in health and disease. Reprod. Nutr. Dev. 2004;44:
273–282.

27. Kris- Etherton PM, Hecker KD, Binkoski AE. Polyunsaturated
fatty acids and cardiovascular health. Nutr. Rev. 2004;62:414–
426.

28. Schoonjans K, Peinado-Onsurbe J, Lefebvre AM, Heyman
RA, Briggs M, Deeb S, Staels B, Auwerx J. PPARalpha and
PPARgamma activators direct a distinct tissue-specific transcrip-
tional response via a PPRE in the lipoprotein lipase gene. EMBO
J. 1996;15:5336–5348.

29. Forman BM, Chen J, Evans RM. Hypolipidemic drugs, polyun-
saturated fatty acids, and eicosanoids are ligands for peroxisome
proliferator-activated receptors alpha and delta. Proc. Natl. Acad.
Sci. U.S.A. 1997;94:4312–4317.

30. Moya-Camarena SY, Vanden Heuvel JP, Blanchard SG,
Leesnitzer LA, Belury MA. Conjugated linoleic acid is a po-
tent naturally occurring ligand and activator of PPARalpha. J.
Lipid Res. 1999;40:1426–1433.

31. Hostetler HA, Kier AB, Schroeder F. Very-long-chain and
branched-chain fatty acyl-CoAs are high affinity ligands for the
peroxisome proliferator-activated receptor alpha (PPARalpha).
Biochemistry 2006;45:7669–7681.

32. Murakami K, Ide T, Suzuki M, Mochizuki T, Kadowaki T. Evi-
dence for direct binding of fatty acids and eicosanoids to human
peroxisome proliferators-activated receptor alpha. Biochem. Bio-
phys. Res. Commun. 1999;260:609–613.

33. Reddy JK. Nonalcoholic steatosis and steatohepatitis. III. Perox-
isomal beta-oxidation, PPAR alpha, and steatohepatitis. Am. J.
Physiol. Gastrointest. Liver Physiol. 2001;281:G1333–G1339.

34. Sampath H, Ntambi JM. Polyunsaturated fatty acid regulation of
genes of lipid metabolism. Annu. Rev. Nutr. 2005;25:317–340.

35. Yoshikawa T, Ide T, Shimano H, Yahagi N, Amemiya-Kudo
M, Matsuzaka T, Yatoh S, Kitamine T, Okazaki H, Tamura Y,
et al. Cross-talk between peroxisome proliferator-activated re-
ceptor (PPAR) alpha and liver X receptor (LXR) in nutritional
regulation of fatty acid metabolism. I. PPARs suppress sterol reg-
ulatory element binding protein-1c promoter through inhibition
of LXR signaling. Mol. Endocrinol. 2003;17:1240–1254.

36. Xu J, Teran-Garcia M, Park JH, Nakamura MT, Clarke SD.
Polyunsaturated fatty acids suppress hepatic sterol regulatory
element-binding protein-1 expression by accelerating transcript
decay. J. Biol. Chem. 2001;276:9800–9807.

37. Folch J, Lees M, Sloane Stanley GH. A simple method for the
isolation and purification of total lipides from animal tissues. J.
Biol. Chem. 1957;226:497–509.

38. Bligh EG, Dyer WJ. A rapid method of total lipid extraction and
purification. Can. J. Biochem. Physiol. 1959;37:911–917.

39. Li H, Black PN, DiRusso CC. A live-cell high-throughput screen-
ing assay for identification of fatty acid uptake inhibitors. Anal.
Biochem. 2005;336:11–19.

40. Fahy E, Subramaniam S, Brown HA, Glass CK, Merrill AH
Jr, Murphy RC, Raetz CR, Russell DW, Seyama Y, Shaw W,
Shimizu T, Spener F, van Meer G, Vannieuwenhze MS, White
SH, Witztum J, Dennis EA. A comprehensive classification
system for lipids. J. Lipid Res. 2005;46:839–8361.

41. Raetz CR, Garrett TA, Reynolds CM, Shaw WA, Moore JD,
Smith DC Jr, Ribeiro AA, Murphy RC, Ulevitch RJ, Fearns
C, et al. Kdo2-Lipid A of Escherichia coli, a defined en-
dotoxin that activates macrophages via TLR-4. J. Lipid Res.
2006;47:1097–1111.

Further Reading
Vance DE, Vance JE. Biochemistry of Lipids, Lipoproteins and Mem-

branes, 4th edition. 2002 Elsevier, New York.

See Also

Lipidomics
Lipid Bilayers, Properties of
Lipid Synthesis
Lipid Signals
Chemistry and Chemical Reactivity of Lipids
Lipoproteins, Chemistry of
Mass Spectrometry: Small Molecules
Metabolism, Cellular Organization of

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 9



Advanced Article

Article Contents

• Biologic Background

• Phase Transitions in Lipid-Water Systems

• Tools and Techniques

Lipids, Phase Transitions of
Rumiana Koynova and Boris Tenchov, Northwestern University,

Evanston, Illinois

doi: 10.1002/9780470048672.wecb287

Lipids constitute a diverse group of biomolecules of varied biologic roles.
Their major function is to serve as building blocks of the biologic
membranes. According to the fluid-mosaic model, the biomembranes are
liquid-crystalline lipid bilayers with embedded proteins. This model includes
two references to the lipid phase state— liquid crystalline and bilayer —both
of which are of critical importance for the proper membrane functioning.
The majority of lipids are amphiphilic compounds, which, similarly to other
surfactants, also can form a large variety of other, non-liquid-crystalline and
nonbilayer phases by transforming into each other via different kinds of
phase transitions. In particular, the impressive variety of lipids in the
biomembranes includes a large fraction of species that in isolation prefer to
adopt curved, hexagonal, or cubic phases rather than the lamellar phase.
The physiologic importance of the lipid diversity and mesomorphic
behavior stems from the possibility of finely tuning and optimizing the
properties of the biomembranes by regulating their lipid composition.

Lipids constitute a diverse and important group of biomole-
cules. Most lipids can behave as lyotropic liquid crystals. In
the presence of water, they self-assemble in a variety of phases
with different structure and geometry. The lipid polymorphic
and mesomorphic behavior, i.e., their ability to form various
ordered, crystalline, gel, or liquid-crystalline phases as a func-
tion of water content, temperature, and composition, is one of
the most intriguing features of lipid-water systems. The mu-
tual transformations between these phases and their physiologic
implications are the subject of this article.

Biologic Background

Lipids have varied biologic roles: in energy storage and fat
digestion, as enzyme cofactors, electron carriers, light-absorbing
pigments, intracellular messengers, hormones, constituents of
the pulmonary surfactant and the skin stratum corneum, and
so forth. However, the issue of their phase behavior in water
is particularly relevant and most often has been discussed in
relation to their major structural function—as building blocks
of the biologic membranes.

The major discovery in the field of biologic membranes is un-
doubtedly the finding that the biomembrane is a liquid-crystal-
line lipid bilayer with embedded proteins (1–3). This so-called
fluid-mosaic model (1) has been the central paradigm in mem-
brane biology for more than three decades and has been very
successful in rationalizing a large body of experimental ob-
servations. The model includes two references to the lipid

phase state—liquid crystalline and bilayer—both of which are

of vital importance for the proper biomembrane functioning.

The liquid-crystalline bilayers can arrange in stacks with inter-

bilayer aqueous spaces typically ∼1–2 nm and thus build up the

best-known lipid phase—the lamellar liquid-crystalline phase

Lα. However, in addition to the Lα phase, the membrane lipids

also can form a large variety of other phases (subgel, gel, cubic,

hexagonal, and micellar). All these phases are interrelated and

transform into each other via different kinds of phase transi-

tions. On the temperature scale, the existence range of the Lα

phase typically is limited from above by lamellar–nonlamellar

transitions into cubic, hexagonal, and micellar phases and lim-

ited from below by fluid-solid transitions into gel and subgel

phases. A remarkable property of the lipid dispersions from a

biologic viewpoint is that the transition temperatures that limit

the stability ranges of the different phases can be altered by tens

of degrees by varying the composition of the lipid-water system.

The possibility of modulating the lipid phase behavior in very

broad limits by varying the lipid composition seems to represent

the basis of important regulatory mechanisms involved in the

biomembrane responses to external stimuli, such as changes in

the environmental conditions, and the basis for the regulation

of various membrane-associated processes (see the sections that

follow).
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Nonlamellar lipid phases and biologic
membranes

Several classes of lipids common for the biomembranes can
form inverted nonlamellar phases under physiologic condi-
tions (4). The principle ones are phosphatidylethanolamines
and monogalactosyldiglycerides. Also, cardiolipins and phos-
phatidic acids can form inverted phases in the presence of
divalent cations, and phosphatidylserines and phosphatidic acids
both form inverted phases at low pH. Moreover, biomembrane
lipid extracts and membrane-mimicking lipid compositions form
nonlamellar phases if heated above physiologic temperatures,
dehydrated, or treated with divalent cations (5–7).

Recent developments show that the ability of lipids to form
nonlamellar structures seems to be a prerequisite for important
membrane-associated cell processes (5). It has been demon-
strated, for example, that prokaryotic organisms maintain
a delicately adjusted balance between lamellar-forming and
nonlamellar-forming lipids (6). Growing evidence suggests that
nonlamellar-forming membrane lipids play essential roles in
many aspects of membrane functioning. Short-lived nonbilayer
structures are supposed to mediate the processes of fusion
and fission, and long-lived bilayer structures with a small ra-
dius of curvature occur in some types of biologic membranes
(e.g., endoplasmic reticulum, inner mitochondrial membrane,
and prolamellar bodies). Membrane phase transitions take place
in the course of some cellular processes (8–11). For example,
the action of anesthetic agents is believed to correlate with a
lamellar-cubic transition in membranes (12). The prolamellar
bodies in the etioplasts of dark-grown seedlings are organized
into a cubic lipid phase; they undergo a light-induced phase
transition to a lamellar phase—the thylakoid membranes of
chloroplasts. Cubic patterns have been inferred from the elec-
tron micrographs of many cytomembranes (13, 14). Thus, the
study of the roles played by membrane lipids, the functional
lipidomics (see Lipidomics), is becoming increasingly important
in membrane biology.

Modulation of membrane protein
activity

A biologic reason for the abundance of nonlamellar lipids in
membranes is that they possess the ability to modulate the ac-
tivities of membrane proteins (15, 16). It has been recognized
that membranes exist in a state of curvature frustration, which
may be sufficiently large to have significant effect on certain
protein conformations (17). Many examples show that the lipid
bilayer elastic curvature stress indeed couples to conformational
changes of membrane proteins (15, 18, 19). Protein kinase C is
one such example of an enzyme activated by lipids that exhibit
a propensity for nonlamellar phase formation (20). The activity
of Ca2+-ATPase from sarcoplasmic reticulum membranes also
strongly correlates with the occurrence of nonbilayer lipids in
the membrane and increases with the increase of their amount.
It is noteworthy that the protein activity does not depend on the
chemical structure of the lipids but only on their phase propen-
sity; thus specific binding interactions are ruled out. The list
of proteins with activities that depend on the phase properties

of the surrounding lipid includes rhodopsin, dolichylphospho-
mannose synthase, mycoplasma Mg2+-ATPase, mitochondrial
ubiquinol-cytochrome C reductase, and H+-ATPase (21, 22).

The transition from liquid-crystalline to gel phase, which
results in a marked change in the physical properties of the
lipid bilayer, also strongly affects the activities of membrane
proteins. Some membrane proteins, such as the Ca2+-ATPase,
show low activity in gel-phase bilayers because of the effects
of the gel phase on the protein conformation (22). An increase
in the bilayer thickness during a liquid-crystalline–gel transition
has been shown also to affect the activity of membrane proteins,
for example, that of the diacylglycerol kinase (18).

Membrane fusion

Membrane fusion is an essential process in the life of cells found
in a variety of key extracellular and intracellular events, for
example, exocytosis, vesicular transport, fertilization, neurose-
cretion, and viral infection (see Membrane fusion, mechanisms
of). This process also is of intense biomedical interest, espe-
cially for drug delivery systems (see Drug delivery).

The propensity of membranes to fuse correlates with the
fraction of inverted phase-forming lipids; conversely, membrane
fusability is reduced with an increase of the lipid fraction
that inhibits inverted phase formation. Substantial evidence
suggests that the mechanism of lipid membrane fusion is related
to the mechanism of lamellar/inverted phase transitions (23).
The intermediates that form in membrane fusion seem to be
identical to those that form during the transformations between
lamellar, bicontinuous inverted cubic and inverted hexagonal
lipid liquid-crystalline phases, and these transitions can be used
successfully as a model for studying the lipid membrane fusion
mechanism and kinetics.

Proposed more than 20 years ago, the stalk intermediate—a
highly curved lipid structure—provides the most plausible de-
scription of the initial fusion stage currently available. The re-
lated stalk-pore mechanism (23–25) of fusion is viewed favorably
by most researchers. It shows the close relation between fusion
and the transition from lamellar into bilayer cubic and hexagonal
phases (see Fig. 4 in the section entitled “Formation of nonlamel-
lar phases in membrane lipids”). Studies on the rhombohedral
phase formed in partially dehydrated lipids provide another in-
sight into the possible structure of fusion stalks (26).

Nonuniform lipid distribution in
membranes: lipid rafts

Growing awareness regarding the nonuniform lateral and trans-
membrane organization of lipids in membranes (9, 27, 28) has
given rise to new developments of the fluid-mosaic biomem-
brane model (5). A remarkable recent advance is the widely dis-
cussed formation of membrane rafts, which represents a specific
case of a lipid demixing transition (29) (see Lipid rafts). Rafts
are microdomains, enriched in certain kinds of lipids such as
cholesterol, sphingomyelin, saturated glycerophospholipids, and
glycosphingolipids, that reside in the so-called liquid-ordered
phase, which is immiscible with the regular liquid-crystalline
(disordered) phase. Whereas the in vivo existence of lipid rafts
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still remains a controversial topic (30), the liquid-ordered mi-
crodomains and the cases of liquid–liquid immiscibility (31)
have attracted much attention both as novel features in the
membrane models and for their potential importance in phe-
nomena such as membrane signaling and differential trafficking
of various membrane components.

Membrane adaptation and protection in
extreme external conditions

External temperature variations, for example, seasonal variations,
pose a severe challenge for the maintenance of normal physio-
logic activity in poikilothermic organisms, which cannot regu-
late body temperature, and in plants and bacteria. The dominant
hypothesis that accounts for acquired protection to low tempera-
ture damage relates to membrane lipid composition. Cold condi-
tioning generally leads to an increased proportion of unsaturated
fatty acids in the major phospholipid classes (10, 32). Because in-
creased chain unsaturation strongly reduces the gel–liquid-
crystalline phase transition temperature of lipids (see the section
entitled “Gel–liquid-crystalline phase transition”), the increase
in the content of unsaturated fatty acids serves as an adaptation
mechanism that allows the membrane to maintain its physiologic
liquid-crystalline state also at much lower temperatures.

In many cases, the preservation of the membrane home-
ostasis during strong changes in the environmental condi-
tions, such as low temperatures, high salinity, and dehy-
dration, is attained by means of synthesis of water-soluble
compounds. Low-molecular compounds with various chemical
structures—saccharides, polyols, and amino acids—are known
to be natural protectors and osmoregulators. It is important to
note that all protectors modulate the membrane phase behav-
ior in a virtually identical way. Despite their different chemical
structures, all natural cryo- and lyoprotectors are kosmotropic
agents (water-structure makers) that have been shown to stabi-
lize the inverted hexagonal nonlamellar phase at the expense of
the lamellar phase by shifting down the lamellar–nonlamellar
phase transition temperature (34). This paradoxical result be-
comes more meaningful in the context of reports that show
that the biomembranes of various (prokaryotic) organisms dis-
play optimum activity when they reside in close proximity to
their lamellar–nonlamellar phase boundary (6). This way, dur-
ing a large drop of environmental temperatures, by decreasing
the lamellar–nonlamellar transition temperature, the accumulat-
ing kosmotropic cryoprotective compounds maintain the mem-
brane state in the proximity of the lamellar–nonlamellar phase
boundary.

Skin stratum corneum lipid phase
behavior

The barrier function of skin is attributed predominantly to its
outermost layer, the stratum corneum, which protects the body
from a percutaneous penetration of compounds and from des-
iccation, thus permitting terrestrial mammals to control their
internal aqueous balance and to survive in a nonaqueous envi-
ronment. Stratum corneum lipids have highly specific compo-
sition and organization and play an important role in the skin

barrier function. Phospholipids are almost absent, and major
lipid constituents are ceramides, cholesterol, and free long-chain
fatty acids. They exhibit phase behavior that is quite different
from that of phospholipids and is characterized by the presence
of a unique, unusually thick, lamellar solid phase of high crys-
tallinity in stratum corneum. The repeating units contain two
bilayers, with cholesterol asymmetrically distributed across the
bilayers, with rather tight chain packing and with extremely
narrow fluid spaces between adjacent bilayers that limit water
diffusion and guarantee the barrier function of skin (35–37).

Fat digestion

Dietary fats are absorbed in the small intestine. To be absorbed
through the intestinal wall, the ingested triacylglycerols are
converted from insoluble fat particles into finely dispersed mi-
croscopic micelles. For this purpose, bile salts are synthesized
from cholesterol in the liver and released into the small intes-
tine. They act as biologic detergents and convert dietary fats
into mixed micelles of bile salts and triacylglycerols. The trans-
formation of the solid lipid particles into micelles enormously
increases the fraction of lipid molecules accessible to the action
of water-soluble lipases. The enzymatic conversion of triglyc-
erides into monoglycerides and fatty acids is accompanied by
a sequence of transformations between lipid cubic phases of
different morphology along the fat digestion pathway (38).

Lung surfactant

Lung surfactant forms a layer at the surface of lung alve-
oli that strongly reduces the surface tension at the air–water
interface, thereby preventing alveolar collapse. The alveolar
surfactant consists of about 90% lipids, mainly phospholipids
and cholesterol. After secretion from the epithelial cells, the
surfactant lipids form lamellar bodies with spherically concen-
tric bilayers. During their release into the alveolar space, the
lamellar bodies swell, reorganize, and transform into a charac-
teristic cross-hatched structure termed tubular myelin. It exhibits
complex topology, fitting an infinite periodic surface with a
tetragonal structure (39). This structure supplies lipids to the
surface, thus regulating the surface tension of lung alveoli.

Phase Transitions in Lipid-Water
Systems

Lipids are amphiphilic molecules, which self-assemble in a va-
riety of different phases depending on their molecular structure
and shape (chain length, branching and unsaturation, and back-
bone and head group structure) and on external variables such as
water content, temperature, pressure, aqueous phase, and lipid
mixture compositions. The lipid phases are made of aggregates
of different architecture (Fig. 1), with the aggregation process
being driven by the hydrophobic effect. The physical princi-
ples that govern the lipid self-organization in aqueous media
are identical for all surfactants.

An overwhelming majority of the studies on the membrane
lipid phase transitions have been performed with simplified
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Figure 1 Examples of various lipid phases: I. Lamellar phases: (A) subgel, Lc; (B) gel, untilted chains, Lβ ; (C) gel, tilted chains, Lβ′ ; (D) rippled gel, Pβ’;

(E) fully interdigitated gel, Lβ
int; (F) partially interdigitated gel; (G) mixed interdigitated gel; (H) liquid crystalline, Lα. II. Mesomorphic (liquid crystalline)

aggregates of various topology: (A) spherical micelles; (B) cylindrical micelles (tubules); (C) disks; (D) inverted micelles; (E) a fragment of a rhombohedral
phase; (F) lamellae (G) inverted hexagonal phase; (H) inverted micellar cubic phase; (J) bilayer cubic Im3m phase; (K) bilayer cubic Pn3m phase; (L) bilayer
cubic Ia3d phase.

model systems. The rationale for the model approach stems
from the circumstance that biomembranes are heterogeneous
multicomponent structures with complex and labile molecu-
lar organization. In contrast, model lipid systems (liposomes,
monolayers, and oriented films) are much more simple and
stable. The latter systems are amenable to studies by physical
and physico-chemical methods and have been used for several
decades to investigate membrane-related processes and charac-
teristics. It would not be an exaggeration to state that virtually
all of our understanding of the lipid phase behavior results from
the model approach.

Lipid phase nomenclature

Lipid polymorphic and mesomorphic phases generally are char-
acterized by their 1) symmetry in one, two, or three dimensions,
2) hydrocarbon chain ordering and specific chain arrangements in
the ordered gel and crystalline phases, and 3) type (normal or in-
verted) for the curved mesomorphic phases. For four decades, the
nomenclature introduced by Luzzati (40) has been used to desig-
nate lipid phases. Because of the rapid growth of the number of

new lipid phases identified in the 1980s and 1990s, the introduc-
tion of new simplified notation has been attempted as part of the
Lipid Data Bank project (41), but still the Luzzati scheme is used
mostly in the literature. In the latter scheme, lattice periodicity is
characterized by uppercase Latin letters: L for a one-dimensional
lamellar lattice; H for a two-dimensional hexagonal lattice; P for a
two-dimensional oblique or rectangular lattice; T, R, and Q for the
three-dimensional rectangular, rhombohedral, and cubic lattices,
with space groups specified according to the International Tables
(42). A lowercase Greek or Latin subscript is used as a descriptor
for the chain conformation: α for disordered (liquid crystalline), β
for ordered (gel), β’ for ordered tilted, and C for crystalline (sub-
gel). Roman numerals are used to designate the aggregate type: I
for the oil-in-water (normal) type, and II for the water-in-oil (in-
verted) type.

Phase transition types

Temperature and water content are primary variables in the
lipid-water systems, responsible for their thermotropic and ly-
otropic phase behavior, respectively.
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Figure 2 Illustrative lyotropic lipid-water phase diagram for phospholipid amphiphiles with transitions between the phase ranges driven by the water
content. Hatched areas indicate two-phase regions (reproduced from (52) with permission from Elsevier).

An illustration of a lipid-water phase diagram, in which the
transitions are driven by water content, is shown in Fig. 2
(43). A similar phase sequence can be produced by changes
in temperature as well, and phospholipid phase diagrams gener-
ally exhibit pronounced temperature dependence. A generalized
phase sequence of thermotropic phase transitions for the typical
membrane lipids can be defined (44):

Lc↔Lβ↔Lα↔QB
II ↔ HII ↔QM

II ↔MII (1)

A lamellar crystalline (subgel) Lc phase transforms into a lamel-
lar gel Lβ phase at a higher temperature; the latter phase un-
dergoes a melting transition into the lamellar liquid-crystalline
Lα phase. With an additional increase of temperature, a series
of mesomorphic phase transitions follow the sequence: bilayer
cubic QB

II-inverted hexagonal H II-micellar cubic QM
II-micellar

M II. Some lipids can form two or more modifications of a given
phase, for example, gel phases of different structures (interdig-
itated, noninterdigitated, tilted, rippled, etc., see Fig. 1-I) and
mesomorphic cubic phases of different topology (Im3m, Pn3m,
etc., see Fig. 1-II j, k, and l). Intermediate lipid phases have
been reported as well, for example, the liquid ordered phase
has attracted much attention in recent years because of its rele-
vance to the functional lipid rafts in membranes (29) (see Lipid
rafts).

From a biologic viewpoint, of greatest interest are the
transitions that involve the physiologically important lamel-
lar liquid-crystalline phase, namely, the gel– liquid-crystalline
(melting) transition, and the lamellar– nonlamellar mesomorphic
transitions.

Gel–liquid-crystalline phase transition
The lamellar gel–lamellar liquid-crystalline (Lβ– Lα) phase tran-
sition, frequently also referred to as (chain-)melting, order–dis-
order, solid–fluid, or main transition, is the major energetic
event in the lipid bilayers and takes place with a large enthalpy
change. It is associated with rotameric disordering of the hy-
drocarbon chains, increased headgroup hydration, and increased

intermolecular entropy (45). The energy required to expand the
hydrocarbon chain region against attractive van der Waals in-
teractions (volume expansion) and to increase the bilayer area
(increased hydrophobic exposure at the polar–apolar interface)
contributes to the large transition enthalpy change.

The melting gel–liquid-crystalline transitions in fully hy-
drated lipids are accompanied by large increases in lipid surface
area (∼25%) and specific volume (∼4%). In calorimetric mea-
surements they manifest as sharp, narrow heat capacity peaks
with an enthalpy of ∼20–40 kJ/mol (46, 47). Also, large volume
fluctuations give rise to a strong increase of the isothermal bi-
layer compressibility at the melting transition temperature (48).
Because of a dramatic increase of the bending elasticity, large
bilayer undulations (anomalous swelling) have been observed
at the melting transition (49–51).

The temperature of the chain-melting transition is determined
largely by the hydrocarbon chains: The longer and more satu-
rated they are, the higher the transition temperature (Fig. 3a)
(33, 34 52–54). For lipids with unsaturated chains, the posi-
tion and type of the chain double bonds substantially modulate
the melting temperature (Fig. 3c). Additionally, the melting
temperature is affected also by chain branching and by the
chemical link between the chains and the polar headgroup.
Anhydrous lipids with identical hydrocarbon chains exhibit
melting phase transitions at nearly identical temperatures. In
aqueous dispersions, however, the headgroup interactions and
the lipid–water interactions largely modify the lipid phase be-
havior (see, e.g., the effect of progressive N -methylation of
the phosphoethanolamine headgroup in Fig. 3b). A summary
of the phase transition temperatures of the major membrane
lipid classes with different chain lengths is given in Table 1
(33, 46, 52, 55, 56). Most membrane lipids have two dif-
ferent hydrocarbon chains, usually one saturated and one un-
saturated; most common are the glycerophospholipids with a
saturated sn-1 chain typically 16–18 carbon atoms long and
an unsaturated sn-2 chain typically 18–20 carbon atoms long.
The gel–liquid-crystalline (Lβ→Lα) transition temperatures of
mixed-chain phosphatidylcholines are summarized in Table 2.
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Figure 3 Dependence of the phase transitions temperature on lipid chemical structure and aqueous phase composition: (a) hydrocarbon chain length
dependence of the Lβ –Lα (black squares) and Lα –HII (open circles) phase transition temperatures in saturated diacyl phosphatidylethanolamines (53, 73);
(b) dependence of the Lβ –Lα (black squares) and Lα –HII (open circles) phase transition temperatures on the degree of N-methylation of the polar
headgroup of ditetradecylphosphatidylethanolamine (reproduced with permission from (73); copyright (1983) American Chemical Society); (c)
dependence of the Lβ –Lα phase transition temperature on the double-bond position for dioctadecenoyl phosphatidylcholine bilayers (58); (d) dependence
of the phase transition temperatures of dihexadecyl phosphatidylethanolamine on the concentration of sucrose (open squares) and NaSCN (full circles)
(reproduced from (33) with kind permission of Springer Science and Business Media); (e) pH dependence of the chain-melting transition temperature of
dimyristoylglycerophospholipid bilayers (superscripts give the lipid charge; abbreviations as in Table 1; MPA, methylphosphatidic acid) (reproduced with
permission from (67)); (f) pH dependence of the gel-fluid (circles) and lamellar-hexagonal (squares) phase transition temperatures of
didodecylphosphatidylethanolamine; the dashed line indicates the appearance of additional lines in the region of the lamellar-hexagonal transition
(reproduced with permission from (68); copyright (1983) American Chemical Society).

It is evident from these data that altering the lipid chain length
and unsaturation modulates the lipid phase state in very broad
limits and therefore provides the basis of a mechanism for
membrane adaptation to large fluctuations in the environmen-
tal temperatures (see the section entitled “Membrane adaptation
and protection in extreme external conditions”).

Formation of nonlamellar phases in
membrane lipids

Dispersions of double-chain nonlamellar membrane lipids most
frequently display a lamellar–inverted hexagonal, Lα–H II, phase

transition. In some instances, they also can form inverted phases
of cubic symmetry. The membrane elastic energy plays an
important role in lamellar–nonlamellar transformations (15, 23).

The Lα–H II transition may be considered a result of compe-
tition between the spontaneous tendency of the lipid layers to
bend and the resulting hydrocarbon chain packing strain; thus,
membranes exist in a state of frustrated curvature stress (17).
Respectively, the Lα–H II transition is believed to be driven by
the relaxation of the curvature of the lipid monolayers toward
their spontaneous curvature. Conversely to the Lβ–Lα transition,
the Lα–H II transition temperature decreases with the hydrocar-
bon chain length increase (Fig. 3a). At sufficiently long chains,
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Table 1 Gel − liquid-crystalline and lamellar − nonlamellar phase transition temperatures [◦C] of fully hydrated lipids as a
function of the lipid polar head group and hydrocarbon chain length (33, 46, 52, 55, 56)

Headgroup PC PE PG PS PA PI CL Glc Gal Mal N-Sph N-Sph
Chains PC Gal
sn-1/sn-2

Gel–liquid − crystalline transition(Lβ → Lα)

10:0/10:0 −5.7 2.0 −6.9
11:0/11:0 −13.9 16.9 1.9
12:0/12:0 −1.9 31.3 −2 14.2 32 25.4 19.5 26.8
13:0/13:0 13.5 42.1 10.7 32.9
14:0/14:0 23.4 50.4 24 35.4 54 20 40 40.5 48.7 40.9 25
15:0/15:0 33.7 58.4 33 58 50.7
16:0/16:0 41.7 64.4 41.5 51.4 65 58 57.2 61.6 56.6 42 82
17:0/17:0 48.6 70.5 63.4
18:0/18:0 54.5 74.2 54 63.7 75.4 70 68.4 73.5 66.7 44.5 84
19:0/19:0 60.2 79.2 73.7a

20:0/20:0 65.3 83.4 76.8a 80.0a 46.5 83
21:0/21:0 70.7
22:0/22:0 73.6 90.0a 44.5
23:0/23:0 77.9
24:0/24:0 80.3 47.5
16:1c9/

16:1c9
−4.0 −33.5

18:1c9/
18:1c9

−18.0 −7.3 −18.3 −11.0 −11.0

18:2c9,12/
18:2c9,12

−55.1

18:3c9,12,15/
18:3c9,12,15

−63.0

Lamellar–nonlamellar transition(Lα → HII , unless otherwise indicated )
14:0/14:0 105b 80.6b

15:0/15:0 82b

16:0/16:0 118.5 79b; 119c 80.7b; 82.3d

17:0/17:0 107.6 76.6
18:0/18:0 101 74.5; 73.9d 76.0; 85.0d

19:0/19:0 97.8 73.7a

20:0/20:0 94.2 76.8a; 78.9d 80.0a; 89.0d

22:0/22:0 90.0a

16:0/18:1c9 70.8
16:1c9/16:1c9 43.4
18:1c9/18:1c9 8.5
18:1t9/18:1t9 62.2
18:1c9/
20:4c5,8,11,14 32.0

aLβ → HII;
bLα → QII;
cQII → HII;
dLc → HII; transition; PC, diacylphosphatidylcholines; PE, diacylphosphatidylethanolamines; PG, diacylphosphatidylglycerols; PS,
diacylphosphatidylserines; PA, diacylphosphatidis acids; PI, diacylphosphatidylinositols; CL, cardiolipins; Glc, diacylglucosylglycerols; Gal,
diacylgalactosylglycerols; Mal, dialkylmaltosylglycerols; N-Sph PC, sphingomyelins; N-Sph Gal, galactocerebrosides (for the sphingolipids,
chain length refers to the single fatty acid chain).
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Table 2 Decrease of the gel–liquid-crystalline (Lβ→Lα) transition temperatures of fully
hydrated acyl-chain phosphatidylcholines with increasing sn- 2 chain unsaturation (33)

Chains, sn-1/sn-2 Temperature [◦C]

16:0/16:0 41.7
16:0/16:1c9 30.0
16:0/18:0 49.0
16:0/18:1c9 − 2.5
16:0/18:2c9,12 − 19.6
16:0/20:0 51.3
16:0/20:4c5,8,11,14 − 22.5
16:0/22:0 52.8
16:0/22:1c13 11.5
16:0/22:6c4,7,10,13,16,19 − 3.0
18:0/18:0 54.5
18:0/18:1c9 6.9
18:0/18:2c9,12 − 14.4
18:0/18:3c9,12,15 − 12.3
18:0/20:0 60.4
18:0/20:1c11 13.2
18:0/20:2c11,14 − 5.4
18:0/20:3c8,11,14 − 9.3
18:0/20:4c5,8,11,14 − 12.9
18:0/20:5c5,8,11,14,17 − 10.4
18:0/22:0 61.9
18:0/22:1c13 19.6
18:0/22:4c7,10,13,16 − 8.5
18:0/22:5c4,7,10,13,16 − 6.4
18:0/22:6c4,7,10,13,16,19 − 3.8
18:0/24:0 62.7
18:0/24:1c15 31.8
20:0/18:0 57.5
20:0/18:1c9 11.5
20:0/20:0 65.3
20:0/20:1c11 20.5
20:0/20:2c11,14 5.4
20:0/20:3c11,14,17 1.8
20:0/20:4c5,8,11,14 − 7.5
20:0/22:0 69.6
20:0/22:1c13 29.2
20:0/24:0 70.6
20:0/24:1c15 36.6
22:0/18:0 58.6
22:0/18:1c9 15.1
22:0/20:0 67.7
22:0/20:1c11 22.9
22:0/22:0 73.6
22:0/22:1c13 32.8
22:0/24:0 77.1
22:0/24:1c15 41.7
24:0/18:0 58.9
24:0/18:1c9 20.7
24:0/20:0 68.4
24:0/20:1c11 24.5

The first cis-double bond causes the biggest transition temperature drop to occur, whereas additional
increases of chain unsaturation have much smaller effects.
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Table 3 Examples of heating, cooling, and isothermal phase sequences in lipid dispersions (44)

Lipid Scan direction Phase sequence

DPPC heating Lc1
13.3◦C−−−−−−→ Lβ

′ 35◦C−−−−−−→ Pβ
′ 41.5◦C−−−−−−→ Lα

cooling Lα
41◦C−−−−−−→ Pβ′(mst ) → L′

β → Lc2

isothermal equilibration Lc2 → Lc1

<8◦C

DLPE 1st heating Lc1
43◦C−−−−−−→ Lα

cooling Lα
30◦C−−−−−−→ Lβ

isothermal equilibration Lβ → Lc1

2◦ C, 9 days
isothermal equilibration Lβ → Lc2

26◦ C, 15 h
isothermal equilibration Lα → Lc1

32◦ C, 15 h

DMPE 1st heating Lc
56.4◦C−−−−−−→ Lα

cooling Lα
49.2◦C−−−−−−→ Lβ

isothermal equilibration Lβ → Lc

2◦ C, 9 days

DOPE heating Lβ
−16◦C−−−−−−→ Lα

8◦C−−−−−−→ HII

cycling (n > 100) (Lα↔HII )n→QII

deep cooling ( < − 20◦ C) QII → Lβ

DOPE-Me heating ( > 1◦ C/h) Lβ
<0◦C−−−−−−→ Lα

67.2◦C−−−−−−→ HII

heating ( < 1◦ C/h) Lα
62.2◦C−−−−−−→ QII

72−79◦C−−−−−−→ HII

isothermal equilibration Lα→disordered state→QII

55◦ C, 20 h
deep cooling ( < -20◦ C) QII →Lβ

14-Gal 1st heating Lc1→Lc2
69◦C−−−−−−→ HII

cooling HII
60◦C−−−−−−→ Lα

47◦C−−−−−−→ Lβ
38◦C−−−−−−→ Lc2

2nd heating Lc2
69◦C−−−−−−→ HII

18-Gal 1st heating Lc1 → Lc2
78◦C−−−−−−→ HII

cooling HII
67.5◦C−−−−−−→ Lβ

2nd heating Lβ
exotherm,∼43◦C−−−−−−−−−−→ Lc2

78◦C−−−−−−→ HII

isothermal equilibration Lβ → Lc2

60 − 70◦ C, 1 h

DOPE-Me, dioleoyl-N-methylethanolamine; 14-Gal, ditetradecylgalactosylglycerol; 18-Gal, dioctadecylgalactosylglycerol.

the Lα phase is eliminated completely, and direct Lβ–H II tran-
sitions take place on heating. Such direct transitions have been
observed for diacyl PEs of 22-carbon chains and monogly-
cosyldiacylglycerols of 19–20 carbon chains (Table 1). With
long-chain glycolipids, a direct Lc–H II transition even is ob-
served in which both the Lβ and Lα phases are eliminated from
the phase sequence. Interestingly, intermediate phases miss-
ing on heating may intervene in the cooling phase sequence
(see the section entitled “Reversibility of the phase transitions”;
Table 3).

Among the seven cubic phases so far identified in lipids, of
greatest interest are the inverted bicontinuous or bilayer cu-
bic phases with space groups Q224(Pn3m),Q229(Im3m), and

Q230(Ia3d ) (43, 57, 58) (Fig. 1-II j, k, and l). Whenever
present, the bilayer cubic phases are located in a tempera-
ture range between the Lα and the H II phases. However, direct
Lα–Q II

B transitions are rare in membrane lipid dispersions and
mainly observed for short-chain PEs and monoglycosyldiacyl-
glycerols (52, 55). In many cases, a Q II

B phase can be induced
by means of temperature cycling through the Lα–H II transition
or by a cooling of the H II phase (59, 60). A transformation from
a lamellar into a bilayer cubic phase may be considered as a co-
operative act of multiple fusion events, whereby a set of initially
separate, parallel bilayers fuse into a single bilayer of spe-
cific topology (Fig. 4). The lamellar–cubic transitions have very
small, if any, latent heats. Although energetically inexpensive,
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(a) (b')

(b)

(c)

(d)

(e) (f)

Figure 4 The modified stalk mechanism of membrane fusion and
inverted phase formation. (a) planar lamellar (Lα) phase bilayers; (b) the
stalk intermediate; the stalk is cylindrically-symmetrical about the dashed
vertical axis; (c) the TMC (trans monolayer contact) or hemifusion
structure; the TMC can rupture to form a fusion pore, referred to as
interlamellar attachment, ILA (d); (e) If ILAs accumulate in large numbers,
they can rearrange to form QII phases. (f) For systems close to the Lα/HII
phase boundary, TMCs can also aggregate to form HII precursors and
assemble into HII domains. The balance between QII and HII phase
formation is dictated by the value of the Gaussian curvature elastic
modulus of the bilayer (reproduced from (25) with permission of the
Biophysical Society); The stalk in (b) is structural unit of the rhombohedral
phase; (b’) electron density distribution for the stalk fragment of the
rhombohedral phase, along with a cartoon of a stalk with two lipid
monolayers merged to form a hourglass structure (reproduced from (26)
with permission of the Biophysical Society).

these transitions typically are rather slow. The slow formation,
hysteretic behavior, and extended metastability ranges of the
cubic phases create significant difficulties in their study and
applications.

Inverted micellar cubic phases have been observed mainly
in mixtures of double-chain polar lipids with fatty acids or
diacylglycerols but also in some single-component dispersions
of glycolipids (61). The most frequently observed inverted
micellar cubic phase in lipids is of space group Q227(Fd3m).
For medium-chain lipids (≥16 C atoms), it typically forms
via an H II–Q II

M transition; however, the Lβ gel phase of
diC19-xylopyranosyl has been found to melt directly into the
Fd3m cubic phase (61).

Polymorphic transitions between solid
lipid phases

At temperatures below the main transition, a basic equilib-
rium structure is the subgel (crystalline) Lc phase. Its formation
usually requires prolonged low-temperature incubation. In ad-
dition to the Lc phase, many intermediate stable, metastable,
and transient lamellar gel structures are adopted by differ-
ent lipid classes—with perpendicular or tilted chains with
respect to the bilayer plane, with fully interdigitated, par-
tially interdigitated, or noninterdigitated chains, rippled bilay-
ers with various ripple periods, and so forth. (Fig. 1). Sev-
eral polymorphic phase transitions between these structures
have been reported. Well-known examples of polymorphic tran-
sitions are the subtransition (Lc– Lβ) and the pretransition
(Lβ′– Pβ′ ) in phosphatidylcholines (33). Recently, a polymor-
phic transition that included rapid, reversible transformation
of the usual gel phase into a metastable, more ordered gel
phase with orthorhombic hydrocarbon chain-packing (so-called
Y-transition) was reported to represent a common pathway
of the bilayer transformation into a subgel (crystalline) Lc

phase (62).

Reversibility of the phase transitions:
formation of metastable phases

Because of long relaxation times, especially in the transition
vicinity, lipid phase transitions often are not reversible and end
up with the formation of metastable phases, which replace the
equilibrium phases in cooling scans. The metastable phases can
be very long-lived and display no spontaneous conversion to
the ground state in sensible time scales.

Many rate-limiting factors have been suggested as physical
reasons that lead to the formation of metastable phases: long hy-
dration/dehydration times, slow reformation of hydrogen-bond
networks, restricted molecular motion in the low-temperature
solid–solid transformations, relative stability of the interfaces
between solid and fluid domains, large spatial rearrangements
in lamellar–nonlamellar transitions, low rate of appearance of
critical-size nuclei of the nascent phase, and arrestment in local
free-energy minima. A comparison between heating and cool-
ing phase sequences observed in aqueous dispersions of lipids
shows the frequent occurrence of additional, metastable phases,
which only form in a cooling direction (Table 3).
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Phase transitions in lipid mixtures: phase
diagrams

Composition is another important variable that strongly modu-
lates the lipid phase behavior. The phase properties of a lipid
mixture are best presented by means of a temperature–composi-
tion phase diagram. Such diagrams may be constructed by using
various experimental techniques (63); a most appropriate one is
the differential scanning calorimetry. In addition to being non-
perturbing, it also has the advantage of recording not only the
temperature but also the enthalpy of the phase transitions.

Various types of lipid phase diagrams reported in the liter-
ature are shown in Fig. 5 (64–73). The lens-like diagram in
Fig. 5a is characteristic for lipid mixtures that are completely
miscible in both gel and liquid-crystalline phases. To display
such complete miscibility, the two components must be very

similar structurally. This kind of diagram is typical for lipid
species with the same headgroup, differing by not more than
two methylene groups in their hydrocarbon chains, such as the
DMPC/DPPC binary (Fig. 5a). A usual complication of the
lens-type diagram is the frequently occurring solid-state misci-
bility gap, where the mixture separates into two solid phases
of different composition. In mixtures of lipids with sufficiently
different structures, the miscibility gap may overlap with the re-
gion of the solid–liquid-crystalline phase coexistence and give
rise to eutectic (Fig. 5b and c) or peritectic phase diagrams
(Fig. 5d), in which single three-phase points exist. Horizontal
solidus lines, reporting for such kind of behavior, have been ob-
served for numerous lipid mixtures. Miscibility gaps also may
occur in the liquid-crystalline phase of certain lipid mixtures. A
phase diagram with a liquid–liquid immiscibility region is the

(a) (b) (c) (d)

(i) (j) (k)
(l)

(e)

(f)
(g) (h)

Figure 5 Types of lipid phase diagrams: (a) close to ideal phase diagram of the DMPC/DPPC mixture. (Reproduced from Reference 64 with author’s
permission.) (b) Eutectic phase diagram of the 1-stearoyl-2-caprylphosphatidylcholine/DMPC mixture. (Reproduced from Reference 65 with permission
from Elsevier.) (c) Phase diagram of the DPPC/C12 C24PC mixture exhibiting eutectic and peritectic points. (Reproduced from Reference 66 with
permission from Elsevier.) (d) Peritectic phase diagram of the DMPE/DSPE mixture. (Reproduced from Reference 67 with kind permission of Springer
Science and Business Media.) (e) Monotectic phase diagram of the DEPC/DPPE mixture. (Reproduced with permission from Reference 68; copyright 1975
American Chemical Society.) (f) Phase diagram with a lower isoconcentration (azeotropic) point) of the DEPC/DMPC mixture. (Reproduced from Reference
69 with permission from Elsevier.) (g) Phase diagram of the DPPC/palmitic acid mixture, combining upper isoconcentration (azeotropic) point with
eutectic and peritectic points. (Reproduced from Reference 70 with permission from Elsevier.) (h) Phase diagram with a critical point of the
DPPC/Cholesterol mixture. (Reproduced from Reference 71 with permission of the Biophysical Society.). The main features of the phase diagrams of
saturated monoacylglycerol/water systems: (i) C8:0-C12:0; (j) C14:0-C18:0; (k) C20:0. (Reproduced from Reference 72 with permission.) (l) Phase diagram
of glyceryl monooleate/water system. (Reproduced from Reference 73 with permission.)
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monotectic phase diagram shown in Fig. 5e, with a monotectic
triple point of coexistence of one solid and two liquid phases.

Deviations from ideal mixing may occur not only with a
tendency for clustering of the like molecules and eventually
leading to phase separation but also when contacts between
unlike molecules are preferred – when the nearest-neighbor
pairs tend to be made up of unlike molecules (a “chess-
board” arrangement). Such mixtures often display phase dia-
grams with an upper isoconcentration (azeotropic) point, such
as the DPPC/palmitic acid diagram shown in Fig. 5g. Except
for the phosphatidylcholine/fatty acid mixtures, phase diagrams
with an upper isoconcentration point are typical for mixtures
that contain a charged lipid. An example of a phase diagram
with a lower isoconcentration point is shown in Fig. 5f.

The DPPC/cholesterol phase diagram in Fig. 5h contains a
critical point. It is related to the existence of a peculiar, liquid
ordered (lo) phase in the mixtures, which is believed to be the
prototype of the lipid rafts (see Lipid rafts).

Figs. 5i–l illustrate the phase behavior in lipid/water mixtures.
Aqueous phase diagrams of monoacylglycerols of various chain
length and saturation show the effect of molecular geometry on
the lipid phase behavior. Increasing the chain length from C8:0

to C20:0 introduces cubic and hexagonal phases between the
lamellar liquid-crystalline and the liquid L2 phase (72). In the
unsaturated C18:1 glyceryl monooleate, two cubic phases, Ia3d
(G) and Pn3m (D), and the inverted hexagonal H II phase form
(73) (Fig. 5 l).

Ternary phase diagrams are another important tool for the
characterization of the phase properties of complex lipid mix-
tures. This kind of diagram has proven especially useful recently
in the analysis of domains in model systems. Ternary mixtures
of one phospholipid that has a relatively high melting tempera-
ture and another phospholipid that has a relatively low melting
temperature together with cholesterol are viewed as useful mod-
els for the outer leaflet of animal-cell plasma membranes. An
example of a ternary phase diagram is shown in Fig. 6 (74).
It illustrates the rich phase behavior displayed by ternary lipid
mixtures represented in this particular case by four regions of
two-phase coexistence and one region of three-phase coexis-
tence.

Role of the aqueous phase composition

The Hofmeister Effect

The interactions of the lipid polar groups with water have
an important contribution to the energy balance of a given
phase. The relatively high hydration, typical for the membrane
lipids, is responsible in particular for their ability to form
liquid-crystalline bilayers separated by aqueous spaces. Many
lipid phase transitions take place with large changes in the lipid
surface area and consequently in the amount of bound water.
The lipid hydration is determined by the chemical structure
of the polar groups, but it is essential to note that in fully
hydrated systems with water in excess, the extent of the polar
group hydration depends also on the state of the bulk water.
On the other side, various low-molecular solutes are known
for their ability to modulate strongly the bulk water structure:
“water-structure makers” (kosmotropes) and “water-structure

Cholesterol

DOPC DSPC

1.0

Lo

Chol.
crystals

+

Lo

Lα + Lo

Lα + Lβ

Lα + Lβ + Lo

Lo

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.0
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

+
Lβ

Lβ
Lα

Figure 6 Phase diagram of the ternary mixture
distearoylphosphatidylcholine (DSPC)/dioleoylphosphatidylcholine
(DOPC)/cholesterol at 23◦ C, showing four regions of two-phase
coexistence:liquid crystalline and gel (Lα + Lβ), liquid ordered and gel (Lo +
Lβ), liquid crystalline and liquid ordered (Lα + Lo), and liquid ordered and
crystals of cholesterol monohydrate; also one region of three-phase
coexistence exists, liquid crystalline, gel and liquid ordered (Lα + Lβ + Lo).
(Reproduced from Reference 74 with permission.)

breakers” (chaotropes). It thus turns possible that, even without
direct interaction with the lipid polar heads, solutes largely
can modulate the properties of the lipid–water interface and
hence the lipid phase behavior. Changes in the aqueous phase
composition can shift substantially the temperature regions of
stability of the different lipid phases and induce or suppress the
formation of certain phases. Indirect solute effects of such kind
on the interfacial properties, generally termed the Hofmeister
effect, have been found in many lipid-water phases (34). Many
studies on the nature of the Hofmeister effect indicate that it
results from an interplay of electrostatics, dispersion forces,
thermal motion, fluctuations, hydration, polarizability, ion size
effects, and the impact of interfacial water (75, 76).

According to their effect on the lipid phase transitions, the
Hofmeister solutes fall into two categories: 1) chaotropic solutes
that favor the formation of the lamellar liquid-crystalline phase
Lα at the expense of the neighboring H II and Lβ phases and
2) kosmotropic solutes that favor the formation of the H II and
Lβ phase at the expense of the Lα phase. Their effects are de-
scribed correctly by an equation of the Clapeyron–Clausius type
between phase transition temperature and solute concentration
(34). The sign and magnitude of the transition shifts induced by
the different solutes depend on the solute ability to distribute
unevenly between interlamellar and free water. Kosmotropic so-
lutes tend to minimize the area of the lipid–water contact. They
suppress the Lα phase, as it has the largest surface area in contact
with water. At a high enough concentration of kosmotropic so-
lutes, the latter phase may disappear completely from the phase
diagram. This disappearance is precisely what is seen with su-
crose, trehalose, proline, and some salts and is consistent with
the opposite effect caused by chaotropic solutes (Fig. 3 d). The
addition of chaotropic solutes also can induce the appearance
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of missing liquid-crystalline phases from the general lipid phase
sequence (1).

Effect of pH

Changes in pH modulate the lipid phase behavior as a con-
sequence of protonation/deprotonation of the lipid headgroups,
which results in a change of the surface charge of the membrane
(77). They also modify the surface polarity and hydration. Typ-
ically, protonation decreases lipid hydration and increases the
main transition temperature (53). The effects of pH titration
on the chain-melting transition temperature T m of dimyristoyl
phospholipids is illustrated in Fig. 3e, which shows that sin-
gle protonation increases the melting transition temperature by
about 5–15◦ C.

The shifts of the lamellar–hexagonal transition during titra-
tion are greater and in the opposite direction relative to changes
of T m. Thus, for didodecyl PE, the lamellar–hexagonal transi-
tion decreases by 41◦C during phosphate protonation (pK∼1.9)
and by 50◦C during amine protonation (pK∼9.3), whereas for
T m these shifts are 6◦C and 15◦ C, respectively, in the opposite
direction (Fig. 3f) (54).

Tools and Techniques

From the analysis of the data in the LIPIDAT database (41),
more than 150 different methods and method modifications have
been used to collect data related to the lipid phase transitions.
Almost 90% of the data is accounted for by less than 10 meth-
ods. Differential scanning calorimetry strongly dominates the
field with two thirds of all phase transition records. From the
other experimental techniques, various fluorescent methods ac-
count for∼10% of the information records. X-ray diffraction,
nuclear magnetic resonance (NMR), Raman spectroscopy, elec-
tron spin resonance (ESR), infrared (IR) spectroscopy, and po-
larizing microscopy each contribute to about or less than 2–3%
of the phase transition data records in the database. Especially
useful in gaining insight into the mechanism and kinetics of
lipid phase transitions has been time-resolved synchrotron X-ray
diffraction (62,78–81).
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Lipid molecules can act as extracellular signals. They form a large and
expanding class of influences on cellular and organismal homeostasis,
which affect all organ systems and participate in many disease processes.
Prominent members of this class include eicosanoids (e.g., leukotrienes or
prostanoids like prostaglandins, protacyclins, and thromboxane),
lysophospholipids (e.g., lysophosphatidic acid and sphingosine
1-phosphate), endocannabinoids (e.g., anandamide and
2-arachidonoylglycerol), ether lipids (e.g., platelet activating factor), and
free fatty acids. These signals are in a dynamic steady state with structural
phospholipids that make up the lipid membrane bilayer of all cells. Both
distinct and shared enzymologies are involved in lipid signal biosynthesis
and degradation. A dominant mechanistic theme for all bona fide
extracellular lipid signals is their use of cognate 7-transmembrane domain
G protein-coupled receptors. Activation of these receptors causes myriad
physiologic and pathophysiologic effects that encompass most aspects of
cell biology and physiology. Studies on extracellular lipid signals have led to
both mechanistic understanding and successful creation of useful
medicines.

Extracellular lipid signals are small fat molecules that produce
myriad cell signaling effects upon exposure to the extracellular
surface of cells. The dominant mechanism for these effects is
the activation of specific cognate cell surface receptors, called G
protein-coupled receptors (GPCRs), which are characterized by
a predicted 7-transmembrane-spanning structure and which acti-
vate most known, intracellular heterotrimeric G proteins. These
G proteins in turn activate a wide range of downstream signaling
pathways, with the actual physiologic responses dependent on
receptor expression patterns and involved cell types. All of these
lipid mediators are linked, directly or indirectly, to membrane
phospholipids that can be thought of as a dynamic repository
of signaling lipid precursors. A diverse, yet often overlapping,
enzymatic machinery exists for both the biosynthesis and the
degradation of these signals. Compared with peptidergic fac-
tors, lipid mediators are often one tenth or less in mass, and
they have brief half-lives, although binding to carrier proteins
can substantially increase their stability. Historically, the un-
derstanding of these factors emerged in two phases. The first
phase, which began about 70 years ago and continues today, was
the important biochemical identification of lipids that showed
bioactive properties in animals, and could be chemically iso-
lated and structurally analyzed. This phase was marked by many
mechanistic hypotheses to explain the observed bioactivities, in-
cluding nonreceptor hypotheses. Tools for the identification of

lipid components include classic thin layer chromatography, liq-
uid chromatography, mass spectroscopy, as well as the use of
bioassays and isotope labeling.

The second phase began with the advent of molecular cloning
of cell-surface lipid receptors that commenced in the late
1980s/early 1990s and that allowed rigorous assessment of the
existence, pharmacology, and functional roles for extracellular
lipid signaling. It included the use of genetics to create mouse
mutants that allowed additional analyses of both receptor iden-
tity and essential physiologic or pathophysiologic roles. Most
receptor–ligand interactions occur at nanomolar affinities, with
the exception of free fatty acids that interact at micromolar con-
centrations. A mainstay of these studies is the use of modern
cell and molecular biology leading to the creation of mutant
cell lines and animals. A standard in all fields is the use of re-
ceptor overexpression or heterologous expression, particularly
combined with the use of receptor-null cells and tissues created
by targeted deletion of one or more of the receptors in ques-
tion. Interestingly, deleting individual lipid receptors produces
a variety of phenotypes, which demonstrates both the possible
redundancy of some receptors as well as the unique functions
that cannot be rescued by the large number of lipid GPCRs.
These reagents have led to the development of specific chemi-
cal agonists and antagonists, including some that have become
therapeutic drugs. Intracellular roles for some of these mediators
have been documented; however, this aspect of lipid signaling

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 1



Extracellular Lipid Signals

will not be considered further in this article. Major extracellular
lipid signals are considered next, in alphabetical order. Repre-
senting literally tens of thousands of primary references over
the past 70 years, the reference list is necessarily incomplete,
and the reader is referred to the recent primary literature for
more in-depth data and discussion in this rapidly evolving and
expanding field.

Eicosanoids
Eicosanoids, also referred to as icosanoids, are so named be-
cause of the 20-carbon constituency that identifies this class
of oxygenated lipid molecules. A primary synthetic path-
way for these molecules involves the phospholipase-mediated
cleavage of a membrane phospholipid to produce arachidonic
acid [(all-Z )-ikosa-5,8,11,14-tetraenoic acid]. From this biolog-
ically essential intermediate fatty acid, two major subclasses of
eicosanoids can be produced: 1) leukotrienes, via the action of
lipooxygenases, and 2) prostanoids, via the action of cyclooxy-
genases (COX-1 and COX-2). Examples of chemical struc-
tures for a leukotriene (Fig. 1a) and three types of prostanoids
(Fig. 1b–d) underscore their shared arachidonate origin.

Leukotrienes
Leukotrienes were identified in the 1930s as a bioactive sub-
stance released by smooth muscle in the lung after an antigenic
challenge. Their current name reflects their well-recognized role
in leukocyte (white blood cell) activities and the three promi-
nent adjacent double-bonds in their chemical structure (Fig. 1a).
There are multiple leukotriene species, including leukotriene
(LT) A4, B4, C4, D4, E4, and F4. The C-, D-, and E4 species
are named cysteinyl leukotrienes because of the presence of
the amino acid cysteine in their structure or slow-reacting sub-
stance of anaphylaxis (SRS-As) recognizing their shared bio-
logic activity. Relatively low levels of leukotrienes are found
in resting cells; cell activation through calcium signaling stim-
ulates the activity of lipoxygenases to produce leukotrienes,
primarily as part of an immune response (1). Four cognate
GPCRs bind leukotrienes with high affinity: LTB4/BLT1, BLT2,
CysLT1, and CysLT2, all of which couple to Gq/11, which can
increase intracellular calcium levels. The BLT receptors also
couple to Gi/o, which can trigger a decrease in cAMP lev-
els. Low level expression of the receptors in many tissues
has been reported; however, their primary physiologic func-
tion is attributed to high expression on granulocytes, activated
lymphocytes, macrophages, endothelium, and smooth muscle
(2). Leukotrienes are important lipid inflammatory mediators,
stimulating the release of anti-inflammatory or proinflamma-
tory molecules, promoting neutrophil migration and adherence,
and causing the contraction of bronchial smooth muscle (3).
This latter role has been linked to bronchial disorders (4), and
many treatments for asthma and allergic rhinitis are leukotriene
receptor antagonists, including montelukast (Singulair; Merck,
Whitehouse Station, NJ), pranlukast (Onon; Ono Pharmaceuti-
cals, Osaka, Japan, and Schering-Plough, Kenilworth, NJ), and
zafirlukast (Accolate; AstraZeneca Pharmaceuticals, Wilming-
ton, DE) (5).

Prostanoids
These lipid factors were first identified in the 1930s as bioactive
components of semen. Their name is derived from the original
belief that they were secreted from the prostate gland. Their
unique chemical structures are characterized by a trans double
bond at C13-14, a hydroxyl group at C15, and a cyclic carbon
ring (Fig. 1b–d). Three subclasses of prostanoids are defined by
their cyclic ring configuration: 1) the well-known prostaglandins
which have a cyclopentane ring (Fig. 1b); 2) prostacyclins that
are cyclized (Fig. 1c); and 3) thromboxanes that contain a
six-residue ring (Fig. 1d). Naturally occurring prostaglandins
include PGD2, PGE2, PGF2α, and PGH2, of which the latter
is a common precursor in the synthetic pathway of many
protanoids. PGI2 and TXA2 are the most common naturally
occurring prostacyclin and thromboxane forms, respectively.
Like leukotrienes, prostanoids are important lipid mediators in
the inflammatory response and are not synthesized unless their
source cells are activated (3). Because of their short half-life,
these lipids are primarily paracrine and autocrine extracellular
effectors, which signal through at least nine cognate GPCRs
(6). Alternatively spliced isoforms of these receptors also exist,
with varying affinities for individual prostanoids. Signaling
through prostanoid GPCRs encompass at least three classes
of heterotrimeric G proteins: Gs (receptors DP, IP, EP2, EP4),
Gq/11 (receptors FP, TP, EP1), and Gi/o (receptor EP3) (7).

Prostanoids are most prominently recognized as proinflam-
matory factors that are vasoactive, cause blood coagulation,
and produce associated symptoms of fever and pain (8). With
the development of mouse receptor-null mutants, an increas-
ingly wide range of biologic effects mediated by prostanoids is
beginning to be appreciated (9). Complex physiologies associ-
ated with the numerous receptors are still being determined and
point to kidney, cardiovascular, gastrointestinal, and reproduc-
tive system functions (6). Inhibitors of the rate-limiting enzymes
in prostanoid synthesis, COX1 and COX2, have been the ba-
sis for nonsteroidal anti-inflammatory drugs, most prominently
the nonselective COX inhibitors such as aspirin, ibuprofen, and
naproxen, as well as the selective COX-2 inhibitors celecoxib
(Celebrex; Pfizer, New York, NY) and the recently withdrawn
drug, roficoxib (Vioxx; Merck).

Lipoxins
A third class of eicosanoids, the lipoxins (LX), has recently
been defined based on its unique anti-inflammatory signaling.
LXs derive their name from their generation via lipoxygenase
interactions, requiring at least two lipoxygenases in their
biosynthesis. Unlike the LTs and prostanoids, which are proin-
flammatory, LXs reduce inflammation through multiple path-
ways, including binding LX-specific GPCRs (e.g., LXA4),
inhibiting LT-mediated inflammation through competitive inhi-
bition of cysLT1 and cysLT2 receptors, and directly interacting
with intracellular targets, e.g., transcription factors (10). Re-
cently, the carbon-15 R epimers of LXs, termed aspirin-triggered
lipoxins (ATLs), have been identified as a novel component in
the anti-inflammatory mechanism of action for aspirin (10). Pro-
duction of LXs has been observed in many human tissues, and
reduced production is implicated in several inflammation-related
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(a)

(b)

(c)

(d)

Figure 1 Chemical structures of representative eicosanoid molecules: (a) leukotriene, (b) prostaglandin, (c) prostacyclin, and (d) thromboxane. Common
names, chemical formulas, and molecular weights (g/mol) are shown.

diseases, such as arthritis, atherosclerosis, liver disease, cystic
fibrosis, and periodontitis (11).

Endocannabinoids

The psychotropic properties of the plant-derived chemical com-
pounds in marijuana, most prominently ∆9-THC (delta-9-tetra-
hydrocannabinol), have been known since the mid-1960s. The
mechanism through which these exogenous compounds act was
a subject of controversy until the early 1990s when the first
cannabinoid receptors, referred to as CB1 and CB2, were cloned
(discussed below). This quickly led to the identification of
endogenous cannabinoid receptor ligands, “endocannabinoids,”
which fall into two major classes: the N -acyl ethanolamines
(NAEs) and monoacylglycerols (MAGs). The NAE, “anan-
damide” or N -arachidonoylethanolamide (Fig. 2a), is a high
affinity agonist for both CB1 and CB2 and can produce all of
the known neurobehavioral effects of marijuana. Anandamide
is synthesized through a two-step process from the mem-
brane phospholipid, phosphoethanolamine, and is created in a
one-to-one ratio with phosphatidic acid, which is another im-
portant lipid signal (12). The second major endocannabinoid is

2-arachidonoylglycerol (2-AG), a MAG with lower affinity for
both cannabinoid receptors and many distinct physiologic ef-
fects. It has an esterfied arachidonic acid acyl chain in the sn-2
position of the glycerol backbone (Fig. 2b); thus, 2-AG can
also be a precursor for some prostanoids (13). Many enzymes
are involved in the biosynthesis and catabolism of endocannabi-
noids, regulating their diverse physiologic functions (14). One
important catablolic enzyme is the fatty acid amide hydroxylase
(FAAH) and inhibitors of FAAH are currently being investigated
for their analgesic properties (15).

The cannabinoid receptors are GPCRs that are known to
couple to Gi/o, although other coupling may exist in different
cell types (16, 17). CB1 and CB2 have distinct expression
profiles, with the former primarily expressed in the nervous
system and the latter expressed in immune cells and in intestine
(18). Within the central nervous system (CNS), CB1 receptors
are widely expressed, particularly in the basal ganglia, the
hypothalamus, and limbic areas, which suggests roles in mood,
endocrine regulation, and memory (19). Indeed, genetic deletion
of CB1 in mice is associated with enhanced short-term memory
and weight loss (20). CB1 is also expressed in the male and
female reproductive systems, although the role of cannabinoid
signaling in reproduction is still unknown.
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(a) (b)

Figure 2 Endocannabinoid chemical structures: (a) anandamide and (b)
2-arachidonoylglycerol. Chemical formulas and molecular weights (g/mol)
are given.

Cannabinoid receptors have been of great therapeutic interest
in a variety of conditions, in particular obesity and neuro-
pathic pain (21). Several medicines targeting these receptors are
now on the market, including nabilone (Cesamet; Valeant Phar-
maceuticals International, Costa Mesa, CA), dranabinol (Mari-
nol; Unimed Pharmaceuticals, Deerfield, IL), and the recently
released rimonabant (Acomplia; Sanofi-Aventis, Bridgewater,
NJ), a selective CB1 antagonist for obesity management.

Ether Lipids
Platelet-activating factor (PAF, 1-O-alkyl-2-acetyl-sn-glycero-
3-phosphocholine) was the first extracellular lipid signal for
which a cloned receptor was identified (22). A hallmark of the
molecule is an alkyl ether at the sn-1 position of the glyc-
erolphosphate backbone (Fig. 3), in contrast with ester-linked
molecules such as the lysophospholipids. In addition, the in-
activation for PAF by platelet activating factor acetylhydrolase
(PAFAH, a specialized phospholipase A2) is highly specific for
the short-chain acyl group off the sn-2 carbon (23). PAF is
the best characterized of the ether lipid signaling molecules,
with potent activity on platelets and other immune cells, as
its name implies (3). However, since its initial characterization
in the immune system, a broad range of additional physio-
logic or pathophysiologic processes have been linked to this

Figure 3 The chemical structure of a well-known ether lipid, platelet
activating factor, showing stereochemistry. Chemical formula and
molecular weight (g/mol) are included.

lipid molecule, including reproduction, neural migration, and
blood circulation (24). Its receptor is a GPCR linked to numer-
ous intracellular signaling pathways. Although the PAF receptor
has widespread expression in many tissues, the subtle pheno-
type of the null-mutant mouse suggests the involvement of
compensatory signaling mechanisms that involve other as yet
unidentified receptors or redundancy of signaling mechanisms.
In-depth studies using both transgenic and receptor-null mod-
els have demonstrated influences on allergic response, inflam-
mation, infection, as well as osteoporosis (25), reproduction,
wound healing, and subtle CNS functions (26).

Free Fatty Acids (FFAs)

The most recent class of molecules to be characterized as
extracellular lipid signals are free fatty acids (Fig. 4). Fatty
acids are essential residues of biologic phospholipids, and they
can exist in numerous permutations of length and saturation.
FFAs are “free” in that they are not linked to other molecules
such as the glycerophosphate backbone found in cell membranes
and have important roles in both energy production and cell
signaling. They can be produced through several metabolic
processes such as cleavage of membrane phospholipids by
several different phospholipases (e.g., phospholipase A). Both
short-chain and long-chain FFAs of varying carbon lengths
and saturation have demonstrated biologic activity consistent
with being lipid signals. Supporting this interpretation, recent
receptor de-orphaning research has identified a set of four
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Figure 4 Examples of short-chain and long-chain free fatty acids are
shown: (a) 4-carbon butyric acid and (b) 16-carbon palmitic acid.
Chemical names, formulas, and molecular weights (g/mol) are given.

GPCRs—GPR40, 41, 43, and 120—that mediate a response to
a range of FFA forms (27–29). These GPCRs couple to Gq/11

resulting in an increase in intracellular calcium (coupling has not
been reported for GPR120, although it can alter calcium levels
consistent with a Gq/11 coupling). An important distinction to
be made between FFAs and other extracellular lipid signals is
that, unlike the other receptor–ligand interactions considered
in this entry, these FFA receptors respond only to microM
concentrations, and do so with a relative lack of selectivity
for specific FFA forms. This raises the possibility that other
endogenous ligands with higher affinities might exist, although
this remains to be determined.

The FFA receptors serve as sensors for levels of FFAs
that allow homeostatic metabolic mechanisms to be activated.
Expression is primarily in the pancreas and gut (GPR40, -41,
-120), which is consistent with a role in metabolic functions.
For example, GPR120 increases circulating blood insulin levels
indirectly through the release of glucagon-like peptide 1 (GLP1)
(27). Other receptor expression patterns in adipose tissue (GPR
41), brain (GPR40), and lymphocytes (GPR43) have also been
reported (28, 29). However, their functional significance is not
yet known. Data from receptor-null mutants have not yet been
reported.

Lysophospholipids

Representing one the simplest forms of phospholipids, these
molecules are characterized by a phosphate headgroup attached
to a glycerol or sphingoid 3 carbon backbone with acyl chains
that can vary with respect to length and saturation. The two
best-studied forms of lysophospholipids are lysophosphatidic
acid (LPA) and sphingosine 1-phosphate (S1P) (Fig. 5). Bioac-
tive forms of LPA are numerous and include 1-oleyl LPA (18
carbons, 1 double bond acyl chain at the sn-1 position), as well
as forms with acyl chains at the sn-2 position. LPA can be pro-
duced by the action of PLA2 on phosphatidic acid, as well as
through the action of autotaxin, a lysophopholipase D enzyme
that produces LPA from LPC (30). By contrast, S1P is produced
by the action of sphingosine kinase 1 or 2 on sphingosine re-
sulting in the phosphorylated bioactive lipid (31). Lysophospho-
lipids can be degraded by multiple lipid phospholipases, lipid
phosphate phosphatases, and/or lyases. Other lysophospholipids,
such as lysophosphatidylcholine (LPC), lysophosphatidylserine

Figure 5 Two representative lysophospholipid chemical structures
showing stereochemistry. Molecules can exist with variable acyl chain
saturation. Common names, chemical formulas, and molecular weights
(g/mol) are given.

(LPS), and sphingosylphosphorylcholine (SPC), may have bi-
ologic activity as extracellular signaling lipids; however, bona
fide signaling via defined receptors remains unclear. Many cell
types can produce most forms of lysophospholipids, but it is
often not possible to distinguish the signaling pools versus struc-
tural or other nonsignaling pools of these lipids within a cell.

To date, five GPCRs have been identified for LPA and five
for S1P: LPA1−5 and S1P1−5. Although most of these recep-
tors share a high degree of homology within and even be-
tween ligand classes, lower homology receptors for both classes
have been identified, particularly two recently reported LPA
receptors, LPA4 and LPA5 (32–34). A wide range of G pro-
teins are activated by these receptors, including Gi/o, Gq/11,
G12/13, and Gs. As a group, these receptors show widespread
expression during development and postnatal life, and they have
been documented across phylogeny, from humans through fish.
Clear cellular effects include cell survival, actin cytoskeletal
alteration and cell shape changes, proliferation, electrophysio-
logic changes, and transcriptional activation, among others (35).
These effects in turn contribute to a rich and complex physiol-
ogy and pathophysiology that has been prominently revealed by
receptor-null animals, as well as other approaches (36). Loss of
LPA receptors can affect normal development, craniofacial for-
mation, bleeding, CNS development and function, initiation of
neuropathic pain, and normal fertility via uterine implantation.
S1P receptor deletion can affect embryonic survival (S1P1),
vascular formation, immunologic lymphocyte egress, cardiovas-
cular function, and fertility (37).
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Lysophospholipid receptors provide an attractive therapeutic
target for multiple human disorders, including neuropathic pain,
infertility, and multiple sclerosis, as well as graft rejection after
transplantation (38). Underscoring this point, the experimental
drug FTY720 is currently in phase III clinical trials for multiple
sclerosis and kidney transplantation (39). This compound, when
phosphorylated, acts as a nonselective agonist at four of five
S1P receptors inducing lymphocyte sequestration and immuno-
suppression. Additional examination of lipid receptor mutants,
as well as the identification of new receptors, will expand the
biologic and therapeutic importance of these extracellular lipid
signals.
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In this review, an overview is given for the synthesis of lipidated peptides
such as those belonging to the Rab, Ras, eNOS, and hedgehog proteins.
The different approaches for the synthesis of specific lipidated peptides
(palmitoylated, prenylated, and myristoylated) are discussed with special
emphasis on solid-phase synthesis methods, because these methods have
turned out to be the preferred synthesis method for most required
peptides. Different solid-phase methods are described that are individually
suited for different types of lipidated peptides, differing, for example, in
lipidation pattern or amino acid side-chain functionality and in their protein
ligation functionality. For the described solution approaches, the block
coupling strategies followed for the different lipidated peptides are
highlighted. A special section in this review discusses the different synthetic
tools for the incorporation of the lipid functionalities in the peptides.
Although a generally validated strategy for the synthesis of lipidated
peptides does not exist, because of the large number of different
functionalities, this review aids in the conceptual design of synthetic
protocols for lipidated peptides. Finally, the methods for the ligation of
lipidated peptides to proteins are shortly discussed, as these methods also
significantly influence the design and synthesis of lipidated peptides.

The continued existence of cells crucially depends on their abil-
ity to receive signals from the environment and to respond to
them in a suitable way. This process of signal transduction, i.e.,
the forwarding of signals from the extracellular matrix via the
cytoplasm into the nucleus, involves, among others, proteins that
are modified with structural hydrophobic features attached to the
peptide backbone. Posttranslational lipidation by acylation with
fatty acids, alkylation with prenyl moieties, and conjunction
of more complex lipid components, for instance, the glyco-
sylphosphatidylinositol (GPI) moiety, occurs on a wide variety
of intracellular and extracellular signaling proteins. An example
of proteins containing lipid moieties are membrane-attached
proteins. This review provides a concise overview of the syn-
thesis of lipidated peptides from these membrane proteins and
discusses possible methods for generating intact proteins with
these peptides. The family of Ras proteins is one of the most rel-
evant examples of lipidated membrane proteins from both their
abundance and their biological and pharmaceutical importance
and is therefore used as a general motif in this review (1).

General Considerations For
Lipidated Peptide Synthesis
Five predominant lipidation motifs can be found on proteins,
resulting in increased complexity from the stable and simple
myristoyl group that can be found on N -terminal glycines to
the GPI anchor featuring, apart from the lipid group, a com-
plex sugar motif and phosphate groups (Fig. 1). The three most
common types of posttranslational lipid modifications encoun-
tered in the Ras superfamily, for example, are N -myristoylation,
S -palmitoylation, and S -isoprenylation (2–4), of which palmi-
toylation is the only reversible one (5). These lipid modifications
are important for the correct biological function of Ras proteins,
as they require the localization to the inner leaflet of the plasma
membrane and are generally found at the C -terminus of the
protein. As for other lipidated proteins, until recently, most ex-
periments with these proteins, such as structure determination by
X-ray diffraction, nuclear magnetic resonance (NMR), and bio-
chemical characterization, were performed on the soluble part of
the proteins, i.e., the protein without the C -terminus. The results
obtained via these approaches can, however, at best only give
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Figure 1 Overview of different lipidation motifs found on membrane binding proteins.

an approximation of the real situation, especially because di-
versity between the individual members is often encountered in
the lipidated part of the protein. The biochemical generation of
fully functionalized and modified lipidated proteins is, however,
difficult and time-consuming. In the case of S -palmitoylation, it
leads to heterogeneous mixtures and is, therefore, in most cases,
not practical or applicable. Therefore, in recent years, chemical
biological approaches have been developed that give access to
fully functional lipidated peptides and proteins, together with
additional non-natural modifications, which was achieved via
two techniques that were developed more or less in parallel: 1)
the progress in the field of protein ligation and chemical synthe-
sis of proteins (6) and 2) the progress in the field of lipidated
peptide synthesis, both in solution and on solid support. The
development of these synthetic methods with special attention
to the solid-phase methods are the focus of this review. Syn-
thetic strategies giving access to lipidated peptides have been
developed during the last 10 years and have been reviewed
both for solution and for solid support approaches (7, 8). This
review is therefore not an all-inclusive review, but it highlights
how different types of lipidated peptides can be most effectively
synthesized.

The synthesis of lipidated peptides can follow different strate-
gies such as the use of solid-phase versus solution-phase tech-
niques, the use of lipidated building blocks versus peptide lip-
idation, and the application of the Boc versus Fmoc strategy
as well as enzymatic (9–12) and noble metal (13) sensitive
methods. The decision regarding which strategy to follow will
generally depend on the types and positions of the lipid groups
in the peptides, the length of the peptide, the C -terminal func-
tionality, the presence of additional functional groups such as

fluorescent markers or spin labels, and the purification strat-
egy. Particularly regarding the lipids and functional groups, the
synthetic strategy has to be fully adapted to the reactivities of
these modifications. For solid-phase chemistry, the choice of
the linker to the resin is an additional criterion to consider in
the synthetic planning (Fig. 2).

For lipidated peptides, some general guidelines have emerged:
1) (strong) Acid-labile protecting groups or linkers cannot be
used in combination with prenyl groups. 2) Prenyl groups are
not compatible with protecting groups that have to be removed
under hydrogenolytic conditions. 3) Thioesters such as palmi-
toyl groups attached to cysteines are labile toward nucleophiles.
4) Non-natural functional groups such as fluorophores, pho-
toactivatable groups, and tags for ligation to proteins generally
impose synthetic limitations. 5) Prenylated dipeptide esters un-
dergo rapid diketopiperazine formation upon N -terminal depro-
tection. 6) The palmitoyl group on an N -terminally unmasked
cysteine rapidly undergoes an undesired S ,N -acyl shift.

An additional issue that requires attention during the syn-
thetic process is the purification of the lipidated peptides. Both
final products and intermediates are often badly soluble in both
water and organic solvent or feature detergent-like characteris-
tics, which limits purification via both silica gel chromatography
and reversed-phase high-performance liquid chromatography
(HPLC). Purification can therefore be time-consuming and can
result in low yields. However, the strongly dissimilar nature of
the coupling partners, for instance, with respect to hydrophobic-
ity, can also be used to facilitate the separation of product and
starting compounds or the separation of double-lipidated from
single-lipidated peptide.
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Figure 2 Characteristic reactivities of lipidated peptides and requirements for an appropriate solid-phase synthesis protocol with protecting groups and
linker orthogonal to each other and to the lipid functionalities.

Considering these features and limitations, it is not surprising
that a general strategy for the synthesis of lipidated peptides,
such as the Fmoc- or Boc-strategy for normal peptides, does
not exist. However, several tools have been developed such as
protecting groups, resin linkers, and synthetic approaches that
have allowed some general strategies to emerge with which
most lipidated peptides can be synthesized. This review tries
to guide the reader to some generally validated approaches that
meet the restraining demands imposed by the peptides. In our
experience, solid-phase approaches offer fast and flexible entries
to multiply lipidated peptides; therefore, the main focus will be
on these solid-phase approaches.

Introduction of Lipids Into Peptides

Introduction of lipid functionalities into peptides can follow two
general strategies, independent of solid-phase or solution-phase
chemistry. Either the lipid groups are introduced via coupling
of prelipidated amino acids to the peptide (Fig. 3a) or they
are introduced via selective lipidation of a peptide (Fig. 3b–e).
Both the use of prelipidated building blocks (14–16) and of resin
lipidation (17–25) have been investigated for the synthesis of
lipidated peptides on solid support.

On-bead lipidation

Lipidation on the solid support requires an orthogonal protecting
group strategy that allows the stepwise introduction of different
lipid groups on the same peptide such as a farnesyl group and a
palmitoyl group (Fig. 3c) (20, 21). This approach generally uses
a large excess of the lipid groups, which becomes problematic if
the lipid groups need to be synthesized (e.g., in modified form)
and requires an extensive protecting group strategy. A possible
solution to overcome these problems might be the application of
the recently developed reversed approach of S -farnesylation and
S -palmitoylation to solid-phase chemistry (26). In this approach,
lipid groups are introduced via the SN2-displacement of a bro-
mide by reaction of a thiol group containing lipid as nucleophile
with bromoalanine-containing peptides as electrophile in solu-
tion (Fig. 3b). Another elegant approach to introduce a prenyl
thioether into peptides could be the use of a chemoselective con-
jugate addition of an thiolate nucleophile (e.g., farnesylthiolate)
to a dehydroalanine (Fig. 3d) (27). The absence of stereose-
lective control in this conjugate addition can be solved using
aziridine-2-carboxylic acid-containing peptides (Fig. 3e) (28).

These newly developed methods for the incorporation of lipi-
dated amino acids might prove beneficial in future solid-phase
lipidated peptide synthesis.

Prelipidated amino acid building blocks
An approach to overcome the issues associated with on-resin
prenylation for the synthesis of lipidated peptides relies on
the use of prelipidated cysteine building blocks. These prelipi-
dated building blocks can be handled as normal amino acids in
the coupling sequence and can be inserted anywhere in a se-
quence without the need to modify the protecting group strategy
(Fig. 3a). This approach thus provides a highly flexible and
generic entry to lipidated peptides (15).

Synthesis of Lipidated Peptides
Lipidated peptides can be synthesized both in solution and on
solid support. The recent focus on lipidated peptide synthesis
has shifted to the preparation of lipidated peptides on solid
supports as it intrinsically offers faster and more flexible entries
to the target peptides (15). Issues that should be considered for
solid-phase lipidated peptides synthesis are, for example, the
screening of different linkers and cleavage conditions as well
as evaluation of synthesis routes for the introduction of the lipid
groups with a suitable orthogonal protecting group strategy.
By analogy to the solution-phase approaches, protecting groups
must be orthogonal to the lipids and eventually other functional
groups in the peptides. Additionally, the linker to the resin
should be cleavable under conditions not interfering with the
peptide functionalities. In an ideal setup, the cleavage of the
linker would also allow for the introduction of different types
of functional groups at the C -terminal carboxyl function.

Here, both solution-phase approaches and solid-phase ap-
proaches undertaken for the synthesis of specific lipidated pep-
tides are reviewed (Fig. 4). For the solution-phase approaches,
the focus is on the coupling strategy applied, i.e., which block
couplings were pursued. The solid-phase approaches are re-
viewed with the focus on the type of linker to be used for
specific types of lipidated peptides.

Small lipidated model peptides
for biophysical investigations
Small cysteine-containing peptides similar to sequences of
S -acylated proteins were generally synthesized in solution. The
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(a)

(b)

(c)

(d)

(e)

Figure 3 Different approaches for the introduction of lipid functionalities, here exemplified via the farnesyl group, into peptides. (A) Lipidated amino acid
building blocks. (B) Substitution of bromoalanine with a nucleophile. (C) Alkylation or acylation of a free thiol functionality of a cysteine. (D) Conjugate
addition of a nucleophile (e.g., farnesylthiolate) to a dehydroalanine. (E) Conjugate addition of a nucleophile to aziridine-2-carboxylic acid containing
peptides.

tetrapeptide model Bimane-SC(StBu)RC(Far)OMe representa-
tive for the carboxy terminus of H-Ras and featuring the Bimane
fluorophore was prepared in solution using Fmoc-chemistry, in-
troducing the farnesyl group at the stage of the Fmoc-protected
dipeptide (29). The acylated peptides (Myr)GCX-Bimane (X
= G, L, R, T, V), which are found in certain nonreceptor tyro-
sine kinases and α-subunits of several heterotrimeric G-proteins,
were synthesized in solution using common solution-phase pep-
tide synthesis with N -myristoylglycine as the building block
(29). These model peptides were acylated with Palmitoyl-CoA
in phospholipid vesicles at physiological pH. For such un-
catalyzed spontaneous reactions, only a modest molar ex-
cess of acyl donor species (2.5:1) was necessary. Unprotected
side chains of threonine or serine do not interfere with this
S -acylation.

Lipidated peptides incorporating the C(GerGer)XC(GerGer)-
OMe motif found in several Rab and homologous proteins
were also synthesized in solution via Fmoc-chemistry following
cysteine deprotection and geranylgeranylation (30).

C-terminal lipidated peptide of the
influenza virus hemagglutinin A

The influenza virus hemagglutinin A contains a lipidated pep-
tide fragment at the C -terminus featuring two palmitoylated
cysteines and two amino acids with a polar side chain. This
peptide has been synthesized in solution and the strategy for this
synthesis was based on the fragment condensation of the lipi-
dated tetrapeptide TIC(Pal)I that was coupled N -terminal to the

palmitoylated dipeptide RC(Pal) and, after deprotection, elon-
gated with NBD-aca-labeled methionine (31). For this block
coupling strategy, a set of three orthogonal protecting groups
was required, whereby the use of base/nucleophile-labile and
hydrogenolytically removable protecting groups was not permit-
ted. The use of the acid labile Boc group for the N -terminus,
the enzymatically removable PAOB ester for the C -terminus,
and the Pd0-sensitive Alloc group for the arginine side-chain
function turned out to be a successful combination.

C-terminal lipidated peptides
of H-/N-Ras

A large body of work has been devoted to the synthesis of the
C -terminal lipidated peptides of the small GTPases H-/N-Ras.
As such, these peptides have been synthesized in solution, via
combined solution and solid support approaches and completely
on solid phase.

For the synthesis of a small library of palmitoylated and iso-
prenylated N-Ras peptides in solution, a modular strategy was
adopted, with the tetrapeptide MGLP as the key intermediate.
This tetrapeptide intermediate allowed for further elongation at
its C -terminus with lipidated or nonlipidated cysteine methyl
esters, as well as the addition of various N -terminal maleimi-
docaproyl (MIC)-labeled dipeptides, consisting of different GC
lipidated units (32, 33). The synthesis was performed under
common conditions using the Fmoc, Boc, and Alloc protecting
group strategy. Using this methodology, a number of N -Ras
derivatives containing natural and nonnatural lipid residues were
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Figure 4 Sequences of lipidated peptides discussed in this review. The frizzled lines indicate the building blocks used for the block coupling strategy of
the solution-phase synthesis (when applicable). Abbrevations: BiotAca: N-(+)-Biotinyl-6-aminocaproyl; MantAca: N-methylanthranyl-6-aminocaproyl; MIC:
6-Maleimidocaproyl; NBDAca: N-(4-nitrobenz-2-oxa-1,3-diazol-7-yl)-6-aminocaproyl.

produced, and the technique was extended to also include a
number of fluorescent derivatives.

In a reversed approach, N -Ras lipidated peptides were syn-
thesized in solution via an SN2 displacement of bromoalanine
containing hexapeptides with thiopalmitic acid and farnesylmer-
captane as nucleophiles (26). The synthetic route started with
the dipeptides and tetrapeptides A(Br)M and GLPA(Br), both in-
corporating bromoalanine. After farnesylation of the C -terminal
tetrapeptide, it was coupled to the N -Alloc protected dipeptide.
This farnesylated hexapeptide was then treated with thiopalmitic
acid for final palmitoylation.

The key feature of the solution synthesis of the C -terminal
octapeptide of H-Ras containing one farnesyl thioether and
two palmitoyl thioester moieties is the orchestration of the
acid-labile tert -butyl ester function as carboxy protecting group,
the Pd0-sensitive Alloc function as amino-blocking group, and
the reduction-labile tert -butyl disulfide function for masking of
thiol groups (13). In addition, a serine hydroxyl and, in par-
ticular, a lysine ε-amino group are located in the vicinity of
the thioester groups, increasing the danger of S-O and S-N
acyl migrations in the course of the synthesis. The assembly in
solution was achieved by dividing the triply lipidated peptide
into the two selectively C - and N -terminal unmasked palmi-
toylated tripeptide building blocks PGC(Pal) and MSC(Pal), the

N -terminally unmasked lysine derivative, and an S -farnesylated
cysteine methyl ester.

In a combined solution-phase and solid-phase approach
the N -Ras lipidated peptide was synthesized by coupling the
C -terminal farnesylated cysteine methylester in solution to the
rest of the peptide that had been assembled on solid support
(34). The second cysteine was protected as a tert -butyl disulfide,
thus allowing reductive cleavage under physiological condi-
tions, and the N -terminal amine of the peptide was connected
to a maleimido group for protein ligation purposes. The use of
these protecting and functional groups made the final segment
condensation a relatively straightforward task. An important is-
sue that has to be kept under scrutiny when performing such
segment condensations is the possibility of racemization, the
selection of validated coupling techniques that avoid the use
of basic conditions and polar solvents, however, has usually
proved sufficient to avoid or minimize this racemization. Typ-
ically, the amino acid (4 equiv) is treated with DIC (4 equiv)
and an excess of HOBt (6 equiv) in DMF/CH2Cl2 mixtures.

For the complete solid-phase synthesis of H - and N -Ras pep-
tides, the hydrazide linker turned out to be the linker of choice
(14). This linker is cleaved by oxidation to an acyldiazene that is
then attacked by a suitable nucleophile. The linker is orthogonal
to classic urethane protecting groups such as Boc, Fmoc, and
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Figure 5 Solid-phase synthesis of an N-Ras lipidated peptide on hydrazide resin. (A) Fmoc-Cys(Far)-OH, HBTU, HOBt, TMP, CH2Cl2/DMFs (1:1). (B)
piperidine/DMF (1:4). (C) Fmoc-AA-OH, HBTU, HOBt, DIPEA, DMF. (D) piperidine/DMF (1:4). (E) Fmoc-Cys(Pal)-OH, HBTU, HOBt, TMP, CH2Cl2/DMF
(1:1). (F) DBU (1 %) in DMF. (G) Fmoc-Gly-OH, HATU (5 eq.), DIPEA (20 eq.) CH2Cl2/DMF (7:1). (H) Cu(OAc)2 (0.5 eq.), pyridine (30 eq.), acetic acid
(50 eq.), methanol (215 eq.) CH2Cl2, O2.

Alloc, and racemization does not occur on cleavage. Typical nu-
cleophiles that can be used for the cleavage are amines, water,
and alcohols (35). The oxidation sensitivity of the linker does
require the coupling reactions, and especially Fmoc deprotecting
reactions, to be performed under exclusion of oxygen.

The hydrazide linker allowed, for example, the synthesis
of a completely lipidated N -Ras peptide sequence, including
an additional fluorophore attached to a lysine side chain or
N -terminal glycine and a C -terminal methyl ester (Fig. 5) (14).
Coupling conditions of the amino acids were similar to normal
solid-phase peptide synthesis (SPPS) with other linkers. One
important precaution was taken, however, to avoid an S -N acyl
shift of the palmitoyl group after the Fmoc deprotection of the
palmitoylated cysteine. It was found that the S -palmitoylated
peptides remained stable when the Fmoc deprotection was
performed using a solution of 1% DBU in DMF for 2 × 30
seconds. The next coupling was then performed immediately
with preactivated amino acid and HATU as a coupling reagent.
Using similar approaches, many different peptides of the Ras
family were synthesized on the hydrazide linker, including
those containing farnesyl, geranylgeranyl, fluorescent labeled
geranyl, and palmitoyl lipids. Fluorescent markers such as NBD
and photoactivatable groups like the benzophenone group have
been introduced and Ras superfamily peptides with C -terminal
acid, ester, or amide functionalities have been cleaved from
the resin. Similar solid-phase results for Ras peptides could
be obtained with another linker, the Ellman sulfonamide linker
(vide supra) (36).

An orthogonal linker does not alleviate the use of protecting
groups for the amino acid side-chain functionalities. Therefore,
for peptides synthesized on the hydrazide linker in general,
protecting groups were used that were either highly acid labile
such as the trityl group for alcohols, base labile such as the
9-fluorenylmethyl ester group for the protection of carboxylic
acids, or labile toward noble metals such as the Alloc group
for amines and allyl ester for acids (15). These protecting
groups can be cleaved from the peptide while still on the
resin. However, amines are preferably not deprotected before

cleavage as their nucleophilic nature gives rise to side products;
the liberated amine can attack the oxidized linker and cleave
the peptide, leading to cyclic peptides or oligomers. The more
sterically demanding and less nucleophilic alcohol functions of,
for example, the serine side-chains feature these problems to a
much lesser extent and can generally be deprotected on the resin.
Having the amine functionalities protected after cleavage thus
requires an additional deprotection step in solution. In general,
the synthesis of lipidated peptides on the hydrazide linker is
successful for peptides with up to 10 amino acids. As such, the
hydrazide linker is one of the preferable systems for a broad
range of solid-phase lipidated peptide synthesis.

Polybasic prenylated C-terminal lipidated
peptides

The synthesis of polybasic isoprenylated lipidated peptides, such
as the C -termini of K-Ras4B, D-Ral, and Rho A, have been
most successful on the solid support. The solution strategies
to the peptides, generally through fragment condensation, were
difficult because of, for example, different polarities and solu-
bilities of the fragments.

The solution synthesis of the polybasic C -terminus of Rho
A required coupling of a polybasic KKK tripeptide with the
SGC(GerGer) tripeptide containing the geranylgeranylated cys-
teine methylester and an N -terminal coupling with a fluorescent
labeled glycine (37). For this approach, the orthogonallity of the
Fmoc, Alloc, and OtBu protecting group was applied. The same
methodology for the synthesis of the polybasic K-Ras4B peptide
failed, however, because of the low coupling yields resulting
from the different solubility properties of the fragments.

The methods of choice for the synthesis of polybasic lipi-
dated peptides such as those corresponding to the C -termini of
RhoA, K-Ras4B, and D-Ral are solid-phase approaches using
the trityl linker or the chlorotrityl linker (37, 38). The mildly
acidic cleavage conditions of these resins are still orthogonal to
the farnesyl moiety and often also to the geranylgeranyl moiety.
Attachment of the peptide via the C -terminus would limit the
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C -terminal functionality to a free carboxylic acid. Therefore,
the peptide can generally be attached via a lysine side chain
near the C -terminus (37, 38), which avoids troublesome block
condensations on the solid support with concomitant risk of
racemization. The C -terminal prenylated cysteine of the pep-
tide is introduced by coupling a prelipidated cysteine to the
selectively deprotected carboxyl function of the anchored ly-
sine. After obtaining such a dipeptide on the resin, the additional
steps of the synthesis can be performed in the N -terminal direc-
tion, using standard protocols and, for example, an Fmoc/Alloc
strategy. The Alloc protected side chains of lysine and argi-
nine can be liberated on the solid support via cleavage with
palladium(0) and an appropriate nucleophile. Treatment of the
resin with only 1% TFA and a scavenger subsequently releases
the peptide while leaving the prenyl/geranylgeranyl group in-
tact (38). A critical requirement for the use of the trityl linker
in the above-described method is the presence of an anchor
group in the C -terminal part of the peptide sequence that allows
cleavage from the resin with 1% TFA only. Another current lim-
itation to the method is the incompatibility with thioesters, for
example, palmitoylated cysteines. The deprotection of the Al-
loc groups with piperidine as scavenger is not compatible with
the nucleophile-labile thioester. Optimization of the type of nu-
cleophile might provide a solution, but deprotection of a large
number of Alloc groups on solid support is not always a trivial
matter. Finally, the Alloc deprotection is incompatible with the
maleimide functionality as phosphines, used as ligands for the
palladium catalyst, undergo nucleophilic addition to this func-
tionality. Nevertheless, for polybasic prenylated peptides, the
use of the trityl linker is a reliable solid-phase approach.

C-terminal lipidated rab peptides
The synthesis of double geranylated peptides representing the
Rab C-termini, for example the Rab7 C -terminus, has also been
performed both in solution and on solid support. In general,
the bivalent character of these peptides, featuring both highly
hydrophobic lipid groups and polar amino acids, makes them
difficult to handle. The synthesis in solution does not allow
assembly of the hexapeptide by N -terminal linear elongation,
for example, because of undesired diketopiperazine formation
at the dipeptide stage (16). Therefore, a block-coupling method
was chosen, with the dipeptide Fmoc-SC(GerGer) as a general
building block (15). The dipeptide was elongated by C -terminal
coupling with serine allylester. After deprotection of the allyl es-
ter, the tripeptide was coupled to a geranylgeranylated cysteine
methyl ester. N -Terminal elongation of the tetrapeptide to the
desired hexapeptide was performed again via a block coupling,
this time with the dipeptide Fmoc-C(StBu)E(Fm), to introduce
a non-native cysteine that allows for ligation of the peptide to
the protein. By employment of the Fmoc protecting group for
the N -terminal amino function and the Fm protecting group for
the side-chain carboxylic acid functionality of glutamic acid,
a system was generated that allowed simultaneous cleavage of
both protecting groups under basic conditions in a final step.

The solid-phase synthesis of lipidated Rab peptides has re-
lied on the hydrazide linker, similar to the lipidated Ras pep-
tides (15). By employing geranylgeranylated or fluorescent la-
beled lipidated cysteines as building blocks, a highly flexible

straightforward strategy with no extravagant expenses or com-
plex protecting group chemistry was developed. For the peptide
assembly standard Fmoc chemistry was used. The side-chain
protecting groups O-Trt and COOAll were subsequently re-
moved on the resin to leave only the N -terminal amine and
thiol functionalities masked. The usage of different nucleophiles
for the cleavage of the peptide from the hydrazine linker al-
lowed the introduction of a variety of functional groups at the
C -terminus.

Lipidated peptides of endothelial
NO-synthase

The double palmitoylated and N -terminal myristoylated 29-mer
lipidated peptide of eNOS has been synthesized both via a com-
bined solution/solid-phase approach and via solid-phase peptide
chemistry alone. For the combined technique, a combination of
enzyme-labile, acid sensitive, and noble metal sensitive protect-
ing groups was chosen for the solid-phase synthesis, combined
with fragment condensation in solution (39). The eNOS pep-
tide was divided into the N -myristoylated decapeptide MyrGN-
LKSVGQEP, the S -palmitoylated pentapeptide GPPC(Pal)G,
the octapeptide (LG)4, and the S -palmitoylated hexapeptide
LC(Pal)GKQG. For the synthesis and selective deprotection
of the S -palmitoylated building blocks, the enzyme labile
para-phenyl-acetoxybenzyloxycarbonyl urethane group and the
Pd(0)-labile allyl ester were chosen as temporary N -terminal
and C -terminal protecting functions. The side chains of Asn,
Lys, Ser, Gln, and Glu were masked with acid-labile protecting
groups to be cleaved off simultaneously in the final step of the
synthesis. The entire 29-mer was finally assembled in solution
by appropriate fragment condensation.

The eNOS lipidated peptide was also assembled on solid sup-
port, for which the Ellman sulfonamide linker was used, which
also showed good results for lipidated Ras peptides (36). The
linker is stable toward acid and base, activated on alkylation, but
orthogonal to the methionine thioether. The target compound is
released after attack of a nucleophile (40). These cleavage con-
ditions make it orthogonal to the lipid functionalities and a good
tool for the synthesis of lipidated peptides. In some cases, the
Ellman sulfonamide linker seems to give even better results than
the hydrazide linker, especially for long peptides with multiple
lipid motifs. The double palmitoylated and N -terminal myris-
toylated 29-mer eNOS peptide is such a case. Using prelipidated
building blocks the peptide could be easily assembled and ob-
tained after cleavage. The example of the eNOS peptide shows
that with good design, both the combined solution/solid-phase
approach and the solid-phase approach enable excess to difficult
lipidated peptides. The solid-phase approach, however, has the
advantage of being significantly faster and easier.

Lipidated peptides of hedgehog proteins

The C -terminal steroid modified heptapeptides, corresponding
to the C -terminus of Hedgehog proteins, were synthesized in
a combined solid-phase/solution approach (41). The synthesis
built on the dipeptide Fmoc-SG-OAll that was connected to
the trityl resin via the free hydroxyl functionality of the serine.
The C -terminal allyl ester was cleaved by noble-metal-mediated
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allyl transfer to phenylsilane, and the carboxylic acid was con-
nected to glycine-steroid esters by employing PyBOP as a
coupling reagent. Subsequently, the N -terminal peptide chain
elongation was achieved by means of standard Fmoc solid-phase
peptide chemistry to yield different fluorescent labeled pep-
tides carrying an NBD group at a lysine side chain or at the
N -terminus or MIC-modified peptides. They were cleaved from
the resin under mild conditions with 5% TFA, furnishing the
desired products in high yields without any side reactions.

Model transmembrane peptides

A palmitoylated model transmembrane peptide consisting of
a tryptophane-flanked poly-Leu-Ala peptide sequence similar
to gramicidin A has been synthesized on solid support (22).
It is an interesting example displaying the possible optimiza-
tion protocol that has to be undertaken with lipidated peptide
synthesis. According to the experience of reported lipidated
peptide synthesis, a building block strategy was chosen. The
peptide was synthesized on a Rink amide linker. In the final
step of the solid-phase peptide synthesis, the coupling of the
palmitoylated N -acetyl cysteine building block was not fea-
sible. Aminolysis of the thioester was much faster than the
carbodiimide-mediated peptide coupling. Introduction of the
palmitoyl group via on-bead lipidation of the cysteine required
deprotection of the S -tert -butylsulfanyl protected side chain.
The standard deprotection reagents P(Bu)3in NMP/H2O, how-
ever, led to desulfurization of the cysteine, resulting in an
alanine-containing peptide instead of an palmitoylated N -acetyl
cysteine. The explanation for this nearly quantitative reac-
tion might reside in the hydrophobicity of the peptide. The
phosphonium-S-cysteine moiety is thus not able to react with
H2O and β-elimination mediated by the tert -butyl thiolate is the
favored step. The S -(4-methoxytrityl)cysteine derivative proved
to be the building block of choice, as it could be deprotected
under mild acidic conditions, orthogonal to the other protect-
ing groups in the peptide, which allowed for the lipidation of
the cysteine and the synthesis of palmitoylated transmembrane
model peptide.

Synthesis of Lipidated Proteins
Using Lipidated Peptides

Production of recombinant proteins is a key technology in the
life sciences. However, progress in generation of authentic or
engineered polypeptides has been more difficult for proteins
that undergo posttranslational modifications, such as lipidation.
This imbalance is primarily a result of the intricacy of protein
modification pathways as well as the lack of methodologies for
their manipulation (42). Studies of lipidated proteins require
methods that provide preparative amounts of protein, both with
natural and with new functionalities such as fluorescence, pho-
toreactivity, spin-labeled groups, or lipid groups at non-native
positions. The recently developed protein ligation methods pro-
vide the necessary platform for combining large recombinant
protein scaffolds with peptides generated by organic synthesis
(43–46).

Progress in the area of protein ligation methods has given
access to a broad spectrum of methods for the semisynthetic
production of posttranslationally modified proteins. These meth-
ods yield either native bonds (e.g., prior thiol capture, native
chemical ligation, or expressed protein ligation) or non-native
bonds (e.g., imine capture ligation, oxime ligation, or maleimi-
docaproic acid ligation). A variety of methods have been de-
veloped for the introduction of modified lipids and lipidated
peptides into proteins. Most work in this field has been per-
formed on Ras GTPases, for which two important approaches
have been developed (Fig. 6). The first approach that incorpo-
rates synthetic lipidated peptides is based on the use of the
MIC-controlled ligation (Fig. 6b) (8, 33, 34, 47, 48). This
ligation requires an accessible, for example, C -terminal free
thiol group on the protein, usually of a cysteine, to connect
the N -terminally MIC-modified peptide. The reaction yields a
non-native connection, which is, for example, in the case of
Ras not problematic, because it occurs in a flexible unstruc-
tured region. Care has to be taken with this reaction that there
are no other free cysteine side chains available for ligation.
The second approach, Expressed Protein Ligation (EPL), con-
nects a lipidated peptide with an N -terminal cysteine to the
C -terminus of a thioester-tagged protein via a native peptide
bond (Fig. 6a) (15, 16, 38, 49, 50). This reaction is in gen-
eral highly selective and yields at most a cysteine mutation in
the protein as non-native element. An orthogonal approach to
introduce specifically prenyl moieties into proteins not relying
on lipidated peptide is via an in vitro attachment of the prenyl
lipids using the corresponding prenyltransferases (51). A re-
cently explored reaction for the incorporation of lipid motifs
in peptides and proteins is the copper(I)-catalyzed Huisgen’s
1,3-dipolarcycloaddition. A GPI anchor could be attached to a
peptide successfully, resulting in fast uptake of the peptide into
cells (52).

The protein ligation methods have been applied for the syn-
thesis of a library of lipidated Ras GTPases with both natu-
ral modifications and non-natural modifications (Fig. 6). These
lipidated Ras GTPases have served to elucidate a variety of
biological questions concerning these proteins. The specific lo-
calization of Ras protein on membranes was investigated using
a fluorescently labeled N -Ras protein, for example, and found
to have a preference for the liquid-disordered phase over the
liquid-ordered and solid-ordered phase of membranes using flu-
orescence studies (53). Via AFM studies, it was additionally
shown that this protein is actually located in the boundary region
of the domains in mixed-phase liquid-ordered/liquid-disordered
bilayers. These results suggest that for N -Ras, the membrane
localization is probably completely governed by the lipidated
C-terminus. As such, the conformation of the C -terminus of Ras
proteins bound to the membrane was investigated using NMR
(54). The membrane binding of the polybasic K-Ras4B protein
was also studied after protein semisynthesis (38). A photoacti-
vatable Ras construct has been made that can be activated to
selectively react with protein interaction partners (34). The func-
tionality of these semisynthetic Ras proteins in living cells was
also shown (33), enabling advanced cellular characterization of,
for example, the prenylation and the palmitoylation process of
the protein, using selectively functionalized proteins (55–57).
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Figure 6 Schematic representation of protein ligation methods applied for the introduction of a lipidated peptide on proteins and an overview of the
synthesized libraries of lipidated proteins as exemplified via Ras GTPases. (A) expressed protein ligation (EPL). (B) Maleimidocaproyl (MIC).

Enzymatic studies using selectively addressable fluorescent Rab
proteins have elucidated the geranylgeranylation process (16).
Structural studies on selectively prenylated Rab proteins have
elucidated the exact interaction mechanism of Ras proteins with
their transporter protein GDP dissociation inhibitor (GDI) and
have led to a membrane extraction model for Rab proteins
(58, 59).

Conclusions

Chemical biology is the application of approaches originating
from chemistry and the subsequent combination of chemistry
and biology to study biological phenomena previously not ac-
cessible via chemical or biological approaches alone. Lipidated
peptides alone or ligated to proteins offer such entries for lipi-
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dated proteins. For such an integrated research activity, differ-
ently modified peptides and proteins that carry modifications
whose structure can be changed at will through synthesis are
invaluable tools. They enable experiments yielding answers in
precise molecular detail hardly accessible with biological tech-
niques alone. Therefore, the synthesis of the lipidated peptides
is an important theme and is reviewed here. The reviewed
examples show that the protocols for both the synthesis of
new lipidated peptides and their purification cannot always be
generalized. However, with the tools currently developed and
appropriate design, most types of lipidated peptides can be
synthesized and obtained pure. Recently developed solid-phase
synthesis methods delineate the preferred strategy to access the
majority of these required lipidated peptides. With the develop-
ment of these solid-phase lipidated peptide synthesis techniques,
the chemical tools to obtain the majority of the required proteins
are now accessible.
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Lipids are hydrophobic or amphiphilic low-molecular-weight substances
with a low solubility in water. Glycerophospholipids, sphingolipids, and
cholesterol are the building blocks of cellular membranes, and
triacylglycerols are the major molecular storage forms of metabolic energy.
Various lipids serve as signaling substances either as first or second
messengers in signal transduction; as autocrinic, paracrinic, or endocrinic
regulators; or are covalently bound to cellular proteins. Several diseases are
caused by, or at least associated with, alterations in lipid metabolism, such
as inherited disorders of lipid metabolism, atherosclerosis, diabetes, obesity,
or Alzheimer’s disease.

Lipidomics is the determination of a lipid profile of a given
source under given conditions with the aim to understand
lipid function in a biologic system. This understanding might
be achieved by correlating changes in this composition with
physiologic or pathophysiologic alterations of the system. Cur-
rent research focuses on the determination of lipid profiles,
which is attempted predominantly by the combination of ex-
traction and separation techniques coupled with mass spec-
trometry. A major challenge is the variety of molecular lipid
species found in a given cell. This article provides an overview
on current methodologic approaches that find application in
lipidomics. Because the function of a lipid can be associated
critically with its distinct subcellular or even suborganellar
localization, some limitations of this approach are discussed
also.

Lipidomics (1) is the approach to determine and to understand
the lipid profile of a given biologic source in terms of systems
biology (2). This “understanding” requires information about the
interacting partners. Systems biology requires a comprehensive
set of quantitative data that can be interpreted by bioinformatic
approaches to obtain insight into structure and dynamics of a
given system. Current attempts to treat the hydrophobic part of
the metabolome in this respect face technologic problems that
must be overcome to determine lipid profiles comprehensively
and accurately. With the advent of modern mass spectrometric
techniques, metabolic snapshots of parts of the lipidome have
become possible. They can be compared with corresponding
snapshots of other genotypes and with those obtained under
pathologic conditions or after drug treatment. Such differences
can be visualized in the form of a network model to corre-
late compositional differences with functional aspects. However,
the information on the levels of all lipid classes in a rele-
vant system, such as an organ, tissue, or cell type, is often
incomplete or even entirely missing. This incomplete system

is, in part, caused by the large heterogeneity found among cel-
lular lipids, and also by the structural complexity especially
of glycolipids, the unavailability of appropriate standard sub-
stances, and difficulties with the extraction and ionization of
certain lipid classes such as the phosphatidylinositolphosphates.
Moreover, decades of lipid research taught us that not only
is the concentration of a lipid critical, but also its subcellu-
lar distribution can be critical for its function (3). This article
provides a brief overview on current techniques used within
lipidomics.

Lipids

Lipids are a structurally heterogeneous group of low molecular
compounds with common solubility properties. The majority of
lipids is only slightly soluble in water, but they can be extracted
from biologic sources with organic solvents. Lipids can be
defined as hydrophobic or amphiphathic small molecules that
originate entirely or in part by carbanion-based condensation of
thioesters such as fatty acids, polyketides, and their derivatives,
or by carbeniumion-based condensation of isoprene units such
as the terpenes, which include the sterols. A recently suggested
nomenclature and assignment system for lipids will facilitate
the data exchange and processing required in lipidomics (4). It
consists of a 12-digit code for each molecular lipid species and
classifies lipids into eight categories: fatty acyls, glycerolipids,
glycerophospholipids, sphingolipids, sterol lipids, prenol lipids,
saccharolipids, and polyketides (4). The first two letters of the
alphanumeric Lipid-ID are a fixed database designation, the
next two letters specify the category, and the numbers specify
class, subclass, and the individual lipid. In this way, also more
hydrophilic lipid derivatives can be considered within the field
of lipidomics. The structures of selected lipids are shown in
Fig. 1.
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Lipid aggregates

Lipids differ not only in their chemical structures but also in
the types of aggregates that they form in the aqueous environ-
ment of a living cell. Highly hydrophobic lipids are fats and oils,
which are used as storage forms of metabolic energy. In an aque-
ous environment, these substances aggregate to lipid globules.
Within cells, these lipids are deposited as insoluble droplets of
up to 200 µm in size especially in the cytoplasm of adipocytes.
Closer examination of these aggregates found in vivo reveals
a highly metabolically active and organized complex-layered

structure of an own organelle, in which triacylglycerols, diacyl-
glycerols, cholesterol, and cholesterol esters are surrounded by a
phospholipid/lysophospholipid monolayer, together with acces-
sory proteins (5). In addition, amphiphilic lipids contain struc-
tural elements of higher polarity. Dependent on their molecular
shape, these lipids form different supramolecular aggregates in
an aqueous environment. The most important feature of am-
phiphilic lipids, with a cylindrical shape like many glycerophos-
phatides and sphingolipids, is their ability to form lamellar
phases spontaneously, the structural basis of biologic mem-
branes. Cone-shaped lipids with small hydrophilic headgroups
such as phosphatidylethanolamine (PE), phosphatidic acid (PA),
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and also cardiolipin (1,3-bis-(3-sn-phosphatidyl)-glycerol) tend
to form hexagonal phases in pure form. Incorporation of “non-
bilayer” lipids such as PE into lamellar phases can induce a
concave phase frontier and a more dense packing of the lipid
tails. PA, and lysophosphatidic acid (LPA), which can be inter-
converted enzymatically, favor opposite curvatures that occur
in budding vesicles in vivo. Inverted cone-lipids such as deter-
gents and lysolipids—which lack one fatty acid residue—form
micelles (6). Already binary systems of bilayer-forming lipids
can show the coexistence of different lipid phases at a given
temperature. This differential miscibility can lead to lipid mi-
crodomains that might also be found in biologic membranes
under physiologic conditions. A crucial role for membrane prop-
erties is played by the sterols, cholesterol in animals, sitosterol
in plants, and ergosterol in lower eukaryotes. Within evolution,
they became available after the occurrence of higher oxygen
concentrations in the ancient atmosphere [see Mouritsen (7)]
and enabled eukaryotic cells to form the so-called liquid-ordered
membrane phases. This liquid is essential for membrane stabil-
ity, impermeability, and for the function of many membrane
proteins. Within lipidomics, the analysis of membrane-forming
lipids, or “structural” lipids, such as phospholipids and choles-
terol, can be distinguished from “mediator-lipidomics” (8).
In the latter, highly bioactive lipids are determined, which
are present usually in very low concentrations but are found
in greater amounts in response to extracellular stimuli. Lipid
mediators are substances such as the eicosanoids, platelet ac-
tivating factor, LPA, sphingosine-1-phosphate, and ceramide-1-
phosphate. Because “structural” lipids determine the function
of membranes and can be altered under pathophysiologic con-
ditions, both lipid classes have to be determined in a compre-
hensive approach.

Membranes
Biologic membranes serve several vital functions such as
compartmentalization, maintenance of gradients, signal trans-
duction, and many others (9). Dependent on their source,
membranes differ in their total lipid composition, but they
also show lateral heterogeneity as well as differences between
their two leaflets. Although glycosphingolipids (with glucosyl-
ceramide as an exception) are found exclusively on the extracy-
toplasmic leaflet, phosphatidylcholine (PC) and sphingomyelin
(ceramide-1-phosphorylcholine; SM) are found predominantly
in the outer leaflet, and the aminophospholipids phosphatidylser-
ine (PS), the PE, and also the phosphatidylinositols and their
phosphates are localized predominantly on the cytoplasmic
leaflet (6). This asymmetric distribution is maintained actively
by flippases and floppases, but it can also be destroyed actively
by scramblases in response to signals. For example, surface
exposure of PS is a sign of pathologically altered cells (10).
Lateral differences in lipid compositions cause microdomains
to develop that account for differences in bilayer thickness and,
subsequently, protein transport. Although it is still a matter
of debate how these lipids are organized laterally, on which
time scale the resulting microdomains (“rafts”) exist and with
which functional relevance (11), lipid compositions differ not
only between such short-living microdomains, but also between
the apical and basolateral membranes of a polarized cell.

Although information on the spatial distribution of membrane
lipids can be important (3), most mass-spectrometric approaches
used in lipidomics focus currently on the determination of to-
tal lipid composition. An advanced mass-spectrometric surface
analysis technique, however, secondary ion mass spectrometry
(SIMS) determines lipid compositions within different areas of
freeze-fractured cells (12). This technique and related imaging
techniques will become important tools in lipidomics.

Different local concentrations of phosphoinositides are one
of the many examples of the involvement of lipids in sig-
nal transduction processes (13), Lipid mediators can act not
only as membrane components, but also as autocrinic and
paracrinic mediators (14); when bound to proteins, lipids fulfill
crucial functions. Starting with the pioneering work of Rudolf
Schoenheimer on cholesterol, it has been recognized that lipid
metabolism and transport are tightly controlled processes. More
recently, the molecular mechanisms that underlie lipid home-
ostasis have been recognized (15). Much of the interest in
lipidomics results from new possibilities for the understanding,
diagnosis, and treatment of human diseases caused by distur-
bances of this homeostasis. Therefore, determination and inter-
pretation of lipid profiles is the aim of lipidomics. A key dis-
cipline within lipidomics is lipid analysis. Mass-spectrometric
methods, however, allow not only the determination of lipid
classes that share a common head group, such as PC or SM,
but also the distribution of molecular species that develop by
combination of different acyl chains, which can be determined
with high sensitivity.

Lipid Analysis

Lipid analysis starts with sample preparation, followed by ex-
traction of the lipids from their biologic matrices. The resulting
crude lipid extracts can be subjected directly to extensive and
global mass spectrometric (MS) analysis, which is an approach
sometimes called “shotgun lipidomics.” Alternatively, lipids
or lipid classes are separated prior to analysis, either by gas
chromatography (GC), liquid chromatography (LC), thin layer
chromatography (TLC), or—less frequently—capillary elec-
trophoresis (CE). These methods are coupled online or offline to
mass spectrometry or tandem mass spectrometry (MS/MS; e.g.,
GC/MS, LC/MS, LC/MS/MS, CE/MS). In both cases, structural
heterogeneity and complexity of lipids provide a huge amount
of data. Accordingly, bioinformatic treatment of the data is used
increasingly to facilitate data handling and evaluation.

Sample preparation and lipid extraction

In many cases, sample preparation is mandatory prior to lipid
extraction. This crucial process might include tissue homoge-
nization, determination of dry weights, cell numbers, protein
content, or DNA content for normalization purposes. The addi-
tion of internal standards is not only used to control extraction
efficiency, but also is required for lipid quantification by mass
spectrometric analysis, in which an ion current is translated into
a lipid concentration. Many standard lipids that can be dis-
tinguished from endogenously occurring lipids by using rare
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chain length combinations or the incorporation of isotopes are
available commercially. In the field of complex lipids, especially
of glycosphingolipids, standards must be chemically prepared
in a laborious manner. To ensure reproducible results, sample
preparation should be standardized and might rely on advanced
methods that can be conducted in parallel, such as immunomag-
netic cell separation. Also, the chemical derivatization of lipids
is used when extraction and chromatographic properties of a
certain lipid or lipid class modified in this way are improved,
or when other lipid classes can be separated more easily from
the modified ones by different solubilities in a given solvent.

Because of the heterogeneous nature of lipids, no single
extraction method exists that extracts all lipids efficiently. Lipid
extraction can be achieved by liquid–liquid extraction, Soxhlet
extraction, or solid-phase extraction. In 1957, Folch developed
a popular method by which many lipids are extracted using a
mixture of chloroform and methanol in a volume ratio of 2:1.
The extraction is followed by a wash step with water and is
frequently applied for total lipid determination. The occasional
formation of emulsions is a disadvantage, and more hydrophilic
lipids like gangliosides are separated into the upper phase. To
date, most extractions are performed by a method introduced
by Bligh and Dyer in 1959 or by modifications of this method.
In this case, the extraction is carried out by a monophasic
mixture of chloroform, methanol, and water in a volume ratio
of 1:2:0.8. Changing the ratio to 2:2:1.8 (V/V/V) leads to a
phase separation, in which most lipids can be recovered from
the lower phase. Proteins precipitate mostly between the two
phases. It must be considered that quantitative lipid extraction
by either of these methods might require repeated re-extraction,
and that lipid exposure to air or enzyme sources might lead to
lipid alteration or decomposition (16).

Extraction parameters such as solvent type, mixture ratios,
metal ion concentration, pH of the aqueous phase, extraction
time, and temperature influence the recovery of extracted lipids
and must be validated to ensure reliable results. For example, the
recovery of the acidic lipids PA and phosphatidylglycerol (PG)
can be less than 30% in classic Folch and Bligh Dyer extraction,
where these lipids can become bound to proteins tightly (17).
Lipids bound to proteins covalently are only released under ap-
propriate conditions, which depend on the type of lipid–protein
linkage. For example, ceramides bound to protein of the corni-
fied envelop in the human skin (18) can be extracted after mild
alkaline hydrolysis of the ester linkage between lipid and pro-
tein. Special conditions are required for extraction of more polar
lipids such as gangliosides, lysophospholipids and lysosphin-
golipids, or phosphatidylinositol-phosphates.

Mass spectrometry
The dynamic development of mass spectrometry has had a huge
impact on lipid analysis. Currently, a variety of suitable mass
spectrometers is available. In principal, a mass spectrometer
consists of an ion source, a mass analyzer, and an ion detector.
The typical features of each instrument (Fig. 2) result mostly
from the types of ion source and mass analyzer. To date, the ion-
ization techniques applied to lipid analysis include Electrospray
Ionization (ESI or nano-ESI), Atmospheric Pressure Chemical
Ionization (APCI), Matrix-Assisted Laser Desorption/Ionization

(MALDI), and, more recently, Atmospheric Pressure Photo Ion-
ization (APPI) and Desorption Electrospray Ionization (DESI).
For the majority of analytical tasks in lipidomics, ESI and
nano-ESI are the most common choices.

ESI uses a high cone voltage to produce single- or
multiple-charged ions from an analyte-containing solution by
creating a fine spray of highly charged droplets. In the case of
higher flow rates, this process can be assisted pneumatically by
nitrogen as drying gas. ESI is a soft ionization method that can
be run without fragmentation of the analyte molecules. It is suit-
able for membrane lipids (19). Generally, neutral lipids show
poor ionization efficiencies in classic ESI, so that additional
measures like adduct formation, derivatization, or application of
nano-ESI are required. Typical drawbacks of ESI include signal
suppression in complex matrices and varying adduct patterns.

Nano-ESI is a miniaturization of ESI with enhanced sensitiv-
ity and reduced signal suppression. It can be carried out either as
classic offline approach analysis or as online nano-flow LC/MS,
which are both attractive for lipidomics. Performance differ-
ences regarding the mass spectrometric response may result
from different conductive coatings of the used sample capil-
laries and the used ionization mode. Many lipid classes, which
include glycerophospholipids (20–22); sphingolipids (23, 24);
triacyglycerols, cholesterol, and ergosterol (25); and cholesterol
esters (26), have been analyzed using ESI and nano-ESI (20).
This approach has already been extended for automated (21)
and high-throughput investigations (26).

APCI is complementary to ESI for compounds of limited
polarity (27). In APCI, the analyte solution is subjected to
a heater of 400–500◦ C. The resulting plasma is ionized at a
corona discharge needle with the help of nitrogen. The nitrogen
molecules transfer the charge onto the analyte molecules in an
indirect fashion. Because of the heat, the ionization conditions
are less soft than ESI, and sensitive molecules may show
fragmentation. The solvent plays a less dominant role for
ionization than in ESI. This result can be beneficial in case of
normal phase LC/MS approaches with organic solvents such as
chloroform or hexane. Adduct formation can be reduced when
suitable conditions are used. APCI has been used to analyze
ceramides (28), sphingomyelin (29), triacylglycerols, as well as
cholesterol and its oxidation products (30).

APPI is derived from APCI, but instead of the corona
discharge needle, the ionization takes place after irradiation
with a krypton lamp that emits photons of 10.0–10.6 electron
volt. Different methods with and without dopant have been
recommended. APPI, in combination with LC, has been used
to analyze glycosphingolipids (31). In addition, APPI has been
reported to be more sensitive and efficient than APCI and ESI
for the analysis of fatty acid esters and acylglycerols (32, 33).
Because the method has not found widespread use to date, it is
too early to estimate its potential.

MALDI is another soft ionization method, but in contrast
to ESI and APCI, it is carried out in solid state. The analyte
is placed onto a metallic plate together with an UV-absorbing
matrix. Usually, the matrix consists of aromatic acids, which are
cocrystallized with the sample. Irradiation of suitable positions
on the target with a laser of appropriate wavelength causes
analyte desorption and ionization. MALDI is used widely in the
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analysis of proteins and polymers. Recently, it has also been
applied to the analysis of lipids and in particular glycolipids
(34). MALDI is a qualitative method that normally provides no
quantitative results. The matrix used, the heterogeneities within
the matrix, analyte concentrations, and preparation techniques
influence the results greatly. MALDI is mostly used offline.
LC/MALDI coupling can be implemented via fraction collection
and automated target preparation. Compared with ESI, MALDI
is more tolerant to salts and other disturbing components.

DESI is performed by directing electrosprayed-charged
droplets onto a surface for analysis under atmospheric condi-
tions. The collision of the charged droplets with the surface
leads to the ionization and desorption of the analyte (35). Then,
the ions produced in the gas phase are sampled by an atmo-
spheric interfaced mass analyzer. DESI has been used to cre-
ate two-dimensional images related to the distribution of lipid
species in human tissues (36).

Mass analyzers differ in sensitivity, accuracy, and resolu-
tion. Among others, they include quadrupole, triple quadrupole
(TQ), ion trap, linear ion trap, time of flight, Fourier trans-
form ion cyclotron resonance, and hybrid combinations such as
quadrupole-time of flight (Q-TOF) analyzers.

The deliberate generation of fragments is a valuable tool in
structure elucidation and quantification. It is mainly carried out
as a second mass analysis after determination of the mass per
charge (m/z) ratio of the molecular ions. This approach is called
tandem mass spectrometry and it can be carried out either as
tandem-in-space using a triple quadrupole (or combinations of

a quadrupole and another mass analyzer), or as tandem-in-time
using an ion trap. The latter also allows multiple-stage mass
spectrometry (MSn). On the other hand, a triple quadrupole
allows different MS/MS scan modes, namely product ion scan,
precursor or parent ion scan, and neutral loss scan.

TQ mass spectrometers (Fig. 2) have been used frequently for
lipid analysis. They consist of three quadrupoles, Q1, Q2, and
Q3, which are located in a row, with Q2 as the fragmentation
cell filled with an inert collision gas (e.g., argon). A product ion
scan starts with selecting a lipid species of a certain m/z-value
in Q1, fragmenting it through collisions with the collision gas
(collision-induced dissociation; CID) in Q2, and determining
the m/z values of the fragments in Q3. Usually, this scan type
is used to ascertain characteristic fragments and fragmentation
conditions such as the suitable CID energy. Parent (precursor)
ion scan (PIS) is the conversion of the product scan. Here,
Q3 is fixed to m/z values of desired fragments, whereas the
corresponding parent molecular ions are scanned in Q1. PIS
is used to identify lipid classes and individual lipid species
according to characteristic charged fragments of their functional
head groups or their backbones. Neutral loss scan (NL), finally,
represents the loss of a neutral fragment from a charged parent
molecule. In this case, both Q1 and Q3 are used to scan, but
with a constant mass offset. NL has been frequently used to
analyze a variety of lipids. For example, many phospholipids
have been identified recently according to the NL of their fatty
acids in the positive ionization mode. A structural identification

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 5



Lipidomics

HO
O

OH

OH

HO

(CH2)12CH3

(CH2)14CH3HN

OH

O

O

OH

O

OH
HO

O[M −2xHexose −H2O +H]+

[M −Hexose −H2O +H]+

[M −H2O +H]+

[M+H]+
[M −Hexose +H]+

[M −2xHexose +H]+

[M −2xHexose −2xH2O +H]+

[C18 −Sphingosine −2xH2O +H]+

275 325 350 375 400 425 450 475 500 525 550 575 600 625 650 675 700 725 750 775 800 825 850 875300

502.6

261.3

538.6

521.3

520.6

844.7

862.7

682.7 700.7
0

100

%

m/z

Figure 3 Tandem electrospray mass spectrum (positive mode) of lactosylceramide, which shows the neutral loss of two hexose residues.

of lactosylceramide using NL of two hexoses is illustrated in
Fig. 3.

These scan modes or combinations of them have been used
not only for identification, but also for quantification of lipids.
In this context, multiple parent ion scan (MPIS) of head group
and backbone (fatty acids) fragments has been shown recently
to be suitable for the determination of individual phospholipid
amounts relative to an internal standard. This analysis has
been performed directly from crude lipid extracts by using a
modified Q-TOF mass spectrometer (21). On the other hand,
multiple reaction monitoring (MRM) is applied frequently for
lipid quantification. MRM is a technique based on monitoring
compound-specific transitions of precursor ions to product ions.
In addition to specifity, sensitivity and selectivity are key
advantages of MRM. This advantage is particularly valuable
by the quantification of small compound amounts and/or by
the occurrence of increased background levels. An interesting
application of MRM is the quantification of many endogenous
sphingolipids carried out by Zheng et al. (37). In a single LC
run, multiple combinations of specific precursor-ion/product-ion
transitions can be obtained, monitored, and applied to achieve
sensitive quantification of individual lipid species.

As mentioned above, two different mass spectrometric ap-
proaches to lipid analysis exist: The first one is performed
directly from lipid extracts without prior chromatographic sep-
aration and is referred to as “shotgun” lipidomics. Here, lipid
classes are separated in the ion source according to their intrinsic
electrical properties (24). Detailed and unambiguous structural
and quantitative analysis of individual species is obtained by
means of multiplexed mass spectrometry using NL, PIS, and

combinations of them. A remarkable contribution to this field is
the analysis of ceramides, cerebrosides (β-glycosylceramides),
and phospholipids by Han. Refinements of this approach using
advanced mass spectrometers have led to additional improve-
ments.

On the other hand, the complexity of the lipid mixtures that
compose a variety of isobaric compounds as well as the signal
suppression effects during MS ionization frequently require a
chromatographic separation. Therefore, LC/MS and LC/MS/MS
are valuable tools. Zheng et al. (37) have developed a nor-
mal phase LC-ESI-MS/MS method that allows the separation
of sphingolipid classes and the subsequent quantification of
molecular sphingolipid species, which includes ceramides, glu-
cosylceramides, lactosylceramides, and sphingomyelin in one
run. Others have shown that a combination of MALDI-MS and
ESI-MS/MS with thin layer chromatography (TLC) enables a
successful analysis of gangliosides (38) and of low abundant
phosphoinositides (39), respectively.

Bioinformatics

The amount of data obtained by mass spectrometry is enormous,
particularly when many lipid classes or several lipid species are
investigated simultaneously. As such, manual management of
the different data sets is impractical. For this reason, various at-
tempts have been initiated to create software that is capable of
evaluating and handling the generated data sets in a qualitative,
quantitative, and comparative manner. One example is the soft-
ware called Lipid Profiler , which has been used to achieve auto-
mated identification, deconvolution, and absolute quantification
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of glycerophospholipid species analyzed by MPIS (21). Another
model is given by a collection of computer algorithms referred
to as the computational lipid analysis program, which has been
developed to monitor time- or treatment-dependent changes in
cellular phospholipids (40–42). This program consists of data
handling routines and a package of multistep statistical analysis
and is based on normalization of the raw signal intensities ob-
served at a particular m/z value. Such normalization allows the
comparison of dynamic changes within different phospholipid
profiles. As in other fields of systems biology, the interest on
developing management systems for the amount of generated
mass spectrometric data is increasing.

The mentioned data management systems are only first steps
toward comprehensive lipid databases and global lipid net-
works. An example for such a data bank is LIPIDMAPS
(http://www.lipidmaps.org), which covers structures and an-
notations of biologically relevant lipids (43). The structures
originate from the core laboratories of the LIPIDMAPS con-
sortium and their partners. In this database, users can search
the LIPID MAPS proteome database using either text-based
or structure-based search options. In addition to LIPIDMAPS,
other databases in Europe (http://www.lipidomics.net ) and Japan
(http://www.lipidbank.jp) have been initiated.

After maturation of the technology used for lipid analysis,
bioinformatics will be needed to correlate quantitative data
on lipid concentrations with those of the enzymes and other
proteins involved in lipid metabolism on the mRNA and pro-
teome level. These data might be generated from experiments
that use RT-PCR, DNA-microarrays, cellular fluorescence imag-
ing, or flow cytometry (44). To this end, an important role in
lipidomics will be exchange and integration of data from ge-
nomics and proteomics. Thus, the entire lipidomics approach
must be understood as a part of system biology, including the
above-mentioned fields.

Applications and Challenges

Lipid metabolism is a tightly regulated process. Alterations in
lipid metabolism and aberrant lipid levels have been associated
with frequently occurring diseases, for example, atherosclerosis,
diabetes, cancer, schizophrenia, neurodegenerative and respira-
tory diseases, and Parkinson or Alzheimer disease. Therefore,
lipidomics found entrance into diagnosis and drug develop-
ment, such as in the discovery and optimization of biomark-
ers, therapeutic targets, and lead compounds (1). In addition
to this field, lipid levels can be altered in rare inherited dis-
orders of lipid metabolism, or in response to drugs such as
the large group of cationic amphiphilic drugs that are used
as, for example, antidepressants, neuroleptics, β-Adrenoceptor
Antagonists, or Antiarrythmics. A growing group of inherited
disorders is known to affect lipid metabolism. Examples are
defects in proteins required for cellular lipid trafficking (44),
other defects impair sphingolipid metabolism (45), and even
others might be unrecognized causes of even apparently un-
related diseases such as mental disorders or epilepsy (45).
Although most of the genetic defects underlying these dis-
eases and the identities of the major storage substances are

known for more than a decade, the detailed changes in lipid
composition and the pathogenic mechanisms that lead to the
different phenotypes are far from clear. An improved un-
derstanding of the pathogenesis of these and other diseases
can be expected from the application of lipidomics to this
field.

Because of the inherent difficulties in lipid analysis, a com-
prehensive treatment of the lipidome in terms of systems biol-
ogy has not been achieved to date, but it will be attempted for
systems of reduced complexity. For example, alterations of all
lipid classes in response to genetic and pharmacologic changes
will be analyzed in murine macrophages by the multicentered
LIPIDMAPS consortium. Recently, the protein and lipid com-
position of synaptic vesicles isolated from rat brain have been
determined by mass spectrometry (46). With the exception of
cholesterol, whose content of about 40% is very high in the
vesicles, the lipid analysis confirmed data obtained by classic
lipid analysis. But because ESI-MS allows determination of the
chain length distribution in phospholipids, these data have been
collected also for this (undisturbed) system. From a certain cell
type via a certain vesicle type, let us mention a certain lipid.
Cardiolipin is a bacterial lipid, and in eukaryotes it is the only
phospholipid synthesized in the mitochondria. The chain length
distribution of molecular cardiolipin species of rat liver and
bovine heart is known for fifteen years. Changes in cardiolipin
content, acyl chain composition, and cardiolipin peroxidation
affects mitochondrial function and can contribute to human dis-
eases like ischemia, hypothyroidism, aging, heart failure, and
cardioskeletal myopathy (47).

Usually, lipidomics is understood as a way to determine the
global lipid composition of a sample like tissues or cells. On the
subcellular level, however, lipid content of certain organelles,
the function of the lipid patterns, as well as the identity of the in-
teracting partners is an actual area of research. For example, the
lipidome of the nucleus, where a remodeling of phosphatidyl-
choline to molecular species with saturated acyl chains takes
place, is analyzed currently not only with “static” but also with
“dynamic” lipid profiling with the aid of stable isotope labeling
(48). Indirect methods like antibody staining or photoaffinity
labeling were necessary to determine lipid sorting associated
with the maturation of intralysosomal membranes: Membranes
are prepared for their lysosomal degradation by reduction of
their cholesterol content and enrichment of a lipid charac-
teristic for intralysosomal membranes, bis(monoacylglycero)-
phosphate (45).

Novel lipid species have been discovered by mass spectro-
metric analysis. Knowledge of their structure and occurrence is
required for the understanding of their function for the organism
in health and disease, which includes a potential use as biomark-
ers. Only three examples for the growing number of such dis-
coveries are mentioned briefly here: Fatty acid amides such
as N -arachidonoylethanolamine and N -oleoylethanolamine are
signaling substances found in the brain. Within “targeted
lipidomics,” the structures of low abundant acylamides like
N –arachidonoyl-dopamine and N –arachidonoyl-glycine have
been determined by a combination of HPLC and ESI-MS (49).
These lipids act in part as endogenously occurring cannabi-
noids and can regulate pain, immune function, reproduction,
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and appetite. A second example is the discovery of 3-ketodihy-
droceramides. This metabolite is usually not found because
the precursor lipid, 3-ketosphinganine, is reduced rapidly. But
it occurs in cultured cells that overexpress serine palmitoyl-
transferase and that are supplied simultaneously with sufficient
amounts of the metabolic precursors serine and palmitic acid
(37). Under these conditions, the capacity for ketone reduction
seems to be exhausted, and excess ketosphinganine is acylated
by one or more of the cellular acyltransferases. A final example
is the discovery of a protein-bound glycosphingolipid. Knock-
out animals as source offer the advantage of greater amounts
of otherwise not detectable metabolites. In mice deficient in
the degradation of glucosylceramide, a novel posttranslational
modification has been identified. In the animals, glucosylce-
ramides ω-hydroxylated in the acyl residue are bound covalently
to proteins of the cornified envelope of the skin (50). Covalently
bound lipids are essential not only for organ development, but
also for the function of the human skin (18).

As mentioned before, knowledge of total lipid composition
is not necessarily sufficient to understand lipid function. For
example, the total cholesterol content of neurons from mice with
a deficiency of the Niemann–Pick disease C1-protein is not
different from that of control animals. Closer examination of
this animal model of the human Niemann–Pick disease, type
C1, however, revealed that the cholesterol level in cell bodies is
increased drastically at the expense of that in distal axons (51).
A determination of members of all lipid classes present in a
tissue is still difficult, and analysis of lipids within different
areas of a cell [e.g., by SIMS (see above)] requires sample
preparation by freeze fracture. For the analysis of some prob-
lems, techniques such as metabolic labeling with radioactive
biosynthetic precursors might be appropriate. Results obtained
in experiments with artificial (e.g., fluorescence-labeled) lipids
must be interpreted with care because of entirely different prop-
erties compared with that of their native counterpart. After a
period of development of methods for analysis, data processing,
exchange, and visualization, a significant impact of this tech-
nology on our understanding of lipid metabolism and function
can be expected.
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Lipids represent some of the most complex biologic molecules, and their
diversity is crucial for their cellular functions. The wide range of chemical
and physical properties of different lipids determines a variety of roles for
these compounds in biologic processes. According to their structures, lipids
can be divided into two main groups: the nonpolar lipids (acylglycerols,
sterols, free fatty acids, hydrocarbons, alcohols, wax, and steryl esters) and
the polar lipids (phosphoglycerides, glycosylglycerides, and sphingolipids).
Triacylglycerols act as energy stores and metabolic fuels. Polar lipids and
sterols are important structural components of cell membranes where they
may have many diverse functions. Arranged as bilayers, they establish
permeability barriers for cells and organelles and provide a
microenvironment for membrane-associated proteins as well as participate
directly in metabolism and a multitude of membrane fusion events (1).
Waxes as surface coverings are integral to water balance and protect
organisms from noxious environmental conditions. In addition to a
structural role, lipids serve as important intermediates in cell signaling
pathways (e.g., sphingolipids, inositol lipids, phosphatidic acid,
lysophospholipids, oxidative products) and play a role in mediating cellular
responses to the environment (2). In this article, we will summarize our
knowledge on the structural diversity of lipids that provide information on
the various lipid classes and the fatty acids that occur naturally.

Glycerolipids

Acylglycerols (glycerides)

The basic structure of glycerolipids is a glycerol (propane-1,2,
3-triol) backbone to which the hydrophobic acyl groups (fatty
acids) are esterified. Monoacylglycerols and diacylglycerols
are fatty acid monoesters and diesters of glycerol, respec-
tively. These partial glycerides are important intermediates
in metabolism. Moreover, sn-1,2-diacylglycerols are important
in animal tissues where they function as signaling molecules
in many cellular processes. Triacylglycerols are fatty acid tri-
esters of glycerol. They are accumulated as storage products
and are the major components of most natural fats and oils.

Glycerol-derived ethers

Alkyl ethers and alk-1-enyl ethers (or plasmalogens) are two
general types of glycerol ethers. Mono- and dialkyl ethers have
been reported to occur naturally. Examples include batyl alcohol
(sn-1-O-octadecylglycerol) and chimyl alcohol (sn-1-O-hexa-

decyl alcohol) as monoalkyl ethers and diphytanylglycerol
(sn-2,3-di-O-tetramethylhexadecylglycerol) as a dialkyl ether.
Although trialkyl ethers have not yet been found in nature, they
have been synthesized with various combinations of saturated
and unsaturated chains. In addition, monocyl and diacyl deriva-
tives of alkyl ethers are reported for some natural sources.

Similar to alkyl forms, the mono- and dialk-1-enyl ethers
of glycerol have been identified in natural samples, whereas
no trialk-1-enyl ethers have been isolated so far. Acylated
(mono- and diacyl derivatives) alk-1-enyl ethers (or neutral
plasmalogens) have been also reported (2).

Glycerophospholipids

The structure of glycerophospholipids is characterized by a
1,2-diacyl-3-phospho-sn-glycerol, or phosphatidyl moiety, and
a variable headgroup linked to the phosphate. Major phos-
phoglycerides found in nature are phosphatidylcholine (PC),
phosphatidylethanolamine (PE), phosphatidylglycerol (PG),
phosphatidylserine, phosphatidylinositol (PI), and diphospha-
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tidylglycerol (or cardiolipin). The simplest phosphoglyceride,
phosphatidic acid is a minor compound in most tissues.

PC, the trivial name “lecithin,” is a neutral or zwitterionic
phospholipid (Fig. 1). It is the most abundant phospholipid
in animal tissues and the main component of nonchloroplast
membranes in plants, where it amounts to about 50% of the total
lipids. In bacterial membranes, PC is found in small quantities.
PC is a useful bilayer component, which has a cylindrical shape
and a net neutral charge (1).

PE (trivial name “cephalin”) also has a net neutral charge
(Fig. 1). PE is widespread and usually the second most abundant
phospholipid in animal and plant membranes. It is also the main
lipid component of microbial membranes. In animal tissues,
phosphatidylethanolamine may exist in diacyl, alkylacyl and
alkenylacyl forms. Moreover, animal phosphatidylethanolamine
usually contains higher levels of arachidonic and docosahex-
aenoic acids in comparison with the other zwitterionic phos-
pholipid, PC. The partly methylated derivatives of PE (phos-
phatidyl-N -methyl-ethanolamine, phosphatidyl-N -dimethyl-
ethanolamine) are found in small amounts in many organisms.
These derivatives are metabolic intermediates in the conversion
of PE into PC. In some tissues, N -acylated derivatives of PE
may be present in significant amounts. These compounds are
involved into the endocannabinoid signalling system through
release of N-acylethanolamines after phospholipase D action
(3).

PG is negatively charged (Fig. 1). It is the major phospho-
glyceride in photosynthetic tissues and many bacteria. In plants,
PG is an only phospholipid present in significant quantities in
the thylakoid membranes where it can comprise 10% of the total
lipids with a high proportion (up to 70%) in the outer monolayer.
An unusual fatty acid, ∆3-trans-hexadecenoic acid [16:1(3t )],
is found in all eukaryotic photosynthetic organisms, especially
esterifying the sn-2 position of PG (4). It is interesting to note
that both the trans-configuration of a double bond and its ∆3

position are very unusual for natural fatty acids. PG-16:1(3t ) is
thought to play an essential role in photosynthetic membranes.

Although PG is only a minor phopholipid in animal tissues
(1–2% of total phospholipids), it can be a second abundant
phospholipid in some lung surfactants at up to 11% of the
total (5).

For bacteria, PG is present in almost all types. In Escherichia
coli , for example, PG accounts for 20% of its membrane lipids.
The diacyl form of PG is more common in many bacteria, but
some may contain the alkylacyl- and alkenylacyl derivatives
as predominant forms. Several prokaryotic species, including
Salmonella typhimurium and E. coli , and parasitic protozoa,
such as Trichomonas vaginalis and T. foetus , have been found
to contain acylphosphatidylglycerol (1,2-diacyl-sn-glycero-3-
phospho-(3′-acyl)-1′-sn-glycerol) in appreciable amounts (6).
For example, Corynebacterium amycolatum contained about
30% of this lipid with oleate as a dominant fatty acid on the
head group of glycerol (7). A fully acylated phosphatidylglyc-
erol (bis-phosphatidic acid or phosphatidyldiacylglycerol) and
its plasmalogen analogs have been also identified in a marine
bacterium MB 45. In some bacteria, an amino acid (lysine, or-
nithine, arginine, or alanine) may be attached to the 3′-hydroxyl
of the base glycerol to form an O-aminoacylphosphatidylgly-

cerol. Two other unusual derivatives of phosphatidylglycerol
have been isolated from the primitive organisms, the Haloar-
chaea. They were identified as phosphatidylglycerol sulfate and
phosphatidylglycerol phosphate methyl ester.

Diphosphatidylglycerol (trivial name cardiolipin) has a unique
dimeric structure with four acyl groups and two negative charges
(Fig. 1). It is common in bacteria, and it can be found in the
inner mitochondrial membranes of eukaryotes (i.e., those mem-
branes that generate an electrochemical potential for substrate
transport and ATP synthesis).

Phosphatidylserine also has a net negative charge. It is a
widespread but minor lipid in eukaryotes, accounting usually
for less than 10% of the total phospholipids. Its greatest con-
centration has been noted for myelin from brain tissue. Phos-
phatidylserine is concentrated in the inner monolayer of the
plasma membrane and the other cellular membranes (Fig. 1).

Phosphatidylinositol is another widespread and minor lipid
with a negative charge. It is an important lipid, both as a
membrane constituent and in various phosphorylated forms as
key molecules in signaling processes in eukaryotes (Fig. 1).
The phosphatidylinositol phosphates are found with phos-
phates attached at any position of the inositol ring. However,
PI-4-phosphate, PI-4,5-bis phosphate, and their 3-phosphates
are the most important. PI also forms part of the glycerophos-
phatidylinositol (GPI) anchor for certain surface proteins.

The acyl structure diversity

Monoacyl derivatives of phosphoglycerides, lyso-derivatives,
are present in small amounts in most tissues, but their occur-
rence in large levels usually indicates lipid degradation before
or during lipid extraction. Only cereal grains contain lysophos-
phatidylcholine and lysophosphatidylethanolamine as the ma-
jor phospholipids (as starch inclusion compounds). Moreover,
lysophospholipids, especially lysophosphatidic acid, are impor-
tant signaling molecules (8).

Plasmalogens are monoacyl monoalk-1-enyl ether forms of
phospholipids. The most common forms of plasmalogens are
the choline, ethanolamine, and serine derivatives. They are
present in most animal tissues, especially in the mammalian
brain. Plasmalogens are structural components of membranes. It
has been proposed that plasmalogens protect membranes against
oxidative stress (9).

Platelet-activating factor or 1-alkyl-2-acetyl-sn-glycero-3-
phosphocholine is an ether analog of phosphatidylcholine. This
biologically active lipid is of great current interest. Initially, it
was found to affect aggregation of platelets and to induce a hy-
pertensive response at very low concentrations. Recent research
has revealed its role as a mediator of inflammation and of other
physiologic effects on many different types of cells.

Archaebacteria contain large amounts of unique lipids, which
are based on 2,3-dialkyl-sn-glycerol backbones, of the opposite
stereochemical configuration to that found in the two other
primary kingdoms: eubacteria and eukaryotes (10). As another
diversity, they may have several polar head groups, existing
as both phospholipids and glycolipids as well as their sulfated
forms, and the alkyl groups are usually phytanyl (10).
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Glycosylglycerides

Glycosylglycerides are characterized by a 1,2-diacyl-sn-glycerol
moiety with a monosaccharide or oligosaccharide attached at
the sn-3 position of the glycerol backbone. In photosynthetic
bacteria, cyanobacteria, algae, and higher plants, glycosylglyc-
erides (glycolipids) are located predominantly in photosynthetic
membranes. The major plastid lipids, galactosylglycerides, are
neutral lipids. They contain one or two galactose molecules
linked to the sn-3 position of the glycerol that corresponds to
1,2-diacyl-3-O-(β-D-galactopyranosyl)-sn-glycerol (or mono-
galactosyldiacylglycerol, MGDG) and 1,2-diacyl-3-O-(α-D-
galactopyranosyl-(1→6)-O-β-D-galactopyranosyl-sn-glycerol
(or digalactosyldiacylglycerol, DGDG) (Fig. 2). MGDG and
DGDG are present at 40–55% and 15–35% of the total lipids
in thylakoid membranes, respectively. A characteristic feature
of these lipids is a very high content of polyunsaturated fatty
acids. In addition to these main galactolipids, trigalactosyldi-
acylglycerols and tetragalactosyldiacylglycerols as well as other
homologs with many different sugar combinations (e.g., man-
nose, glucose, rhamnose) have been reported for bacteria, algae,
and higher plants (11, 12). For example, in eubacteria, glyco-
syldiacylglycerols with one to three glycosyl units linked to
sn-1,2-diacylglycerol were most common, but others with up
to five glycosyl units have been also found. Monoglucosyldi-
acylglycerols and diglucosyldiacylglycerols with the digluco-
side moiety that have an α-(1→2)linkage (as in kojibiose)
and a galactosyldiacylglycerol have been isolated from some
Streptococcus species. Monomannosyldiacylglycerols and di-
mannosyldiacylglycerols have been reported for Micrococcus
luteus . In Bacillus megaterium, N -acetylgalactosamine has been
found linked to a diacylglycerol. In glycophospholipids present
in some bacteria, a glycerophosphate group is linked to a car-
bohydrate moiety (11).

Various glucoglycerolipids and galactoglycerolipids have
been also isolated in small amounts from animal tissues (13).

The galactoglycerolipids usually contain a single galactose
residue that is linked through a β-glycosidic link between
the C-1 of galactose and the C-3 of glycerol. The glucogly-
cerolipids that have been reported may contain up to eight glu-
cose residues. Moreover, alkylacyl and diacyl lipids as well as
sulfated forms have been identified (13).

Another class of glycosylglycerides, which is present in
appreciable amounts in both photosynthetic and in nonphotosyn-
thetic species, is the plant sulfolipid sulfoquinovosyldiacylgly-
cerol, or 1,2-diacyl-3-O-(6-deoxy-6-sulfo-α-D-glucopyranosyl)-
sn-glycerol (SQDG) (Fig. 2). This lipid is unusual because of its
sulfonic acid linkage. It consists of monoglycosyldiacylglycerol
with a sulfonic acid in position 6 of the monosaccharide moiety.
The sulfonoglucosidic moiety (6-deoxy-6-sulfono-glucoside) is
described as sulfoquinovosyl. The sulfonic residue carries
a full negative charge at physiologic pH. In the unicellu-
lar alga Chlamydomonas reinhardtii , an acylated derivative
of this sulfolipid, 2′-O-acyl-sulfoquinovosyldiacylglycerol has
been found. Sulfoquinovosylmonogalactosylglycerol has been
isolated from the marine red alga, Gracilaria verrucosa . For a
review of algal lipids, see Reference 12.

In addition to sulfoquinovosyldiacylglycerol, the marine di-
atom Nitzschia alba has been found to contain a sulfonium ana-
log of phosphatidylcholine, phosphatidylsulfocholine (14). This
lipid has two methyl groups attached to the sulphur atom, and
it substitutes completely for phosphatidylcholine in Nitzschia
alba . In other marine diatoms and algae, both lipids have been
found (15).

Several lipids conjugated to taurine (2-amino ethylsulfonic
acid, H2NCH2CH2SO3H) have been reported for many or-
ganisms. So, membrane lipids of certain bacteria and al-
gae contain taurine linked to diacylglucuronylglycerol. In
a seawater bacterium Hyphomonas jannaschiana, which is
unique because of an absence of phospholipids, a tauroglyco-
lipid, 1,2-diacylglycerol-3-glucuronopyranosyl-sn-glycerol tau-
rineamide was identified. An unusual glycolipid sulfate ester
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has been isolated from extremely halophilic bacteria (11), and a
glycolipid sulfate, 2,3,6,6′-tetraacetyl-α,α-tetrahalose-2′-sulfate
has been isolated from Mycobacterium tuberculosis (16). For a
review on the isolation, characterization, and biochemistry of
taurolipids, see Reference 17.

Betaine lipids

Betaine lipids contain a betaine moiety as a polar group linked
to the sn-3 position of glycerol by an ether bond. No phosphorus
or carbohydrate group exists in betaine lipids. Three types of be-
taine lipids have been identified: 1,2-diacylglyceryl-3-O-4′-(N,N,
N -trimethyl)-homoserine (DGTS), 1,2-diacylglyceryl-3-O-2′-
(hydroxymethyl)-(N,N,N -trimethyl)-β-alanine (DGTA), and 1,2-
diacylglyceryl-3-O-carboxy-(hydroxymethyl)-choline (DGCC)
(Fig. 3) (18) . These betaine lipids are all zwitterionic at pH
7 because they have a positively charged trimethylammonium
group and a negatively charged carboxyl group (Fig. 3). Be-
taine lipids are not found in higher plants, either gymnosperms
or angiosperms, but they are distributed widely in photosyn-
thetic bacteria, algae, ferns, bryophytes, lichens, some fungi, and
protozoans. Based on an obvious structural similarity between
betaine lipids and phosphatidylcholine and on their taxonomi-
cal distribution (namely, their reciprocal relationship in many

species), it has been suggested that betaine lipids, especially
DGTS, are more primitive lipids evolutionarily that, in the lower
plants, play the same functions in membranes that PC does in
higher plants and animals (19).

Diol Lipids

Diol lipids have been reported only recently when techniques
for their structure elucidation were developed. Small quanti-
ties of diol lipids, such as diacylpropane-1,3-diol, diesters of
butane-1,3-diol, and butane-1,4-diol are found in mammalian
and fish liver, mammalian adipose tissues, egg yolk, corn seed,
and yeast (20). From Actynomyces olivaceus , mixed acyl- and
alk-1-enyl derivatives of simple diols have been isolated (21).
An acylated diol phospholipid has been produced by the yeast
Lypomyces starkeyi when grown on propane-1,2-diol (22).

Sphingolipids

Sphingolipids are lipids that contain sphingosine (trans-
D-erythro-1,3-dihydroxy-2-amino-4-octadecene) or a related
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amino alcohol. Sphingolipids are a group of very complex lipids
with a range of diverse functions. It has recently become ap-
parent that sphingolipids are involved in many human diseases
including diabetes, cancers, neurologic syndromes, infections,
and diseases of the cardiovascular and respiratory systems
(23). Moreover, an increased interest in these molecules re-
sults from the involvement of sphingolipids in the segre-
gation/compartmentalization of membranes by self-organizing
functional lipid microdomains, known as lipid rafts. Sphin-
golipids are located exclusively in the outer (exoplasmic) leaflet
of the plasma membrane bilayer. In contrast, raft glycerophos-
pholipids largely prefer the inner (cytoplasmic) leaflet, and
cholesterol is most likely abundant in both leaflets. The lipid
raft model is based on the assumption that sphingomyelin and
other sphingolipids together with cholesterol are not distributed
evenly in the plasma membrane, but rather they assemble to
specific microdomains or raft. They act to compartmentalize
and to separate membrane proteins with different biochemical
functions. It is believed that up to 50% of the plasma membrane
may consist of such rafts, and rafts formation has been shown
to be crucial in modulation of signaling events in cells (24).

Sphingophospholipids and
glycosphingophospholipids

Sphingomyelin (or ceramide phosphorylcholine) is the most
common lipid in this class, and is the phosphorylcholine ester
of an N -acylsphingosine (or ceramide) (Fig. 4). It is a ma-
jor lipid in certain membranes in animal tissues. Although it
is usually lower in concentration than phosphatidylcholine, it
can comprise about 50% of the lipids in certain tissues. Sphin-
gomyelin replaces phosphatidylcholine in erythrocytes of most
ruminant animals entirely. Sphingomyelin is probably absent
from microorganisms and plants.

In the plasma of the newborn pig and infant, 3-O-acyl-D-
erythro-sphingomyelin has been detected. In this lipid, position
3 of the sphingosine residue was esterified by an additional fatty
acid.

In additional, lyso-sphingomyelin and sphingosine phospho-
rylcholine have been reported to be present in tissues in small
amounts. They are involved in some signaling processes in the
cell in a manner similar to sphingosine-1-phosphate (25, 26).
Sphingosine-1-phosphate has been found in insects, yeasts, and
plants; its function as an important cellular messenger has been
shown in many studies. It regulates calcium mobilization inside
the cell as well as cell growth and proliferation in response to
several stress factors.

Ceramide phosphorylinositol, or myo-inositol-(1-O)-phos-
phoryl-(O-1)-ceramide, the sphingolipid analog of phosphati-
dylinositol, is a major component of sphingolipids in yeasts
(e.g., Saccharomyces cerivisiae). In these organisms, two other
related inositol-containing sphingophospholipids, mannosyl-
inositolphosphorylceramide and mannosyldiinositolphosphoryl-
ceramide, have been also found.

Ceramide phosphorylethanolamine, the sphingolipid ana-
logue of phosphatidylethanolamine, has been reported for the
first time in the housefly, Musca domestica . Shortly after, it
was identified in the bacteria Bacteroides ruminicola and B.

melanogenicus as well as in some protozoa, snails, marine bi-
valves, insects, chicken liver, and rat liver (27). In recent studies,
this lipid has been isolated from three species of oomycete
plant pathogens (28) and from several species of Sphingobac-
terium (29).

Ceramide phosphorylglycerols are known as membrane com-
ponents in anaerobic bacteria of the genus Bacteroides and in
the oral pathogen Porphyromonas gingivalis (30).

A sphingoid analog of phosphatidic acid, ceramide-1-
phosphate, has recently emerged as potent bioactive agent. Re-
cent studies defined new biologic functions for this lipid related
to control of numerous aspects of cell physiology, which include
cell survival and mammalian inflammatory responses (26).

The first glycolipids identified in some plants were glyco-
lipids with a phytosphingosine and/or dehydrosphingosine back-
bone that contains both inositol and phosphate. They have been
named “phytoglycosphingolipids” and more than 20 molecular
forms have been identified with glucuronic acid, glucosamine,
and many other carbohydrate moieties. The analysis of such
compounds has been discussed thoroughly in (31).

From the bacterium Sphingobacterium spiritivorum, ceramide
phosphorylmannose has been recently reported for the first time.
Archaebacteria have been shown to contain various phosphogly-
colipids (11).

Another type of glycosphingophospholipids are glycosphin-
golipids that are phosphorylated even more (i.e., where the
ceramide is linked directly to sugar moieties not via phosphate
group). The earthworm, Pheretima hilgendorfi , has been shown
to contain such lipids, namely cholinephosphoryl–6Galβ1–1Cer
and cholinephosphoryl–6Galβ1–6Galβ1–1Cer. In addition,
triglycosylsphingophospholipids with either a terminal mannose
or a galactose linked to phosphorylcholine were also present
in this species. Some filamentous fungi contain glycosphin-
gophospholipids (e.g., phosphocholine-containing glycosyl ino-
sitol phosphorylceramides) (30).

Ceramides

Ceramide is formed by attachment of a fatty acid (linked by
an amide bond) to the amino group of sphingosine or other
related amino alcohol. The most commonly found sphingosyl
alcohols are D-erythro-sphinganine (dihydrosphingosine, sph-
inganine), D-erythro-sphingosine (sphingosine, 4-sphingenine),
C20-dihydrosphingosine (icosasphinganine), and 4-hydroxy-D-
erythro-sphinganine (phytosphingosine, 4-hydroxysphinganine).

Although ceramides are found usually at trace levels in
tissues, they play important biologic roles (1). Moreover, they
are synthesized as the key intermediates in the biosynthesis
of complex sphingolipids, in which glucosylceramide is a key
precursor of complex oligoglycolipids (Table 1).

Cerebrosides

Cerebrosides are glycosides of N -acyl long-chain bases
(ceramides). Galactose and glucose are the monosaccharides
usually found. Galactosylceramide is the principal glyco-
sphingolipid in brain tissue (2). In general, galactosylceramides
are present in all nervous tissues, and account for up to 2%
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Table 1 Classification of oligoglycolipids

Root Partial structure∗
name Abbreviation IV III II I

Ganglio Gg Galβ1-3GalNAcβ1-4Galβ1-4Glc-Cer
Lacto Lc Galβ1-3GlcNAcβ1-4Galβ1-4Glc-Cer
Neolacto nLc Galβ1-4GlcNAcβ1-4Galβ1-4Glc-Cer
Globo Gb GalNAcβ1-3Galα1-4Galβ1-4Glc-Cer
Isoglobo iGb GalNAcβ1-3Galα1-3Galβ1-4Glc-Cer
Mollu Mu GalNAcβ1-2Manα1-3Manα1-4Glc-Cer
Arthro At GalNAcβ1-4GlcNAcβ1-3Manβ1-4Glc-Cer

∗Roman numerals show sugar positions in the root structure.

of the dry weight of gray matter and 12% of white matter.
Oligodendrocytes contain large amounts of these lipids.

Glucosylceramides are considered as characteristic com-
pounds of plants but also found in low amounts in animal
tissues, such as spleen, nervous tissues, and erythrocytes. In
plants, they are abundant in photosynthetic tissues (31). From
nonphotosynthetic tissues, monoglycosylceramides that contain
a β-D-mannopyranosyl residue have been isolated.

In addition, fucosylceramide has been reported in a colon
carcinoma, a xylose-containing cerebroside was identified in
an avian salt gland, and glycosylceramides with mannose and
glucuronic or galacturonic acids as sugar moieties have been
isolated from some microorganisms. O-Acylated (with fatty
acids in various positions of the sugar moiety) glucosylce-
ramides and galactosylceramides have been also found in brain
tissues in small amounts. In the equine brain, a galactosyl-
ceramide with a long-chain cyclic acetal at the carbohydrate
moiety, plasmalo-galactosylceramide, has been identified (32).

Galactosylceramides usually contain large amounts of
2-hydroxy fatty acids, which are linked to the sphingosine base
through the amino group. In addition, odd chain fatty acids may
also present. Typical fatty acids reported are behenic (C22:0),
lignoceric (C24:0), nervonic (C24:1), cerebronic (α-OH C24:0),
and 2-hydroxynervonic (α-OH C24:1) (2).

Oligoglycosylceramides

Di- and oligoglycosphingolipids (with two or more sugar
residues linked to a ceramide base) are important components of
cellular membranes in most eukaryotic organisms and bacteria.
Lactosylceramide is the most abundant diglycosphingolipids (or
diosylceramide), and is found in many animal tissues at low lev-
els. In kidney and pancreas, galabiosylceramide has been also
found. Diosylceramide with mannose units have been reported
for some primitive animal species and in plants (e.g., diosyl-
ceramide with 1-O-[β-mannosyl (1→4)-O-β-glycosyl]- residue
was isolated from bran and endosperm of rice grains).

Neutral oligoglycosylceramides that contain 3 and up to over
20 sugar units in the chain are characteristic of some animal
tissues. Seven main types of these compounds exist based on
their structural and biosynthetic relationships. In each type, glu-
cose is the primary sugar linked to ceramide with galactose,
N-acetylglucosamine, N-acetylgalactosamine or mannose as ad-
ditional monosaccharides (2).

In general, hundreds of different neutral oligoglycosphin-
golipids have been identified, and each mammalian organ has
a characteristic pattern of neutral ceramides with kidney, lung,
spleen, and blood that contain large amounts. In erythrocytes,
for example, megaloglycolipids with up to 50 sugar groups are
present, but triglycosylceramides to pentaglycosylceramides are
usually more abundant.

Most compounds are located on the plasma membrane facing
into the extracellular space. The structure of carbohydrate units
may determine the function of oligoglycosphingolipids, and one
of most important of these is in the immune defense system (33).

In plants, two series of oligoglycosylceramides with either
mannosyl or galactosyl residues are synthesized by elongation
of glucosylceramide. They are located in the endoplasmic retic-
ulum, Golgi, tonoplast, and plasma membranes. Their functions
in plants are poorly understood (34).

Gangliosides
Gangliosides are glycosphingolipids that contain a oligoglyco-
sylceramide to which a sialic acid (β-D-N -acetylneuraminic
acid) residue is attached via glycosidic linkages to one or more
of the monosaccharide units (i.e., via the hydroxyl group on
position 2) or to another sialic acid residue. The level of these
lipids is around 6% of total lipids in the brain tissues. Neuronal
membranes contain 10–12% gangliosides of the total lipid con-
tent (20–25% of the outer layer). They are also present at low
levels in all animal tissues but not found outside of the animal
kingdom.

Gangliosides are involved in control of cell growth and
differentiation as well as cell interactions (33). They also play
a key role in the immune defense systems. Many reactions are
mediated through the location of these molecules in membrane
rafts.

Glycosphingolipid sulfates
Glycosphingolipids with a sulfate ester group attached to the
sugar moiety are termed glycosphingolipid sulfates (sulfatides
or sulfoglycosphingolipids). The distribution of these com-
pounds in mammalian tissues as well as their fatty acid com-
position and base composition are usually similar to those of
cerebrosides. 3′-Sulfo-galactosylceramide is an example of one
of the more abundant glycolipid compounds of brain myelin.
It has been also found in many other organs, especially in the
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kidney. In addition to these “classic” sulfatides, a whole se-
ries of sulfatides in organisms that range from mycobacteria to
mammals have now been characterized. These include sulfolac-
tosylceramide and other sulfate esters derived from oligogly-
cosylceramides of the globo series and ganglio series isolated
from human kidney, and the ganglioside sulphatides isolated
from from echinoderms (35).

Phosphonolipids

Phosphono analogs of various phospholipids, which consist of
aminoethylphosphonic acid residues, have been found in na-
ture. The aminoethylphosphonic acid moiety may be linked
through a phosphorus-carbon bond to either a ceramide or dia-
cylglycerol backbone in phosphonolipids. Ceramide aminoethyl
phosphonate (or ceramide ciliatine) was the first phosphono ana-
log of sphingosylphosphatides, and has been identified in sea
anemones (Fig. 5). Lately, it has been also detected in several
molluscs, protozoa, bacteria, and bovine brain tissue together
with its N -methyl derivative. In some bacterial species, phos-
phonolipids with a 1-hydroxy-2-aminoethane residue linked to
the phosphorus moiety have been also detected. Phosphonogly-
cosphingolipids such as 6-O-(aminoethylphosphono)galactosyl
ceramide (Fig. 5) and its N -methyl analog, have been isolated
from some marine invertebrate. The role and biochemical func-
tions of these lipids are still unknown.

The phosphono form of phosphatidylethanolamine, 1,2-
diacyl-sn-glycerol-3-(2′-aminoethyl)phosphonate (Fig. 5), is
present in several species of protozoa as well as in bovine tissues
and in human aorta. Its alkylacyl and alkenylacyl forms have
also been found. From the freshwater cyanobacteria Aphani-
zomenon flos-aquae, 2-acyloxyethylphosphonate (with unusual
biosurfactant properties) has been isolated. Phosphonolipids
have been reviewed in References 36 and 37.

Lipid-Soluble Arsenic Compounds
(Arsenolipids)

Lipid-soluble arsenic compounds were first identified from ma-
rine organisms over 30 years ago. By now, more than 100
naturally occurring arsenolipids have been detected in a wide
range of organisms, including lichens, fungi, freshwater and
marine algae, invertebrates, fishes, plants, and animals (38).
The level of accumulation of these lipids may vary from 1.5
to 33.8 µg/g dry weight. Some plants and hyper-accumulators
contain more than 1 mmol As g−1 dry weight. Many species
of bacteria as well as most algal species examined seem to
convert arsenic compounds into their methylated derivatives,
such as trimethylarsine (39). Structures, distribution, the possi-
ble metabolism of arsenolipids, as well as analytical techniques
used for their separation, identification, and quantification are
thoroughly reviewed in Reference 38.

Other Esters

A group termed “other esters” includes a large variety of func-
tionally diverse lipids. Wax esters are a typical example. The
term “wax” is used commonly for esters of long-chain fatty
acids with long-chain primary alcohols, but sometimes it is
used for the entire mixture of lipids that contain waxes. Es-
ter waxes are present in both plants and animals where they
form the water-repellent surface coating (e.g., skin surface of
animals and the leaf cuticle). Esters of normal alcohols with
monobranched or multibranched fatty acids have been found in
the preen glands of birds (2). Complex waxes (in which either
the fatty acid or the alcohol component or both has a com-
plex structure) have been isolated from some bacteria. Diesters
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of phthiocerols (C33–C35 branched-chain diols) with myco-
cerosic acids (C29–C32 branched-chain acids) are examples of
these compounds that have been reported for Mycobacterium
spp. (40).

Two types of diester waxes are characteristic of animal
skin-surface lipids. In the first type, acyl derivatives of hydroxy
acids formed by reaction between the carboxyl group of a
fatty acid with the hydroxyl group of a hydroxy acid. In the
second type, waxes consist of an alkane α,β-diol in which both
hydroxyls are esterified with fatty acids (41).

Ester forms are found in the commonly occurring sterols
and vitamin alcohols, such as vitamin A, the D vitamins, and
vitamin E, as well as in carotenoids (flowers and green algae)
and terpenoids (rose petals). Various other esters have been
reported in different bacteria and yeasts where they may occur
as glycoside and amino acid derivatives. For more details, see
Reference 2.

Fatty Acids

Fatty acids are aliphatic monocarboxylic acids. Over 1000
fatty acids are known with different chain length, positions,

configurations, and types of unsaturation. Addition of various
functional groups along the aliphatic chain brings more struc-
tural and functional diversity to this group.

Saturated fatty acids

In most natural lipids, straight- or normal-chain saturated com-
ponents (even-numbered) account for up to 10-40% of the total
fatty acids. Straight-chain fatty acids with 16 and 18 carbon
atoms are the most common naturally-occurring compounds in
animals and plants although odd-numbered and even-numbered
homologs from 2C to 36C carbon atoms have been reported for
natural samples (2). In general, fatty acids do not exist as free
carboxylic acids because their high affinity for many proteins.
Moreover, elevated levels of free (nonesterified) fatty acids are
usually artifacts of cell damage that allow lipases to breakdown
the endogenous acyl lipids. Table 2 shows examples of the most
important straight chain saturated fatty acids together with the
information on their distribution.

Branch-chain fatty acids

Branch-chain fatty acids are usually saturated and have a
methyl-group as the branch. In marine animals, unsaturated

Table 2 Some naturally occurring straight chain saturated fatty acids

Number of Systematic Common Melting
C atoms name name point (C◦) Occurrence

2 Ethanoic Acetic 16.7 Esterified to glycerol in ruminant milk fats, some
plant triacylglycerols and as alcohol acetates in
many plants. As a component of
platelet-activating factor.

3 Propanoic Propionic −22.0 In the rumen.
4 Butanoic Butyric −7.9 In milk fat of ruminants, in the rumen.
6 Hexanoic Caproic −8.0 In milk fat.
8 Octanoic Caprylic 12.7 Minor compound of most animal and plant fats,

major component of milk and some seed
triacylglycerols.

10 Decanoic Capric 29.6 Minor compound in many tissues. Major acid in
milk and some seed triacylglycerols.

12 Dodecanoic Lauric 42.2 Widely occurring, major acid in some seed fats,
e.g., coconut oil and palm kernel oil.

14 Tetradecanoic Myristic 52.1 Widespread, occasionally as a major acid.
16 Hexadecanoic Palmitic 60.7 The most common saturated fatty acid in animals,

plants and microorganisms.
18 Octadecanoic Stearic 69.6 Major fatty acid in animal tissues and some fungi,

usually minor in plants, major only in a few
plant species (e.g., cocoa butter).

20 Eicosanoic Arachidic 75.4 Usually minor compounds and only occasionally
significant.

22 Docosanoic Behenic 80.0 Minor component in some seed triacylglycerols
and plant waxes.

24 Tetracosanoic Lignoceric 84.2 Widespread as a constituent of sphingolipids,
minor acid in some seed triacylglycerols and
plant waxes.

26 Hexacosanoic Cerotic 87.7 Usual as component of plant and insect Waxes.
28 Octacosanoic Montanic 90.9 Major acid in some plant waxes.
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branched-chain fatty acids have been found, and branches other

than methyl are present in microbial lipids. Two distinct types,

which are often found in bacteria, are the iso-methyl branched

fatty acids with the branch point on the penultimate carbon (one

from the end) and anteiso-methyl branched fatty acids with the

branch point on the ante-penultimate carbon atom (two from

the end). Fatty acids with these structures and with 10 to more

than 30 carbon atoms have been identified in some bacteria and

in other microorganisms. However, branch points are also found

in other positions. For example, 10-R-methyloctadecanoic acid

(or tuberculostearic acid) (Fig. 6) is a characteristic of the tuber-

cle bacillus and related species. A wide range of mono-methyl

branched fatty acids occurs in some mammalian tissues with

the uropygial (preen) gland of birds as a major source. In mem-

branes, they have a function (as an alternative to double bonds)

in increasing the fluidity of the lipid bilayer (1).

From Mycobacteria and related species, fatty acids with

β-hydroxy-α-alkyl branched structure and high molecular weight

(60 to 88 carbons or more) have been isolated. These mycolic

acids can contain a variety of functional groups, which in-

clude double bonds, cyclopropane rings, methoxy groups, epoxy

groups, and keto groups depending on bacterium species.

Monoenoic (Monounsaturated)
Fatty Acids

Straight- or normal-chain (even-numbered) monoenoic fatty
acids (with one double bond) amount to a significant proportion
of the total fatty acids in most natural lipids. The double bond is
usually of the cis- or Z -configuration, but some fatty acids with
trans- or E -double bonds are found. For example, a major fatty
acid esterified to phosphatidylglycerol in the photosynthetic
membranes of higher plants and algae is trans-3-hexadecenoic
acid. Often the cis bond is present at the ∆9 position.

The most common monoenes are straight-chain compounds
with 16 or 18 carbon atoms. cis-9-Octadecanoic acid (the trivial
name oleic acid) is one of the most abundant fatty acids in
nature. Table 3 shows examples and the occurrence of the most
abundant monoenoic fatty acids.

A cis-bond in a fatty acid introduces a kink (a 60◦ bend) in the
acyl chain with a restriction in motion at that point. Very long
chain (C22:1 and longer) cis-monoenoic acids have relatively
high melting points, whereas the more common C18 monoenes
are usually liquid at room temperature (1, 2).

In addition to the normal ethylenic double bonds, some fatty
acids possess acetylenic bonds. They have been found in rare
seed oils and some moss species.

OH

O

Linoleic acid (9-cis, 12-cis-octadecadienoic acid)

OH

O

a-Linolenic acid (9-cis, 12-cis, 15-cis-octadecatrienoic acid)

5-cis, 13-cis-Docosadienoic acid

O

OH

O

OH

Ricinoleic acid (R-12-hydroxy-9-cis-octadecenoic acid)

O

OH

O

Vernolic acid (cis-12, 13-epoxy-octadec-cis-9-enoic acid)

OH

O

Tuberculostearic acid (10-R-methyloctadecanoic acid)

OH

Figure 6 Fatty acid structures.
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Table 3 Some naturally occurring monoenoic fatty acids

Number of Systematic Common Melting
C atoms name name point (C◦) Occurrence

16 trans-3-hexadecenoic 53 Plant leaf tissues, eukaryotic algae, exclusively
as an acyl chain of phosphatidylglycerol in
chloroplasts.

16 cis-5-hexadecenoic Bacilli.
16 cis-7-hexadecenoic Bacteria, algae, higher plants.
16 cis-9-hexadecenoic Palmitoleic 1 Widely distributed in microorganisms, plants

and animals. Major components in some
seed oils.

18 cis-6-octadecenoic Petroselenic 33 Major acid in seed oil of the Umbelliferae
family.

18 cis-9-octadecenoic Oleic 16 Most abundant in plants and animals in both
structural and storage lipids. Also found in
microorganisms.

18 trans-9-octadecenoic Elaidic 44 In the rumen and in hydrogenated margarines.
18 trans-11-octadecenoic Vaccenic 44 In rumen fats as a result of hydrogenation of

polyunsaturated fatty acids.
18 cis-11-octadecenoic Cis-Vaccenic 15 Common in bacteria, minor acid in most animal

and plant lipids.
20 cis-11-eicosenoic Gondoic 24 In fish oils and rape seed oil.
22 cis-13-docosenoic Erucic 34 Major component of rapeseed oil and oils of

Cruciferae family, small amounts in animal
tissues and fish oil.

Methylene-interrupted polyunsaturated
acids

Significant amounts of polyunsaturated fatty acids (PUFA)
with methylene-interrupted (two or more double bonds of the
cis-configuration separated by a single methylene group) are
found in all higher organisms. In higher plants, the number
of double bonds are usually two or three, but in algae and
other lower plants as well as in animals there can be up to
six (Table 4).

The n-6 and n-3 families are two principal families of
polyunsaturated fatty acids occurring in nature and derived
biosynthetically from linoleic (9-cis , 12-cis-octadecadienoic or
C18:2n-6) and α-linolenic (9-cis , 12-cis , 15-cis-octadecatrienoic
or C18:3n-3) acids, respectively (Fig. 6). Both fatty acids are
synthesized in plants that can insert double bonds at the ∆9,
∆12, and ∆15 positions in a C18 chain but not in animals (they
can insert double bonds at the ∆9, but not at ∆12 and ∆15).
Therefore, these two acids are essential dietary components.
In animals, additional double bonds are inserted between the
carboxyl group and the ∆9 position by ∆5 and ∆6 desaturase
enzymes, and the chain can also be extended in two carbon units
at the carboxyl end of the molecules by elongase enzymes.

In animal biology, long chain metabolites of linoleate and
linolenate may be even more important. The functions of arachi-
donic (C20:4n-6), eicosapentaenoic (C20:5n-3), and docosahex-
aenoic (C22:6n-3) acids make them essential conditionally (42).
They are signaling molecules and are involved in the regulation
of gene expression. These C20 fatty acids are also precursors
of eicosanoids, which include prostaglandins (e.g., PGE2 and

PGE3 series), thromboxanes, leukotrienes, and lipoxins, which
have a variety of important biologic properties.

Polyunsaturated fatty acids are found in most lipid classes,
but they are especially important as acyl chains of the phos-
pholipids where they contribute to the particular physical and
biologic functional properties of the membranes (1, 2).

Bis- and polymethylene-interrupted acids

Fatty acids with bis- or polymethylene-interrupted double
bonds, or a mixture of methylene- and polymethylene-separated
unsaturation, are found in some plants and marine organisms.
From sponges and other marine invertebrates, a wide range
of such fatty acids, the demospongic acids, have been iso-
lated. They have bis-methylene-interrupted cis-double bonds
and chain lengths (both odd and even) that range from C16
to C34. Double bonds in positions 5 and 9 are usual, although
additional bonds may be present in position 7 and/or 9 together
with methyl branching.

Bis-methylene-interrupted acids with a ∆5 cis-double bond
only are common in gymnosperms (conifers) with a typi-
cal example being pinolenic acid (5-cis , 9-cis , 12-cis-octade-
catrienoic acid). This fatty acid has been found in several pine
and larch species at the levels of 25–30% of total fatty acids. In
angiosperms, 5-cis , 13-cis-docosadienoic acid (Fig. 6) was re-
ported in the seed oil of meadowfoam (Limnanthes alba) (16%
of the total fatty acids). An analog of pinolenic acid with a trans
double bond in position 5 (5t ,9c,12c-18:3) was found to be the
main fatty acid of the seed oil of Aquilegia vulgaris (columbine)
(1, 2).
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Table 4 Some naturally occurring polyunsaturated fatty acids

Number of Systematic Trivial Melting
C atoms name name point (C◦) Occurrence

Dienoic acids
18 cis,cis-6,9-

octadecadienoic
Petroslinoleic −11 Minor acid in animal tissues.

18 cis,cis-9,12-
octadecadienoic

Linoleic −5 Major acid in algae and plant tissues. Essential
component for mammals.

Trienoic acids (methylene interrupted)
16 All-cis-7,10,13-

hexadecatrienoic
Algae and higher plants.

18 All-cis-6,9,12-
octadecatrienoic

γ-Linolenic Minor component of animal tissues, found in a
few seed oils (e.g., evening primrose oil).

18 All-cis-,9,12,15-
octadecatrienoic

α-Linolenic −11 Higher plants and algae, component of
galatosyldiacylglycerols.

Trienoic acids (conjugated)
18 cis-9, trans-11, trans-13-

octadecatrienoic
Eleostearic 49 Occasional in some seed oils, especially tung oil.

Tetraenoic acids
16 All-cis-4,7,10,13-

hexadecatetraenoic
In some algae, e.g., Chlorella spp.

20 All-cis-5,8,11,14-
eicosatetraenoic

Arachidonic −49.5 Most abundant PUFA of animal phospholipids.
Common is some algae and bryophytes.

Pentaenoic acids
20 All-cis-5,8,11,14,17-

eicosapentaenoic
Timnodonic In marine algae and fish oils as a major

component, ubiquitous component of animal
phospholipids.

22 All-cis-7,10,13,16,19-
docosapentaenoic

In marine organisms.

Hexaenoic acids
22 All-cis-4,7,10,13,16,19-

docosahexaenoic
Clupanodonic In animals as phospholipid component and in

fish.

Conjugated fatty acids

Fatty acids with two or more conjugated double bonds are found
in some plants and animals. In tissues of ruminant animals (and,
hence, in meat and dairy products), fatty acids with conjugated
diene system were detected as intermediates or by-products in
the biohydrogenation of linoleic acid by microorganisms in the
rumen. The main isomer, 9-cis , 11-trans-octadecadienoic acid,
may account for up to 1% of the total fatty acids of milk
fat. 9-cis , 11-trans-15-cis-octadecatrienoic acid, derived from
α-linolenic acid, is present in ruminant tissues only in trace
levels. This fatty acid has been shown to have several med-
ical properties, especially anti-cancer and anti-atherosclerosis
effects.

The only conjugated dienoic fatty acid isolated from plant
sources (the seed oil of Chilopsis linearis) is reported to be
trans-10, trans-12-octadecadienoic acid. In contrast, fatty acids
with conjugated triene systems have been detected in various
plant species. Tung oil is the commercial source of the most
widespread fatty acid from this group, 9-cis , 11-trans , 13-trans-
octadecatrienoic (α-eleostearic) acid (1, 2).

As an example of conjugated tetraenes, a naturally occurring
cis- (or α-) parinaric acid (C18:4 9c,11t ,13t ,15c), should be
mentioned. This acid was isolated from the seeds of the Makita
tree (Parinarium laurinum), which is a tropical rainforest tree
indigenous to Fiji. It is also isolated from Impatiens spp.
cis-Parinaric acid has been used to measure phospholipase
activity, lipase activity, and as an indicator of lipid peroxidation.

Cyclic fatty acids

Cyclic fatty acids with a carbon ring alone or at the end of
the alkyl chain occur naturally in plants, especially in certain
seed oils and in microorganisms. Cyclopropane fatty acids
are reported occasionally from marine animals and may be
synthesized by symbiotic bacteria. In addition, a variety of
carbocyclic structures are formed from methylene-interrupted
polyenes during food processing.

The cyclopropane fatty acid, cis-11,12-methylene-octadeca-
noic acid, was reported first for Lactobacillus arabinosus and
was given the trivial name lactobacillic acid. By now, fatty acids
with a mid-chain cyclopropane group have been found in many
bacterial species, including aerobic, anaerobic, Gram-negative,
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and Gram-positive species. They comprise up to 35% of the
membrane lipids depending on the culture conditions.

This type of fatty acid is usually found at low levels (around
1%) in plant oils that contain cyclopropene acids. Cyclopropene
acids are characteristic for oils from the Malvalaceae, Stercu-
liaceae, Bombaceae, Tiliaceae, and Sapicidaceae families with
sterculic acid (9,10-methyleneoctadec-9-enoic acid) and mal-
valic acid (8,9-methyleneheptadec-8-enoic acid) as two major
compounds. Sterculic acid is more abundant (about 50% of the
total fatty acids in Sterculia foetida oil). 2-Hydroxysterculic acid
may also be present in this oil as a possible intermediate in the
biosynthesis of malvalic acid (through α-oxidation of sterculic
acid).

A fatty acid with a terminal ring structure, 11-cyclo-
hexylundecanoic acid, was first isolated as a minor com-
pound of butter fat. It is produced by bacteria in the rumen
and may be later digested and accumulated by the host an-
imals. Together with homologous fatty acids, it has been
also reported for many bacterial species, especially for those
isolated from the extreme environments (e.g., hot springs).
For example, in strains of the acidophilic and thermophilic
Bacillus acidocardarius , 11-cyclohexylundecanoic acid and 13-
cyclohexyltridecanoic acid amounted for 70–90% of the total
fatty acids. Moreover, certain Bacillus species may also synthe-
size fatty acids with terminal C4 to C7 rings when supplied with
appropriate precursors (1, 2). In plants, fatty acids with a ter-
minal cyclopent-2-enyl ring have been isolated from the seeds
of Flacourtiaceae plant family. 11-Cyclopent-2-enyl-undecanoic
(hydnocarpic), 13-cyclopent-2-enyl-tridecanoic (chaulmoogric),
and 13-cyclopent-2-enyltridec-6-enoic (gorlic) acids are the
most common fatty acids of this type.

Fatty acids with oxygen-containing
functional groups

Several fatty acids and their metabolites have oxygen-containing
functional groups, which are most commonly a hydroxyl, epox-
ide, or a furan ring.

Ricinoleic acid (R-12-hydroxy-9-cis-octadecenoic acid)
(Fig. 6) accounts for 80–90% of fatty acids in castor oil
(from Ricinus communis). It is found in other plant species
and in the sclerotia of the ergot fungus (Claviceps purpurea).
Lesquerolic acid (R-14-hydroxy-11-cis-eicosenoic acid), which
is a C20 homolog of ricinoleic acid, occurs in Lesquerella
species (up to 70% of total fatty acids). Isoricinoleic acid
(R-9-hydroxy-12-cis-octadecenoic acid, or 9-OH 18:2 12c) is
a major acid in the Wrightia species. In plants, several C16 and
C18 mono, di, and trihydroxy fatty acids are structural compo-
nents of cutin (a polyester constituent of plant cuticle).

2-Hydroxy or α-hydroxy acids have been shown to occur in
sphingolipids, skin lipids, wool wax, bacterial cell wall lipids
and in some seed oils. 3-Hydroxy or β-hydroxy acids are present
in bacterial lipids.

Vernolic acid (or cis-12,13-epoxy-octadec-cis-9-enoic acid)
(Fig. 6) was the first naturally occurring epoxy fatty acid iso-
lated from the seed oil of Vernonia anthelmintica . It is also
found in several Compositae, Malvaceae, and Euphorbiaceae
species in significant amounts. Other epoxy acids include

coronoric acid (9,10-epoxy-12-cis-octadecenoic acid), which is
found in some Compositae species, sunflower oil, and other
oils. A C20 homolog of vernolic acid is reported for Alchornea
cordifolia .

The most abundant member of the family of furanoid fatty
acids is a C20 furanoid acid with two methyl groups on the
furan ring. Furanoid fatty acids were detected first in fish oils,
but their origin from photosynthetic organisms has been proven.
They are now isolated from a wide range of organisms that
include yeasts, algae, marine bacteria, and plants (seeds, leaves,
and fruits). A particular role of these acids as scavengers of
hydroxyl and hydroperoxyl radicals has been suggested (1, 2).
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Lysosomal storage disorders are a group of over 50 different genetic
diseases that result from lysosomal dysfunction. This disruption of lysosomal
function can involve either a specific lysosomal hydrolase deficiency, a
defect in lysosomal protein processing, or impaired lysosomal biogenesis.
To appreciate the pathogenesis of lysosomal disorders fully, it is important
to understand the dynamics of endosome–lysosome organelles, their
capacity for the uptake and degradation of complex macromolecules, and
how lysosomal biogenesis and hydrolysis are altered by substrate storage.
The focus of this article will be on recognized lysosomal disorders and what
is known about the composition and the function of endosome–lysosome
organelles in these diseases. The lysosomal network will be discussed with a
view to correlating the main site of endosome–lysosome degradation and
the site of substrate accumulation in lysosomal disorders. A major
unanswered question for lysosomal storage disorders is how an enzyme
deficiency and the resulting storage of undegraded macromolecules impact
on cells to cause organ dysfunction and disease.

A patient with possible Hurler syndrome was first described
by Berkhan in 1907 (1), and it may be the first report of a
lysosomal storage disorder. Nonetheless, the first detailed clin-
ical description of a patient with a lysosomal storage disorder
was by Charles Hunter, who described two brothers who are
now recognized as having Hunter syndrome (2). Soon after this
report, Meinhard von Pfaundler and Gertrud Hurler described
Hurler-Pfaundler syndrome, which is now known as Hurler syn-
drome (3). A more detailed history of syndrome identification
and the subsequent recognition of other lysosomal storage dis-
orders have been documented by Whitley in 1993 (4).

In the 1960s, Hers and colleagues (5, 6) recognized that
Pompe disease was caused by a deficiency of α-glucosidase and,
using electron microscopy, evidence of storage vacuoles was
reported. The identification of this enzyme deficiency, together
with De Duve and colleagues’ description of lysosomes and
their contents (7, 8), led to the concept of “lysosomal storage
disorders.” This finding resulted in two seminal publications
by Hers and Van Hoof that described “Lysosomes and Storage
Diseases” (9, 10). It should be noted that much of the basic
knowledge about the cell biology of lysosomes was contributed
to strongly by these initial investigations on lysosomal storage
disorders.

In 1999, Meikle and colleagues (11) reported the prevalence
of lysosomal storage disorders as 1 in 7,700 live births for an
Australian study that involved 27 different diseases. Since then,

several new disorders have been recognized, and it is now ac-
cepted that, as a group, more than 50 different lysosomal storage
disorders exist. Moreover, in some populations the prevalence
of certain lysosomal storage disorders has been reported to
be high, including 1 in 18,500 for aspartylglucosaminuria in
the Finnish population (12) and 1 in 3,900 for Tay-Sachs in
the Ashkenazi Jewish population (13). This finding led to past
speculation that the combined incidence of lysosomal storage
disorders may be as high as 1 in 1500 births (14), and more
recent estimates suggest the prevalence is approximately 1 in
1000 births (http://www.science.org.au/sats2007/hopwood.htm).
Lysosomal storage disorders are now recognized as a substantial
group of genetic diseases that result in lysosomal dysfunction,
leading to a failure to degrade specific substrates, which then
accumulate in endosome–lysosome organelles.

Endosomes and Lysosomes

From early observations, De Duve defined lysosomes as cyto-
plasmic particles that were associated with a range of acid hy-
drolases (7). At the electron microscope level, membrane-bound
vacuoles or compartments were recognized and shown to con-
tain acid hydrolases that were detectable by cytochemical stain-
ing (15). The definitive description of a lysosome (16) includes
a membrane-bound organelle compartment that is acidic and
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contains a range of mature acid hydrolases (e.g., proteases and
glycosidases). This organelle represents the most distal com-
partment in the endocytic pathway (Fig. 1) and is distinct from
the prelysosomal compartment and endosomal compartments
based on the absence of mannose-6-phosphate receptors (the
receptors that are responsible for the targeting and trafficking
of soluble lysosomal enzymes; see below). Lysosomes are het-
erogeneous in size, shape, and composition, and they exhibit
high density in organelle fractionation experiments. The lyso-
some is the most distal compartment for lysosomal enzymes
trafficking from the biosynthetic pathway. As defined by Stor-
rie in 1988 (16), the lysosome must be the principal domicile
of a “lysosomal protein,” but the presence alone of a lysosomal
protein in an organelle structure does not necessarily establish
that organelle as a lysosome (for example lysosomal proteins
can also be detected in endosomes and phagosomes).

Lysosomes are now known to be essential organelles in-
volved in the turnover and the reuse of cellular macromolecules
such as proteins, lipids, glycoproteins, and glycosaminogly-
cans. Lysosomes have other diverse functional roles in immune
function, pigmentation, signaling, cell adhesion/motility, and
membrane repair, and essentially they are a dynamic interface
with the extracellular environment. Numerous subcellular events
are required for the synthesis and the delivery of functional
degradative enzymes to lysosomes and for the assembly of func-
tional lysosomal organelles (17). This process is referred to as
lysosomal biogenesis, and the transport of newly synthesized

lysosomal proteins proceeds through another set of organelle
compartments called endosomes (Fig. 1).

Endosomes mediate the delivery of degradative enzymes
from the biosynthetic compartments to both lysosomes and the
extracellular milieu and function in the processing and transport
of secretory products (Fig. 1). Endocytic organelles are also
involved in the internalization and the delivery of material from
the extracellular milieu and cell surface to compartments inside
the cell (18, 19). These two main intracellular pathways from
the biosynthetic compartment and cell surface are convergent
(Fig. 1) (20). Other specialist compartments exist within the
network of endocytic organelles, which include phagosomes
that sequester cytoplasmic material, and organelles for turnover
and recycling. This complexity of endosome and lysosome
organelles necessitates strict control of targeting and trafficking
events. Intracellular traffic between these compartments can
occur through specific vesicle formation that involves budding
and fusion of membrane to and from different organelles, but
other types of transient interaction are possible (see below).

Components of Endosomes
and Lysosomes

One crucial role of the membrane that encloses the endosomal
and lysosomal compartments is the isolation of the potent acid

SV

L

SE

LE

Nucleus

Cell surface

GOLGI

Clathrin coat

ERIC

RER

TGN

Figure 1 Intracellular organelles/compartments and some basic pathways of vesicular traffic involved in lysosomal biogenesis and function. Lysosomal
enzymes are synthesised in the rough endoplasmic reticulum (RER) and then traffic via the endoplasmic reticulum intermediate compartment (ERIC,
involved in the retrieval of processing proteins back to the RER), to the Golgi. After glycoprocessing in the Golgi, soluble lysosomal proteins may then
either exit the cell by the default secretory pathway in secretory vesicles (SV) or be targeted from the trans-Golgi network (TGN) by a
mannose-6-phosphate receptor system to endosome compartments (sorting endosome, SE; late endosome, LE) for delivery to lysosomes (L). Soluble
lysosomal enzymes may also traffic from the cell surface to the lysosome via a sorting and late endosomal pathway. Lysosomal membrane proteins can
traffic by both of the latter intracellular routes, from either the trans-Golgi or the cell-surface to lysosomes, but cytoplasmic-based, tail sequence-targeting
mechanisms are used to control this traffic.
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hydrolases that are key constituents of these compartments (21).
The limiting membrane of lysosomes has proteins involved in
membrane structure, compartment acidification (ATPase), ion
transport, and vesicular traffic. Approximately 20–30 major
polypeptides of molecular mass 15–200 kDa exist in lysosomal
extracts, and most of these are highly glycosylated (16, 22).
Typically, the mannose-6-phosphate receptors that target lumi-
nal lysosomal proteins are absent from the end-stage lysosomal
compartment but are present in endosomes. The lysosome is
composed of at least 20 known membrane proteins and over 50
luminal lysosomal proteins (22). The 50 or more known lyso-
somal storage disorders mostly relate to a dysfunction of one or
more of the soluble acid hydrolases that are normally involved
in macromolecular break-down, which includes proteases, gly-
cosidases, sulphatases, phosphatases, and lipases. However, sev-
eral lysosomal storage disorders involving membrane proteins,
transporters/channels, and altered vesicular trafficking machin-
ery have been recognized (23).

The major lysosomal associated membrane proteins—
LAMP-I and LAMP-II are type-1 integral membrane pro-
teins; they have a single membrane-spanning sequence, a
highly glycosylated luminal domain, and a short cytoplasmic
tail sequence involved in targeting/trafficking (24). Two other
major lysosomal integral membrane proteins—LIMP-I/CD63
and LIMP-II—are both type II integral membrane proteins,
with four and two membrane-spanning domains, respectively.
Newly synthesized LAMP and LIMP molecules traffic via the
trans-Golgi network (from the biosynthetic compartment) to
endosomal/lysosomal compartments based on either tyrosine
(LAMP-I, LAMP-II, LIMP-I/CD63) or di-leucine (LIMP-II)-
sorting signals in the cytoplasmic domains of these molecules
(25, 26). At steady-state, most LAMP-I and LAMP-II molecules
are localized to the limiting membrane of endosomes and lyso-
somes. However, LAMP-I and LAMP-II are also detected in
autophagic vacuoles. A major proportion of LIMP-II molecules
are localized to endosomes and seem to have a role in the
biogenesis of these organelles (27). LIMP-I/CD63 is primar-
ily localized to the internal membranes of endosomal vesicles
of multivesicular bodies and, to a lesser extent, is found at
the limiting endosome–lysosome membrane and cell surface.
Functionally, LAMP-II has been shown to have an important
role in autophagy and seems to have the capacity to compen-
sate for a LAMP-I deficiency (28). The exact function(s) of
LIMP-I/CD63 is unclear, but it seems to have a role in immune
cell activation, where it is subsequently expressed at the cell
surface. LIMP-I/CD63 is a member of the tetraspannin family
of proteins (29), which have also been implicated in the control
of membrane and cell volume, as well as cell adhesion, cell
motility, and antigen presentation.

Specific membrane and membrane-associated proteins also
control the organelle traffic and fusion events that are associ-
ated with the movement of proteins between different intracel-
lular compartments. Membrane proteins of the secretory and
endocytic pathways depend on sorting signals that reside in
their cytoplasmic domains. Many proteins exhibit multiple sig-
nals that determine their passage along these diverse pathways.
Therefore, the steady-state distribution of any given membrane

protein is dictated by the specific combination of sorting sig-
nals in the protein and the interaction of these signals with
specific recognition molecules (26). This intracellular network
of organelles and vesicles (Fig. 1) is in constant and dynamic
flux.

Glycerophospholipids, cholesterol, and sphingolipids are the
essential building blocks for all eukaryotic cell membranes (30).
The lysosomal membrane, like other eukaryotic membranes, is
composed not only of highly glycosylated proteins but also is
enriched in amphiphilic lipids (30, 31). The lipid and protein
composition of the lysosomal membrane is believed to be very
complex, and this complexity ensures selective degradation
such that the lysosomal membranes remain intact. This finding
has led to the assumption that at least two distinct pools of
lipid exist in the lysosomal membrane (32). Glycosphingolipids
are important components of lysosomal membranes, which are
involved directly in lipid rafts, and these are involved in both
membrane transport and signaling (31). The early studies on
the glycosphingolipidoses (a subgroup of lysosomal storage
disorders) suggested that aggregates of lipids accumulated as
multivesicular storage bodies in lysosomal compartments (33,
34). Notably, cholesterol is normally enriched in the membranes
of early endocytic organelles but not in lysosomes.

Targeting of Protein Constituents
to Lysosomes

Most lysosomal proteins have either high mannose or com-
plex oligosaccharide side chains that are attached to asparagine
residues in the polypeptide at consensus (NXS, NXT sites:
where N is asparagine, S is serine, T is tyrosine, and X is
any amino acid) glycosylation sites (16, 35, 36). In the case of
soluble lysosomal proteins, N-linked glycosylation is attached
to the growing polypeptide chain in the endoplasmic reticulum,
and this forms the basic structure that is modified to generate
the mannose-6-phosphate targeting signals that are involved in
targeting these proteins to the lysosome (37). This latter pro-
cessing event occurs in the cis-Golgi apparatus and involves
the enzyme N-acetylglucosamine-1-phosphotransferase, which
adds an N-acetylglucosamine-1-phosphate to certain mannose
oligosaccharides. The removal of the N-acetylglucosamine
residue in the trans-Golgi exposes the mannose-6-phosphate tar-
geting signal that then allows soluble lysosomal hydrolases to
interact with mannose-6-phosphate receptors for trafficking to
endosomes and delivery to lysosomes (reviewed in References
37–39).

Thus, within the lumen of organelle compartments, some in-
tegral membrane proteins act as cargo receptors that recruit
soluble molecules for traffic within the network of organelles
comprising the secretory, endocytic, and lysosomal pathways.
For example, the cation-dependent mannose-6-phosphate recep-
tor [CD-MPR; 46-kDa dimer, which requires calcium (40)] and
cation-independent mannose-6-phosphate receptor [CI-MPR;
300-kDa, also called the IGF II receptor (38)] are involved
in binding soluble lysosomal proteins in the trans-Golgi net-
work for targeted delivery of these enzymes to the endosome–
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lysosome system. Mannose-6-phosphate receptors are type I

glycoproteins (have a single transmembrane sequence) and recy-
cle between the trans-Golgi network, endosomal compartments,

and the cell surface. Surprisingly, this recycling process does

not seem to depend on whether the receptor is loaded with lig-

and (41). Mannose-6-phosphate receptors normally release their

lysosomal enzyme cargo molecules in the prelysosomal com-

partment as a result of the low pH environment (pH 5.0–6.0).

The free mannose-6-phosphate receptor is then returned to the

trans-Golgi for subsequent cargo delivery. Therefore, lysosomes

are defined as acid hydrolase-rich organelles that lack both the

CD-MPR and CI-MPR, which distinguishes them from endo-

somes (42).

Sorting signals that are either tyrosine-based (NPXY, YXX:

where N is asparagine, P is proline, and X is any amino

acid) or leucine-based [(DE)XXXL(LI), DXXLL: (where D is

aspartic acid, E is glutamic acid, L is leucine, I is isoleucine,

and X is any amino acid] are found within the cytosolic

domains of transmembrane proteins (26). Sorting occurs through

coated areas of membranes comprised of proteins such as the

adaptor protein (AP) complexes and Golgi gamma ear adaptin

(GGA 1-3) proteins, which act to bind targeting motifs (26).

The NPXY motif, which is found within a subset of type I

membrane proteins, mediates internalization from the plasma

membrane alone. The YXX motif is found in the CI-MPR

and the CD-MPR, LAMP-1, LAMP-2, and CD63, and it is

involved in a wide variety of sorting processes. Positioning of
the motif relative to the membrane is also critically important

for the recognition of these targeting signals. The YXX-AP-2

interaction is facilitated by a conformational change induced

by phosphorylation, which is part of targeting regulation. The

dileucine signal (DE)XXXL(LI) found in many type I, type

II, and multispanning proteins also binds to AP complexes.

The LL and LI motifs exhibit a distinct preference for the

complexes that are critical for the fine specificity of targeting.

The DXXLL motif is found within several transmembrane

receptors, CI-MPRs and CD-MPRs, which cycle between the

trans-Golgi network and the endosomes. Mannose-6-phosphate

receptors bind the VHS domain of GGA proteins only via

this signal, which is regulated by phosphorylation of serine

residues. GGA1 and GGA3 also have the DXXLL motif within

their hinge regions. Binding the hinge region with the VHS

domain invokes an auto-inhibitory effect. Phosphorylation of

the GGA serine results in auto-inhibition and transfer of the

mannose-6-phosphate receptors from GGA1 to AP-1. Ubiquitin

has been shown to be involved in sorting at the cell surface,

endosomes, and trans-Golgi network. Endocytic proteins, which

include epsin, Hrs, and STAM, have a ubiquitin-interacting

motif that binds directly to ubiquitin, which suggests that they

could act as adaptors for sorting ubiquitinated cargo at discrete

intracellular sites (26).

Interaction of Endosomes and
Lysosomes and the Site of
Substrate Hydrolysis

Many ligands that enter the endocytic pathway via receptor in-
teraction are either sorted for traffic along specific organelle
pathways (Fig. 1) or transit to the late endosome where lig-
ands are dissociated from the receptors by the acid pH envi-
ronment. For lysosomal enzymes, this dissociation event from
mannose-6-phosphate receptors allows additional traffic to the
most distal element of the endocytic machinery, the lysosomal
compartment. A constant flux of membrane proteins seems to
occur between late endosomes and lysosomes (43). It has been
postulated that lysosomes fuse with endosomes to form a tran-
sient compartment that seems to be the major organelle involved
in macromolecule degradation [i.e., “the cell stomach” (44)].
This finding implies that lysosomes are effectively a reservoir
for acid hydrolases that are then tapped when required, whereas
the late endosome is the degradative compartment. Moreover,
lysosomal constituents can be recovered from the prelysoso-
mal compartment and reformed as a lysosomal organelle (43).
This theory helps to explain the heterogeneity of endocytic
organelles, but it is consistent with the initiation of proteol-
ysis/hydrolysis of macromolecules in endosome and prelyso-
somal compartments. The molecular machinery that mediates
these vesicular traffic, fusion, and budding processes is yet to be
defined fully. However, studies on a FYVE finger protein local-
ized to early endosomes called Hrs and the endosomal-sorting
complex required for transport (ESCRT) have indicated that a
group of proteins that recognize ubiquitin motifs are involved
directly in endosomal sorting and recruitment of proteins into
multivesicular endosomes (45–48).

The mechanism for the transfer of endocytosed material be-
tween endosomes and lysosomes has generated many theories,
which include maturation of endosomes into lysosomes, vesicu-
lar transport between endosomal and lysosomal compartments,
transient interaction via channel formation (“kiss and run”), and
direct fusion (44). Depending on the cargo involved, all of these
mechanisms seem to be used (perhaps in different degrees) to
regulate the level of hydrolytic capacity in any given compart-
ment. Thus, lysosomes can interact with not only endosomal
compartments but also phagosomes, autophagosomes, and the
plasma membrane to effect different functional roles. For a lyso-
somal storage disorder, this model of lysosomal function would
predict that endocytic cargo, such as glycosaminoglycan that is
destined for degradation after internalization from the cell sur-
face, would be delivered to a late endosome for degradation.
In an attempt to degrade the substrate, lysosomes would either
infuse lysosomal hydrolases into the late endosome and/or fuse
directly to the late endosome to generate a hybrid organelle.
The latter would provide maximum delivery of hydrolases, and
a mechanism by which the cell could try to compensate for the
reduced catalytic capacity that develops from a hydrolase defi-
ciency. However, a failure to degrade the substrate contents may
result in the maintenance of these hybrid endosome–lysosome
organelles.
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Evidence that the latter model of endosome–lysosome fusion
and lysosomal recovery is valid comes from the lysosomal stor-
age disorder mucolipidosis type IV (MLIV), which involves a
defect in a Ca++ channel that seems to prevent the retrieval of
lysosomes from the hybrid organelle (49). Thus, intra-organelle
Ca++ is presumed to be required for the condensation process
that leads to lysosomal organelle reformation. The trafficking
of the glycosphingolipid lactosylceramide is inhibited in MLIV
and, in common with other lipids, it may then accumulate inap-
propriately because of this blockage. In other lysosomal storage
disorders that involve a hydrolase(s) deficiency, the failure to
degrade intraorganelle substrate(s) may signal an incomplete
process of degradation and, in the same way, potentiate the
hybrid organelle and lead to the same adverse effects on cell
function. Similarly, a defect in the organelle trafficking ma-
chinery can also impact on endosome–lysosome degradation
to generate similar compartments, which also then accumu-
late undegraded storage material. Thus, a recent report of a
defect in the endosomal sorting complex required for transport
(ESCRT-III) machinery (50) impacts directly on late endosomes
(multivesicular bodies), which generates compartments with a
morphology remarkably similar to that observed in other lyso-
somal storage disorders that are caused by hydrolase deficien-
cies (e.g., Sanfilippo syndrome). This finding raises questions
about the similarity between the vesicular pathology in differ-
ent lysosomal storage disorders and whether common points for
pathogenesis lead to similar clinical outcome.

Commonalities for Lysosomal
Storage Disorders in Terms of
Clinical Phenotype and Vesicular
Pathology

Most patients with lysosomal storage disorders are born with
no clinically obvious signs of disease, but in the severe forms
of the disease, onset and progression of symptoms is rapid. In
most cases, the severe form of each disorder is devastating (see
Table 1) (51, 52) and results in an early death. Lysosomal stor-
age disorders have been classified based either on clinical pre-
sentation, substrates stored, or similarities in the defect (53). For
the purposes of this discussion, we have grouped some represen-
tative examples of lysosomal storage disorders according to the
type of defect: mucopolysaccharidosis (defects in glycosamino-
glycan degradation), oligosaccharidoses (defects in glycoprotein
and glycogen degradation), sphingolipidoses and lipidoses (de-
fects in glycolipid degradation), and finally protein processing
and transport defects (Table 1). Short stature, skeletal dysplasia,
coarse facial features, joint problems, visceromegaly, cardiac
disease, CNS (central nervous system) pathology, and early
death are all common disease manifestations, but these fea-
tures are not present in all disorders (Table 1). This finding
implies that a common mechanism for pathology may occur
in some disorders, but some unique features presumably relate
to the type of substrate being stored and/or the relative organ
distribution and turnover rate of the substrate.

Potentially compartment specific differences exist between
each lysosomal storage disorder. For example, in Pompe dis-
ease, the storage of glycogen in endosome–lysosome organelles
results from sequestration of cytoplasmic material and in-
volves a phagasomal compartment. In contrast, other lysoso-
mal storage disorders involve material that has undergone traf-
fic from different endosome/phagosome compartments. Thus,
compartment-specific storage effects may occur, although it may
still result in a common molecular mechanism by impact at a
certain point in the endosome–lysosome pathway. Some com-
monalities observed in lysosomal storage disorder pathology
may result from substrate being turned over in similar organs.
Thus, the rate of substrate turnover will impact directly on the
level of storage and thus cell and organ dysfunction.

Primary and Secondary Storage
Materials

Most known lysosomal storage disorders result from a single
gene defect that results in the reduction of a single catabolic
event, and hence the accumulation of a specific substrate. Al-
though this concept is apparently simple, the reality is that the
storage of a primary compound can result in a complex cascade
of dysfunction (51). Glycosphingolipids such as the gangliosides
GM2 and GM3, and unesterified cholesterol can, for example,
accumulate after the deposition of undegraded glycosaminogly-
cans, and this accumulation is evident in the lysosomal storage
disorders mucopolysaccharidosis types I, II, and III. Thus, pro-
gressive disease manifestations such as skeletal dysplasia, heart
disease, and CNS dysfunction may be more the result of this
secondary storage than from the primary storage material. In
turn, these manifestations may reflect a general disruption to
lysosomal dysfunction and account for some commonalities in
clinical presentation for lysosomal storage disorders.

Impact of Storage on Vesicular
Structure and Traffic

Secondary storage in response to a primary defect and its associ-
ated stored substrate suggests a common process of lysosomal
dysfunction in some storage disorders. Thus, GM2 and GM3
gangliosides have been observed to not only accumulate in GM1
gangliosidosis, Tay Sachs, and Sandhoff patients, but also in a
range of other storage disorders including mucopolysaccharido-
sis types I, II, and III, and Niemann-Pick type C (54). In these
disorders, vesicular structures with characteristic multilamellar
inclusions, membrane swirls, and internal vesicles have been ob-
served, which resemble either autophagosome or multivesicular
endosome structures (52). Moreover, in mucopolysaccharido-
sis type III, the storage compartments have been reported to
contain different amounts of the primary storage material hep-
arin sulphate, GM2, and GM3 gangliosides (54). In addition,
spheroid structures that contain ubiquitin have been reported
(54). Chloroquine toxicity also results in vesicular structures
that have similar morphology, which include whorled inclusions
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of lipid, multivesicular endosome-like structures and zebra bod-
ies. In turn, this toxicity has been reported to be almost identical
to the vesicular pathology in Fabry disease (55). This common-
ality of vesicular structures and pathology could be explained
by the general impact on lysosomal function created by the
primary storage material. Although these examples involve an
enzyme deficiency and could therefore tend to support this con-
cept, other lysosomal storage disorders involve dysfunction in
either membrane transporters or vesicular machinery, and they
generate similar vesicular pathology. For example, a defect in
the lysosomal transporter mucolipin-1 (the cation channel that
is involved in calcium export and necessary for the recovery
of lysosomes from late endosome–lysosome hybrid organelles)
causes the storage of lipids and gangliosides in enlarged mul-
ticoncentric lamellar structures. Moreover, a dysfunction of the
ESCRT-III vesicular machinery, which results in neuropathol-
ogy, has also been reported to cause the formation of similar
multivesicular structures in a mouse model and these vesicles
are almost identical to that reported in a mouse model of mu-
copolysaccharidosis IIIA (56). Possible explanations for these
commonalities in vesicular pathology might therefore include
the impact of storage on a critical event in lysosomal function,
such as vesicle formation/recovery or vesicular traffic.

Treatment Strategies and Ability
to Correct Residual Pathology
Treatment strategies are available for lysosomal storage disor-
ders and include hematopoietic stem cell transplantation, en-
zyme replacement therapy, substrate reduction therapy, chem-
ical chaperones, and gene therapy (recently reviewed in Ref-
erences (57–61)). In practice, however, the clinical spectrum
observed in lysosomal storage disorders means that—at the
present time—a single therapeutic strategy is unlikely to treat
all sites of pathology effectively. Thus, hematopoietic stem cell
marrow transplantation is used currently for many patients with
neuropathology, but it is not optimal (not effective for some
disorders) and has significant risks. Hematopoietic stem cell
transplantation is currently recommended for patients at risk of
cognitive impairment and has been evaluated in combination
with enzyme replacement therapy (62). Enzyme replacement
therapy by intravenous infusion is being used for patients at
the attenuated end of the clinical spectrum, in some lysoso-
mal disorders [e.g., MPS I (mucopolysaccharide) (58, 62)], but
it is of limited use for the treatment of those disorders with
neuropathology. Recently, small molecule therapeutic strate-
gies have been employed as potentially alternative or adjunct
treatment strategies (reviewed in Reference 61). For example,
substrate deprivation therapy uses small molecule inhibitors to
reduce substrate synthesis, whereas enzyme enhancement ther-
apy has been investigated using chemical chaperones (63) to
improve the folding of mutant protein and thus enhance the level
of residual enzyme activity in patient cells. Both new therapeu-
tic strategies have been investigated in Gaucher disease (64),
and substrate reduction therapy is in clinical practice.

The complex pathology that can result from lysosomal stor-
age makes it potentially difficult to treat all sites of pathology

and particularly to clear residual pathology. Thus, in general, the
earlier the treatment is implemented the more likely an effective
therapeutic outcome will be achieved. The optimum treatment
strategy to cure lysosomal storage disorders may be gene re-
placement therapy, but it is still in the developmental stages
and will likely be a long way from widespread clinical practice.
Nonetheless, therapeutic strategies that result in significant im-
provement in the quality of life for lysosomal storage disorder
patients are in clinical practice.
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Proteins are biological macromolecules whose structure and functions are
essential to every biological process within cells. Protein phosphorylation is
one of the most important post-translational modifications and it has a
profound effect on protein function. Recently, concurrent advances in
bioanalytical technologies and informatics enabled studies of proteins and
phosphoproteins on a global scale. These large-scale approaches represent
an integral component of systems biology, which is an area of scientific
inquiry that focuses on a biological system as a whole. State-of-the art mass
spectrometry is a key technology for global-scale protein and
phosphoprotein analyses. Phosphorylated proteins from diverse biological
systems can be probed with a combination of separation methods, tandem
mass spectrometry, and bioinformatics, to reveal the identity of the
phosphorylated protein and the exact localization of the site(s) of
phosphorylation. Characterization of the phosphoproteomes in cells,
tissues and biological fluids provides an excellent foundation on which to
build new knowledge of living systems.

Proteins are the final products of gene expression, and while the
genome provides the “blueprint” for the molecular components
of a living cell, proteins are the essential molecules responsible
for cellular structure and function. Decades of studies of proteins
in a one-by-one fashion have generated a wealth of knowl-
edge on proteins as individual parts of the cellular machinery.
Recently, interrogation of proteins in biological systems on a
global scale gave rise to a new area of scientific inquiry, termed
proteomics. Proteomics focuses on the study of the proteome,
which is defined as the array of proteins that are present in a
cell, organ, or biological fluid at a specific time, under a specific
set of conditions. The goals of proteomics are diverse and in-
clude elucidation of basic molecular mechanisms that regulate
cell function in physiological and pathological state, discovery
of novel targets for the development of improved drug treat-
ments, discovery of biomarkers for early detection of a disease
and for design of tailored therapies, and many other objectives.

From the analytical standpoint, large-scale, comprehensive
analysis of proteins is an extremely challenging undertaking
because of the enormous complexity of proteomes and their
dynamic nature. In fact, the development of proteomics as a

scientific discipline was made possible through the concurrent
advances in separation sciences, mass spectrometry, and infor-
matics. Mass spectrometry has been the essential technology
that enabled interrogating proteins on a global scale, with a
high degree of sensitivity and accuracy. The purpose of this
chapter is to describe the basic principles of mass spectrometry
in the context of proteomics. Specifically, the review focuses on
the use of mass spectrometry for large-scale analysis of specific
subsets of proteomes – the phosphoproteomes. The chapter in-
cludes discussion of the basics of gas-phase behavior of peptides
and phosphopeptides, and shows the role of mass spectrometry
as a component of a general analytical strategy for phospho-
proteome analysis. Because of the diversity of the analytical
platforms that are being used, this review is not intended as a
comprehensive description of all approaches. Rather, this article
includes an overview of selected methods, a sampling of rele-
vant references, and an example of a mass spectrometry-based
phosphoproteomics methodology used in the authors’ laborato-
ries.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 1



Mass Spectrometry, Applications in Phosphoproteomics

Biological Background

Proteins are high molecular weight organic molecules that are
essential to every biological process within living systems. Pro-
teins are structurally and functionally diverse. Some proteins are
assembled in multi-unit complexes to form the cytoskeleton of
cells or other mechanical structures, while others are enzymes
that catalyze biochemical reactions, or they participate in sig-
nal transduction within a cell or in cell-to-cell communication.
Post-translational modifications play a key role in regulatory
cellular processes, and in particular, protein phosphorylation is
central to most of the signaling events that ultimately determine
the biological status of all eukaryotic cells. The intracellular
regulation of protein phosphorylation within cells occurs via a
very complex system of positive and negative feed-backs with
the surrounding environment. Protein phosphorylation regulates
critical protein functions such as protein-DNA, protein-RNA,
and protein-protein interactions, enzyme activity, protein
trafficking, protein intracellular localization, and protein degra-
dation. Aberrations in protein phosphorylation can have delete-
rious consequences and have been linked to various diseases,
including cancer. It is estimated that approximately 30% of all
proteins in a mammalian cell are phosphorylated at any given
time (1).

A proteome represents the complete repertoire of proteins
present in a cell at any given time. The term phosphoproteome
refers to a specific subset of the proteome that includes all the
phosphorylated protein species. Phosphoproteomics focuses on
the comprehensive characterization of phosphorylated proteins
in biological systems, including identification of phosphorylated
proteins, assignment of their exact sites of phosphorylation, and
quantification of changes in protein phosphorylation. The ex-
pansion of proteomics and phosphoproteomics in recent years
has been driven by technological developments. The greatest
challenge for proteomics is the inherent complexity of cellular
proteomes, which is due to the dynamic nature of the proteome,
the large number and wide abundance range of cellular proteins,
and their diverse physicochemical properties. It is recognized
that the diversity and extent of proteome complexity cannot be
solved by a single technology. Instead, the trend in proteomics
is to develop an array of methodologies from which a method or
a set of methods can be selected to tailor the analytical strategy
to suit a specific study. Chromatography and electrophoresis are
the central separation technologies for proteomics. High perfor-
mance mass spectrometry in combination with bioinformatics
tools are key components for protein identification and charac-
terization.

Mass Spectrometry
in Phosphoproteomics

Proteins are made of twenty “standard” amino acid residues
joined together through peptide bonds. Each of the twenty amino
acids has unique physico-chemical properties stemming from
the size of the side chain, and the possible presence of an
acidic or basic ionizable group. Protein phosphorylation most

Protein Extraction
(Isolation of proteins and phosphoproteins
from the biological system under study)

Separation and Enrichment
(Simplification of protein/peptide mixtures;

enrichment of phosphorylated species)

Mass Spectrometry
(Determination of peptide/phosphopeptide mass

 and of sequence-diagnostic fragmentation patterns)

Bioinformatics
(Protein identification via database searches;

assignment of sites of phosphorylation)

Figure 1 Basic components of a general analytical strategy for
phosphoproteome analysis.

commonly occurs on serine, threonine, or tyrosine residues. The
task to characterize phosphorylated proteins on a proteome-wide
scale includes determination of protein identities and localiza-
tion of the phosphorylated amino acid residues in these proteins.
Mass spectrometry is the central technology for these tasks.
Although there have been major advancements in the mass
spectrometry analysis of intact proteins in proteomics (2), most
approaches still focus on characterization of peptides and phos-
phopeptides from proteolytic digestion of proteins. Therefore,
the discussion in this section will concentrate on these strategies.

Mass spectrometry has several inherent characteristics that
make it an excellent choice for peptide analysis. The technique
is rapid, versatile, highly amenable to automation, and it re-
quires low-to-mid femtomole sample quantities to yield reliable
information about the amino acid sequence of a peptide. (The
field of mass spectrometry is continuously moving towards im-
proved detection limits, and cutting-edge instruments provide
sensitivity in the attomol range). For phosphoproteome analy-
sis, the general analytical strategy (Fig. 1) includes isolation
of the proteins from the biological system under study; pro-
tein or peptide fractionation and enrichment of phosphorylated
proteins/peptides; mass spectrometry measurement of specific
attributes of phosphopeptides, including their mass and frag-
mentation patterns; searches of protein sequence databases to
identify the proteins and to assign phosphorylation sites.

Protein extraction

The first step in the analysis of proteomes and phosphopro-
teomes involves extraction of proteins from the biological sys-
tem under study; the objective is to solubilize the proteins and
to prepare them for subsequent analysis. Obviously, this step
is critical for the overall success of the analysis, and choice of
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methods should be tailored to the characteristics of the biolog-
ical system and to the goals of the study. Depending on the
biological system, protein extraction may involve disruption of
cells, removal of contaminants such as salts (e.g., by dialysis
or ultrafiltration), and/or overabundant proteins (e.g., by im-
munoaffinity columns). For phosphoproteomics, particular care
must be taken to preserve phosphorylation of the proteins, i.e.,
to prevent the action of protein phosphatases. This is achieved
by controlling the temperature of the sample and by addition of
phosphatase inhibitors to the extraction buffer.

Separation and enrichment

Complexity of the analyte mixtures is a critical issue for phos-
phoproteome analysis. The challenge is to probe a specific sub-
set of molecules (phosphopeptides) among an enormous number
of other peptides; diverse physicochemical properties and low
abundance of many phosphoproteins/phosphopeptides further
contribute to the challenge. To address this issue, multidimen-
sional fractionations of analyte mixtures, often in conjunction
with phosphoprotein/phosphopeptide enrichment, are necessary
prior to the mass spectrometry analysis itself. Fractionation of
the original analyte mixture produces multiple mixtures, each
with reduced complexity than the starting material. The neces-
sity to analyze all the fractions decreases the overall throughput
of the analytical platform but results in an improved cover-
age of the phosphoproteome. The fractionation steps can be
performed at the protein level or at the peptide level, using
electrophoretic and/or chromatographic methods. At the pro-
tein level, the traditional approach for proteome fractionation
involves two-dimensional gel electrophoresis (2D-PAGE) that
combines isoelectric focusing (IEF) in the first dimension and
SDS-PAGE in the second dimension. For phosphoproteomics,
specific stains or immunoblotting may be used to selectively
visualize phosphorylated proteins in 2D gels. One-dimensional
electrophoretic separations using IEF or SDS-PAGE provide
protein fractions of moderate complexity. Alternatively, sep-
arations may be performed at the peptide level after proteolytic
digestion of the entire proteome. In the context of phospho-
proteomics, the most widely used methodology involves strong
cation exchange chromatography (3, 4).

The electrophoretic or chromatographic separation methods
are often combined with enrichment strategies to specifically
enrich for phosphorylated species. This enrichment can be em-
ployed at the protein level, preceding protein fractionation,
and/or at the peptide level following protein fractionation and
digestion. Enrichment is accomplished by various types of
affinity chromatography. Affinity chromatography methods may
involve immunoaffinity using antibodies specific for phospho-
rylated amino acid residues in proteins or peptides (5), immo-
bilized metal ion affinity chromatography (IMAC) (6) or metal
oxide affinity chromatography (MOAC) (7). Some analytical
platforms include esterification to reduce non-specific binding of
non-phosphorylated peptides to the IMAC column (8). Chemi-
cal derivatization methods have also been developed that replace
the phosphate group with a chemically different moiety, e.g., to
introduce a tag that allows subsequent capture of the modified
peptides (reviewed in ref. 9).

Mass spectrometry of peptides and
phosphopeptides
The basic goal of the mass spectrometry measurement in the
context of peptide analysis in proteomics and phosphopro-
teomics is to determine specific attributes that are then used
in subsequent database searches to provide: 1. the identity of
the proteins present in the sample; 2. location of the site(s) of
phosphorylation in these proteins. Both pieces of information
are derived from the mass of the peptide and, most importantly,
from the gas-phase dissociation patterns that are diagnostic of
the peptide’s amino acid sequence and phosphosite location. The
gas-phase dissociation patterns are obtained via tandem mass
spectrometry (MS/MS). On a phosphoproteome-wide scale, the
analysis includes measurement of the attributes for many thou-
sands of individual peptides.

Basics of gas-phase behavior of peptides
Mass spectrometry deals with measurements of gas-phase ions.
Therefore, the first step in peptide analysis by mass spectrom-
etry is the conversion of the analytes into charged species
in the gas phase. Peptides are relatively large, non-volatile
biomolecules. In today’s world, the two ionization methods that
are used in mass spectrometry of peptides and other biological
macromolecules are matrix-assisted laser desorption/ionization
(MALDI) and electrospray ionization (ESI). MALDI and ESI
are based on different principles (10, 11); however, both meth-
ods ionize peptides via protonation in an acidic environment.
MALDI produces mainly singly-protonated peptide ions, while
in ESI protonation occurs on all available basic sites in the
peptide, thus yielding multiply-charged species. For tryptic pep-
tides, which possess an amino group at the N-terminus, a basic
amino acid (arginine or lysine) at the C-terminus, and possible
internal basic amino acid residues, doubly- and triply-charged
peptide ions usually predominate. Multiple charging in ESI has
important implications for subsequent dissociations of the (acti-
vated) peptide ions. The “mobile” proton originally localized on
the N-terminus migrates along the peptide backbone by inter-
nal solvation, producing a heterogeneous population of peptide
ions that have the same sequence but different sites of proto-
nation (12, 13). This heterogeneity of protonation sites drives
the dissociations of peptide ions in MS/MS that are discussed
below.

Mass analysis determines the mass-to-charge ratio (m/z ) of
ions derived from the analyte. For peptide ions, two charac-
teristics can be obtained. The first characteristic is the molec-
ular weight of the peptide, which can be calculated from the
measured m/z of the source-generated intact peptide ion (the
so-called molecular ion). The second characteristic is structural
information that is obtained via an MS/MS analysis. An MS/MS
experiment measures gas-phase dissociations of an activated
molecular ion of the peptide to yield product-ion data that are
diagnostic of the peptide sequence. The basic sequence of events
in MS/MS includes: 1. mass selection of the peptide ion of in-
terest (that is population of ions of a single m/z ) as a so-called
precursor ion; 2. activation of the precursor ion, most commonly
through collisions with an inert gas, followed by dissociation of
the activated precursor and formation of product ions; 3. mass
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Figure 2 Nomenclature of peptide fragmentation. The possible product ion series that arise by cleavages along the peptide backbone are a-, b-, and
c-series (N-terminal); and x-, y-, and z-series (C-terminal). (The designation +2H denotes addition of two hydrogens that are transferred onto the
structures depicted in the figure to form the corresponding singly charged y- or c- product ions (21)). Under low-energy CID, y- and b-ions usually
predominate. The mass differences between adjacent ions of the same series can be used to deduce portions of the peptide sequence.

analysis of the product ions and recording of the MS/MS spec-
trum. The process of collisional activation and dissociation is
termed collision-induced dissociation (CID). Depending on the
instrument type, the MS/MS events can be separated in space
(tandem-in-space) or in time (tandem-in-time).

In MS/MS, protonated peptide ions in the gas phase dissociate
via cleavages along the peptide backbone; fragmentations can
occur at any of the three types of bonds that make up the back-
bone of the peptide (Fig. 2). The nomenclature for peptide disso-
ciations distinguishes six major series of sequence-determining
product ions (14, 15). The N-terminal series encompass the a-,
b-, and c-ion types; the C-terminal series include x-, y-, and
z-ions. In addition to the six basic series, other types of prod-
uct ions may also be observed (16) under certain conditions.
The relative abundance of the different product ions depends
on the amino acid sequence of the peptide, on the internal
energy of the dissociating precursor ion, and on additional vari-
ables that affect the CID process (17). Under low-energy CID
regime, used for example in ion trap mass spectrometers, the
predominant types of product ions are the b-ions and y-ions that
form by cleavages of the peptide bond. As shown in Fig. 2,
adjacent (singly-charged) product ions from a series have a dif-
ference in mass that determines the amino acid present at that
position of the peptide. For example, if the amino acid in po-
sition 3 of the tetrapeptide in Fig. 2 is a serine (R3=CH2OH),
the mass difference between the y1 and y2 product ions will
be 87 Da, corresponding to the mass of the serine residue
–NH-CH(CH2OH)-CO-. Therefore, when an MS/MS spectrum
of a peptide ion contains high quality data for one complete or
several partial overlapping product-ion series, then the sequence
of the peptide can be deduced from the MS/MS data.

Specifics of phosphopeptides

Phosphorylated peptides are modified peptides and therefore
most of the basic concepts discussed above also apply to mass
spectrometry of phosphopeptides.

In terms of ionization, the majority of large-scale phospho-
proteomics strategies utilize ESI. The difficulty to effectively
analyze phosphopeptides by ESI-based approaches is often at-
tributed, among other factors, to selective suppression of phos-
phorylated peptides in the presence of unmodified peptides, and
to decreased ionization efficiencies of phosphopeptides relative
to their non-phosphorylated counterparts. However, this notion
has been challenged in a recent study (18) underscoring the

complexity of the phenomena associated with analyses of highly
complex peptide/phosphopeptide mixtures.

Modification by phosphorylation adds 80 Da to the mass of
the corresponding peptide. The principles of gas-phase dis-
sociations of protonated phosphopeptide ions into sequence-
determining product ion series are analogous to those of
non-phosphorylated peptides, with an additional issue that must
be taken into consideration. Under CID conditions phosphory-
lated peptide ions undergo a facile neutral loss of H3PO4, cor-
responding to the loss of 98 Da. The mechanisms that underlie
this dissociation behavior have been studied for phosphoserine-,
phosphothreonine-, and phosphotyrosine-containing peptides
(19, 20). The loss of phosphoric acid from the molecular
ion produces a non-sequence specific product ion (M+nH-H3

PO4)n+. This product ion can serve as a marker ion, indicat-
ing the presence of a phosphorylated peptide. An example of
an MS/MS spectrum of a phosphorylated peptide is shown in
Fig. 3. This spectrum illustrates the typical fragmentation be-
havior of protonated phosphopeptide ions in ion trap MS/MS.
The spectrum is dominated by the intense (M+2H-H3PO4)2+

product ion; the spectrum further contains product ions of the
y- and b- series that determine the amino acid sequence of the
phosphopeptide and the location of the phosphorylation site. Of-
ten, the scenario is not so favorable. The loss of phosphoric acid
dominates and not enough other product ions are observed for
an unequivocal sequence determination. One way to remedy this
unfavorable outcome is to perform an additional dissociation, an
MS/MS/MS, where the primary product ion (M+nH-H3PO4)n+

is mass-selected and then dissociated via CID.

The LC-MS/MS experiment

This section discusses a typical mass spectrometry experi-
ment used for phosphopeptide analysis. Typically, after pro-
tein/peptide fractionation and enrichment, the peptide digest
will contain phosphopeptides in mixture with nonphosphory-
lated peptides. This mixture will be of a high complexity.
Commonly, the mass spectrometry measurement itself is pre-
ceded by a separation of this peptide digest by reversed-phase
liquid chromatography, interfaced online to MS. This LC step,
typically performed in nanoflow regime and using a shallow mo-
bile phase gradient, will separate the peptides according to their
hydrophobicities. The peptides eluting from the LC are ionized
by nanoESI, and peptide mass and MS/MS data are measured.
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Figure 3 MS/MS spectrum of the phosphopeptide FNDS*EGDDTEETEDYR. The spectrum, which was acquired with an ion trap mass spectrometer,
illustrates the typical behavior of phosphopeptide ions under low-energy CID. The molecular ion was (M+2H)2+, m/z 1001.9. The MS/MS spectrum is
dominated by an intense product ion corresponding to the neutral loss of phosphoric acid from the activated precursor ion. In addition, the spectrum
contains a number of product ions from the y- and b-series that determine the peptide sequence and the site of phosphorylation. (The product ions are
singly charged unless noted otherwise). This phosphopeptide belongs to Bcl-2-associated transcription factor 1 (BCLF1 HUMAN) and it was identified in
the analysis of the phosphoproteome in the LNCaP prostate cancer cell line.

Two issues have to be addressed. First, because of the complex-
ity of the starting mixture, even after LC separation, multiple
peptides will coelute and therefore at any given time there will
be more than one peptide ion present. Second, the character-
istics, including the mass of the precursor ion that is needed
to set the precursor selection in MS/MS are not known. These
issues are dealt with through data-dependent acquisition mode,
in which the mass spectrometer automatically cycles through a
sequence of measurements of MS and MS/MS data. For peptide
and phosphopeptide analysis, the instrument measures an MS
spectrum to obtain masses of the analytes eluting from LC at
that particular time. Based on the information from these MS
data, subsequent MS/MS events are set – for example, 5 MS/MS
measurements of 5 of the most intense ions from the MS spec-
trum, provided they are above a specified intensity threshold.
The cycle is repeated many times during the LC-MS/MS analy-
sis. To maximize information gained in the MS/MS steps, some
strategies are incorporated such as a permanent exclusion from
MS/MS of known contaminants throughout the entire analysis;
and temporary exclusion of peptides whose MS/MS have al-
ready been measured for the duration of the expected time that
it takes for the peptide to elute from the LC column. These
strategies that decrease redundancy and maximize the number
of peptides surveyed in the analysis are particularly impor-
tant for phosphopeptides that are frequently minor components
in a peptide digest. In a typical LC-MS/MS analysis, a large
number of MS and MS/MS spectra are acquired, for example
>10,000 MS/MS spectra on state-of-the-art ion trap instruments.

Bioinformatics

In proteomics and phosphoproteomics applications, search pro-
grams are used that utilize minimally processed MS/MS data
without the need for manual interpretation (21). Development
of these programs, for example SEQUEST, that allow the in-
tegration of mass spectrometry data with database searching
has been one of the enabling developments in proteomics. In
SEQUEST-based searches, the experimentally measured pep-
tide mass is used to locate in the database peptide sequences
whose masses match the measured mass, and then experimen-
tal product ion patterns are compared to theoretical patterns
for each candidate peptide, and a correlation score is calcu-
lated. The highest scoring peptide sequences are reported. For
phosphopeptide characterization, the search considers possible
addition of 80 Da to serine, threonine, and tyrosine residues.
After completion of the search, it is imperative that the spectra
and the database search outputs are inspected before an ultimate
decision about the correctness of the match is reached. For phos-
phopeptides, this examination includes verification that the cor-
rect amino acid sequence was retrieved, and verification of the
assignment of the phosphorylation site. Once the phosphopro-
teins are identified and their sites are characterized, additional
bioinformatics resources are available for in silico analysis and
functional integration. For example, with the program Scan-
site (scansite.mit.edu), sequences of the identified proteins are
searched to locate motifs that would suggest phosphorylation
by a specific kinase or a phospho-specific binding interaction.
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Information on protein phosphorylation is compiled in sev-
eral databases, for example Phosphosite (www.phosphosite.org),
Phosida (www.phosida.org), and others.

Additional approaches and current
developments

Mass spectrometry-based phosphoproteomics is characterized
by a great diversity of bioanalytical workflows and by contin-
uous developments of new and improved strategies. Some of
these new approaches are summarized in this section.

To address some of the issues associated with CID of phos-
phopeptides, new strategies for ion activation/dissociation have
been introduced recently in the context of phosphoproteomics.
In particular, electron transfer dissociation (ETD) is emerging
as a promising new strategy for MS/MS-based phosphopeptide
analysis (22, 23).

It should also be noted that besides the conventional product-
ion scanning, specialized MS/MS functions have been adopted
for phosphopeptide analysis (9). These include precursor ion
scanning for monitoring the precursors of the product ion
PO3

- (m/z 79) in the negative mode, or precursors of the
phosphotyrosine-specific immonium ion at m/z 216.043 in the
positive mode.

Finally, quantitative information in phosphoproteomics may
be obtained through the use of stable isotope labeling. Stable
isotope labeling is a proven approach for mass spectrometry-
based quantification. Recent examples of stable isotope labeling
methods that have been successfully adapted for large-scale
quantification of protein phosphorylation include the iTRAQ
methodology that involves chemical tagging at the peptide level
(24), and the Stable Isotope Labeling of Amino Acids in Culture
(SILAC) methodology that involves metabolic labeling (4).

Chemical Tools and Techniques

The study that serves to illustrate a possible bioanalytical stat-
egy for characterization of a human phosphoproteome concerns
characterization of protein phosphorylation in a human pitu-
itary tissue (25). The analytical methodology involves in-gel
IEF for protein separation, IMAC for enrichment of phospho-
peptides after digestion, LC-MS/MS and database searches for
phosphopeptide identification and localization of the phoshory-
lated amino acid residues.

The tissue sample is obtained from surgery or autopsy, and
it must be frozen immediately to prevent protein degradation.
Prior to analysis, the proteins including phosphoproteins are
extracted via homogenization in the Trizol reagent that isolates
proteins from RNA and DNA; a phosphatase inhibitor cocktail
is added to minimize dephosphorylation. Proteins are obtained
in the last step of the Trizol-based extraction in the form of
a pellet that is then dissolved in a buffer suitable for isoelec-
tric focusing. This buffer typically contains chaotropes such as
urea and thiourea, CHAPS detergent, ampholytes that aid in
the IEF, and dithiothreitol as a reducing agent. IEF that is per-
formed in a commercially available immobilized pH gradient
(IPG) strip separates the proteins based on their charge. After

IEF, the strip is divided into sections. Each section still con-
tains multiple proteins but the complexity of these mixtures is
greatly reduced compared to that of the initial mixture. The pro-
teins in each section of the IPG strip are digested with trypsin to
produce mixtures of peptides that include phosphorylated and
non-phosphorylated peptides. IMAC is used to enrich for phos-
phorylated peptides. The steps in the IMAC procedure involve:
1. selective binding of the phosphopeptides via interaction of
their phosphate groups with the immobilized metal ion (e.g.,
Ga3+) under carefully controlled acidic pH conditions; 2. wash-
ing of unbound and non-specifically bound material; 3. elution
of phosphopeptides from the column under alkaline conditions.
Following IMAC, desalting and volume reduction of the sam-
ples is performed with a C18 minicolumn, and the samples
are analyzed by LC-MS/MS. The nano-LC setup includes a
combined capillary column/spray needle packed with a C18 sta-
tionary phase. The i.d. of the column is 75 µm, the i.d. of the
spray tip is 15 µm, and the flow-rate is on the order of 50-150
nL/min. Mobile phases typical for reversed-phase chromatogra-
phy that are compatible with mass spectrometry are used, such
as water/acetonitrile/formic acid or water/methanol/formic acid
(26). Peptides and phosphopeptides eluting from the nanoLC
are ionized by nanoelectrospray to produce multi-protonated
ions in most cases (doubly or triply charged). MS and MS/MS
spectra are acquired in the data-dependent mode. MS/MS/MS
may be performed in non-data-dependent mode in a separate
LC-MS/MS experiment. Alternatively, this step, where MS3 is
triggered when a (M+nH-H3PO4)n+ product ion is present in
the MS/MS spectrum, may be incorporated into data-dependent
scanning (3). The set of data is used to search a protein sequence
database such as the SWISSPROT or NCBInr. The search pa-
rameters include modifications on the amino acid residues where
phosphorylation is expected to occur. The searches yield lists of
phosphopeptide matches with scores indicating the quality of the
match. The matches are evaluated manually. This evaluation has
two objectives: confirmation of the correct amino acid sequence
of the phosphopeptide which establishes the presence of the
phosphorylated form of the corresponding protein in the pitu-
itary; and assignment of the exact phosphorylation site(s) in the
peptide. This validation includes inspection of the MS/MS data
and the scores. Finally, the phosphorylated proteins are put into
context of current scientific knowledge, using databases such as
Phosphosite that extract and compile published information on
protein phosphorylation.
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Mechanosensitive (MS) channels function as molecular transducers of
mechanical forces into electrical and/or chemical intracellular signals in
living cells. These channels play a major role in the physiology of
mechanosensory transduction encompassing cellular processes that range
from regulation of cellular turgor and growth in microorganisms to touch,
hearing, and blood pressure regulation in vertebrates. Together with the
recent work on MS channels in eukaryotic cells studies of prokaryotic MS
channels using a multidisciplinary approach based on the patch-clamp
recording, X-ray crystallography, computer simulations, and
electronparamagnetic resonance and fluorescence resonance energy
transfer spectroscopy, have significantly contributed to our understanding
of the relationship between the structure and function in these membrane
proteins. In particular, experiments employing chemical manipulation of
the physical properties of the membrane lipid bilayer have shed light on
1) how MS channels detect physical forces in cellular membranes, and
2) what causes structural conformational changes in MS channels in
response to membrane tension.

Mechanosensitive (MS) channels are the main signaling mole-
cules of mechanosensory transduction. They convert mechanical
forces acting on cellular membranes into electrical and/or bio-
chemical signals in various types of nonspecialized cells as well
as specialized mechanoreceptor neurons (1). The patch-clamp
technique, which allows electrophysiologists to study the ac-
tivity of single-channel molecules, allowed the first recordings
of MS channel currents in real time some 20 years ago (2).
Although at some point MS channels were considered to be
a possible patch-clamp recording artifact, our knowledge of
their structure and function has grown to the point that nowa-
days these channels are central players in our understanding of
protein–lipid bilayer interactions. The cloning of the bacterial
MscL and MscS channels, the elucidation of their 3-D crys-
tal structures (Fig. 1a and b), and the demonstration of their
physiologic role in bacterial osmoregulation (3) have provided
a basis for intensive research and rapid progress in studies of
the structure and function in the MS class of ion channels. Fur-
thermore, the cloning and genetic analysis of the mec genes
in Cenorhabditis elegans (4), genetic and functional studies of
the TRP-type MS channels (5), as well as molecular biologic
and functional studies of the TREK-1 family of 2P-type potas-
sium channels (6) have also contributed to our understanding of
the role of MS channels in the physiology of mechanosensory
transduction and in the pathology of several major human dis-
eases (2). The major aim of this article is to summarize recent
developments regarding MS channels, with a major focus on

the physico-chemical principles that can account for the stretch
sensitivity of these membrane proteins.

Biologic Background

Living cells are exposed to a variety of mechanical stimuli act-
ing throughout the biosphere. The range of mechanical stimuli
extends from thermal molecular agitation to potentially destruc-
tive cell swelling caused by osmotic pressure gradients. Since
cellular membranes present a major target for mechanical stim-
uli, MS ion channels are the main signaling molecules designed
to detect and translate these stimuli into biologically meaningful
signals as illustrated by several examples given below:

1. In their natural environment, bacterial cells need to
adapt to a wide range of osmotic conditions. Es-
cherichia coli cells exposed to hypo-osmotic shock
respond by a rapid release of cellular osmolytes such
as proline, potassium glutamate, trehalose, and ATP.
This ability prevents the cells from lysis by decreas-
ing the turgor pressure on the challenge of a sudden
shift in osmolarity. Bacterial MS channels, MscL and
MscS (Fig. 1a and b), are major components of adap-
tation mechanisms to hypo-osmotic shock. Being lo-
cated in the cytoplasmic membrane, MscL and MscS
are activated by an increase of membrane tension
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Figure 1 Physical and chemical stimuli affecting the gating of bacterial
MS channels. (A) The structure of the pentameric MscL channel (left) and
a channel monomer (right) from Mycobacterium tuberculosis according to
the 3-D structural model of a closed channel (7). MscL is activated by
membrane stretch, amphipaths (e.g., lysophopholipids, chlorpromazine,
and trinitrophenol) and parabens. The channel activity is inhibited by
Gd3+ and static magnetic fields (SMF) and is modulated by temperature
and intracellular pH (3). (B) The structure of the MscS heptamer (left) and
the channel monomer (right) from E. coli based on the 3-D structural
model of MscS (8) most likely depicting an inactive or desensitized
functional state of the channel (3). MscS is activated by membrane stretch,
amphipaths, and parabens and is modulated by voltage. The activity of the
channel is inhibited by Gd3+ and high hydrostatic pressure (HHP) (3). The
arrows point at membrane structures (i.e., channel protein and/or lipid
bilayer) affected by the specific stimuli.

caused by excessive water influx and small osmolytes
are released in milliseconds. Large conductance and
low ion selectivity allow these MS proteins to serve
as “emergency valves” in preventing bacterial cell
lysis (3).

2. Genetic screens of the nematode C. elegans have
identified several membrane proteins being required
for touch sensitivity of this worm. Four of these
proteins, MEC-2, MEC-4, MEC-6, and MEC-10,
form a mechanically gated ion channel complex (4).
These proteins belong to a DEG/ENaC superfamily
of amiloride-sensitive Na+ channels of the trans-
porting epithelia with many of them suspected to
be gated directly by mechanical stimuli. MEC-2,
MEC-4, MEC-6, and MEC-10 proteins have been
shown to underlay mechanoreceptor currents in this
nematode. Consistent with the role of these channels
in mechanotransduction in C. elegans is the finding

that mutations in MEC-4 result in touch insensitiv-
ity, and dominant mutations in the same gene result
in swelling-induced degeneration and lysis of the
mechanosensory neurons.

3. TREK-1 channels belong to a superfamily of
2P-domain K+ channels. They are polymodal (i.e.,
gated by a variety of chemical and physical stim-
uli) K+ channels. They are opened by both physical
(stretch, heat, voltage, cell swelling, and intracellu-
lar acidosis) and chemical stimuli (lysophospholipids,
polyunsaturated fatty acids, membrane crenators, and
volatile general anesthetics) (Fig. 2). Their main
function is to maintain the resting level of membrane
potential. Recent studies using TREK-1 knockout
mice suggest a central role for TREK-1 in anesthesia,
neuroprotection, pain reception, and depression (6).

4. TRPC1 is a member of the canonical TRP (transient
receptor potential) subfamily of another large and
diverse family of ion channels. TRP channels are
expressed in many tissues in numerous organisms
where they function as cellular sensors mediating
responses to a variety of physical (e.g., light, os-
molarity, temperature, and pH) and chemical stimuli
(e.g., pheromones, odors, and nerve growth factor)
(5). TRP channels function as specialized biologic
sensors that are essential in processes such as hearing,
vision, taste, and tactile sensation. Several TRP chan-
nels may be inherently mechanosensitive, including
the TRPC1 channel, which has been identified as
MscCa, the Ca2+ permeable MS channel in Xenopus
oocytes (2).

Chemistry, structure, and gating
mechanism

MS channels are composed of amino acids, which are the
building blocks of all proteins. The number of amino acids
varies largely between different types of MS channels. For
example, a single monomer of the bacterial channel MscL of
E. coli is made of 136 amino acids folded in several α-helices
connected by loops. A short N-terminal α-helix of the MscL
monomer is followed by two transmembrane helices TM1 and
TM2 and a C-terminal cytoplasmic α-helical domain (Fig. 1a).
The TM1 helix is connected to TM2 by a loop that extends into
the pore region and lines the periplasmic side of the channel. A
3-D structure of MscL obtained by X-ray crystallography has
revealed that the channel folds as a homopentamer (Fig. 1a)
(7).

Diversity and heterogeneity of the MS class of channels
is well illustrated by the fact that MscS, the second type
of MS channels found in bacteria, differs significantly from
MscL in its primary as well as quaternary structure. Each
channel belongs to a separate subfamily of the large family of
prokaryotic MS channels (3). A monomer of MscS is a small
membrane protein of 286 amino acids. A 3-D crystal structure
of MscS shows that the functional channel is a homoheptamer
having a large, cytoplasmic region (Fig. 1b) (8). Each of the
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Figure 2 Polymodal activation of TREK-1 by physical and chemical stimuli. TREK-1 is opened by stretch, heat, intracellular acidosis, depolarization, lipids,
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seven MscS subunits contains three transmembrane domains,
TM1–TM3, with N-termini facing the periplasm and C-termini
at the cytoplasmic end of the channel. According to the crystal
structure, the TM3 helices line the channel pore, whereas the
TM1 and TM2 helices constitute the sensors for membrane
tension and voltage (3).

Eukaryotic MS channels are far more diverse than the
prokaryotic MS channels suggesting that various types of MS
channels known today may have become adapted independently
and at several occasions during the evolution to specific tasks
in mechanosensory transduction of living organisms. In other
words, the evolution of MS channels likely converged from
independent genetic origins toward a common function of trans-
ducing mechanical stimuli into meaningful biologic signals. For
example, a monomer of the TREK-1 channel consists of 411
residues. Since its quaternary structure has not been determined
experimentally, the functional channel is thought to be com-
posed of two, most likely identical 2P-domains (6). Each 2P
domain has four transmembrane segments, an extended ex-
tracellular loop, and intracellular N- and C-termini. Although
structurally very different from MscL and MscS, the TREK-1
channel functionally closely resembles the bacterial channels.
The modality of stimuli that affect its activity (Fig. 2) is very
similar to the modality of stimuli affecting the activity of both
bacterial channels (Fig. 1a and b). The mechanosensitivity of
MscL, MscS, and TREK-1 have been well characterized (3, 6).
Consequently, one would expect that a fundamental question on
the extent to which the mechanism of gating by physical and
chemical stimuli characteristic of prokaryotic (bacterial and ar-
chaeal) MS channels has been conserved and adapted to gating
of MS channels in eukaryotes can be answered fairly by com-
paring mechanosensitive properties of the bacterial MS channels
with TREK-1.

Currently two basic models describe gating of MS chan-
nels by mechanical force: the bilayer and the more specula-
tive tethered model (1). A third model of indirect gating of
MS channels by mechanical stimuli, which combines elements
of the bilayer and tethered models and requires an interme-
diary mechanosensitive membrane protein to interact with an
ion channel, has also been considered (2, 9). According to
the bilayer model, the tension in the lipid bilayer alone is
sufficient to gate directly the MS channels. This model was
proposed initially for the gating of bacterial MS channels. To
date, it has been documented in a large number of MS chan-
nels from both prokaryotic and eukaryotic organisms (Table 1)
(10). Purified MscL, MscS, and other prokaryotic MS channels
remain mechanosensitive when reconstituted into artificial lipo-
somes (3). Several eukaryotic MS channels including 2P-type
potassium channels TREK-1 and TRAAK, TRP-type channels
TRPC1, as well as calcium-dependent stretch-activated potas-
sium channels (SAKCa) have also been shown to be gated by
the bilayer mechanism (Table 1) (10). In contrast, the tethered
model invokes direct connections between MS channels and
cytoskeletal proteins and/or extracellular matrix (ECM) and re-
quires relative displacement of the channel gate with respect
to the cytoskeleton or ECM for channel gating. Originally pro-
posed for gating of MS channels in hair cells and chick skeletal
muscle, this model should apply to eukaryotic MS channels in
specialized mechanoreceptor cells (1, 10).

The evidence showing that lipids play an essential role in
opening and closing not only of prokaryotic MS channels but
also of the MS channels of fungi, plants, and animals has
led recently to a proposal of a possible unifying principle for
mechanosensation based on the bilayer mechanism (11). The
main idea of the unifying principle is that forces from lipids
gate MS channels independently of their evolutionary origin and
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Table 1 Summary of prokaryotic and eukaryotic MS channels identified at the molecular level

MS Channel Source Gating mechanism Amphipaths Physiological function

MscL Bacteria Bilayer Yes Cellular turgor Growth
MscS Bacteria Bilayer Yes Cellular turgor Growth
MscA1 Archaea Bilayer NT Cellular turgor∗
MscA2 Archaea Bilayer NT Cellular turgor∗
MscMJ Archaea Bilayer Yes Cellular turgor∗
MscMJLR Archaea Bilayer No Cellular turgor∗
MscTA Archaea Bilayer Yes Cellular turgor∗
MEC4 C. elegans Tether∗ NT Touch
TREK-1 Brain, heart Bilayer Yes Resting membrane potential
TRAAK Brain, spinal chord Bilayer Yes Resting membrane potential
ENaC Rat, human, C. elegans Bilayer/tether∗ Yes Touch
TRPC1 Xenopus oocytes Bilayer NT Unknown
TRPY Fungi Bilayer∗ NT Cellular turgor
TRPA1 Hair cells Tether∗ NT Hearing
TRPN Drosophila, zebrafish Tether∗ NT Touch, Hearing
SAKCa Chick heart Bilayer/tether Yes Myogenic tone

Notes: The bacterial MS channels, MscL and MscS, are the only MS channel proteins whose 3-D structure has been determined. The gating
mechanism and/or physiologic function of some MS channels have not been characterized fully. Note that in contrast to the bilayer mechanism,
no single experimental result provides direct support for the tethered model of MS channel gating (1). NT indicates that the effect of
amphipaths (CPZ and TNP) has not been tested in the particular type of MS channels (adopted from Reference 10, with permission).
*A likely gating mechanism or physiologic function that has not yet been established firmly.

type of cells in which they are found. According to this prin-
ciple, tethering of MS channels to rigid elements (cytoskeleton
or extracellular matrix) does not necessarily imply mechanical
force transmission. Tethers could serve instead to station the
channels close to the cell surface involved in mechanotransduc-
tion and to attenuate or amplify the mechanical force and thus
adjust the dynamic range within which MS channels operate in
a particular cellular setting. The function of the cytoskeleton
and/or extracellular matrix would thus consist in altering the
forces within the lipid bilayer by absorbing mechanical stresses
and modifying the time dependence of MS channel adaptation
(1, 11).

Chemical Tools and Techniques

Several experimental techniques have proven extremely use-
ful in studies of MS channels. Besides the already classic
patch-clamp technique used for functional studies of ion chan-
nels, X-ray crystallography and recently spectroscopic tech-
niques, including EPR (electronparamagnetic resonance) and
FRET (fluorescence resonance energy transfer) spectroscopy,
have helped to significantly advance our knowledge of the struc-
ture and molecular dynamics of MS channels (10). The method
of reconstituting MS channels into artificial liposomes (3, 10)
provided another major tool to advance our understanding of the
basic physical and chemical principles underlying mechanosen-
sitivity of MS channels (12). In regard to this method, it is
important to remember that insertion of an MS protein into the
bilayer of artificial liposomes requires energy because of hy-
drophobic mismatch between the protein and the bilayer, which
results from the bilayer–protein interaction. The hydrophobic

thickness of the bilayer adjacent to the membrane protein will
tend to match the length of the protein’s hydrophobic exte-
rior (Fig. 3) because any uncompensated mismatch will add a
high energetic cost by exposing hydrophobic groups of amino
acid residues to water. The energetic cost of transferring a
hydrophobic protein surface from an organic solvent to an aque-
ous environment is approximately 17 mJm−2 (1). Hydrophobic
matching can be achieved by stretching and/or tilting of the
lipid chains, which are more flexible than relatively rigid pro-
teins. Localized changes in bilayer thickness and curvature may
also compensate for the mismatch (Fig. 3) (1). Consequently, bi-
layer dilation/thinning or changes in local membrane curvature
could affect an MS-channel protein by shifting the equilibrium
between the closed and the open channel conformations. This
process has experimentally been demonstrated by reconstituting
the MscL channel into phospholipid bilayers of different thick-
ness and examining the channel function by the patch clamp
as well as examining its structure by EPR spectroscopy. The
experiments showed that although hydrophobic mismatch was
not the driving force that could trigger the channel opening,
the MscL reconstitution into thin bilayers (e.g., PC16, 16:1 di-
palmitoleoylphosphatidylcholine) decreased the energy required
to open the channel, whereas reconstitution into thick bilayers
(e.g., PC20, 20:1 eicosenoyl-phosphatidylcholine) increased the
energy (13). Consequently, although thinning the bilayer is not
sufficient to fully open the channel, it contributes to decreasing
the energy barrier that has to be overcome to open the channel.

The second possibility of gating MS channels by bilayer
tension takes into consideration changes in intrinsic bilayer cur-
vature as a possible trigger for the channel opening (Fig. 3).
Experiments on bacterial MS channels suggested that a diverse
group of substances with amphipathic or amphiphilic properties
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Hydrophobic Mismatch

Intrinsic Curvature

Figure 3 Possible mechanisms of MS channel activation by bilayer deformation forces. Hydrophobic mismatch and bilayer curvature are considered as
deformation forces of pressure-induced changes in the lipid bilayer causing conformational changes in MS channels as indicated by the example of MscL
(13). These changes were studied experimentally by reconstituting purified MscL proteins in liposome bilayers prepared from synthetic
phosphatidylcholine lipids of well-defined composition. The changes in functional properties were examined by the patch-clamp technique, whereas the
structural changes were determined by EPR and FRET spectroscopy. (Reproduced from Reference 12, with permission).

such as trinitrophenol (TNP), chlorpromazine (CPZ), local anes-
thetics, or lysophospholipids (LPC) could trigger gating in these
MS channels in the absence of externally applied membrane ten-
sion (14). This finding was subsequently confirmed on several
prokaryotic (3) and eukaryotic MS currents (10, 15–17). Exper-
iments examining the effect of amphipaths on an MS channel
structure and function by EPR spectroscopy and patch-clamp
recording side by side were undertaken using again MscL as a
model MS channel. Addition of LPC to one monolayer of lipo-
somes reconstituted with MscL generated local stresses leading
to redistribution of the transbilayer pressure profile in the lipid
bilayer and causing the channels to open without applying mem-
brane tension. These studies thus showed that by chemically
modifying membrane lipid content, one could stabilize multi-
ple conformational states in MS channels for a time sufficiently
long for biophysical studies of membrane proteins. Furthermore,
in contrast to hydrophobic mismatch, insertion of an amphipath
into only one monolayer of the membrane bilayer is sufficient
to activate fully an MS channel. Together, these findings sup-
port theoretical considerations, which suggested that variations
in the lateral pressure within lipid bilayers of cell membranes

could serve as a mechanism for modulation of protein function
(18).

Practical Applications

The following examples illustrate the practical applications in
nanotechnology and medicine that have resulted from the basic
research on structure and function of MS channels:

1. A light-driven nanovalve was constructed using
the MscL channel of E. coli as a template (19).
The nanovalve is opened by long-wavelength ul-
traviolet radiation and can be closed by visible
light. For this purpose, MscL was modified by
attaching light-sensitive synthetic compounds that
undergo light-induced charge separation causing re-
versible opening and closing of the channel. Such a
light-driven nanovalve can, for example, be used in
liposome-based drug delivery systems.

2. Bacterial MscL and MscS channels have been shown
recently to have potential as selective targets for
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novel types of antibiotics (20). Namely, both chan-
nels are not only opened by amphipaths (3) but also
by parabens, the alkyl esters of p-hydroxybenzoic
acid, which seem to interact directly with the gate
of the channels (20). The novel antibiotics based on
parabens as lead compounds would, therefore, work
as openers of MscL and MscS and thus compromise
cellular turgor of bacterial cells, which inhibits cell
growth and proliferation. In particular, MscL, identi-
fied to date in many bacterial pathogens, seems to be
an ideal target for the novel antibacterial agents be-
cause MscL is highly conserved in prokaryotic cells,
but its homologues have not been found in animal
and human cells (1). Consequently, an antibiotic tar-
geting MscL could be broad-spectrum and selective,
potentially targeting a range of pathogenic bacteria
with expected minimal side effects to infected pa-
tients.

3. The growing number of human diseases, includ-
ing cardiac arrhythmias, polycystic kidney disease,
Duchenne muscular dystrophy, and tumorigenesis,
to name a few, have been associated directly with
changes in expression and/or gating of MS channels
(2). The spider venom peptide GsMtx-4 was shown to
reduce the extent of the abnormalities of the heartbeat
induced by atrial fibrillation. Furthermore, GsMtx-4
also blocks MS channels in dystrophic muscle that
helps to reduce muscle fiber degeneration (2). These
findings are thus opening a possibility for treatment
of both diseases.

Future Research Directions

A key issue that future studies on MS channels will continue to
address is the question on unifying principles that could account
for the mechanosensitivity of both prokaryotic and eukaryotic
MS channels. As discussed in this article, the bilayer principle
seems to apply to several channels from evolutionary diverse
origins. Additional questions to address will be on the structural
determinants critical for MS channel mechanosensitivity and on
the nature of interactions between the channels and the mem-
brane lipids. Finally, possible applications of these findings in
nanotechnology and medicine will be central to the applied re-
search that will result from the basic research on this fascinating
class of membrane proteins.
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Cells of the immune system detect and respond to the presence of foreign
antigens by signaling through an array of receptors, which include the
multichain immune recognition receptor (MIRR) family. Stimulated
changes in membrane architecture, which includes protein and lipid
segregation within membranes as well as membrane trafficking, regulate
these cellular responses. We provide a brief overview of MIRR signaling,
which focuses on signaling through the IgE receptor in mast cells, and we
highlight specific examples in which membrane compartmentalization
plays a role in this signaling pathway. We summarize biochemical methods
used to isolate and characterize membrane subdomains. Finally, we discuss
cross-correlation microscopy methods, application of antigen-patterned
surfaces, and fluorescence-based trafficking assays to study dynamics of
stimulated proteins interactions and membrane trafficking.

Membrane compartmentalization is required for rapid and effi-
cient signaling responses in immune cells, such as mast cells, T
cells, and B cells. Changes in the organization of membrane pro-
teins and lipids are necessary for a spatially regulated response,
and trafficking of intracellular compartments contribute to this
spatial reorganization. Mast cells that express the high-affinity
receptor for IgE, FcεRI, are a well-characterized model sys-
tem for investigating the role of membrane domains known
as lipid rafts in the signaling pathway. However, changes in
membrane compartmentalization necessary for signaling are not
limited to plasma membrane lipid rafts. Subdomains of intra-
cellular organelles, specifically the endoplasmic reticulum and
the endosomal system, function to regulate membrane interac-
tions and directional trafficking in this system. In this article,
we discuss molecular biology tools that are being applied to
the study of protein trafficking and membrane compartmen-
talization. We outline standard methods to isolate membrane
subdomains, which include isolation of detergent-resistant mem-
branes, cholesterol depletion, and subcellular fractionation. We
then conclude this article by discussing spectrofluorometric
methods used to study protein colocalization and membrane
trafficking in living cells.

Signaling Through
Antigen-Binding Receptors

Immune cells express a variety of receptors to detect for-
eign antigens and respond in a selective manner to clear
pathogens and infected cells from the body. Both soluble and
membrane-bound antigens are recognized by the multichain im-
mune recognition receptor (MIRR) family of antigen-binding
receptors. This family includes three well-characterized mem-
bers: the high-affinity receptor for IgE (FcεRI) expressed on
mast cells and basophils, the T cell receptor (TCR), and
the B cell receptor (BCR). These receptors consist of trans-
membrane ligand-binding subunits that are noncovalently as-
sociated with signaling subunits that contain immunoreceptor
tyrosine-based activation motifs (ITAMs) in their cytoplasmic
domains (Fig. 1a). The binding of specific ligands cross-links
these receptors and initiates signaling.

The FcεRI consists of the IgE-binding α subunit, which
associates with the signal-transducing γ-homodimer and the
signal-amplifying β subunit, and it serves as an archetype for
studying immunoreceptor signaling. The TCR consists of an
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antigen-binding αβ heterodimer, the signal-transducing CD3
(δεγ) complex, and the ξ-chain homodimer. TCRs recognize
short peptide sequences bound to major histocompatability com-
plex (MHC) proteins on the surface of antigen-presenting-cells.
The BCR consists of an antigen-binding membrane immunoglob-
ulin subunit that associates with the signal-transducing Ig-α/Ig-β
complex. B-cell signaling is enhanced through interactions with
the B cell coreceptor complex that contributes additional phos-
phorylation sites.

Mast cell signaling through FcεRI and
lipid rafts

Mast cells are the primary cellular mediators of allergic reac-
tions and also function in innate immunity and defense against
helminths (1). These tissue-resident cells reside in strategic
locations throughout the body, most prominently in the mu-
cosal membranes of the respiratory and digestive tracts. The
rat basophilic leukemia (RBL-2H3) cell line, which is derived
from mucosal mast cells, is often used as a model system to
study FcεRI signal transduction. These cells abundantly express
FcεRI (∼200,000 receptors per cell) at the plasma membrane,
where they bind allergen-specific IgE with high affinity (KD ∼
10−10 M) (2), sensitizing the cell and priming it to respond
rapidly during subsequent exposure. Mast cells contain numer-
ous secretory granules that store preformed allergic mediators,
which include histamine, and stimulated release of these con-
tents is responsible for the immediate symptoms of allergic
reactions.

Signaling through FcεRI is initiated by binding of multivalent
antigen by receptor-bound IgE and consequent aggregation of
individual receptor complexes. FcεRI clustering promotes stable
association with specialized regions of the plasma membrane,
which are termed lipid rafts (3). Lipid rafts are microdomains
of ordered lipids that are enriched in cholesterol and phospho-
lipids with saturated acyl chains, including sphingolipids, and
they coexist with regions of more fluid, disordered lipids (4).
Several types of measurements indicate that as much as 40%
of membrane lipids exist in ordered regions, although most
transmembrane proteins prefer disordered regions (3). In un-
stimulated cells, lipids rafts seem to be small, 20–100 nm, and
highly dynamic structures (5, 6). Coalescence and stabilization
of lipid rafts by antigen-mediated cross-linking of IgE-FcεRI
is believed to initiate this signaling cascade. This step is a
ligand-sensing event that depends on antigen valency and recep-
tor affinity for the antigen; receptor oligomerization increases
receptor residency time in lipid rafts and allows for signal ini-
tiation (4).

Phosphorylation cascade

Lipid rafts are one mechanism by which cells can segregate
plasma membrane components and compartmentalize signaling
events. Lyn, which is a Src family kinase, is dually acylated at its
N-terminus by myristoylation and palmitoylation that target Lyn
to the plasma membrane and confer its association with lipid
rafts. Monomeric receptors are located largely outside of lipid
rafts and are effectively segregated from the activating kinase

in unstimulated cells. After receptor cross-linking and associa-
tion with lipid rafts, Lyn phosphorylates FcεRI ITAMs (Fig. 1b).
The lipid raft environment enhances signaling by protecting Lyn
from inactivation through the exclusion of transmembrane phos-
phatases (7). Phosphorylation of the β and γ subunits is the first
biochemically detectable step in FcεRI signaling. The actin cy-
toskeleton plays a negative regulatory role in mast cell signaling
(8), in part by limiting the functional interactions of FcεRI and
Lyn through segregation of Lyn from cross-linked FcεRI com-
plexes (9). The lipid composition of ordered microdomains in
the plasma membrane is also regulated by the actin cytoskeleton
(3).

In the primary signaling pathway, Syk kinase is recruited
to the phosphorylated γ subunit via its tandem Src homol-
ogy 2 (SH2) domains (10). Once activated through phos-
phorylation and conformational changes, Syk phosphorylates
several downstream targets, which include the linker for the
activation of T cells (LAT), an adaptor protein with multi-
ple ITAMs that, when phosphorylated, serve as binding sites
for SH2 domain-containing proteins (11). LAT forms com-
plexes with several signaling proteins downstream of Syk in-
cluding phospholipase C γ (PLCγ). Activated PLCγ hydrolyzes
phosphatidylinositol-4,5-bisphosphate (PIP2) to produce soluble
inositol-1,4,5-trisphosphate (IP3) and membrane-bound diacyl-
glycerol (DAG) (10). These products lead to calcium mobiliza-
tion and protein kinase C activation, which are both required for
mast cell degranulation. Additionally, scaffolding proteins re-
cruit several guanine nucleotide exchange factors (GEFs), which
in turn bind to low-molecular-weight GTPases, leading to acti-
vation of the MAPK signaling cascade and cytokine production,
as well as cell morphological changes.

A complementary pathway activated during FcεRI stimula-
tion is initiated by the Src family kinase Fyn, as revealed in
bone-marrow-derived mast cells. Fyn mediates phosphatidyli-
nositol 3-kinase (PI-3-K) activation that phosphorylates PIP2 to
phosphatidylinositol-3,4,5-trisphosphate (PIP3) (10). Increasing
plasma membrane PIP3 levels recruit pleckstrin homology (PH)
domain-containing proteins, such as the Tec family kinase Btk,
PLCγ, and GEFs that regulate changes in the actin cytoskele-
ton through the Rho family of GTPases. PI-3-K activation is
necessary for the maintenance, but not the initiation, of calcium
signaling required for degranulation and may influence cytokine
production because of its ability to affect intracellular calcium
concentrations (10). Studies in RBL mast cells with trivalent
ligands of defined lengths are consistent with a PI-3-K pathway
that operates in parallel to the Lyn-Syk pathway (12).

Elevation of intracellular calcium levels
Cytoplasmic calcium concentrations in unstimulated cells are
∼100 nM but can rapidly increase to ≥1 µM during stimula-
tion. In lymphocytes, this increase is a biphasic process. The
initial increase is caused by IP3 binding to the IP3 receptor
(IP3R) in the endoplasmic reticulum (ER) and rapid release from
intracellular stores. The second, sustained phase results from
extracellular calcium influx through calcium-release activated
calcium (CRAC) channels in a process termed store-operated
calcium entry (SOCE) and also through other calcium channels
including the transient receptor potential channels and plasma
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membrane IP3Rs (13). SOCE is the main mechanism by which
cytoplasmic calcium levels are increased in lymphocytes (14).
Rapid increases in intracellular calcium are necessary to trig-
ger secretory vesicle fusion and extracellular secretion, whereas
sustained calcium elevation is required to activate gene tran-
scription and cytokine production.

ER heterogeneity and organization of ER subdomains in re-
lation to calcium signaling received increased attention recently
after several groups independently identified an ER calcium sen-
sor protein, STIM1, and a component of the CRAC channel,
Orai1/CRACM1, using genetic approaches (15). After deple-
tion of ER calcium, STIM1 oligomerizes and accumulates in
ER subregions near the plasma membrane. Orai1 in the plasma
membrane coclusters with STIM1 in the ER, and the simul-
taneous accumulation of both proteins allows for activation of
CRAC channels (16). Calcium levels are returned to basal levels
after stimulation through the actions of sarco/endoplasmic retic-
ulum Ca2+-ATPase channels in the ER, which refill the calcium

store, and plasma membrane calcium pumps and exchangers,
which export calcium into the extracellular environment.

Degranulation and stimulated membrane
trafficking
Mast cell stimulation results in spatially regulated trafficking of
several intracellular compartments that include secretory lyso-
somes, which release allergic mediators during degranulation,
and recycling endosomes, a heterogeneous perinuclear compart-
ment of mildly acidic membranes (17). Stimulation increases the
outward trafficking of a lipid-raft component of recycling endo-
somes, as monitored by cholera toxin subunit B (CTxB) binding
to GM1 (18), which are targeted toward sites of cross-linked
IgE receptors (19), whereas secretory lysosome fusion occurs
at sites distinct from receptor-signaling complexes (19). Fur-
thermore, secretory lysosomal fusion is differentially regulated
from cytokine trafficking; the latter may occur through recy-
cling endosomal trafficking (20) as recently demonstrated in
macrophages (21).
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Members of the Rab and Arf GTPase families organize mem-
brane compartmentalization within the endosomal system that is
important for regulating transport through these organelles. Sev-
eral Rab proteins localize to distinct subdomains on early and
recycling endosomes and contribute to the sorting and traffick-
ing functions of these compartments (22). These proteins also
regulate the outward trafficking of lipid rafts from recycling
endosomes (23).

T cell signaling through the TCR

T cell stimulation begins with binding of the antigenic peptide-
MHC complex on antigen-presenting-cells to the TCR, and
the Src family kinase Lck initiates a phosphorylation cascade
(24). The Syk family kinase Zap-70 is recruited to phospho-
rylated TCR ITAMs, where it is phosphorylated by Lck. Ac-
tivated Zap-70 then phosphorylates the adaptor protein LAT,
which coordinates the recruitment and activation several down-
stream targets including PLCγ, PI-3-K, and GEFs that activate
low molecular weight GTPases. These proteins couple recep-
tor activation to calcium mobilization and changes in the actin
cytoskeleton. Sustained calcium signaling is required for the
formation of the immunological synapse at the interface be-
tween the T cell and the antigen-presenting-cell (14). In this
structure, the TCR is localized to a central supremolecular acti-
vation cluster and is surrounded by a peripheral ring of adhesion
molecules (25). The immunological synapse may facilitate sus-
tained signaling necessary to induce cytokine production and T
cell proliferation (14).

Initial signaling begins in small microclusters that form
quickly after T cell stimulation and precedes formation of the
immunological synapse (26). Coalescence of small structures
into a larger signaling complex is dependent on stimulated actin
polymerization and requires signaling through additional cos-
timulatory molecules, which lead to actin cytoskeleton-regulated
reorganization of lipid rafts (26). TCR signaling induces a tran-
sient dephosphorylation of the ezrin, radixin, and moesin (ERM)
protein family, which temporarily uncouples lipid rafts from the
actin cytoskeleton and allows for their coalescence into larger
signaling structures (27). Trafficking of raft-enriched intracel-
lular compartments increases the raft content of the plasma
membrane and may contribute to targeting of rafts to the im-
munological synapse (26).

Concurrent with polarization of actin polymerization, the mi-
crotubule organizing center and secretory granules, which con-
tain cytolytic agents in cytotoxic T cells and cytokines in helper
T cells, are also polarized toward the antigen-presenting-cell
(27). Helper T cells also spatially regulate cytokine secretion,
releasing IL-2 and INF-γ into the immunological synapse but re-
leasing TNF multi-directionally (28). Targeting granule release
to the target cell produces locally high concentrations while
minimizing unwanted effects on surrounding cells, whereas
multi-directional release promotes recruitment of additional im-
mune cells.

B cell signaling through the BCR

The BCR mediates antigen uptake for processing and presenta-
tion of the antigenic peptide-MHC class II complex to T cells,

which promotes B cell differentiation into antibody-producing
plasma cells and memory cells. Antigen binding to the BCR ini-
tiates a signaling cascade that involves Src, Syk, and Tec kinases
that results in phosphorylation of the adaptor protein BLINK (B
cell linker protein), which couples BCR stimulation to calcium
mobilization similarly to LAT (29). The role lipid rafts play in
BCR signaling is still under investigation as some BCR signal-
ing can occur outside of rafts (30), and the outcome of BCR
raft association changes during B cell development (31). BCR
stimulation also results in transient dephosphorylation of ERM
proteins and rapid depolymerization of the actin cytoskeleton,
which facilitates coalescence of lipid rafts into stable signal-
ing domains (32). In this system, the actin cytoskeleton may
segregate lipid rafts in unstimulated cells and, after a strong
stimulus, extensive actin depolymerization leads to sustained
BCR signaling (32).

BCR signaling coordinates receptor internalization and re-
organization of the endomembrane system essential for B cell
antigen presentation. Lipid raft association triggers endocyto-
sis of the antigen-BCR complex and delivery to MHC class
II-containing intracellular compartments for peptide loading
onto MHC class II molecules (30), which is necessary for
antigen presentation to helper T cells. Consequent interactions
with helper T cells sustain B cell activation, which promotes
immunoglobulin class switching and antibody production. The
strength of the activation signaling (32) and the B cell microen-
vironment determines the ultimate outcome of B cell activation.

Techniques to Study Membrane
Compartmentalization

Changes in protein and membrane interactions are most ef-
fectively studied with integrated biological and physical tech-
niques. Recent advances in molecular biology enable mutation,
overexpression, or depletion of a specific protein to assess
its function within the signaling pathway. Biophysical meth-
ods to isolate functional membrane domains are used to assess
stimulated changes in protein and lipid content. Fluorescence
techniques are used to visualize and quantify protein interac-
tions and directional membrane trafficking in live cells under
physiological conditions.

Molecular biology methods

A protein’s role in a signaling pathway can be assessed by
introducing mutations that disrupt interactions, localization, or
activity or by silencing gene expression. The dynamics of
engineered proteins can be monitored via selective placement
of fluorescent tags within the protein sequence.

Site-directed mutagenesis
DNA engineering has become a standard laboratory procedure
by which engineered proteins are used to study the role of
protein localization and function within signaling pathways.
Site-directed mutagenesis, in which only one or a few specific
amino acids are altered in a protein, is a valuable tool for
elucidating the structural properties of proteins that mediate
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protein dynamics. This approach was used, for example, to
examine the role of MIRR transmembrane domains in mediating
lipid raft association in mast cells (33) and B cells (34). The
addition or deletion of a lipid modification site within the target
protein can also be used as a tool to either enhance or decrease
membrane or lipid raft association. A membrane targeted form
of the C-terminal Src kinase (Csk), mCsk, was generated via the
addition of a myristoylation site and was found to suppress basal
Lyn activity in mast cells by phosphorylating the C-terminus
of Lyn (35). Site-directed mutation of the myristoylation and
palmitoylation sites in Lyn demonstrated that both modifications
are required for membrane targeting and that palmityolation
enhances lipid raft association (36).

Differential epitope tagging

One way to distinguish the genetically engineered protein from
the cellular endogenous protein is to tag the engineered protein
with either a fluorescent label or a nonfluorescent epitope tag.
Fusion proteins tagged with green fluorescent protein (GFP) or
any flavor of the many spectral variants of fluorescent proteins
(FPs) (37) can be used to visualize the spatio-temporal distribu-
tion of several different proteins simultaneously within a single
cell. Protein dynamics and interactions can be monitored using
real-time fluorescence microscopy and quantitative microscopy
techniques described below. Protein localization is often medi-
ated by modular protein domains, such as PH domain binding
to lipid species within the target membrane or SH2 and SH3
domains that bind to specific protein sequences of the target
protein, which results in protein redistribution. The fusion of
FPs to these modular domains generates fluorescent probes that
can be used to monitor changes in lipid composition (38) and
protein phosphorylation (39).

Alternatively, epitope tagging of proteins, in which a small
epitope is inserted into the target protein sequence, is used to vi-
sualize protein localization by immunofluorescence microscopy
of fixed and permeabilized cells. A variety of well-characterized
epitope tags are available (40), and commercially available an-
tibodies are used to detect the epitope tagged protein. These
tags are relatively small compared with the full-length pro-
tein and can be inserted within or at the end of the protein
sequence. Selective placement of the epitope tag, either on a
cytoplasmic/intracellular or a luminal/extracellular portion of
the protein, can be used to monitor trafficking of the protein
from an internal pool to the plasma membrane. In live cells, the
luminal epitope tag will be available for binding only if a mem-
brane fusion event has occurred, which exposes this tag to the
extracellular environment. This strategy has been used to moni-
tor GLUT4 trafficking in adipocytes using an HA-GLUT4-GFP
construct (41). FPs sometimes perturb the structure and/or in-
teractions of labeled proteins, and small epitope tags may be
necessary alternatives in this situation for protein localization
studies.

Protein overexpression and knock down

Two standard methods used to study protein function are trans-
fection of the protein of interest or knock down of the target
protein. Transfected proteins may compete with endogenous

proteins for substrates or interaction partners, and the expres-
sion level of the transfected protein can affect the measured
response. For example, overexpression of mCsk reduces basal
Lyn activity in mast cells (35), and this system has been used to
examine the role of Src family members in mast cell signaling
(42).

Alternatively, researchers can assess protein function with
targeted degradation of the endogenous protein. RNA interfer-
ence (RNAi), in which short interfering double-stranded RNA
sequences (siRNA) target the degradation of specific mRNA se-
quences that lead to knock down of the target protein, has been
developed within the last decade (43). Protein knock down us-
ing siRNA is transient, in which maximum silencing occurs
24–72 hours after transfection. For example, the regulation of
endocytic and exocytic pathways in mast cells by the synapto-
tagmin family of proteins has been examined using both protein
overexpression and knock-down strategies (44).

Stable protein knock down can be achieved with short hair-
pin RNAs (shRNA), which are processed inside the cell to
generate active siRNA structures (43). Viral-mediated RNAi
can reduce endogenous mRNA levels by ∼75–90%, and co-
transfection with multiple shRNA sequences can be used to
produce double knockdowns (45). These double knockdowns
can be used to generate cell lines or transgenic animals with
stably silenced gene expression (43). Another approach to pro-
duce stably silenced cell lines is to encode antisense cDNA
within a plasmid vector, and this method can reduce the lev-
els of endogenous protein by ∼90% (46). Either transient or
stable knock down provides an environment for directly assess-
ing the tagged-protein function without the endogenous protein
background.

Biophysical and biochemical methods

Two common methods to study the role of lipid rafts in signaling
pathways are detergent insolubility followed by isolation on a
density gradient and cholesterol depletion. Other methodologies
exist for isolating plasma membrane samples and intracellular
organelles for additional characterization (47).

Detergent-resistant membranes

Detergent-resistant membranes (DRMs) were initially defined in
terms of their resistance to solubilization by nonionic detergents,
such as Triton X-100 (Pierce, Rockland, IL), at low temper-
atures, followed by floatation at low densities in equilibrium
sucrose gradients (Fig. 2a) (3, 48). Lipids that are tightly packed
in ordered regions of membrane are less susceptible to solu-
bilization by small amounts of nonionic detergents than more
disordered lipid regions (49). DRMs are also sensitive to the
level of cholesterol, which is an abundant lipid in mammalian
plasma membranes that comprises ∼30–40 molar percent of to-
tal plasma membrane lipids (49). Cyclodextrins, which rapidly
remove cholesterol from cellular membranes, are used to ex-
tract cholesterol and perturb raft association and, thereby, MIRR
signaling (50).

DRMs do not correspond directly to pre-existing lipid rafts
in cell membranes. Because detergents can cause reorganiza-
tion of membrane lipids, isolated DRMs do not strictly measure
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Figure 2 Density gradient centrifugation to isolate membrane domains. (a) To isolate DRMs, cells are lysed with cold, nonionic detergent, and the
resulting lysate is loaded on the bottom of a discontinuous sucrose gradient. The DRM fractions float, whereas the soluble fraction remains at the bottom
of the gradient. (b) To isolate plasma membrane or other intracellular organelles, cells are lysed by means of homogenization, sonication, or nitrogen
cavitation, and the postnuclear supernatant is loaded onto a discontinuous gradient. Vesicles derived from different organelles will float at different
densities in the gradient, which allows for selective recovery of membrane populations.

lipid and protein associations that occur prior to detergent treat-
ment (5). However, protein association with DRMs provides
a correlative indication of association with lipid rafts in cell
membranes (48, 51). Cholesterol plays multiple roles in cells,
and cholesterol depletion can alter the lateral mobility of both
raft and non-raft proteins as well as affecting association of
the actin cytoskeleton with the plasma membrane (3, 6, 24).
Although detergent insolubility and cholesterol depletion have
limitations, they remain useful tools to investigate the role of
membrane microdomains in signaling pathways (48).

Subcellular fractionation

Subcellular fractionation separates organelles based on their bio-
physical and biochemical properties. Several methods exist for
cellular disruption, which include homogenization, sonication,
and nitrogen cavitation (47). Homogenization shears a sam-
ple by forcing suspended cells through a narrow space and
can result in membrane fragments of various size caused by
variability in shear forces. When smaller cells, such as lympho-
cytes, are homogenized, the nuclei may be fragmented along
with the plasma membrane. Sonication shears samples by us-
ing high-frequency sound waves to disrupt membranes, which
nonselectively disrupts intracellular membranes as well as the
plasma membrane and can damage membranes because of pro-
duction of local heating. Nitrogen cavitation ruptures suspended
cells, which are first equilibrated with high pressures of an inert
gas, during rapid return to atmospheric pressure. This method
fragments the ER and plasma membrane into uniform vesicles
under inert conditions, which minimizes sample damage. After
disruption, the nuclei and large cellular debris (nuclear pellet)
are separated from the other organelles and cytosolic compo-
nents (postnuclear supernatant) by a low-speed centrifugation
step. Each of these components can be purified for analysis.

Centrifugation in a dense medium is a common method
for separating organelles and membranes from the postnuclear
supernatant (Fig. 2b). Differential centrifugation separates or-
ganelles based on size and weight; larger, heavier membranes
pellet at slower speeds than smaller, lighter membranes. Succes-
sive centrifugation at faster speeds fractionates the sample into
cellular components. Equilibrium, or isopycnic, centrifugation
separates organelles based on their buoyant density independent
of their size and shape. Cellular components are separated on a
discontinuous gradient, and fractions float in the medium den-
sity that matches their own buoyant density. Sucrose is often
used to create discontinuous gradients, but the relative sepa-
ration of organelles and their distribution within the gradient
will vary depending on the gradient medium and the method of
sample loading.

Fluorescence spectroscopic methods

Temporal and spatial changes of fluorescently tagged proteins
can be monitored in live cells under physiological conditions
using a variety of spectroscopic methods that allow for the
quantification of dynamic protein and membrane trafficking re-
sponses. Increasing capabilities to monitor protein translocation,
protein–protein interactions, lipid turnover, and membrane traf-
ficking will provide a more complete picture of the large-scale
reorganization in cells that occurs during antigen receptor stim-
ulation.

Fluorescence microscopy

Direct visualization of fluorescently tagged proteins continues to
be a powerful method for examining subcellular localization and
dynamics within a single cell. Confocal microscopy, in which
only a thin, optical section (∼1 µm) of the sample is imaged, is
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commonly used to study protein localization in both fixed and
living samples. The development of advanced imaging tech-
niques at the micron- and submicron-scale resolution have been
essential to monitoring small domains of the plasma membrane
and intracellular organelles. A more-detailed discussion of ad-
vanced imaging techniques such as fluorescence recovery after
photobleaching, single particle tracking, and fluorescence corre-
lation spectroscopy used to study protein dynamics is provided
elsewhere (52). Additionally, ultra high-resolution techniques,
such as photoactivated localization microscopy and stimulated
emission depletion microscopy are being developed to investi-
gate plasma membrane dynamics (53, 54, 55).

Protein colocalization is qualitatively assessed by overlaying
individual confocal images and looking for overlapping protein
distributions, which is an approximate measurement of protein
colocalization on the scale of optical resolution (∼300 nm).
Alternatively, a structure can be manually identified, and the
fluorescence intensity profiles of two proteins along the trace
can be correlated. This approach has been used to quantify
receptor–protein interactions in mast cells (39, 56).

Correlation methods
Several image correlation techniques, termed image correlation
microscopy or image correlation spectroscopy (ICS), have been
developed to analyze the density, diffusion, velocity, and inter-
actions of fluorescently labeled membrane proteins. Spatial ICS
measures the number and density of protein aggregates as well
as changes in aggregation state, whereas temporal ICS measures
diffusion coefficients and flow rates (57, 58). A recent exten-
sion of these techniques, which is termed spatio-temporal image
correlation spectroscopy, can be used to monitor interactions be-
tween two fluorescently labeled proteins and also enables vector
mapping of directed protein movement (58) even when a large
percentage of the protein population is immobile (59). Raster
image correlation spectroscopy can provide diffusion rates for
both fast moving cytosolic species and slow moving membrane
species (60).

Another recently developed cross-correlation microscopy
methodology analyzes protein redistribution that occurs at the
plasma membrane by imaging equatorial sections of the cell
(61). This automated methodology allows for rapid analysis of
a time-lapse image series in which a plasma membrane trace,
defined with a fluorescent probe, is generated for each time
point and, therefore, it can accommodate small changes in cell
morphology (Fig. 3a). The stimulated recruitment of cytoso-
lic proteins to the membrane (Fig. 3b), and their interactions
with aggregated receptors (Fig. 3c) are quantified as a function
of time. This methodology was used to analyze early signal-
ing events in FcεRI signaling (61). Because events that occur
at the plasma membrane are selectively analyzed, stimulated
membrane trafficking events to and from the plasma membrane
can also be studied with this approach.

Antigen-patterned surfaces
Mast cells, in addition to responding to soluble antigen, can
also polarize responses to the cell-pathogen interface when
stimulated by helminths or large pathogens. Patterned silicon
surfaces, in which the antigen is deposited on a silicon chip in

micron-sized features (Fig. 4a), are used to study protein traf-
ficking and membrane reorganization events that occur at the
cell-stimulus interface (Fig. 4b). These surfaces have been used
to investigate protein recruitment to aggregated FcεRI com-
plexes in mast cells and demonstrate differential redistribution
of inner-leaflet and outer-leaflet markers (62). The differential
trafficking of recycling endosomal membranes, which are traf-
ficked to sites of aggregated receptors, and histamine-containing
secretory granules, polarized to the interface but not toward ag-
gregated receptors, was examined using antigen-patterned sur-
faces (19).

Antigen-patterned surfaces have also been used to study
the formation and regulation of the immunological synapse
in T cells (63). Patterned surfaces with micron-sized corrals
have been used to investigate the dynamics of immunological
synapse formation by preventing central clustering of TCR
ligands (64). Patterns that prevented TCR microclusters from
reaching the central synapse enhanced T cell signaling, which
suggests that spatial translocation of TCR microclusters to the
central synapse is a method to downregulate TCR signaling (64).
The role of peripheral TCR microclusters in T cell signaling
can be further investigated with new technologies to produce
sub-micron scaled patterns (63).

Spectroscopic methods to study membrane
trafficking
The organelles of the endocytic pathway are characterized by
progressively more acidic structures as endocytosed material
moves through early endosomes, late endosomes, and sent to
either acidic lysosomes for degradation or to recycling endo-
somes for return to the plasma membrane. Fluorescent labels
that are sensitive to pH, such as pH-sensitive GFP derivatives
(pHluorins) or fluorescein isothiocyanate (FITC), can be used
to monitor changes in the trafficking along the endocytic and
exocytic pathways (65). A “targeted fluorescence” strategy to
characterize pH gradients along the endocytic pathway takes
advantage of pH-sensitive changes in FITC fluorescence (66).

Fluorophore pH-sensitivity can be used to quantify the traf-
ficking of internal membranes to and fusion with the plasma
membrane. FITC fluorescence is quenched in endocytic or-
ganelles, but fluorescence increases after exposure of the
FITC-tagged protein to more pH-neutral environments. A traf-
ficking assay has been developed to characterize the stimulated
outward trafficking of recycling endosomes labeled with either
FITC-CTxB or FITC-anti-transferrin receptor in mast cells (18).
This assay can be used to screen for inhibitors of recycling endo-
somal trafficking and to elucidate the mechanisms that regulate
trafficking of raft, CTxB-labeled endosomes, versus trafficking
of nonraft, transferrin receptor-containing endosomes.

Summary

The redistribution of plasma membrane lipid rafts from small,
dynamic entities to stable signaling complexes represents one
example of stimulated membrane reorganization central to
MIRR signaling. However, changes in membrane compartmen-
talization necessary for sustained immune cell signaling are not
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restricted to the plasma membrane; the membrane organization
of intracellular organelles such as the ER and vesicles along
the endocytic and exocytic pathways contribute to the func-
tionality of these organelles and also to changes that occur
at the plasma membrane. Biochemical methods to characterize
membrane subdomains, such as detergent resistance, cholesterol
depletion, and subcellular fractionation, used in combination
with imaging techniques to study protein and membrane dy-
namics in living cells, are essential to understanding the role
and regulation of membrane compartmentalization in immune
cell signaling and trafficking.
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Membrane potentials are a ubiquitous feature of all living cells and play
different roles in manifold cellular processes. Three different membrane
potentials are known to exist that include the transmembrane potential
difference, the surface electrostatic potential and the membrane dipole
potential. Each of these are discussed in terms of their different physical
origins and characteristics together with representative examples of how
they feature in cell biology as well as some examples in physiology.
Techniques for the quantitative measurement of each of these potentials
are described in both model systems as well as with living systems. As many
of these practices involve the use of spectroscopic technologies (particularly
fluorescence) they lend themselves to spatial (single cell) imaging
applications and examples of the biological roles that spatial variation or
localisation of each of these potentials are also outlined.

Biological Background

Membranes act as one of the major macromolecular assem-
blies of living cells (both prokaryotic and eukaryotic) but also
feature as physical envelopes in viruses such as influenza and
HIV. Typically cell membranes act as semi-permeable struc-
tures that compartmentalise cellular processes and behave as
2D fluids, rapidly annealing any fractures by 2D molecular
flow. Membranes, however, undertake many more biological
roles than these simple generalizations imply as they also act
as platforms for many important biochemical processes. Simi-
larly, it has recently been appreciated that membranes exhibit
localised structures in the form of microdomains (ie. so called
rafts) as shown in Fig. 1. These act as structures upon and within
which, additional physico-chemical mechanisms may operate.
The following sections outline the biological features of the
trinity of membrane potentials (1) and their physico-chemical
origins. Practical methodologies for their respective measure-
ments are then described that exploit these different molecular
origins.

The transmembrane potential difference:
roles in signaling and energy
transduction

The first membrane potential to be considered resides in a mem-
brane’s ability to act as a permeability barrier or resistance to

Area of restricted diffusion

Membrane ‘Raft’;

Part of cytoskeleton

Figure 1 Schematic of a contemporary view of a cell membrane.

solute (particularly electrolyte) movement. Thus ions that are
actively transported across the membrane by membrane pro-
teins are not easily able to return to their former compartment.
This leads to a thermodynamic gradient that is utilised by cells
in two ways. The first, takes advantage of the ionic concen-
tration gradient of a specified ion across the membrane. The
second due to a small electrical capacity of the membrane
(ca. 1 µF cm−2) may lead to an electrical gradient across the
membrane. Thus chemical or light energy that is ‘spent’ trans-
porting the ions across the membrane is partially ‘conserved’
as the ionic gradient across the membrane (e.g. as illustrated in
Fig. 2). Two enormously important biological examples featur-
ing these processes are worth emphasising, the first example is
that the conservation of light or chemical (oxidation-reduction)
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cytoplasm

Ionic Source Ionic Sink

Figure 2 Schematic of an ionic circuit in a living cell or bacterium. Ions
transported across the membrane by the action of energy-dependent
pumping systems (ionic source) leads to a transmembrane potential
difference and/or an ionic concentration gradient according to equations 2
& 3. This gradient may then equilibrate through via the ionic sinks yielding
energy to manufacture ATP or drive other transport systems. Alternatively
the ionic sources and sinks may be part of the same membrane protein
structure and be positioned such that a travelling wave of ionic current is
used as a long range signaling system (e.g. nervous conduction).

energy as an ionic/electric gradient is an essential part of the
process of oxidative or photosynthetic phosphorylation. The
ionic gradient in these latter cases resides in a proton gradient
across the mitochondrial or chloroplast membranes respectively
(2). Interestingly, in the case of the mitochondria, the proton
gradient manifests mostly as an electrical gradient (3) due as
mentioned above, to the relatively small electrical capacity of
the mitochondrial membrane with only a small pH gradient.
Whereas due to the relatively easy movement of Mg2+ ions
across the chloroplast membrane, the electrical capacity is ef-
fectively much increased and the proton gradient then manifests
mostly as a pH gradient with a small electrical gradient. Both
these manifestations of the electrochemical potential difference
of the proton across the membrane however, are equivalent and
are utilised to manufacture ATP directed through the membrane
ATPases. In fact, this electrochemical gradient is utilized essen-
tially as a power source for many additional utilities such as
coupled solute transport, to drive the flagellum movement of
some bacteria as well as for protein import across prokaryotic
and eukaryotic membranes (4).

The second general biological example is that the electrical
gradient so generated can be utilised as a signaling mechanism
such as in nervous transmission in neural cells or as a driv-
ing force for ionic currents that mediate cell signaling. These
signaling mechanisms are both complex and ubiquitous with
ion channels activated through soluble or membrane-bound ‘lig-
ands’ or 2nd messengers that upon opening permit e.g. calcium
ion movements driven by the membrane potential that then elic-
its further cell signaling cascades for neurotransduction, muscle
contraction and nuclear translocation of molecular switches to
turn genes on or off. Typically there are spatial elements in
these signaling elements and thus there are also many measure-
ment strategies that include imaging modalities as part of the
experimental goals.

Finally, in the case of the role of membrane potential in
nervous conduction, a traveling wave of an electrical poten-
tial gradient (voltage) is used to relay signals over relatively
long distances along the cell membrane ie as in axonal linkages
between cells (see e.g. 5). This latter manifestation of a “mem-
brane potential” as part of the nerve impulse is perhaps the most

commonly understood membrane potential and is described very
fully in Reference 6).

The membrane surface potential: roles
in modulating ion channels
and cell–cell interactions

The surface potential is now understood to play important roles
in many physiological processes. These range from the simplest
involving coulombic repulsion between adjacent membranes
that prevent cells sticking to each other. Thus sialic acid as
a sugar moiety to the membrane protein glycophorin present on
the cell surface of many cells and particularly red blood cells
appears to prevents cell-cell aggregation. Under circumstances
of uncontrolled-diabetes, however the nature of the sugars on
the erythrocyte cell surface may change with sialic acid replaced
by uncharged sugars. This reduces the coulombic repulsion
between the red cells allowing thrombosis to occur (7, 8).

The contribution to the cell membrane surface potential by
sialic acid is also implicated in gating the voltage dependence
of Na+ Channels (9). This kind of electrostatic effect on
ion pump/channel loading/unloading (with other contributors
to the surface potential such as phosphatidylserine), however,
has been considered for many years. McLaughlin as long
ago as 1971, for example, suggested that surface potential
changes were responsible for negative or positive shifts of
the current-voltage relationships of neural tissue as embodied
in the Hodgkin-Huxley equations (5). This kind of process
is the result of the effect of the surface potential on the
activity of ions on a membrane surface and leads to changes
of e.g. the pK of membrane surface-located acid-base groups
(10, 11). We have exploited this latter phenomenon to develop
a panel of fluorescent phospholipids as real-time measures of the
membrane surface potential (12). By measuring small changes
of the membrane surface potential in this manner due to the
interaction of charged molecules, it proved possible to study
the kinetics and thermodynamics of intermolecular interactions
with membranes (13).

The membrane dipole potential: role
in modulating microdomain-located
membrane proteins

The presence and biological roles of cell membrane mi-
crodomains (often referred to as membrane rafts) are discussed
elsewhere in the WECB although it must be conceded that
presently, this subject remains slightly contentious. Neverthe-
less in our hands we have clearly observe these structures in
both artificial model systems (14) and the membranes of liv-
ing cells (1). We published the first theoretical model of the
possible mechanisms of assembly and disassembly of these
structures (14) and firmly believe they are a feature of living
cell membranes. The accepted functions of microdomains ap-
pear to revolve around their ability to act as local platforms for
endocytosis/excocytosis or to localise reactants whether they be
small ligands or proteins. In this way reactants are localised in
the raft aiding their interaction or they are sequestrated from the
more fluid membrane preventing their interaction with potential
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partners resident in the fluid membrane. Both these processes,
however are conceptually analogous. We considered that mem-
brane microdomains may exhibit a vastly different membrane
dipole potential to that of the fluid phase membrane due to their
different lipid packing and complement of sterols and lipids
(etc). We later demonstrated this was indeed a function of the
various lipids present (15) and also showed that this parameter
had a significant effect on membrane protein conformation (16).
This work demonstrated with representative ligand-receptor sys-
tems that this behaviour may alter the function of such receptor
systems depending on whether they were resident in the rafts or
in the fluid phase regions of the membrane (15, 17). Following
this a number of other laboratories also observed modulation of
membrane behaviour via the agency of the dipole potential (18).
Thus the membrane dipole potential appears to be an additional
tool for which membrane protein function can be controlled
in particular localities. The explicit molecular mechanism by
which this may take place is discussed in the next section.

Physical Chemistry Background
of Membrane Potentials

It is axiomatic that biological systems must adhere to the
physico-chemical laws of nature. Sometimes, biology when
appearing to contradict such laws (eg organisms and cells
representing low entropy structures, historically brought it into
conflict with the 2nd law of thermodynamics), however, merely
serves to illustrate the ingenuity of nature in working within the
laws. Electrostatics and electrodynamics together represent one
such cornerstone of nature that biology exhibits great expertise
in making use of to deliver exquisite control of biological
function, as briefly outlined above.

Membrane potentials manifest in a number of different ways
as part of the process of biology and relate to their physi-
cal origins and will be described in this section. Taking each
type of the three potentials in turn, the transmembrane poten-
tial difference is considered first as this is the most well known
and features prominently in undergraduate text books dealing
with biochemistry and physiology. Historically this membrane
property also known simply as the membrane potential, unfortu-
nately has lead to some confusion as it shares nomenclature with
the ‘other’ membrane potentials. In this article the same nomen-
clature is adopted as that described in a comprehensive treatise
on biological membrane potentials (1) that is consistent with the
‘elder’ discipline of electrochemistry, so unifying the chemistry
and biology communities’ versions of the nomenclature.

The transmembrane potential difference
(∆φm)

Membranes represent permeability barriers to the movement
of ions (and electrons) and this phenomenon is utilised in a
number of ways in biological systems as mentioned in the
previous section. In terms of generalising and for the sake of
briefness, this gradient of ions has two principal uses, the first
as an energy store albeit labile and secondly a means of long

distance signaling. Thus, the transport of net charges across the
insulator offered by the membrane will establish an electrical
potential difference (∆φm) across the membrane. In terms of an
analogy with the charging of a capacitor, this well known latter
phenomenon is described by the following expressions:

V = q/C = ∆ψ = Em or Vm (= ∆φm) (1)

Where, V is the electrical potential difference across the mem-
brane ie. Vm or Em and ∆ψ, C = the capacitance of the
membrane (dielectric) and q is the number of charges trans-
ported across the membrane. The term, ∆φm is included as this
represents a more consistent nomenclature, and would be better
recognised by disciplines outside biology (e.g. Electrochemists),
∆ψ, is the form utilised by biochemists (2) and Vm or Em is
the form utilised by Physiologists (6).

The transport of electrical charge across a membrane may
take the form of cation, anion (both inorganic and organic) or
electron transport all requiring an energetic input. It can be pas-
sive due to membrane leaks or mediated by ionophores such as
valinomycin. All other things being equal it is possible to utilise
equation 1 to calculate a trans-membrane (ie trans-dielectric)
potential difference (19). Thus, under these circumstances there
is a simple and direct equivalence of the voltage across the
membrane (ie ∆φm) to the Gibbs Free energy (ie. ∆G). In bio-
logical membranes, however, the transport is frequently coupled
either to the movements of other ions due to co- or anti-porting
enzymes, or to chemical reactions as in the case of oxidative
phosphorylation or hydrolysis of ATP. The value of ∆φm estab-
lished in such complex systems is governed by the relation �i

Zi Ji = 0, where the sum has to include all flows Ji of charged
species (Zi) across the membrane (1). When this relation is sat-
isfied, charging of the membrane capacity has ceased, and a
(pseudo-)steady state with a (approximately) constant ∆φm is
then attained. Its value depends on the difference in chemical
potential (∆µi) of all transported species and on the affinities
of coupled chemical reactions. The pertinent relations are usu-
ally transcendental and cannot be solved explicitly except for
some special cases. In particular, if only one species perme-
ates through the membrane, a true equilibrium state is reached
and the resulting transmembrane electrical potential difference
is described by what is known as the Nernst equation (below).
This equivalence, however, becomes more complicated because
biological membranes are not totally impermeable to ions (i.e.
there is leakage back across the membrane – e.g. Reference 20),
the concentration gradients must also be included in the Gibbs
free energy of the expression and finally there is usually a cou-
pling of the transport mechanisms to the movements of other
ions as well as to the energy input (as in oxidative phosphoryla-
tion or the hydrolysis of ATP – see Reference 2). Nevertheless,
ion gradients are established across many membranes whereby
the ion leakage is balanced by further energy-linked ion trans-
port. Biological membranes, therefore, exhibit quasi-equilibrium
transmembrane concentration gradients of charge based on se-
lective transport of the ions found in physiological electrolytes.
This is described by the well-known Nernst equation which in-
corporates the transmembrane concentration gradient of electric
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charge as follows:

(∆φm) = (φ/Zi) log(Ci inside/Ci outside) (2)

In which φ is an abbreviation of KT/e = RT/F : With F = fara-
day constant, R gas constant and Ci indicate the concentration
of the respective ionic species in the aqueous phases separated
by the membrane

Thus, the Gibbs Free energy expression for such an ionic gra-
dient across the membrane consisting of an positively charged
species C, would be of the form of the following expression:

∆G◦ = −n F∆φm + 2.3 RT Log(C+)inside/(C+)outside
(3)

The electrical component (∆φm) and the chemical component
(Log (C+)inside/(C+)outside) are combined to indicate the thermo-
dynamic potential difference due to the ionic gradient.

Finally, its also worth emphasising that related to the trans-
membrane potential difference, a transmembrane gradient of
electric charge known as the Donnan potential is also known to
exist. The Donnan potential arises from the inability of larger
charged macromolecules or other fixed charges to move across
a membrane and for counterions to compensate this gradient.

The membrane surface potential (φS)

Many of the electrical phenomena that feature on membrane
surfaces are similar to those found in electrochemistry. Thus
derivation of formalisms describing interactions of ions with
charged membrane surfaces have evolved from and are in many
ways similar to those that have been developed to describe the
ion relations of electrodes in electrochemistry. Its worth empha-
sizing, however that care must be taken when simply reworking
concepts that originate from electrochemistry as there are im-
portant differences between membranes and electrodes that may
complicate formal descriptions. Electrodes are essentially ho-
mogeneous hard solid metal surfaces, whereas membranes are
soft, fluid, highly heterogenous interfaces that interact and actu-
ally require their aqueous environment to exist (ie through the
hydrophobic effect).

Ions are attracted towards the charged membrane surface but
the hydrated radius of the ions in the layers adjacent to the
surface prevents them from moving to the membrane surface
without becoming actually adsorbed. The initial treatments of
this phenomena by Gouy and Chapman in terms of the interac-
tions of ions with electrodes involved treatment of the ions as
point charges but a modification of this model was presented by
Stern who developed the much earlier Helmholtz-Perrin model
with that of Gouy-Chapman (21). The Helmholtz-Perrin model
described the double-layer concept that counterions formed an
ionic “sheet” upon a charged surface, the ions being at least
partially dehydrated in the direction of the surface. Much of the
history of the development of these ideas as directed towards
metal surfaces in aqueous media (ie. electrodes) may be found
in comprehensive electrochemistry texts (21).

The forces involved in the specific ionic-interactions with
membranes were initially thought predominantly to be electro-
static and van der Waals in nature, and large enough to counter

the thermal motion/diffusion of the ions away from the interface
to the bulk medium. Later, it was suggested that water molecules
may adopt a specific orientation upon the charged surface due
to their permanent dipoles (this latter feature has some bearing
on an understanding of the dipole potential described below).
A number of diffuse phases or layers as illustrated in Fig. 3a,
have been identified which are thought to exist adjacent to the
surfaces of membranes. These include the so-called Stern layer
(Fig. 3a) which represents contact-adsorbed counter-ions (either
totally or partially dehydrated) and oriented water molecules.
The plane running through the centre of the contact adsorbed
ions is referred to as the Inner-Helmholtz plane. The first layer
of hydrated ions is then referred to as the Outer-Helmholtz
plane. The Gouy-Chapman-Stern model was formalised by con-
sidering the adsorption of counter-ions only, the process being
approximated by a Langmuir-type adsorption isotherm (1, 21).

Surface potentials at the electrode-solution interface have
been described by a number of formalisms. The most successful
of these was offered originally by Gouy and Chapman with
subsequent elaborations from Chapman, Stern, Bockris etc.
(outlined in ref 1 & 21). McLaughlin (22) and others (outlined in
1) suggested that a combination of the Poisson and Boltzmann
equations best describes the state of affairs in the space between
the membrane surface and the bulk phase aqueous solution ie.
the electrode-water interface. The Poisson-Boltzmann equation,
with defined boundary conditions can be solved analytically
(1, 22) to yield an expression for the surface potential as follows:

φs = (2φo/Z)Arsinh (Zφσ/(2φo)) (4)

with φo as in Eqn. 4 and the abbreviation φσ = σ λ/(εrε0)
whereby σ represents the surface charge density, and λ is known
as the Debye length. At 25 ◦C (εr ε0 kT/(2e2NA))1/2 = 0.304 nm
M1/2 for an aqueous phase with εr ≈ 80.

Thus the potential profile in the diffuse layer shown in Fig. 3a
is given by:

φ(x) = φo ln {(1 + tanh(φs/2φo) exp(−x/λ))/

(1 − tanh(φs/2φo) exp(−x/λ))} for x ≥ 0

(5)

The membrane dipole potential (φD)

Many membrane components such as phospholipid include moi-
eties such as the Cδ+ = Oδ− and Oδ−–Pδ+ exhibit polarisation.
The membrane dipole potential φd has its origins in the dipole
moments of polar groups from the lipidic components of the
bilayer, it seems likely that the water molecules at the molec-
ular surface of membrane also make a contribution (1). The
organisation of the membrane components that contribute to this
potential have been verified from neutron diffraction studies and
NMR spectroscopy (23) and quite recently using cryo-EM tech-
niques has also added quantitative estimations of the potential
(24). These dipolar groups seem to be oriented in a way such
that the potential located towards the hydrophobic interior of the
membrane is positive with respect to the pole located towards
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Figure 3 Fluorescent sensors of Surface and Dipole potential in membranes. Fig. 3a (LHS) indicates the position in the a single bilayer leaflet of
fluorescent indicators of the membrane dipole potential (upper chemical structure) and the surface potential (lower chemical structure). The RHS profile
indicates how the profile of surface potential varies with distance from the membrane surface. Fig. 3b indicates the use of FPE as a surface potential
indicator that responds to the addition of a charged peptide (P25) as it interacts with simple membranes (see 25 for more details).

the external aqueous phases, and φd has a magnitude of several
hundred millivolts (typically about 300 mV see Fig. 4).

Symbolically formalising the measured molecular arrange-
ments in order to undertake modelling of the membrane dipole
potential is also not as straightforward as it may seem. It is
possible to begin by identifying a vector drawn from the point
of the negative charge −Q to the positive charge +Q of any
dipole which is the familiar electric dipole moment p. The mag-
nitude is Q a , with a defining the distance between the centres
of the charge density. The potential at a given point with a po-
sition vector r with respect to the centre of the dipole can be
expressed as:

φ = p r/(4πεr εr3) = p cos θ/(4πεr εr2) for r � a
(6)

where θ is the angle between r and p. Higher order terms
become influential if r � a is not fulfilled.

This expression, however, only deals with a single molecular
dipole and as many such dipoles would be required to describe
the overall membrane dipole potential but as a mean-field
expression, this term is practical and culmulatively offers the
approximation of the estimated dipolar organisation shown in
Fig. 4. A further complication, however, involves the solvent
environment and this too is also often dealt with as a mean
field or in a continuum manner. But the relative permittivity
(or dielectric constant) (εr) cannot be considered to possess the
same value throughout the multiphase system represented by a
membrane in an aqueous medium. The permittivity profile has
been measured to vary from about 78.5 in the bulk aqueous
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Figure 4 Profile of dipole potential in the membrane.

phase to 20–30 in the diffuse layer at the membrane-water
interface (25) to around 2 in the membrane interior.

Chemical Tools & Techniques

Measurements of the transmembrane
potential difference (∆φm)

There are many techniques available for the measurement of
∆φm (e.g. 1, 2, 5) historically these involved the use of elec-
trodes in which the voltage in one compartment would be
compared to that in another separated by the membrane. And
whilst this is not a major problem with larger structures such
as eukaryotic cells, with bacteria penetration by an electrode
would represent a major invasive procedure. Electrodes are still
utilized routinely (6, 28) but the use of spectroscopic probes
has evolved as perhaps the most commonly utilized current
technology (26). Experimental strategies involve measurement
of the redistribution of membrane-permeant indicators that mi-
grate according to the ∆φm as embodied in the Nernst equation
(2, 20). Thus ∆φm-dependent accumulation of a fluorophore
such as Rhodamine 123 into mitochondria reports the mem-
brane potential as variations of fluorescence (26 & 27). As this
takes place according to the Nernst equation, signals can be
standardized with the aid of defined transmembrane potentials
generated by K+-diffusion potentials and a K+-specific elec-
trogenic ionophore such as valinomycin (20). Other approaches
may involve fluorophore that possess electrochromic properties
(28) and report the membrane voltage directly. It is clear, how-
ever, that one added advantage of using spectroscopic indicators
that respond to the transmembrane potential difference, was that
they also offer the possibility of obtaining kinetic information

of the changes of potential resulting from cellular signaling or
metabolic activity.

Other electrochromic membrane probes of note include, me-
rocyanine 540 used to study the transmembrane potential in
liver mitochondria although some problems are evident (5, 30,
31). Overall, measurements of transmembrane potential differ-
ences in living cells are well established with the methods fairly
reliable and robust. Many of these membrane potential measure-
ment strategies are generic and hold for plasma membranes of
neurones and other excitable tissues (6).

Measurements of the membrane surface
potential (φS)

In our laboratory we have developed novel fluorescence tech-
nologies that illuminate the respective membrane potentials. For
measurements of φS this involved the synthesis of fluorophores
attached to a phospholipid molecule that have the advantage
of being virtually non-invasive as they are used at very low
concentrations and do not perturb the membrane. One such
probe molecule, FluoresceinPhosphatidylEthanolamine (FPE),
has proved to be a versatile indicator of the electrostatic nature
of the membrane surface in both artificial and cellular mem-
brane systems (12, 17, 25). FPE is sensitive to changes in the
surface potential φs at the membrane-solution interface because
the fluorescent moiety of the FPE lies precisely at the membrane
solution interface (see Fig. 3a). Any changes in the number of
surface charges at the membrane, such as the binding of an in-
organic ion or a charged oligopeptide, will cause an alteration
in φs. These probe molecules operate in the following manner:
thus according to the Boltzmann equation the concentration of
a charged species at the membrane surface is

ci,s = ci,b exp(−Zi Fφs/(RT)) (7)

that when introduced into the logarithmic form of the Hender-
son-Hasselbalch equation, upon rearranging yields:

log(cB/cHB) = pH − (pK − Fφs/(RT ln 10)) (8)

Thus pH = −log(cH,b), and cB and cHB, the concentrations
of the dissociated and protonated species of an acid-base pair,
respectively (1, 12, 25). The quantity pK − Fφs/(RT ln10)
can be considered as an apparent pK for proton binding of an
acid-base pair on the membrane surface. Eqn. 8 shows that the
protonation state cB/cHB of the probe is altered if φs changes
at constant pH, which results in a change in the fluorescence
yield ie the protonated form is much less fluorescent than the
deprotonated form.

This phenomenon has been utilised to measure the time
course of the interactions of just about any charged molecules
such as ions e.g. Ca2+, peptides, and proteins that may interact
with either synthetic and biological membranes with great
sensitivity in real time. An example of this is shown in Fig. 3b.
It has also proved possible to monitor the early events during
the interactions of macromolecules with artificial membrane
systems (25) and with living cells (12) to obtain thermodynamic
information of the intermolecular interactions (13).
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Measurements of the dipolar membrane
potential (φD)

The dipole potential φd may be measured using a series
of potentiometric fluorescent indicators that operate by elec-
trochromic mechanisms. 1-(3-sulfonatopropyl)-4-(β(2-(di-n-
octylamino)-6-naphthyl) vinyl) pyridinium betaine (known as
di-8-ANEPPS) in particular has been successfully applied to the
measurement of φd using dual-wavelength ratiometric fluores-
cence methods (15, 16, 30). This method forestalled problems
arising from small differences in dye concentration between dif-
ferent samples, dye bleaching or the influence of light scattering
on the fluorescence measurements.

The excitation spectrum of di-8-ANEPPS is altered when
it lines up (symmetrically or asymmetrically) with the mem-
brane dipoles causing electronic redistributions within the probe
molecule (see e.g. Fig. 5a). This promotes red or blue shifts
in the excitation spectrum depending on the magnitude and
direction of the dipole moment of the ambient environment
that the probe finds itself in as shown in Fig. 5b. Preparation
of membranes with sterols etc (ie that possess quite differ-
ent dipole-moments to PC) promote changes in the membrane
dipole potential, and significant variations of the intensity and
position of the excitation maximum are observed. The exci-
tation spectrum of di-8-ANEPPS in phosphatidylcholine (PC)
membranes for example is significantly altered when 15 mol%
of either 6-ketocholestanol (KC) or phloretin are added to such
membranes. In the case of phloretin the difference spectrum has
a minimum at 450 nm and a maximum at 520 nm (Fig. 5b). In
the case of KC, however, the difference spectrum has a maxi-
mum at 450 nm and a minimum at 520 nm, which is the opposite
effect to that of phloretin.

Comprehensive studies of the dependence of the relative
magnitude of the dipole potential on the membrane lipidic
composition have been reported previously and a summary
is reported in ref. 15. Of quite some interest, however, is
the possibility that di-8-ANEPPS may be used to indicate the
interactions of some macromolecules with membranes as shown
in Fig. 5b (lower RHS graph) and we were able to show that the
dipole potential also has an effect on the structure of the peptide
within the membrane (16). It appears from our findings that the
magnitude of φd is measurably influenced by peptides/proteins
that insert (at least partially) into the membrane and just as
importantly vice versa .

Spatial Imaging of Membrane
Potentials

The dominant technologies (outlined above) utilised to deter-
mine biological membrane potentials are optically based and
particularly involve fluorescence. Thus spatial imaging is a log-
ical extension of these spectroscopic applications. The use of
a modified electrode technology has also been utilized to ac-
quire imaging data in which the electrode is rastered over a cell
surface to identify localization of ion transport behaviour and
by implication spatial variations of the transmembrane potential

(28). Measurements that include a spatial element have become
extremely important in addressing biological problems as living
cells exhibit enormous heterogeneity in the spatial disposition
of these potentials. Lateral gradients of each of the membrane
potentials, therefore, are implicated in manifold biological pro-
cesses. In our laboratories for example we have developed the
concepts (outlined above) relating to the interesting possibility
that elevated dipole fields within membrane microdomains (15)
modulate protein structure and that this modulates signaling ac-
tivity (1, 17) or the activity of ion channels (18). We developed
the use of di-8-ANEPPS to determine how the membrane dipole
potential may be utilised to reveal macro-molecular interactions
with membranes (15, 16). By illuminating spatial variations of
this parameter and particularly how it varies in membrane rafts
it led us to propose that the value of φd is quite different in
membrane rafts as compared to fluid mosaic membranes (1,
17). Figure 6 illustrates this striking heterogeneity of the φd

about the cell surface with measures currently being taken to
correlate this or co-locate such signals that are emanating from
the raft microdomains within membranes. The latter is a signif-
icant issue as there remains much confusion as to the in vivo
existence of membrane rafts (33).

Similar approaches utilising such indicators as FPE to visu-
alise the membrane surface potential φs are also routinely em-
ployed in our laboratories (17). By correlating the change of the
fluorescence and hence surface potential with the addition of net
electric charges from the macromolecule that becomes bound, it
is possible to quantitate on the basis of the poisson-boltzmann
equation above, the number of molecules that become bound.
This allows us for example to determine localised molecular
interactions on the membrane surface (17, 34).

Future Studies of Biological Roles
and of Technologies for
Measurement

Future aims and understanding of the
biological roles of membrane potentials

Each of the membrane potentials described above are funda-
mental properties of living cells and as such there will be a
growing appreciation of their roles in cell biology. In particular
the development of an understanding of their roles in complex
signaling pathways in which the coupling between the elec-
trical and chemical signaling networks are clarified. Ci-VSP,
for example (37) is a recently described protein with sequence
similarity to both the voltage-sensing domain of a voltage-gated
potassium channel and the phosphatase PTEN, and functions as
a transmembrane phosphoinositide phosphatase that is regulated
by changes in voltage across the plasma membrane (37). More
extensive and integrated conceptual developments of the cellu-
lar role of all aspects of membrane potentials will undoubtedly
emerge as the new biological sub-discipline known as ‘systems
biology’ matures (38).

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 7



Membrane Potentials in Living Systems, Tools to Measure

(b)

PC

PC-KC

PC-PH

R
 (

46
0/

52
0)

Time (s)
302520151050

0.004

3

2

1

0

−1

−2

F
lu

or
es

ce
nc

e

Wavelength (nm)

350 400 450 500 550

8

4

0

−4

−8

360 400 440 480 520

F
lu

or
es

oe
nc

e 
di

ffe
re

nc
e

Wavelength (nm)

16

12

8

4

0

−4

−8

−12
360 400 440 480 520

F
lu

or
es

ce
nc

e 
di

ffe
re

nc
e

Wavelength (nm)

(a)

120

100

80

60

40

20

0
360 400 440 480 520

Wavelength (nm)

F
lu

or
es

ce
nc

e

Figure 5 Spectroscopic tools for identifying the membrane dipole potential Fig. 5a indicates the excitation spectrum of different membranes labeled with
di-8-anepps with the emission collected at 580nm. Spectra are shown for membranes made up of 100% phosphatidylcholine (−), membranes made up of
phosphatidylcholine and 15mol% 6-Ketocholestanol (– – –) and membranes made up of 15 mol% phloretin (···). These excitation spectra are better
visualised as the difference spectra shown in 5b in which membrane made up of different lipid micstures are compared to a reference spectra, typically
these are normalized and compared to phosphatidylcholine and shown as LHS upper (phloretin) and lower (6-ketocholestanol) spectra. The spectra upper
RHS indicates the spectral shift of a membrane following interaction with a peptide and the lower plot illustrates the time course of the interactions in
which the upper and lower limbs of the spectra are ratioed and plotted against time.
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Figure 6 Fluorescence imaging of the membrane dipole potential in
single cells. The RHS fluorescence image of a fibroblast was obtained
following excitation of di-8anepps (see Fig. 5) using a laser-scanning
confocal microscope. Di-8-anepps labels all the intracellular membranes as
well as the plasma membrane and thus indicates these membranes also
possess very localized regions of elevated dipole potentials indicative of
intracellular membrane microdomains. The LHS image indicates a bright
field image of the same cell.

Future technologies for measuring
membrane potentials

With the introduction of the green fluorescent protein (GFP) ini-
tially as a fluorescent label to track proteins, subsequent devel-
opment of the technology to manufacture other colours (X-FP)
has been used to visualize protein-protein interactions through
eg FRET. For the future fluorescent proteins are now starting to
be utilized to monitor functionality rather than simply demon-
strate expression of a conjugate. An interesting application of
this concept involves proteins expressed to monitor membrane
potential in living cells and offer much promise (37). The use of
voltage sensor proteins has been limited, however, by targeting
problems incorrect subcellular localization and small or absent
voltage responses in mammalian cells.

A new type of fluorescent probes is the quantum dots or qdots
(39). They are essentially inorganic semiconductor nanocrystals
and their fluorescent characteristics depends largely on their
size; increasing size of the nanocrystal leads to longer wave-
lengths. Furthermore, bi-functionalised conjugation chemistries
are being developed that facilitates the qdot functionality bind-
ing specifically to a biomolecule of interest. In this way it is
possible to study simultaneously several processes within a cell
or tissue.
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Membrane proteins constitute a significant fraction of the proteins that are
encoded in the typical genome, and they are critical to many cellular
processes, which include transport, cell signaling, and energy transduction.
This importance is underscored by the fact that membrane proteins
represent the major class of protein targets for pharmaceuticals that are
currently in use. However, despite their importance, there are relatively few
high-resolution models for membrane proteins, and little is known about
their molecular function. The lack of information on membrane proteins in
part reflects the difficulties in efficient expression of this class of proteins
and difficulties with structural approaches, such as high-resolution nuclear
magnetic resonance (NMR), that are not well suited to membrane proteins.
In the field of structural biology, membrane proteins represent a significant
challenge, and in recent years new structural and biochemical tools have
been developed to characterize these systems. In this review, we discuss
the functions and properties of membrane proteins, and we discuss the
approaches and tools that yield new information on their structure and
molecular function.

Membranes define the boundaries and compartments that make
up the cellular matrix, and they are responsible for defining
the chemical environment within the cell. Membranes also pro-
vide an interface that facilitates protein–protein interactions and
other biochemical reactions necessary for cell signaling and
trafficking. It is estimated that protein domains that reversibly
associate with membrane interfaces represent the most abundant
domains found in water-soluble proteins (1). Although the num-
ber of proteins that interact with or function at the membrane
interface is large, this review will focus on membrane proteins
that are sometimes termed integral membrane proteins. Inte-
gral membrane proteins are generally defined as proteins that
cannot be isolated and purified without first dissolving the bi-
layer structure, typically with detergents. When compared with
water-soluble proteins, membrane proteins have unique proper-
ties and present unique challenges in terms of their expression,

isolation, and structural characterization. Inducing membrane
protein expression in high yield can be more challenging than
that of water-soluble proteins. Because the forces that dom-
inate the fold of a membrane protein differ from those that
stabilize water-soluble protein folds, purified membrane pro-
teins must be studied in heterogeneous environments, such as
membrane mimetic detergent micelles or reconstituted lipid bi-
layers. It is estimated that approximately 30% of the genome
codes for membrane proteins (2), although the exact percentage
is unknown. However, when compared with the total number of
entries in the protein databank, membrane proteins represent less
than 1% of the total number. Although X-ray crystallography
remains the single most important method for generating struc-
tures of membrane proteins, several new spectroscopic methods
are being employed to study membrane protein structure and
dynamics.
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Biological Functions
and Distribution of Membrane
Proteins

Classification of membrane proteins:
nomenclature and architecture

Membrane proteins carry out a wide range of critical functions
in cells, and they include passive and active transporters, ion
channels, many classes of receptors, cellular toxins, proteins in-
volved in membrane trafficking, and the enzymes that facilitate
electron transport and oxidative phosphorylation. For example,
the voltage-gated ion channels that facilitate the passive dif-
fusion of sodium and potassium across the axonal membrane
are responsible for the formation of an action potential. Ac-
tive transport proteins establish ion gradients and are necessary
for the uptake of nutrients into cells. Soluble hormones bind to
membrane receptors, which then regulate the internal biochem-
istry of the cell.

At the present time, representative structures exist for ap-
proximately 21 unique β-barrel membrane protein families and
35 polytopic α-helical protein families. This sample is a small
fraction of the predicted 300–500 α-helical folds and 700–1700
families (3). Although the structural biology of membrane pro-
teins is in its infancy, it is clear that membrane proteins display
a rich variety of structures that vary greatly in size and topology
(Fig. 1). Of the structures observed thus far, all are based on
two fundamental architectures: the α-helical bundle (4) and the
β-barrel (5, 6).

The membrane β-barrel fold is unique to the outer mem-
brane of mitochondria, chloroplasts, and Gram-negative bacte-
ria, and they are found to be composed of an even number of
β-strands that vary in number between 8 and 22. The inter-strand
hydrogen-bonding pattern within the barrel allows structures to
form, which do not have unsatisfied hydrogen bonds within the
membrane interior. Frequently, these strands are configured so
that amino acid side chains with an aliphatic composition re-
side on the barrel exterior facing the membrane hydrocarbon,
and as observed in membrane proteins based on helical bundles,
β-barrel proteins display more aromatic side chains at regions
near the membrane bilayer interface.

Membrane proteins based on transmembrane α-helices
(Fig. 1) are typically localized to the plasma membrane, or-
ganelle membranes, and inner membrane of mitochondria and
bacteria. Thus, these proteins not only differ in secondary struc-
ture, but also they differ in localization. Helical membrane
proteins can be formed from 1 to 19 transmembrane segments.
When they possess a single transmembrane pass, they are some-
times referred to as either monotopic or bitopic. When these
proteins have two or more transmembrane helices, they are re-
ferred to as polytopic. The transmembrane helices of a polytopic
membrane protein associate into a bundle, and to maintain un-
satisfied hydrogen bonds to a minimum, these helices are usually
regular. Although helical membrane proteins may be quite flexi-
ble and dynamic, elements of helical structure within the bilayer
are thought to be rigid.

Membrane protein folding and
membrane insertion
Integral membrane proteins must be stable and function in a
unique and highly anisotropic environment. The aqueous facing

BtuB

Periplasmic Space

LamB OmpA

OM

CM

KcsA SecYEG BtuCD

Figure 1 Examples of several bacterial membrane proteins. The outer membrane (OM) of Gram-negative bacteria contains exclusively β-barrel proteins,
and three examples are shown: BtuB (PDB ID: 1NQF), which is the 22 β-stranded TonB-dependent active transporter for vitamin B12; the LamB or
maltoporin trimer (PDB ID: 1AF6), which is the 18 β-stranded passive sugar transporter; and OmpA (PDB ID: 1BXW), which is an 8 β-stranded protein that
provides structural support for the OM. Proteins in the cytoplasmic membrane (CM) are helical, and three examples are shown: the potassium channel
KcsA (PDB ID: 1BL8), which is a tetramer; Sec YEG (PDB ID: 1RH5), which forms the protein transport channel in Methanococcus; and BtuCD (PDB ID:
1L7V), which is the ATP-driven transporter that imports vitamin B12 from the periplasm.

2 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



Membrane Proteins, Properties of

domains of a membrane protein experience a very different en-
vironment than do the membrane facing regions of the protein,
which must be stable in a low-dielectric region devoid of water
(7). Because of the absence of a bulk aqueous phase, significant
numbers of unsatisfied hydrogen bonds are highly unfavorable,
and the folds of β-barrel or helical membrane proteins, as in-
dicated above, must always be arranged to satisfy backbone
hydrogen bonding.

In water-soluble proteins, the hydrophobic effect is believed
to be a major force that drives the folding of proteins, dom-
inating over van der Waals forces (8, 9). However, in mem-
brane proteins, the hydrophobic effect is relatively unimportant
in comparison to side-chain hydrogen bonding and van der
Waals forces. Van der Waals forces in a helical bundle would
be maximized by complementarity of the interacting surfaces
on transmembrane helices; as expected, sequence motifs, such
as GxxxG, have been identified that maximize the packing of
membrane helices (10–12). Interhelix hydrogen bonding is also
important in driving the association of helices, and it may be
an important determinant of helix association during membrane
protein synthesis (13). Although both interactions play impor-
tant roles, a mutational study on one helical bundle suggests
that van der Waals forces make the largest contribution to the
stability of the bundle (14).

The arrangement of the transmembrane segments of a mem-
brane protein and the orientation of the protein C and N-termini
are determined by two main features of a membrane protein se-
quence: the stretch of hydrophobic residues that ultimately span
the bilayer, and the position of positively charged segments
(15, 16). The hydrophobic residues (Ala, Ile, Leu, Val) have the
highest frequency in helical regions that lie in the center of the
bilayer, whereas the two aromatic residues Tyr and Trp are most
abundant near the bilayer interface (17). The balance of charge
on either side of a transmembrane segment determines the ori-
entation of the segment, so that the more positively charged
portions of a membrane protein sequence are found on the cyto-
plasmic side of the bilayer. This structure is sometimes referred
to as the “positive-inside rule” (18). By altering hydrophobic-
ity and charge, differing topologies can be generated, and it
is even possible to find homologous proteins that have natu-
rally evolved different topologies by modifying these features
(15). Biosynthetically, the insertion of the growing polypeptide
chain into the bilayer is mediated by a translocon, which is
a helical membrane protein that is believed to have a lateral
gate that opens to the bilayer interior. In the rough endoplas-
mic reticulum, this protein is Sec61. It is generally thought that
the growing polypeptide chain may sample the surrounding bi-
layer through this gate, so that a thermodynamic equilibrium is
established with the surrounding lipid (16, 19).

The lipid bilayer is not passive in determining membrane
protein activity and function, and an accumulating body of
evidence indicates that there is a coupling of membrane proteins
to lipid bilayer properties. These properties include the effect of
bilayer curvature strain (20), the role of specific lipids such as
phosphoinositides, (21) and the effect of thickness on membrane
protein function (22). The lipid composition, as well as the
bilayer properties that result from this composition, act as
allosteric regulators of membrane protein function.

Molecular function of membrane
proteins

Structural methods and other genetic and biochemical studies
have provided clues to the molecular function of membrane
proteins. For example, in the case of the bacterial K+ chan-
nel KcsA, the protein is designed to lower the energy for a
potassium ion as it passes through the center of the channel.
This function is facilitated both by a central cavity that is hy-
drated and by a helix that is positioned toward the channel
pore so that its negatively charged end points toward this cav-
ity (23). In the case of visual rhodopsin, a salt bridge that
exists between Lys296 and Glu133 functions to maintain the
protein in an inactive state. Disruption of this ionic interaction
is responsible for the movement of helix 6, which activates
the G-protein transducin (24), and mutations that disrupt this
ionic interaction are responsible for the retinal diseases retinitis
pigmentosa and congenital night blindness (25). Among outer
membrane bacterial transporters, TonB-dependent transporters
function to move rare nutrients, such as iron chelates, into the
cell. They contain a large N-terminal domain of approximately
150 residues that is sometimes referred to as a “hatch.” The
available high-resolution structures suggest that substantial re-
arrangements or an unfolding of this hatch domain takes place
to allow the passage of substrates (26).

Expression, Isolation
and Purification of Membrane
Proteins

Difficulties in obtaining protein samples

In general, membrane proteins present challenges at every step
on the way to structural determination. The synthesis and
processing of these proteins is complex and often involves
specific folding factors or chaperones (see References 27 and
28 for reviews). Expression in bacteria is favored because of
the low cost to grow large culture volumes by fermentation, the
potential for high yields (up to 10 to 100 mg of protein per liter
of culture), the very fast growth rate, and the simplicity and
flexibility of expression systems. However, intrinsic differences
in how proteins are processed often prevent the expression
of adequate amounts of protein with the proper fold, and it
may not be possible to isolate and purify sufficient quantities
of a membrane protein to a homogenous state. As a result,
understanding the processing pathways for the specific protein
of interest can be the important factor to achieve successful
expression.

The biosynthetic membrane insertion of eukaryotic mem-
brane proteins almost always takes place cotranslationally,
whereas many prokaryotic proteins can be posttranslationally
inserted, typically with the aid of chaperones. In eukaryotic
cells, the proofreading mechanisms in the endoplasmic reticu-
lum prevent misfolded proteins from leaving to the Golgi. Some
of these mechanisms include glycosylation of the protein on
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its luminal domain (29). In addition, other protective mecha-
nisms such as the yeast unfolded protein response may lead to
increased degradation rates of improperly folded proteins (30).

Some proteins require specific types of processing. For
example, β-barrel proteins in the outer membrane of Gram neg-
ative bacteria must pass through the cytoplasmic membrane in
a linear fashion before being assembled in the outer membrane
(for a review, see Reference 31). Processing of β-barrel proteins
in the outer membranes of mitochondria and chloroplasts may
also involve passage of the protein through the organelle outer
membrane before insertion, but this process is not well under-
stood (32). Several chaperones have been identified that help the
assembly of mitochondrial and chloroplast membrane proteins.
Some of these proteins are encoded in the nucleus and are im-
ported to the proper compartment posttranslationally, whereas a
few are encoded on the organelle’s own chromosome and pro-
cessed from within. For these reasons, structural approaches for
such proteins always rely on isolation from the native organelle.

Bacterial expression systems are often not an option for eu-
karyotic membrane proteins. Even if the protein is found em-
bedded in the bacterial membrane, obtaining correctly folded
protein is always a concern. Frequently, most or all expressed
protein is found in an intracellular aggregate or inclusion body,
and only a few examples have been refolded to their native
state (33). In many cases, the apparent toxicity of the expressed
membrane protein blocks expression as well as growth. Sev-
eral reasons can explain protein toxicity (see Reference 34
for a review). For example, Miroux and Walker (35) sug-
gest that the overproduction of a single mRNA in a typically
used T7 polymerase-driven transcription system resulted in the
uncoupling of transcription and translation. A strain, such as
C43(DE3) (Lucigen, Middleton, WI) selected to avoid the ef-
fects of toxicity, demonstrated better yields of proteins despite
a slower rate of synthesis. The requirement of a slower rate of
synthesis suggests that cellular machinery, which is not overex-
pressed, may be required for proper folding. On the other hand,
mixed results are observed in providing the cell with extra in-
sertional machinery. Interestingly, one of the more productive
approaches has been to provide extra chaperones or foldases in
the expression strain (36).

Despite the severe limitations to membrane protein expres-
sion, successful approaches have been developed. Three general
strategies are used by investigators to obtain sufficient amounts
of protein for structural studies. First, protein can be obtained
from a native source. Many membrane protein structures have
been obtained from protein purified from tissue or organelles;
for example, rhodopsin, the sarcoplasmic reticulum calcium
pump, and the electron transport complexes from mitochon-
dria. Obviously, this approach only works in situations where
the protein of interest expresses at naturally high levels. Fur-
thermore, genetic manipulation of the protein primary structure,
for example to add a purification tag, is usually not possible.
Second, large numbers of bacterial orthologs of the protein of
interest can be screened. With the availability of chromoso-
mal DNA or cDNA libraries from a wide range of species,
investigators can clone several homologs and test for high level
expression and folding in an Escherichia coli expression strain.
The hope is that one or more of the genes will be amenable

to stable expression, purification, and structural determination.
This approach has been used successfully in many cases such
as various transporters, aquaporins, mechanosensitive channels,
and potassium channels (37). Finally, the eukaryotic protein can
be produced in a eukaryotic cell. This approach has become in-
creasingly feasible as synthetic media have brought the expense
of large-scale growth into the realm of the academic laboratory.
The cells of choice are insect cells, either those from the fall
army worm, Spodoptera frugiperda (Sf9 or 21) or the cabbage
looper Trichoplusia ni (High Five; Invitrogen, Carlsbad, CA).
Mammalian cells, such as CHO or COS, have been used in a
few cases, as have the yeast Saccharomyces cerevisiae or Pichia
pastoris (from Invitrogen). This approach assumes that the eu-
karyotic cells can recognize the processing signals intrinsic to
the protein sequence and that the proper chaperones and foldases
will be present. Although this scenario is more likely, it is cer-
tainly not true in all cases. As mentioned above, other factors
may be necessary for proper folding. Furthermore, a protein
that is part of a complex may not express in a stable or prop-
erly folded manner in the absence of its partners or assembly
factors.

Although the optimization of growth conditions for eukary-
otic cells is limited, the growth conditions for bacterial systems
can be varied widely, and they have a large influence on the
expression of the protein target. Many “tricks” investigators
use are anecdotal and may be specific to their protein of inter-
est. Several publications detail the approaches and often many
different conditions must be tested (see References 33 and 38
for extensive reviews). We will not attempt a thorough listing
of such methods, but a few are worth noting. First, medium
strength promoters are used to slow down synthesis rate. As
mentioned above, the cell may respond to an overwhelming syn-
thesis of a specific protein by activating degradation systems.
Second, a lower culture temperature is used, as low as 15◦C,
with expression induced for many hours to days. Third, using
a defined minimal medium may also result in accumulation of
considerable amounts of protein, as the cells grow much more
slowly. Development of expression protocols in defined medium
is always advantageous for structural approaches because the
investigator hopefully will need to generate seleno-methionine
derivatives for MAD or SAD phasing crystallographic data,
or isotopically 2H, 15N, 13C labeled samples for heteronuclear
NMR.

Sample preparation
Without exception, isolation and purification of an integral
membrane protein must involve detergents to solubilize the
membrane and membrane-associated proteins. Although many
detergents may be tested, the prudent investigator will gener-
ally carry out the initial membrane solubilization in a readily
available and less expensive nonionic detergent. In our experi-
ence, almost all proteins will solubilize in one of the following:
n-decyl-β-D-maltopyranoside, N,N-dimethyldodecylamine-N-
oxide (LDAO or DAO-12), n-dodecylphosphocholine (Fos-cho-
line 12 or DPC), n-octyl-β-D-glucopyanoside (octyl glucoside),
or tetraethylene glycol monoctyl ether (C8E4). Solubiliza-
tion is tested by adding the detergent solutions to a small
amount of membrane preparation followed by an incubation
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period, usually at room temperature, and ultracentrifugation.
The presence of the protein in the membrane pellet ver-
sus a detergent-protein micelle in solution is determined by
Coomassie-stained SDS-PAGE gel or an immunoblot using a
specific antibody or an antibody against the affinity tag.

Purification can usually follow the same approaches as sol-
uble proteins except that all procedures are performed in the
presence of the detergent. The function of commonly used
affinity tags is usually not affected by detergent; however, mem-
brane proteins are often at relatively low concentrations, and the
affinity chromatography step should sometimes be followed by
another form of chromatography, such as ion exchange and/or
gel filtration. High-resolution gel filtration chromatography can
also provide an indication of the oligomeric state of the protein.
A general protocol for the purification of membrane proteins is
shown in Fig. 2.

To characterize the protein preparation, the critical parameters
are purity, which is estimated by SDS-PAGE, the fold and
evaluated by secondary structure content via circular dichroism
spectroscopy, as well as the oligomeric state determined by gel
filtration, light scattering, or sedimentation velocity (39–41).
Furthermore, the homogeneity of the protein can be evaluated
by mass spectrometry. Detergents will normally interfere with
mass spectrometry, but MALDI TOF approaches have been
developed to avoid such problems (42). As discussed in the
next section, a range of detergents must be explored for protein
structural determination, and as a result, the characteristics of
the protein in different detergents must be determined (see
Fig. 2).

Optimization of Expression

Screen Extraction Detergent

-vector
-cell line
-temperature

Protein Purification

Structure Determination

-affinity
-gel-filtration
-ion exchange

Screen Detergent
-solubility
-activity

-fold
-oligomeric state

-co-expression with folding factors

Figure 2 A flow chart that outlines the general strategies in preparing
membrane proteins for structural studies.

If possible, the function of the protein should be assessed.
Unfortunately, detergent solublization can often make it diffi-
cult to assay protein activity, as in the case of an ion channel;
however, other parameters may be assessed in such instances.
Ligand binding affinity, enzymatic activity, or association with
another protein may provide a convincing assessment of pro-
tein function. Other biochemical techniques will also indicate
folding and homogeneity, such as limited protease digestion, re-
activity with reagents such as sulfhydryl reactive compounds, or
chemical cross-linking patterns. Spectroscopic approaches have
also been used. The dynamics of specific regions on the pro-
tein can be evaluated by nitroxide spin labeling and electron
paramagnetic spectroscopy. If the protein can be metabolically
labeled with 2H,15N, then a relatively quick heteronuclear sin-
gle quantum coherence NMR experiment can provide critical
information on the homogeneity and fold of the protein (39).

Structural Characterization
of Membrane Proteins

X-ray crystallography

High-resolution membrane protein structures are determined
predominantly using X-ray crystallography. Although notori-
ously difficult to crystallize, several methods have been applied
successfully to crystallize membrane proteins either by manipu-
lating the detergent/lipid components or by altering the protein
component. Most membrane protein structures have been de-
termined using detergent solubilized protein in which the entire
protein detergent complex is crystallized. Often, the best-quality
crystals of a membrane protein may be obtained only in one or
a few detergents, and extensive screening based on detergent
properties is required (41).

Thirty-three detergents have been used to crystallize mem-
brane proteins, and three of those detergents have been used
to determine three NMR structures (43). Some detergents are
fold-specific. For example, C8E4 is predominantly used for
β-barrel proteins; whereas DDM has been mostly successful for
α-helical membrane proteins. The four detergents that have been
used to crystallize most membrane proteins are octyl-glucoside,
lauryl dimethyl amine oxide, C8E4, and dodecyl maltoside.
These four detergents vary in alkyl chain length and shape
and size of the head group; however, they are all neutral. This
commonality is very significant. For three-dimensional protein
crystals to form, protein molecules need to contact each other to
form crystal contacts that are essential to propagate the lattice. It
is likely that charged or even zwitterionic repulsive forces would
hinder the association of the protein detergent complexes, which
is a process that must occur at early stages of crystal nucleation.

Membrane protein crystals have significantly more solvent
(64%) content than soluble proteins [47% (44)] presumably
because of the detergent in the crystal. The organization of the
detergent in the membrane protein crystal has been investigated
in a select few cases and is different in each case. In the
LH2 crystal, the detergent forms a belt around the hydrophobic
surface of the protein consistent with the dimension of the OG
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detergent molecule (45). Similar to LH2, the OG detergents
form a belt around the hydrophobic surface of phospholipase A
in the crystal; however, the belts fuse to form a continuous
three-dimensional network throughout the crystal (46). The
continuous density of detergent was also observed in crystals of
porin and two photoreaction centers. Snijder et al. (46) suggest
the possibility that organic amphiphilic additives in the crystal
screen could facilitate this fusion; however, no experimental
data correlate the detergent structure observed in the crystal
and the physical properties of the detergent/amphiphile mixed
micelle. In addition to the detergent used for solubilizing the
membrane protein, the native (or synthetic) lipid concentration
may have profound effects on diffraction quality as in the
instance of the crystallization of LacY (47), cytocrome b6f (48),
Ca2+-ATPase (49), and GlpT (50).

Lipid cubic (51) and sponge (52) phases, as well as bicelles
(53), are alternatives to detergents that have been applied suc-
cessfully to membrane protein crystallization. In these instances,
the protein is embedded in a lipid bilayer environment, which is
considered more natural compared with the detergents that form
micellar phases. In the recent high-resolution crystal structure of
the human β2 adrenergic G-protein-coupled receptor, lipid cubic
phase was used with necessary cholesterol and 1,4-butandiol ad-
ditives (54). The cholesterol and lipid molecules were important
in facilitating protein–protein contacts in the crystal.

In addition to the influence of the detergent on crystallization,
the introduction of additional protein components has proven
to be successful. In several cases, an antibody fragment was
cocrystallized with the membrane protein to provide essential
crystal contacts for crystallization (55–57). The protein itself
can be engineered with an insertion to provide crystal contacts
as demonstrated by the recent success of human β2 adrener-
gic G-protein-coupled receptor structure, in which a lysozyme
molecule was engineered into one of the loops (58).

Despite these advances, Oberai et al. (3) estimate that if
no acceleration of membrane protein structure determination
occurs, then it will take more than three decades to determine
at least one structural representative of 90% of the α-helical
membrane protein sequence families (3).

Solution nuclear magnetic resonance
spectroscopy

Although solution NMR techniques do not require crystalliza-
tion, a molecular weight limit does exist [33 kD is the largest to
date (59)], and optimization of detergent conditions has proven
to be difficult (60). Several NMR structures of β-barrel outer
membrane proteins have been determined (59, 61–63); however,
a solution structure of a polytopic α-helical membrane protein
remains a challenge. Several research groups are making great
strides with the first step to NMR structure determination, the
sequential chemical shift assignment achieved for two polytopic
membrane proteins diacylglycerol kinase (64) and the potassium
channel KcsA (65). NMR structure determination of β-barrel
proteins has been more successful than α-helical membrane pro-
teins primarily because the nuclear Overhauser effects (NOEs)
between amide protons are across strands (i.e., between sec-
ondary elements), rather than within the secondary element as

in α-helices, which provides valuable structural constraints. The
lack of NOE data is currently being overcome with measure-
ments from paramagnetic relaxation (66) and residual dipolar
coupling experiments (67).

In addition to the limited distance restraints, the preparation
of membrane protein samples has proven to be a major chal-
lenge to high-resolution NMR. Similar to X-ray crystallography,
the selection of detergent strongly influences the quality of NMR
spectra. No single detergent is well suited for NMR studies of
membrane proteins; solubility, dynamics, the hydrophobic sur-
face area of the protein, and other physical properties differ for
each protein detergent complex, and the proper combination still
needs to be determined empirically through extensive screening
(39, 68).

Beyond structure determination, solution NMR can be used
to investigate backbone dynamics and protein–ligand interac-
tions. Bax and colleagues (65, 69) have characterized backbone
dynamics (69) and ion binding affinity of the tetrameric KcsA
potassium channel (65). These studies added additional struc-
tural insights to the crystal structure. On the ps–ns time scale,
the selectivity filter is not dynamic. In SDS micelles, the intra-
cellular C-terminal α-helix is dynamic on the ns–ps timescale
and does not associate into a tetrameric bundle. In addition to
determining the PagP NMR solution structure (62), Hwang et al.
(70) characterized a two state dynamic rearrangement in which
the more flexible state facilitates the entry of the substrate into
the central cavity of the β-barrel.

Site-directed spin labeling
Site-directed spin labeling (SDSL) is used to investigate mem-
brane protein structure and dynamics in lipid bilayers as well
as in detergents. In SDSL, a nitroxide probe is introduced to a
unique site within a protein. In most cases, a cysteine residue is
introduced and subsequently reacted with a sulfhydryl-reactive
nitroxide reagent. The resulting nitroxide side chain is sensitive
to the molecular environment, which allows the determination
of secondary and tertiary structure (71), conformational dynam-
ics (72), and site-specific dynamics (73). Unlike solution NMR,
the technique does not have a molecular weight limit, and mem-
brane proteins can be investigated in detergent solutions or lipid
bilayers.

From the electron paramagnetic resonance (EPR) spectrum of
the nitroxide side chain, four primary parameters are obtained:
1) solvent accessibility, 2) mobility of the R1 side chain, 3) a po-
larity index for its immediate environment, and 4) the distance
between R1 and another paramagnetic center in the protein.
Solvent accessibility of the side chain is determined from the
collision frequency of the nitroxide with paramagnetic reagents
in solution. The mobility, polarity, and distances are deduced
from the EPR spectral line shape. For regular secondary struc-
tures, accessibility, mobility, and polarity are periodic functions
of sequence position. The period and the phase of the function
reveal the type of secondary structure and its orientation within
the protein, respectively (71, 74). In the case of membrane pro-
teins, the topography of the secondary structure with respect to
the membrane surface can also be described (75, 76).

When a pair of spin labels is incorporated into a protein
or a protein complex, the dipolar interactions between labels
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can be used to measure the distance and distance distribution
between labels (77). If the labels are separated by 7 to 20 Å,
then the dipolar interactions are sufficiently strong that they
can be observed and quantified by continuous wave (CW)
EPR spectroscopy (78–81). If the labels are separated by a
distance greater than 20 Å, then the resulting weak dipolar
interactions can be measured with newer pulse methods such as
double electron-electron resonance (DEER) or double quantum
coherence (82–84). These methods have been used to measure
internitroxide distances and distance distributions out to 60 Å
or more. An advantage of the CW EPR measurements is that
they can be performed at room temperature (78), whereas the
pulse measurements, such as DEER, require that the samples
be frozen, typically at liquid nitrogen temperatures or lower.

Changes in any of the SDSL parameters measured can be
used to detect changes in protein conformations, and most im-
portantly, the data can be interpreted in terms of helix rigid body
motions, relative domain movement, and changes in secondary
structure. Recently, SDSL distance measurements were used to
map ligand-induced conformational changes in BtuB (85), LacY
(86), and the NhaA antiporter (87). Figure 3 shows an example
of the use of SDSL and DEER to determine structural changes
that accompany ligand binding to the extracellular loops in the
outer membrane transporter, BtuB (88).

Solid-state nuclear magnetic
spectroscopy

Solid-state NMR also can be applied to membrane proteins in
lipid bilayers, and recent advancements in magic angle spinning
solid-state NMR show promise for structure determination.
Although the structures of small crystalline proteins (89) and
membrane bound peptides (90) have been determined, the
structure of a polytopic membrane protein has yet to be reported.
The major necessity that is required to push the technique
forward is the de novo sequential chemical shift assignment
of the amino acid residues, and in the last few years, several
groups have reported successful strategies (91, 92).

Beyond structure determination, solid-state NMR has been
used to investigate the structures of membrane bound ligands.
Several recent examples are a low-resolution structure of neu-
rotensin bound to its G-protein coupled receptor (93), scorpion
toxin bound to a chimeric potassium channel (94), retinal in
both the rhodopsin and the metarhodopsin II intermediate (95),
and acetylcholine bound to its receptor (96). These studies have
great potential for designing and optimizing drugs-targeting
membrane proteins (97).

Concluding Remarks

Several biophysical tools can provide information on the struc-
ture, dynamics, and conformational changes of membrane pro-
teins. Many of these methods are beyond the scope of this
review and were not mentioned here. However, each of these
approaches has strengths and weaknesses; to investigate mem-
brane protein structure and functional dynamics fully, a multi-
tude of techniques is required. Static high-resolution structures
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Figure 3 Site-directed spin labeling can be used to provide information
on structural changes in membrane proteins (72). (a) A common nitroxide
side chain R1, which is produced by cysteine mutagenesis and covalent
modification. (b) The OM transporter, BtuB, showing the nitroxide
side-chain, R1, at positions 188 and 291 in the extracellular loops of the
transporter. The substrate, vitamin B12, is shown (CPK rendering), along
with the co-ligand Ca2+. (c) DEER signals obtained from this spin pair in
the absence and presence of the substrate (vitamin B12) and the Ca2+
co-ligand. The solid trace is a fit of the data to a single Gaussian distance
distribution. Both the distance and distrance distribution (which is the
standard deviation to the Gaussian) are shown. Ligand binding shortens
the distance between spin pairs, which results in an ordering of the loop
and narrowing of the distance distribution (88).

are highly informative and provide a good starting point to
generate hypotheses; however, they do not provide a complete
understanding of protein molecular function.
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In the popular fluid mosaic model for biomembranes, membrane proteins
and other membrane-embedded molecules are in a two-dimensional fluid
formed by the phospholipids. Such a fluid state allows free motion of
constituents within the membrane bilayer and is extremely important for
membrane function. The term ‘‘membrane fluidity’’ is a general concept,
which refers to the ease of motion for molecules in the highly anisotropic
membrane environment. We give a brief description of physical parameters
associated with membrane fluidity, such as rotational and translational
diffusion rates, order parameters etc., and review physical methods used for
their determination. We also show limitations of the fluid mosaic model
and discuss recent developments in membrane science that pertain to
fluidity, such as evidence for compartmentalization of the biomembrane by
the cell cytoskeleton.

Introduction

In 1972, Singer and Nicolson (1) suggested the so-called fluid
mosaic model of the biological membrane (Fig. 1) (2). This
useful hypothesis explained many phenomena that occur in
model and biological membranes. According to this model,
membrane proteins and other membrane-embedded compounds
are suspended in a two-dimensional (2-D) fluid formed by
phospholipids. The phospholipids are assumed to be in a liquid
state, so they are capable of rapid diffusion within their layer
and are in constant motion. This fluid state of membrane lipids
is critical for membrane function. It allows, for example, free
diffusion and equal distribution of new cell-synthesized lipids
and proteins, lateral diffusion of proteins and other molecules
in signaling events and other membrane reactions, membrane
fusion (i.e., fusion of vesicles with organelles), separation of
membranes during cell division, and so on.

Generally speaking, two principal mechanisms operate in the
biology of membrane processes, such as membrane transport
and permeation. One involves a network of active sites and
operates by metabolic energy, and it is referred to as active;
another is directed by passive diffusion, and it is called pas-
sive. This passive mechanism is determined by various aspects
of lipid dynamics and lipid-protein interactions, and it can be
described in quantitative terms of chemical and phase equilib-
rium and molecular physics. However, in the highly anisotropic

membrane environment, some aspects must be generalized and
redefined compared with the simple isotropic case. One term,
which received a new interpretation in the context of mem-
brane science, is “fluidity.” Membrane fluidity, which describes
the ease of movement for molecules in the membrane environ-
ment, is a general concept that lacks a precise definition. It is
much broader than the strict physical definition of fluidity as the
reciprocal of viscosity in the case of isotropic liquids. In gen-
eral, “membrane fluidity” implies various anisotropic motions,
which contribute to the mobility of components of a membrane.
It includes lateral diffusion of molecules in the plane of the
membrane, flexibility of acyl chains, “flip-flop” diffusion of
molecules from one monolayer to the other, and so on. The
most important parameters to quantify the notion of membrane
fluidity are translational and rotational diffusion constants, order
parameters (or tensors), packing, and permeability. In general,
greater membrane fluidity is associated with higher diffusion
rates, high permeability, lower ordering, and looser packing.
The relation between the parameters, however, is purely em-
pirical, and in most cases speculative. Many membranes have
large diffusion constants and large order parameters and vice
versa.

The lipid membrane, as a whole, shows a unique combination
of fluidity and rigidity. In terms of the solubility and the diffu-
sion of small nonpolar molecules, the membrane behaves very
much like an oil drop. In contrast, the translational diffusion
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Figure 1 Singer-Nicolson model of fluid membrane. (From Reference 2.)

constants of lipids and proteins in membranes are characteristic
of media with the viscosity over two orders of magnitude greater
than that of oil, such as hexadecane. Also, in most cases the
membrane represents an impermeable barrier for ions and other
hydrophilic compounds.

Physical Parameters Associated
with Membrane Fluidity

Diffusion constants

Diffusion is the random movement of a particle because of an
exchange of thermal energy with its environment. Membrane
lipids and proteins participate in highly anisotropic translational
and rotational diffusion motion. Translational diffusion in the
plane of the membrane is described by the mean square lateral
displacement after a time ∆t : 〈r2〉 = 4DT∆t . Lipid lateral
diffusion coefficients in fluid phase bilayers are typically in the
range DT ∼ 10−8 to 10−7 cm2/s (3).

Rotational diffusion is characterized by the mean square an-
gular deviation during the time interval ∆t : 〈θ2〉 = 6DR∆t .
Highly anisotropic motion, which is typical for lipid molecules
in the membrane, is usually described by two rotational diffu-
sion coefficients DR‖ and DR⊥, which correspond to diffusion
about the long diffusion axis and perpendicular to it, respec-
tively. The diffusion coefficients are related to corresponding
rotational correlation times measured by nuclear magnetic res-
onance (NMR), electron spin resonance (ESR), fluorescent de-
polarization, and so on, as:

τR‖ = 1/6 DR‖; τR⊥ = 1/6 DR⊥.

Forfluid phase bilayers, the typical rotational diffusion coef-
ficients are of the order of DR‖∼(1÷4)·108 s−1 and DR⊥∼
(1÷4)·107 s−1 (3). This example can help in visualizing lipid

motion in the membrane: for an area per lipid of 60 Å2 with
DR‖ and DT of 4·108 s−1 and 1·10−8 cm2/s, correspondingly,
one can observe that a lipid molecule travels a distance of
approximately the width of its headgroup on the membrane sur-
face, while rotating once around its long axis, which is directed
along its hydrocarbon chain. A value of DT of 10−8 cm2/sec,
typically measured for lipids in biomembranes, corresponds to
a net distance traversed of about 2 µm in 1 second.

Flip-flop diffusion

Lipid molecules, in principle, can exchange between the two
monolayers of the bilayer. For polar lipids, it is an extremely
slow process with characteristic times of hours or even days (4).
For membrane proteins, no appreciable flip-flop mobility has yet
been observed, which is in good accord with the fact that inner
and outer leaflets of natural membranes are usually asymmetric
with respect to their protein and lipid composition. On the
other hand, cholesterol has a relatively high rate of spontaneous
flipping between two membrane leaflets (t1/2 ∼ 1s) (5).

Order parameters

The membrane lipid layer is a lamellar phase with the preferred
orientation of the lipid molecules perpendicular to the mem-
brane plane. By definition, if θ is the angle of the long molecular
axis with respect to the bilayer normal, then the order param-
eter S , which is a measure of the orientation distribution, is
given as the average of P2(cos θ), the second Legendre poly-
nomial: S = 〈

P2(cos θ)
〉 = 1

2

〈
3 cos2 θ − 1

〉
(6). One can see that

S varies between –1/2 and 1. These limiting cases have the
following meaning: when S = 1, all molecules are exactly per-
pendicular to the membrane plane. When S = −1/2, θ= 90◦,
and all molecules have their long axis parallel to the membrane
surface. The case of S = 0 usually corresponds to a random
distribution of molecular axes relative to the membrane nor-
mal. In energy terms, the rotation of the molecular long axis
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in the liquid crystal is restricted within an orienting potential
that is simply approximated as: U (θ) = λ·cos2 θ, where λ is
the strength of the potential. The ordering of the lipid chain
relative to the bilayer normal can then be expressed (7) as:

Szz = 1
2

〈
3 cos2 θ−1

〉 = 1
2

∫ π

0
(3 cos2 θ−1) exp

[
−U (θ)

kT

]
sin θ dθ∫ π

0
exp

[
−U (θ)

kT

]
sin θ dθ

Permeability

The passive permeability of lipid membranes is another flu-
idity related parameter. In general, two mechanisms of mem-
brane permeability can operate in the membrane (8). For many
nonpolar molecules, the predominant permeation pathway is
solubility-diffusion, which is a combination of partitioning and
diffusion across the bilayer, both of which depend on lipid fluid-
ity. In a few cases, such as permeation of positively charged ions
through thin bilayers, an alternative pathway prevails (9, 10).
It is permeation through transient pores produced in the bilayer
by thermal fluctuations. This mechanism, in general, correlates
with membrane fluidity. However, for model membranes un-
dergoing the main phase transition, permeation caused by this
mechanism exhibits a clear maximum near the phase transition
point (11).

Lamellar
organization Layer structure Chain packing

Fluid Lα

Ripple Pβ

Gel Lβ

Pseydocrystalline Lc

Figure 2 Organization of the lamellar bilayer phases of DPPC in the fluid
(Lα), ripple (Pβ), gel (Lβ′ ) and pseudo-crystalline (Lc) states. A top view of
the packing of the hydrocarbon chains is shown in the last column. (From
Reference 12.)

Phase State and Membrane Fluidity
A remarkable property of lipid bilayers is their structural phase
transitions (thermotropic polymorphism). For example, fully
hydrated pure diacyl-phosphatidyl cholines exibit one fluid
phase, Lα and three crystalline phases: Pβ′ , Lβ′ . and Lc (12).
Because of the high degree of disorder caused by defects, the
Pβ′ and Lβ′ phases usually are called gel phases. The Pβ′ phase
is sometimes called a “ripple phase,” because the surface of the
bilayer is rippled (13) and presents a wave-like appearance in
electron micrographs (Fig. 2). Depending on the nature of the
lipid and the presence of additional components (cholesterol
etc.), the Pβ′ phase may be present or absent in the phase
diagram, and a tilted gel Lβ′ could be replaced by the Lβ

phase, which has similar physical properties but no tilt of the
hydrocarbon chains.

In the gel phase, lipid chains are usually well aligned with
little rotation around the C–C bonds that are predominantly
in the trans position. The lipid chains are tightly packed, the
chain ordering is high, the bilayer thickness is maximal, and the
surface area per lipid headgroup is relatively small. Lipids in the
gel phase in most cases can be handled as solids. For example,
aligned thick multibilayers in the gel phase can be sliced in
thin pieces in an arbitrary direction so that each piece retains
macroscopic alignment (14). The physiological importance of
gel-like phases is limited.

At the “main transition” temperature, Tm, the gel phase
undergoes a transition to the Lα (liquid crystal) phase. At the
transition point, the surface area increases (15), and the bilayer
thickness and chain order decrease (16). In the fluid phase,
hydrocarbon chains tend to contain more gauche isomers (17).
At this transition, the DSC (differential scanning calorimetry)
shows a sharp peak in the heat capacity that occurs over
a narrow temperature range. The transition between Lβ′ and
Pβ′ phases also can be detected by DSC and is called the
pretransition (18). The transition between Lc and Lβ′ phases is
in most cases hard to observe because of typical supercooling
of the Lβ phase. Depending on the membrane composition,
hydration, and temperature, several 2-D and three-dimensional
nonlamellar lipid phases are possible, including the well-studied
hexagonal (HI and HII) and cubic phases (19).

Natural biomembranes contain a complex mixture of various
phospholipids with cholesterol and sphingomyelins. In general,
they exist in the fluid phase. Maintaining membrane fluidity
seems to be extremely important for the survival of the cell and
the whole organism. It is well known for model membranes
that a decrease in the chain length or the introduction of un-
saturation into the hydrocarbon chain causes a decrease in the
main transition temperature. Consistent with this observation,
microorganisms, plants, and animals (poikilotherms or hibernat-
ing mammals) are acclimated to low temperatures by altering
their membrane lipid composition, increasing the degree of lipid
unsaturation, or decreasing the average chain length (20–23).

In an attempt to relate natural and model membranes, many
lipid mixtures have been examined experimentally. It has been
shown that additional components broaden the main phase tran-
sition, with a wider temperature range of coexisting gel and
liquid phases (24). Another important feature of lipid mixtures
is the formation of nonideal solutions with nonzero enthalpy
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and/or entropy of mixing. It often makes the components com-

pletely or partially immiscible in one or both phases and mani-

fests itself in complex phase diagrams (25).

Cholesterol, which is an important constituent of cell mem-

branes, plays an important role in maintaining membrane fluid-

ity. It effectively inhibits the transition to the gel phase (26, 27).

Even though some plasma membranes, such as nerve myelin

membranes, contain a high concentration of lipids that form gel

phase bilayers, the presence of cholesterol keeps these mem-

branes in a fluid phase. However, interaction with the rigid

cholesterol ring affects hydrocarbon chains of lipids in the liq-

uid crystal phase (Lα) and leads to formation of a new phase,

the liquid ordered (Lo) phase (27). The phase is well charac-

terized by a variety of physical methods and does not exist in

pure lipids or their mixtures. In the liquid ordered phase, the

long axis rotation and lateral diffusion rates are similar to the

Lα phase, but the acyl chains are predominantly in an all-trans

conformation and, hence, the order parameters are similar to

the Lβ phase (see Table 1). Recently, the cholesterol-rich Lo

phase has been strongly associated with microdomains in live

cells—the so-called “lipid rafts.”

Physical Methods for Measuring
Fluidity Parameters

In the membrane environment, a wide range of motions has
been observed and studied by a variety of physical methods.
The characteristic times of the motions span 20 orders of mag-
nitude, from about 10−14 s for molecular vibration to days for
transbilayer flip-flops. Figure 3 shows characteristic frequen-
cies (reciprocal of characteristic times) of different kinds of
molecular motions in the membrane in comparison to frequency
ranges in which various spectroscopic techniques are sensitive
to molecular motion (28).

A spectroscopic technique that probes membrane fluidity can
either directly measure mobility and order parameters for mem-
brane constituents (NMR) or use probes (ESR, fluorescence).
Some fluorescent and ESR probes are shown in Fig. 4. The con-
nection between the rotational correlation time of a membrane
embedded probe and the membrane fluidity can be illustrated
using the example of a simple isotropic liquid, in which fluidity
is merely a reciprocal viscosity η and the rotational correla-
tion time τc for a molecule with a hydrodynamic volume V
is given by the well-known Debye–Stokes–Einstein relation:
τc = ηV /kT , where k is the Boltzmann constant and T is the

Table 1 Translational diffusion coefficients of lipids and order parameters in some membrane phases

Phase DT S∗

Liquid-crystalline (Lα) 10−8 cm2/s 0–0.2
Gel (Lβ) 10−11 cm2/s 0.2–0.9
Gel (Pβ′ ) Similar to Lβ, but the bilayer is rippled
Gel (Lβ′ ) The same as Lβ, but the chains are tilted 32◦

Liquid-ordered (Lo) 10−8 cm2/s 0.2–0.9

∗Measured by NMR

1014 1010 106 102 10−2 10−6

Raman/IR

Multifrequency ESR (nitroxide radicals)
2D - ELDOR

Fluorescence depolarization
Phosphorescence depolarization (triplet probes)

NMR (lineshape)
NMR (relaxation)

CH2 - vibration
Trans/gauche isomerization

Lipid rotation (about long axis)
Lateral "hopping" (lipids and proteins)

Protein rotation
Lipid “flip-flop”

Frequency (1/sec)

Motion

Technique

Figure 3 The characteristic frequencies of molecular motions of membrane proteins and lipids compared with the frequency ranges in which various
spectroscopic techniques are sensitive to molecular motion. (Modified from Reference 28.)
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absolute temperature; the rotational diffusion coefficient (DR)
is given by DR = 1/6τc.

In the highly anisotropic membrane environment, one can
expect several different correlation times that correspond to
the anisotropic membrane environment and/or the nonspheri-
cal molecular probe as well as variations that exist along the
membrane normal within the bilayer. Furthermore, the molecu-
lar motion is often limited by constraints imposed by the ordered
surroundings of the probe. Properly designed spectroscopic ex-
periments can, in many cases, extract both mobility and order
parameters and can give a comprehensive picture of membrane
fluidity.

Fluorescent experiments for measuring
molecular mobility and ordering

Absorption of a photon instantaneously brings the probe mole-
cule to the first excited singlet state S 1. Usually it takes ∼10−8

seconds to return to the ground state. It can occur via collision
with neighbors and loss of the energy as heat or through the
emission of a photon (fluorescence). The fluorescence lifetime
(τF) is the characteristic time for the population of excited
molecules to return to the ground state after a flash of excitation
light.

The fluorescence depolarization technique for mobility and
ordering is based on the fact that the probability of absorption
and emission is directional. Light polarized along a certain axis
will preferably excite molecules oriented with their transition
dipole moment in the same direction. The probability varies with
cos2θ, where θ is the angle between the transition dipole moment
and the electric field vector of the light. Emission of a photon
obeys the same cos2θ (28) rule. That means that a molecule
oriented with its transition dipole moment along the Z-axis will
be likely to emit a photon with the same polarization. In the
depolarization technique, polarizers are used to quantify the
intensity of the parallel (I‖) and perpendicular (I⊥) components
to the original direction of polarization.

The values of I‖ and I⊥ are used to obtain the anisotropy
r = (I‖−I⊥)/(2I‖ + I⊥). If no molecular motion occurs between
the time of absorption and time of emission (τc 	 τF), then
molecules tend to emit in the direction of original polarization,
I‖ > I⊥ and r has a maximal value equal 0.4. In the opposite
limit (τc 	 τF, and isotropic rotation) the molecules will emit
in a random direction, I‖ = I⊥ and r = 0. In the intermediate
range, for τc ∼= τF the value of r is sensitive to molecular
motions.

An important advantage of the depolarization technique is
that it allows one to measure the molecular ordering, as well
as the motional parameters. For this purpose, it is necessary
to detect the time dependence of the anisotropy. In the pres-
ence of ordering constraints, the r value does not decay to zero,
but to some limiting value r∞ : r = (r0 − r∞)e−t/τC + r∞. The
rate of decay defines a rotational correlation time, and r∞ is
a direct measure of the order parameter through the follow-
ing relation: s2 = r∞/r0 (29). The fluorescence depolarization
method works well as long as fluorescence lifetimes, which are
typically ∼10−8 s, are not too different from the rotation relax-
ation times to be measured. When the rotational correlation time

is slower than about 10−6 s, however, the method fails because
the fluorescent emission decays before any detectable rotation
can occur. For studying rotational diffusion of membrane pro-
teins, it is almost always the case that correlation times are
in the microsecond time range or longer, because membranes
are at least 100 times more viscous than water. Several phos-
phorescent probes (e.g., derivatives of eosin) were developed to
measure such slow rotation correlation times. In such molecules,
after initial excitation, transition into the lowest triplet state T1

(intersystem crossing) effectively competes with S1–S0 transi-
tion. Because the T1–S0 transition is spin forbidden, the lifetime
of the lowest triplet state (typically 10−3 s) is much longer than
that of the S1 (typically 10−8–10−9 s).

Solid state NMR

Solid state NMR is characterized by relatively broad lines. It
can be described as magnetic resonance on molecules frozen
in solids or with very slow rotational correlation times. It is
appropriate not only for solids, but also for viscous solvents,
lipids in membranes, or large macromolecules in solution. High
resolution (solution) NMR deals with relatively small molecules
with molecular weight less than about 50,000 Da in aqueous
solution. The rotation of such molecules is so fast on the
NMR time scale that it effectively averages out all orientational
anisotropy yielding an isotropic spin Hamiltonian including
the Zeeman term and the J–J coupling with another spin S;
H = γNσI B0 + JIS . Here, I and S are spin operators for two
nuclear spins, B0 is the external magnetic field strength, γN is
the magnetogyric ratio for the studied nucleus; σ is the chemical
shielding constant, which is directly related to the chemical shift
δ; J is the spin-spin coupling constant for spins I and S . For
no or very slow rotational reorientation the spin Hamiltonian
requires a tensorial expression: H = γ1I σ̂B0 + I Ĵ S
where

σ̂ =

 σXX σXY σXZ

σYX σYY σYZ
σZX σZY σZZ


 and Ĵ =


 JXX JXY JXZ

JYX JYY JYZ
JZX JZY JZZ




are chemical shielding and spin-spin coupling tensors.
Tensor values should also be assigned to quadrupole splittings

(see below).
The tensor σ is usually symmetrical, and in the appropriate

molecular frame it is represented in a diagonal form:

σ̂ =

 σXX 0 0

0 σYY 0
0 0 σZZ


 .

The components σXX, σYY, and σZZ give chemical shifts along
main molecular axis in X-, Y-, and Z- direction, respectively.
When the molecule is oriented along the main axis, for example
the Z-direction, the chemical shift is just σzz. Other orientations
give intermediate values. In the limiting case of absence of
molecular motion (rigid limit) and a statistical distribution of
molecular orientations, for example polycrystalline or glass, the
spectrum shows a superposition of spectra for all orientations.
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(a) (b) (c) (d)

Figure 5 31P-NMR spectra of phospholipids with different modes of molecular motion. a: rigid limit; b: fast axial rotation about X-axis averages Y- and
Z-components of the chemical shift tensor. In the spectrum one can observe two principal values of σ⊥ = 1/2(σyy + σzz) and σ‖ = σxx; c: a typical case of

fluid membrane. Along with fast X-axial rotation molecular motion also partially averages σ‖ and σ⊥. In the spectrum one observes effective values σ
′
‖ <

σ‖ and σ
′
⊥ < σ⊥. d: Isotropic case (high resolution NMR): σiso = 1/3(σxx + σyy + σzz).

Routinely, NMR study of membrane structure and dynamics
uses 31P or 2H nuclei (30–32).

Phosphorus 31 has spin I = 1/2. The chemical shift tensor
is substantially anisotropic. For static, statistically disordered
molecules, the spectrum is a superposition of spectra that
correspond to different orientations. If the molecule undergoes
fast rotation about one axis, then the motion averages the
components perpendicular to that axis. In the case of fast
isotropic rotation (limiting case of high resolution NMR), a
single sharp line is observed in the spectrum (Fig. 5). For
example, the rotation of the vesicle depends on its size and the
viscosity of the environment. The smaller the vesicle, the faster
is the rotation. Very fast isotropic tumbling of the vesicle gives a
single isotropic peak. For large vesicles, however, the spectrum
corresponds to anisotropic rotation of the lipid molecule itself
about the main axis.

Diffusion along the membrane surface affects the averaging
of tensor components, especially if the surface is curved. Lipids
can form other aggregates than bilayer membranes. For instance,
a common form is the inverse hexagonal phase (HII–phase). It
consists of cylindrical lipid tubes with the lipid hydrocarbon
chains on the outside and directed radially and the water phase
in the center. Diffusion of lipids leads to a different type of
anisotropic averaging of the tensor components than in the
case of large vesicles. Figure 6 (33) shows 31P-NMR spectra
from lipids in the bilayer membrane, the HII phase and the
isotropic case. If a lipid system undergoes the Lα−HII transition,
then the 31P-NMR lineshape abruptly changes at the transition
temperature as shown in Fig. 6.

Use of 2H -NMR for membrane studies is based on the
fact that deuterium nuclei, with spin I = 1, have an electric
quadrupole moment. It originates from the asymmetrical charge
distribution in the nucleus. In the presence of an external field
gradient, which is almost always the case for (deuterium) atoms
in molecules, the different orientations of the nuclear spin
experience different interaction energies with the quadrupolar
field of the environment.

For a system with spin 1 and the absence of any quadrupo-
lar interaction, one has three spin energy levels in the external

Phospholipid phases Corresponding 31P NMR spectra

Lamellar (Lα)

Hexagonal (HII)

Phases where
isotropic motion occurs:

1. Small vesicles
2. Micellar
3. Inverted micellar
4. Cubic
5. Rhombic

40 ppm H

Figure 6 31P-NMR spectra in various membrane phases. (From Reference
33.)

magnetic field for mI = −1, 0, + 1. They have the same en-
ergy splitting between adjacent levels, which yield only one
resonance line. Through the quadrupole interaction, the energy
levels are no longer equidistant, and one observes two reso-
nance lines. If the quadrupolar splitting is much less than the
Zeeman splitting is, then the approximate expression for a fixed
orientation of the molecule is (34):

∆v = 3

4

(
e2qQ

h

)
(3 cos2 φ − 1),
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Figure 7 2H-NMR spectra at 23.3 MHz of 1-[16,16,16-2H]
palmitol,2-palmitoleoyl-PC at different temperatures. (From Reference 30.)

where eQ is the quadrupole moment, eq is the magnitude of
the principal component of the gradient of the electric field,
and φ is the angle between the direction of that component
and the external magnetic field. The two resonance lines are
split by a frequency of ∆ν. For the special case of φ= 54.7◦

(magic angle), ∆ν= 0 and no quadrupole splitting occurs. A
superposition of all orientation gives a sum of two broad spectra
that are symmetrical about the central resonant frequency, which
is a lineshape similar to a Pake doublet for two interacting
protons in a single water molecule.

For fast rotation (the case of high resolution NMR), the
quadrupolar splitting is averaged out yielding a single resonance
line. For intermediate cases, the splitting and the line shape
of the quadrupolar NMR signal is indicative of the rotational
correlation time and/or ordering effects (Fig. 7) (30).

ESR spectroscopy

Although theoretically NMR can obtain both molecular dynam-
ics and ordering, a close look at the literature shows that in
membranes, NMR is used mostly for extracting order param-
eters. Much information on rotational mobility of membrane
constituents is traditionally obtained using another magnetic res-
onance technique, ESR. ESR is extremely useful in the study
of membrane fluidity, because of its unique time scale, which
spans almost all motional range in membranes.

For studies of membrane fluidity, lipids or membrane proteins
are usually spin-labeled with cyclic nitroxide radicals. The the-
oretical analysis of the spin Hamiltonian of ESR is analogous to
that for NMR, although the interaction terms are much larger.
The position of ESR lines for nitroxides is determined by the
g-factor and the hyperfine splitting, which roughly correspond
to the chemical shift and J-J coupling in NMR, and the sensi-
tivity of ESR spectroscopy to molecular motion emerges from
the dependence of these parameters on the orientation of the
nitroxide moiety in the magnetic field.

The ESR-Hamiltonian is given as H = βS ĝB0 + γ�S ÂI ,
where S and I are spin operators for electrons and nuclei; ĝ and

Â−g- and A-tensors of the radical, β= 9.274 × 10−21 erg G−1

is the Bohr magneton; γ = geβ/� = 1.76086 × 107 G−1s−1 is
the magnetogyric ratio for the electron, ge, the g-factor for
free electron, is 2.002319, and B0 is the applied magnetic field
strength.

Similar to fluorescence depolarization and NMR, two limiting
cases exist in which the molecular motion becomes too slow or
too fast to further effect the ESR lineshape (Fig. 8) (35). At
the fast motion limit, one can observe a narrow triplet centered
around the average g value (gxx + gyy + gzz)/3 with a distance
between lines of aiso = (Axx + Ayy + Azz)/3, where gii and Aii

are principal values of the g-tensor and the hyperfine splitting
tensor Â, respectively. At the slow motion limit, which is also
referred to as the rigid limit, the spectrum (shown in Fig. 8)
is a simple superposition of spectra for all possible spatial
orientations of the nitroxide with no evidence of any motional
effects. Between these limits, the analysis of the ESR lineshape
and spectral simulations, which are based on the Stochastic
Liouville Equation, provide ample information on lipid/protein
dynamics and ordering in the membrane (36).

Figure 8 ESR spectra of TEMPO nitroxide radical in glycerol at different
temperatures. (From Reference 35.)
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For the most common ESR frequency of 9 GHz, the limits are
approximately from 10−7 < τc < 10−11 seconds. However, us-
ing a range of ESR frequencies and pulse and continuous wave
(CW) ESR techniques (such as ELDOR or saturation transfer
ESR) expands the range from 10−4 to ∼ 10−12 seconds, which
covers virtually all modes of molecular motion in the membrane
that can be associated with membrane fluidity (37). In the past,
to study the range of 10−7−10−4 seconds, an empirical tech-
nique known as saturation transfer ESR was used. It is based on
detection of an out-of-phase ESR signal with large modulation
amplitude (typically 5G) of the external magnetic field (38). The
most direct way to observe the “saturation transfer” is ELDOR
or electron-electron double resonance, when two different mi-
crowave frequencies are applied to the sample. One is called the
“pump” frequency and used to modify the populations by sat-
urating certain portions of the ESR spectrum. Another one (the
“probe” frequency) is used to observe the effect of the “pump”
frequency on other parts of the spectrum. The response to an

intense (saturating) microwave field is affected by diffusion of
saturation (“saturation transfer”) between different portions of
the resonance spectrum. In the case of nitroxide labels, this dif-
fusion is dominated by rotational modulation of the anisotropic
magnetic interactions. The method is most sensitive when the
rotational correlation time is comparable with or greater than
the spin lattice relaxation time, which for nitroxides near the
rigid limit is ∼10−5 seconds. In the CW mode, usually the in-
tensity of the ESR signal at the “probe” frequency is recorded as
a function of the “pump” frequency. A huge improvement has
been achieved by using the Pulsed Two-Dimensional Fourier
Transform technique, which is known as 2-D ELDOR. This ex-
periment very efficiently provides all combinations of pump and
probe frequencies in a single 2-D experiment, and in addition
it dramatically improves the spectral resolution, which enables
accurate assessment of mobility and ordering parameters. As
observed in Fig. 9 (39), 2-D ELDOR spectra show dramatic
changes as membrane properties are varied.

Pure DPPC

T (° C)

35

5:1 DPPC:GA
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Figure 9 2D- ELDOR spectra for DPPC membranes containing spin-label 16PC (cf. Fig. 4) with and without gramicidin A at different temperatures. (From
Reference 39)
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Lateral Diffusion in Membranes

As we will see later, studying lateral diffusion in biomem-
branes gives important insights into their structure and function.
Methods for measuring diffusion coefficients for lipids in mem-
branes can be classified into two distinct categories. (40) In
the first category, which corresponds to short-range diffusion
measurements, D is obtained from determination of frequen-
cies of bimolecular collisions within the membrane, through
fluorescence, ESR, and so on. In the second category, which
corresponds to long-range diffusion measurements, D is usu-
ally determined from the time required to fill a defined region
of the membrane.

Short-range lateral diffusion
ESR is very useful in the study of dynamic properties of
membrane components because of its high sensitivity and fa-
vorable time scale. Early ESR studies of short-range lateral
diffusion in membranes were based on Heisenberg exchange
(HE) effects of nitroxide spin-label linewidth. The HE con-
tribution to the ESR linewidth is given for 14N nitroxides
by T −1

2 (HE ) = ( 8π
3

)
dDN ACf , where d is the encounter dis-

tance for two spin-bearing molecules, D is the microscopic
self-diffusion coefficient, N A is the Avogadro number, and C
is the molar concentration of spins (41). The factor f can be
deduced from the assumed model of intermolecular potential
energy for the interaction between two spins. For a simple,
hard-sphere potential f ≡ 1. The technique based on direct de-
termination of changes in the ESR linewidth because of HE (42)
was later improved by using ELDOR and/or saturation recovery.
These techniques are based on the effects of the HE on satura-
tion transfer between hyperfine lines of the spin labels, and they
allow one to detect substantially lower HE rates. Additional im-
provement of this technique based on use of 14N-15N spin-label
pairs gave ∼20-fold in the sensitivity and allowed experiments
on cells (43).

For the measurements of short-range diffusion, the collision
rate can also be obtained by optical spectroscopy from fluores-
cence quenching. In the isotropic case of diffusion-controlled
dynamic quenching, the change in fluorescence intensity obeys
the equation:

�0/� = 1 + KSV(Q)

where �0 and � are the quantum yield in the absence and
presence of quencher, respectively; (Q) is the concentration of
quencher, and KSV is referred as the Stern–Volmer constant,
which is related to the diffusion coefficient by the Smolu-
chowski equation. However, the isotropic and three-dimensional
theory of fluorescence quenching does not apply in the mem-
brane, and a Stern–Volmer modified treatment has been devel-
oped for this case (44).

Long-range diffusion measurements
For studying long-range diffusion, many studies have been con-
ducted using the technique of fluorescence recovery after photo-
bleaching (FRAP) (45). The translational diffusion coefficients
that can be measured using this technique range from about 10−7

to 10−12 cm2/s. For a small area of the membrane, that contains
fluorescent-labeled molecules of interest, the initial level of flu-
orescence is determined. Then, a flash of intense laser beam is
applied irreversibly to bleach a substantial (100% in the ideal
case) fraction of fluorophores in this area, so it appears black
after the flash. The intensity of the laser light for the bleaching
is typically ∼103 times greater than the light used to monitor the
fluorescence. For the bleached area, the fluorescence intensity
is recorded as a function of time. The brightness will gradually
increase as fluorescent molecules diffuse into this area. Two
parameters are determined from a FRAP experiment (Fig. 10):

1. The lateral mobility, which gives the diffusion coef-
ficient directly and is determined by the slope of the
fluorescent recovery curve. The steeper the curve, the
more mobile the molecules.
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Figure 10 FRAP experiment. (From Reference 28.)
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2. The percent recovery, which is determined as
(Y/X) × 100 = % recovery. It gives the mobile frac-
tion of the probe. If the radius of the illuminated area
is small compared with the diffusion area (cell, vesi-
cle, etc.) and the molecules are free to diffuse, then the
percent recovery must be 100%. On the other hand, if
the fluorescence fails to recover to the same intensity
observed before the bleaching pulse, then it indicates
that a fraction of fluorophores exist, which are im-
mobile on the time scale of the experiment (DT <
10−12 cm2/s).

In recent years, FRAP for diffusion measurements in mem-
branes has been superseded by fluorescence correlation spec-
troscopy (FCS). FCS is very similar to FRAP in both theoretical
and experimental approaches to the observation of diffusion.
The difference between these two closely related techniques
is that FRAP measures relaxation from an initial nonequilib-
rium state after photobleaching, whereas FCS detects stochastic
fluctuations that occur even in a system remaining in equilib-
rium (46).

ESR techniques for studying long-range diffusion usually ob-
serve the spreading of a small region of concentrated spins over
time. For diffusion rates typical of a membrane environment,
the most appropriate method is dynamic imaging of diffusion
by ESR (DID-ESR) (47), which has been used to measure 10−5

> DT > 10−10 cm2/s. The measurement of the diffusion coef-
ficient, D , by DID-ESR involves two stages. After preparing
the sample with an inhomogeneous distribution of spin probes
along a given direction, the investigator uses the ESR imaging
method to obtain the (one-dimensional) concentration profiles
at several different times. Spatial resolution results from a mag-
netic field gradient, because spin probes at each spatial point
experience a different resonance frequency. With time, the in-
homogeneous distribution will evolve toward a homogeneous
distribution via translational diffusion. The second stage is to
fit the time-dependent concentration profiles to the diffusion
equation to obtain D . The ESR spectrum recorded in the pres-
ence of a magnetic field gradient B’ (G/cm) is a convolution of
the usual ESR spectra (gradient-off spectrum), I0(ξ), with the
concentration of spins C(x, t), which initially varies along the
direction x : Ig (ξ, t ) = ∫ ∞

−∞ C (ξ′, t )I0(ξ − ξ′)dξ′
Here, ξ ≡ (B−B0) measures the spectral position as the de-

viation of the magnetic field B from the field B0 at the center of
the spectrum, which corresponds to the position x = 0, because
the field gradient B′ maps x onto ξ, as given by ξ = B′x. The
determination of C(ξ, t) from the two spectra Ig(ξ, t) and I0(ξ)
is a straightforward calculation through Fourier transformation.
Fitting the C(ξ, t) profile to the diffusion equation gives the
diffusion rate.

Pulse field gradient (PFG) NMR spectroscopy is now gener-
ally regarded as the method of choice for measuring the trans-
lational diffusion coefficients of molecules of virtually any type
under many conditions (48). 1H, 2H, 19F, and 31P variants of this
method have been used successfully to study lateral diffusion
of cholesterol, phospholipids, and water in model membranes
(49, 50). This technique introduces two identical gradient pulses
of the external magnetic field into the standard spin-echo NMR

rf pulse sequence, one is between the π/2 and π pulses and
another is after the π pulse. If spins do not undergo any trans-
lational diffusion, then the effect of the two applied gradient
pulses cancels out and after the rf π-pulse the echo refocuses
to the same value as in the absence of the gradient. However,
the diffusion movement of spins between the gradient pulses
causes additional dephasing, which cannot be refocused by the
π-pulse and manifests itself in a decrease in the resulting echo
intensity. The degree of dephasing is proportional to the dis-
placement of spins in the direction of the gradient and, hence,
the translational diffusion rate.

In the last decade, motion of lipid and protein single
molecules in biomembranes was studied extensively by either
single-particle tracking or by ultra-sensitive single-molecule flu-
orescent microscopy or fluorescence correlation spectroscopy.
In single-particle tracking, a particle of typical diameter of
30–50 nm is attached to the lipid or protein molecule as a label.
Colloidal gold and fluorescent particles have been used as labels.
The particle motion is then followed by computer-enhanced
video microscopy. Single-molecule fluorescence measurements
are based on the repetitive excitation of a single fluorophore,
which generates repeated cycles of absorption and fluorescence
and count rates of up to tens of thousands of counts per second.
The fluorescence is detected by single-photon counting modules.

Lipids diffuse freely in fluid model membranes. FRAP mea-
surements show full recovery and diffusion coefficients on the
order of magnitude of 10−8 cm2/sec. Free diffusion with a sim-
ilar rate is often observed for lipids in the biomembrane. How-
ever, many cell membrane proteins show lower diffusion rates
and incomplete recovery after photobleaching. For membrane
proteins, dramatically different behavior in model and biological
membranes is a common case. In model membranes, membrane
proteins also diffuse freely and their diffusion coefficients are
often similar to the diffusion coefficients of lipids. On the con-
trary, in biomembranes, the diffusion of proteins is 2–3 orders of
magnitude slower and the fluorescence recovery is often incom-
plete. This observation points to limitations of the fluid mosaic
model as will be discussed below.

Fluidity Versus Mosaicity—New
Concepts in Membrane Science

The Singer-Nicolson model of the membrane played a very im-
portant role in understanding membrane structure and function.
However, many properties of biomembranes are not consistent
with this model. In recent years, a growing consensus points
at more complex membrane structure, which can be character-
ized as “dynamically structured fluid mosaic.” Compared with
the original fluid mosaic model, the emphasis has shifted from
fluidity to mosaicity. Experimental observations have led to the
“membrane microdomain” concept that describes compartmen-
talization/organization of membrane components into stable or
transient domains.

One observation, which is inconsistent with the simple fluid
mosaic model, is the reduced diffusion coefficients of mem-
brane molecules in the plasma membrane compared to model
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membranes and biomembranes deprived of their cytoskele-
ton (blebs). Another observation is the oligomerization-induced
slowing of diffusion (51). It manifests itself in much greater ef-
fect of diffusant size on the translational diffusion rate than
predicted by the theory of Saffman–Delbrück based on the
Singer–Nicolson model (52). If a transmembrane protein is ap-
proximated as a rigid cylinder of radius r and height h , floating
in a two-dimensional liquid of viscosity η with matching thick-
ness (h) surrounded by an aqueous medium of viscosity η1, then
the theory gives the following expression for its translational
diffusion coefficient DT:

DT = kB T

4πηh

(
ln

ηh

η1r
− γ

)

where γ is the Euler constant (≈ 0.577216). This formula
predicts very weak dependence of translational diffusion on the
size of diffusant. For example, for a 10-fold increase in the
protein radius, from 5 to 50 Å, the theory predicts for a 50-Å
thick bilayer a decrease in the diffusion rate by a factor of 1.57.
Another factor of 10-increase in the radius, which corresponds
to a 75-fold increase in the aggregation number, slows the
diffusion rate by a factor of 2.6. Although this insensitivity looks
somehow counterintuitive, the Saffman–Delbrück formula gives
good results for proteins incorporated into model membranes.

On the contrary, for the plasma membrane, the effect of
oligomerization on the diffusion rate is much stronger than
predicted by the formula. For example, for linked couples
of green fluorescent protein–E-cadherin oligomerization with
an aggregation number between 2 and 10 slows down the
diffusion up to 40 times (53). Also, spectacular single-particle
tracking experiments carried out by Kusumi et al. (51) showed
that in natural biomembranes, the diffusion does not follow
usual Brownian patterns but consists of a series of random
Brownian walks within confined areas (compartments) followed
by longer-distance hops between compartment. (see trajectory in
Fig 11) (54). The compartment size varies depending on the cell
nature but is relatively insensitive to the diffusant, which shows
the same size for transmembrane proteins and phospholipids.
For example, in the case of normal rat kidney epithelial cells, the
average compartment size is 230 nm with an average residency
time within the compartment ∼11 ns (51).

The hop-diffusion pattern cannot be found in liposomes or
membrane blebs. In these membranes, the membrane molecules
show simple Brownian diffusion with a single diffusion coeffi-
cient (55).

Because the assumption of simple Brownian diffusion breaks
down, the diffusion in biomembranes cannot be described by
a single diffusion coefficient. For instance, FRAP experiments
in the plasma membrane showed that the observed translational
diffusion rates depend on the size of the initial photobleached
spot, which is also inconsistent with a simple Singer-Nicolson
model.

Accumulating evidence clearly points at involvement of the
cell cytoskeleton in the compartmentalization of the membrane,
in particular, the fine cytoskeleton filaments formed by actin
in most eukaryotic cells or spectrin in mammalian red blood
cells. However, single-particle tracking experiments show the
same patterns of hop-diffusion for lipid molecules located in
the extracellular leaflet of the plasma membrane. How can the
membrane skeleton, which is located only on the cytoplasmic
surface of the membrane, suppress the motion of lipids on the
extracellular side?

To reconcile this apparent contradiction the membrane skele-
ton fence and anchored transmembrane picket model was pro-
posed (54). According to this model, transmembrane proteins
anchored to and lined up along the membrane skeleton (fence)
effectively act as a row of posts for the fence against the free
diffusion of lipids (Fig. 11). This model is consistent with the
observation that the hop rate of transmembrane proteins in-
creases after the partial removal of the cytoplasmic domain of
transmembrane proteins, but it is not affected by the removal
of the major fraction of the extracellular domains of transmem-
brane proteins or extracellular matrix. Within the compartment
borders, membrane molecules undergo simple Brownian dif-
fusion. In a sense, the Singer-Nicolson model is adequate for
dimensions of about 10 × 10 nm, the special scale of the original
cartoon depicted by the authors in 1972. However, beyond such
distances simple extensions of the fluid mosaic model fail and
a substantial paradigm shift is required from a two-dimensional
continuum fluid to the compartmentalized fluid.
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Obesity, type 2 diabetes (T2D), lipid disorders, and hypertension are
chronic and disabling diseases that afflict hundreds of millions of individuals
worldwide. In this article, they are collectively referred to as
‘‘cardiometabolic diseases,’’ because they have ‘‘common ground:’’ They
increase the risk of cardiovascular disease (CVD) morbidity and mortality.
Considerable research has been performed to understand the etiology of
cardiometabolic diseases and to translate this research into effective
treatment paradigms. However, it has been challenging to understand the
initiation and progression of cardiometabolic diseases. This difficulty is
attributed to the complexities involved in metabolic regulation, a resultant
‘‘snowballing’’ effect, and a downward spiral as disease progresses. The first
line of therapy for treating obesity, T2D, and/or dyslipidemia is lifestyle
intervention, which can impact significantly on disease and decrease CV
risk, but is usually not effective because of lack of patient compliance.
Patients are then given a plethora of drugs to treat the individual risk
factors. However, new therapies are critically needed, because most
patients require multiple drugs, some drugs may treat one CVD risk factor
and exacerbate another, and most patients do not meet treatment goals.
A ‘‘magic bullet’’ that treats the underlying causes that contribute to
cardiometabolic risk has been a longstanding goal but remains elusive.
Ongoing research to uncover novel targets holds promise for future
therapeutics that might treat multiple facets of cardiometabolic diseases.
This introductory review focuses on the epidemiology and etiology of
cardiometabolic diseases, current therapies, and future treatment strategies.

It is difficult to separate obesity, type 2 diabetes (T2D), dys-
lipidemia, and hypertension because they are a consequence
of a dysregulation in metabolism, are interrelated, and each
might drive disease progression of the other. These comorbidi-
ties are usually found as a cluster within patients, but each can
occur in the absence of the others. Lifestyle (high caloric in-
take, low physical activity, and cigarette smoking) along with
a genetic predisposition result in alterations in metabolism that
lead to cardiometabolic diseases and increase the risk of CVD.
The multiple factors that contribute to CVD are summarized in
Fig. 1 (1). Recent studies have provided insight into the mecha-
nisms by which metabolic abnormalities impair insulin-receptor
signaling, trigger inflammation and endothelial dysfunction, and
increase CVD risk. This finding might provide new opportu-
nities to treat the multiple risk factors that result in insulin
resistance and cardiovascular disease. (Author’s note: The au-
thor recognizes that numerous “landmark” studies have been

published that have contributed to the understanding of car-
diometabolic diseases, but she has chosen to reference newer
publications and review articles in this introductory overview.
Also, a list of abbreviations is provided at the end of this
review.)

The Global Crisis in Obesity,
Diabetes, and CV Risk

CVD is attributed to disorders of the heart and blood vessels,
and it includes coronary heart disease (heart attacks), stroke,
hypertension, peripheral artery disease, rheumatic heart disease,
congenital heart disease, and heart failure. On a global perspec-
tive, 30% of all deaths are from CVD, which ranks it the number
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Figure 1 Risk factors that contribute to cardiometabolic risk. A model proposed by the ADA, where environmental and genetic factors lead to metabolic
disorders that contribute to T2D and CVD. From Reference 1, with permission.

one cause of death (2). In 2005, an estimated 17.5 million peo-
ple died from CVD; 43% of the deaths are attributed to heart
attacks and 32% to stroke.

Current predictions suggest that the twin epidemics of obesity
and diabetes worldwide will result in an increase in CVD rates,
which have sharply declined over the past 30 years, after the
introduction of effective lipid-lowering and antihypertensive
therapies. The World Health Organization (WHO) reported that
in 2002, deaths from CVD outnumbered deaths from the major
communicable diseases (AIDS, tuberculosis, and malaria) by
3 to 1 (2). By 2015, an estimated 20 million people will die
annually from CVD. Therefore, with the advent of the new
millennium, there is a sense of urgency to address the burden
of chronic cardiometabolic diseases worldwide. The information
on the prevalence and etiology of cardiometabolic diseases,
which is cited in this section was obtained from the WHO and
Centers for Disease Control (CDC) websites (2–6).

Obesity

Overweight and obesity occurs when an energy imbalance
exists within the body, in which energy intake exceeds energy
used, resulting in an increase in body fat. The cause of an
energy imbalance for each individual may be different, and it
is the result of interplay between environmental and genetic
factors, which makes it a complex disease to understand and
treat. Although some societies might be more genetically prone
to obesity, changes in environmental factors, particularly the
quantity and quality of food consumed and a sedentary lifestyle,
are the key drivers for the global obesity epidemic (3).

For adults, overweight and obesity are easily defined by the
body mass index (BMI). This value is calculated from a person’s
weight in kilograms divided by the square of the person’s height
in meters (kg/m2); conversion tables are available for body
weight in pounds and height in inches. An adult who has a BMI
between 25 and 29.9 is considered overweight; an adult who
has a BMI of 30 or higher is considered obese (4). Estimates

of overweight and obesity for children and adolescents take age
and gender into consideration.

Data obtained from the National Health and Nutrition Ex-
amination Survey for the 2003–2004 period indicated that 66%
of adults in the United States were overweight (7). The preva-
lence of overweight and obesity had doubled for both adults
and children, when compared with a previous survey for the
1976–1980 period. According to 2005 statistics from the WHO,
approximately 1.6 billion adults were overweight, and at least
400 million adults were obese (3); that half of all diabetes cases
would be eliminated if weight gain could be prevented. WHO
projects that by 2015, approximately 2.3 billion adults will be
overweight, and more than 700 million adults will be obese.

Diabetes

Epidemiologic studies have established a strong relationship
between obesity and the risk for T2D (8, 9). Therefore, because
of the obesity epidemic, diabetes rates are soaring. WHO data
indicate that over 240 million people have diabetes worldwide;
the number is expected to reach 380 million by 2025 (5). The
five countries with the largest numbers of people with diabetes
are India, China, the United States, Russia, and Germany. For
the U.S. population, 20.6 million people or 7% of the population
have diabetes. Adults with diabetes have heart disease and risk
of stroke about 2 to 4 times higher than adults without diabetes
(10, 11). The CDC reports that diabetes is the sixth leading
cause of death among adult Americans, and that two thirds
of diabetics die from CVD and stroke (6). Diabetes is the
major cause of renal disease, adult blindness, and lower-limb
amputation. The economic burden of diabetes in the United
States totals $174 billion annually; this figure has increased by
32% since 2002 (12).

Diabetes can manifest in several forms, and this review will
focus on T2D, which afflicts 90–95% of all diabetics. (For
an overview of diabetes diagnosis, classification, and standard
of care, see References 12–15.) T2D is a metabolic disorder
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that is attributed to a defect in the secretion of insulin by
the β-cells of the pancreas in response to metabolic signals,
combined with the inability of cells to respond to insulin (i.e.,
insulin resistance), which results in impaired nutrient uptake
and use and increased hepatic glucose output (Fig. 2). T2D is
considered a “silent” disease, which progresses over decades,
and it is usually diagnosed after a complication is evident or a
cardiovascular event occurs.

Autopsy studies in humans have indicated that a curvilinear
relationship is observed between β-cell mass and fasting blood
glucose concentration, and a steep increase in blood glucose
concentration is associated with β-cell deficiency (16). The data
have provided research incentives focused on restoring β-cell
mass to reverse diabetes or preventing diabetes by protection of
β-cell mass. Abnormalities in β-cell function are therefore crit-
ical in defining the risk and development of T2D, particularly
in obese subjects (17). The adipose tissue of obese individuals
releases high levels of nonesterified fatty acids (NEFA), glyc-
erol, hormones, proinflammatory cytokines, and other factors
that increase insulin resistance (Fig. 2). When insulin resis-
tance is accompanied by impaired insulin secretion by β-cells,
blood glucose levels are not controlled, which results in overt
diabetes.

Diabetes is diagnosed by a Fasting Plasma Glucose Test
(FPG) or an Oral Glucose Tolerance Test (OGTT) (18). A FPG
level of ≥ 126 mg/dL indicates diabetes. In the OGTT test,
a blood glucose level 2 hours after drinking a glucose solu-
tion of ≥ 200 mg/dL indicates diabetes. A stable measure of
long-term glucose status is to determine the percent of a gly-
cated isoform of hemoglobin in blood (termed % HbA1c), which
is a slowly turning over protein within the body that is mod-
ified by high blood glucose. Current treatment guidelines are
to reduce HbA1c to <7% (13), because it reduces the patient’s

risk of developing microvascular complications (nephropathy,
retinopathy, and neuropathy) as well as macrovascular disease
(cardiovascular disease and stroke) (19).

Dyslipidemia and hypertension

Abnormal circulating lipids [i.e., high LDL concentration
(LDLc), low HDL concentration (HDLc), hypertriglyceridemia,
Lp(a), and small dense LDL], and hypertension are strongly
associated with CVD risk (2,20–22). These lipids are often
found in obese and/or diabetic patients. Data from the Fram-
ingham Heart Study is used to estimate a person’s 10-year risk
for “hard” CHD outcomes (myocardial infarction and coronary
death), in which risk is calculated based on age, gender, to-
tal and HDL cholesterol, systolic blood pressure, and whether
the individual is on blood-pressure–lowering medications or is
a smoker. Numerous primary and secondary intervention stud-
ies have shown that improving lipid profile and lowering blood
pressure significantly reduces disease morbidity and mortality
(22, 23). Improved control of blood lipids in diabetics can re-
duce cardiovascular events by 20–50% (15, 24) In addition to
lipids and blood pressure, inflammation and a procoagulant and
prothrombotic state are additional CVD risk factors that need
to be addressed, particularly in obese and insulin-resistant pa-
tients (25, 26). Results from a subgroup analysis of the Pravas-
tatin or Atorvastatin Evaluation Trial (PROVE IT) (27) showed
that intensive lipid-lowering intervention significantly reduced
acute coronary events in diabetics, but most patients did not
reach the dual goal of LDLc <70 mg/dL and high sensitivity
C-reactive protein <2 mg/L (CRP is an inflammatory marker
associated with CV risk). The data highlight the need for addi-
tional strategies in this high-risk group, particularly those that
target inflammation.

Pancreas

↓ Insulin
secretion

Brain

Liver

Muscle

Adipocytes

↑ Food intake
⇒ obesity

↑ Glucose
production

↑ Plasma glucose

↓ Efficiency of
glucose uptake

↑ Plasma glucose

↑ Lipolysis
⇒ NEFAs

Insulin resistance
and ↓ β−cell function

Insulin resistance

Figure 2 Model for the critical role of impaired insulin release in linking obesity with insulin resistance and T2D. Impaired insulin secretion results in
decreased insulin levels and decreased signaling in the hypothalamus, which leads to increased food intake and weight gain, decreased inhibition of
hepatic glucose production, reduced efficiency of glucose uptake in muscle, and increased lipolysis in the adipocyte. These results lead to increased plasma
NEFA levels. The increase in body weight and NEFAs contribute to insulin resistance, and the increased NEFAs suppress the β-cell’s adaptive response to
insulin resistance. The increased glucose levels together with the elevated NEFA levels can synergize to affect β-cell health and insulin action adversely,
which is often referred to as ‘‘glucolipotoxicity.’’ From Reference 17, with permission.
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Metabolic syndrome versus additive
cardiometabolic risk factors

Cardiometabolic diseases may present as separate diseases but
more often cluster within patients. Because of this clustering,
the concept of “The Metabolic Syndrome” (also termed insulin
resistance syndrome or syndrome X) has been put forth. Sev-
eral definitions of the Metabolic Syndrome are available, with
the overall viewpoint that multiple interrelated risk factors in-
crease the risk for atherosclerotic cardiovascular disease and
increase the risk for T2D. Guidelines to define the metabolic
syndrome have been developed by the WHO, National Choles-
terol Education Program-Adult Treatment Panel (NCEP-ATP),
and International Diabetes Federation (IDF), which are reviewed
in Reference 28. Each definition includes traditional risk factors:
obesity and an abdominal fat distribution, insulin resistance, di-
abetes, dyslipidemia (high TG, low HDL) and hypertension.
Shown in Table 1 are the new IDF definition (29) and the re-
vised National Cholesterol Education Program-Adult Treatment
Panel III (NCEP-ATPIII) definition (30), which are the most
widely used. Each definition has its strengths and weaknesses,
and both groups are working toward harmonizing criteria (31).

According to CDC statistics that use the NCEP criteria (32),
the metabolic syndrome is found in 20% of the U.S. adult
population. Its prevalence increases with aging, and it is highest
in Hispanic women with 35% prevalence. According to the
WHO, 25% of the world’s population and at least two thirds of
diabetics have the metabolic syndrome. Considerable evidence
suggests that the metabolic syndrome is a significant predictor
of CVD and T2D, and risk increases with increasing number of
risk factors (33). However, a recent assessment (34) states that
“the Metabolic Syndrome is a stronger predictor of T2D than
CHD and it does not predict CHD as well as the Framingham

Risk Score, but it serves as a simple clinical tool for identifying
high-risk subjects predisposed to CVD and T2D”.

The clinical significance of the metabolic syndrome came into
question in 2005, after “A Critical Appraisal of the Metabolic
Syndrome” that was jointly written by the American Diabetes
Association (ADA) and the European Association for the Study
of Diabetes (EASD) (35). These organizations questioned the
clinical value of diagnosing the metabolic syndrome, stating
that CV risk is not greater than the sum of the individual risk
factors, and treatment of the syndrome is no different than the
treatment for each of its components. Their recommendation
was to continue efforts to understand the relationships of risk
factors that contribute to CVD. Numerous rebuttals to the
ADA/EASD statement have been given, particularly by the
American Heart Association (AHA) (36). In 2007, the AHA and
ADA jointly issued a publication that attempted to harmonize
the recommendations of both organizations where possible, and
recognized areas where they differ (24). Overall, it is feasible
that common ground will be reached in the near future.

Underlying Mechanisms that Lead
to Insulin Resistance and CVD
Chronic excessive nutrient intake leads to the deposition of fat,
in not only its normal storage site, which is the adipose tissue,
but also in liver and skeletal muscle. Nutrient excess also trig-
gers an inflammatory response, with the release of inflammatory
cytokines [tumor necrosis factor-alpha (TNF-α), interleukin-6
(IL-6), and CRP]. These inflammatory mediators, along with
the intracellular accumulation of lipid metabolites, lead to im-
paired insulin receptor signaling and defective metabolism in
skeletal muscle and liver (37, 38). Nutrient excess also dam-
ages cells by generating reactive oxygen species, which results

Table 1 The IDF and NCEP definitions of the metabolic syndrome

International Diabetes Federation National Cholesterol Education Program-ATPIII

Central obesity: waist circumference-ethnicity specific plus
any two of the following:

Any three of the five criteria: Elevated waist circumference
For US population: >102 cm (40 in) in men, >88 cm (>
35 in) in women lower cut points for insulin resistant
individuals or ethnic groups

High TG: >150 mg/dL (1.7 mmol/L) High TG: >150 mg/dL (1.7 mmol/L)
Low HDL cholesterol: <40 mg/dL (1.03 mmol/L) in men,

<50 mg/dL (1.3 mmol/L) in women
Low HDL cholesterol: <40 mg/dL (1.03 mmol/L) in men,

<50 mg/dL (1.3 mmol/L) in women
High blood pressure: >130 mmHg systolic, > 85 mmHg

diastolic
High blood pressure: >130 mmHg systolic, > 85 mmHg

diastolic
Elevated plasma glucose: Fasting plasma glucose

>100 mg/dL (5.6 mmol/L) or previously diagnosed T2D.
If above 5.6 mmol/L an oral glucose tolerance test is
strongly recommended but not necessary to define the
presence of the syndrome.

Elevated fasting glucose: >100 mg/dL (5.6 mmol/L)

Limitations: Central obesity is required, criteria and cutoff
values might need to be further defined

Limitations: Cutoff values do not consider ethnicity
differences and age, criteria and cutoff values might need
to be further defined

Information was obtained from References 29 and 30.
*Central obesity not necessary if three of the other risk factors are present
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in protein modifications and in the depletion of nitric oxide that
maintains vascular tone. These changes lead to cell dysfunction,
alterations in blood lipids, elevated blood pressure, coagula-
tion, fibrinolysis, and additional inflammation, which drives the
downward spiral of insulin resistance, endothelial dysfunction,
and atherosclerosis (39).

Metabolic stress and impaired cellular
function

Nutrient excess leads to the intracellular accumulation of long
chain acyl CoA and diacylglycerol, and in the activation of
several serine/threonine kinases, which include protein kinase
C isoforms, inhibitor of kappa B kinase (IKK), and c-jun
N-terminal kinase (JNK) (37). A key step in insulin receptor
signaling is the tyrosine phosphorylation of IRS1 and 2, which
regulates carbohydrate, lipid, and protein metabolism. The ac-
tivation of several serine/threonine kinases results in serine
phosphorylation of IRS1 and 2, which inhibits insulin recep-
tor signaling. The activation of the two principal inflammatory
pathways, IKKβ/NFkappa B and JNK, by nutrient excess and
inflammatory cytokines, also impairs insulin receptor signaling
and propagates the stress response (37). In skeletal muscle, it
results in impaired insulin action on cell metabolism, which
includes decreased insulin-stimulated glucose transport and de-
creased glycogen synthesis, leading to impaired glucose use and
hyperglycemia. In the liver, glycogen synthesis is decreased, and
gluconeogenesis is stimulated, which results in an increase in
hepatic glucose production and hyperglycemia (38, 40).

Recently, the sphingolipid ceramide, which is a product of
fatty acyl CoA, has been identified as the link between excess
nutrients (i.e., saturated fatty acids) and inflammatory cytokines
(i.e., TNFα), to the induction of insulin resistance. Moreover,
ceramide has been shown to be toxic to pancreatic β-cells,
cardiomyocytes, and endothelial cells, which contributes to
diabetes, hypertension, cardiac failure, and atherosclerosis (41).
However, the role of ceramide in mediating insulin-resistance
humans is still unclear (42).

The endoplasmic reticulum (ER) is a network of membranes
in which secreted and membrane proteins are assembled into
their secondary and tertiary structures. The ER seems to be
the site for sensing metabolic stress and to translate this stress
into inflammatory signals (43). Under certain stress conditions,
such as energy excess, lipids, and pathogens, the ER activates
a complex response system known as the unfolded protein
response to slow down protein synthetic pathways and to restore
functional integrity to the organelle. Data from experimental
models have shown that obesity leads to ER stress, which
activates both JNK and IKK, and initiates pathways that trigger
inflammation and insulin resistance. In the pancreatic β-cell, ER
stress impairs insulin secretion and contributes to progression
of T2D.

Inflammation

Obesity, and particularly the accumulation of abdominal fat,
creates an inflammatory milieu that is the key driver of insulin
resistance and CVD (44–46). In the normal state, adipose tissue
coordinately regulates the synthesis and secretion of peptides

that regulate numerous processes in the body (47, 48), which
include fat mass, nutrient homeostasis and energy expenditure,
the immune response, blood pressure control, hemostasis, bone
mass, and reproductive function. In obesity, adipose tissue in-
flammation results in the secretion of proinflammatory peptides
and reduction of anti-inflammatory peptides, which lead to dele-
terious effect on the liver, muscle, and the vasculature (Fig. 3).
A reduction in abdominal fat improves the atherogenic lipid pro-
file, reduces inflammation, and decreases blood pressure, which
thereby decreases CV risk (44, 49). Current strategies are fo-
cused on identifying additional inflammatory markers that put
the patient at cardiometabolic risk.

Chronic hyperglycemia induces numerous alterations in the
vasculature that accelerate the atherosclerotic process. Several
major mechanisms contribute to the pathological alterations in
blood vessels in diabetes, including: 1) the nonenzymatic glyco-
sylation of proteins and lipids, which form advanced glycation
endproducts (AGEs) that can interfere with their normal func-
tion; and 2) the induction of oxidative and nitrosative stress, as
well as exacerbation of proinflammatory responses (50). These
abnormalities lead to impaired endogenous platelet inhibition
and platelet activation, which could result in arterial thrombosis,
and consequently myocardial infarction and stroke (51).

Impaired endothelial function

Because of metabolic stress, the endothelium loses its ability
to balance vasodilating and vasoconstricting factors to maintain
hemostasis. Nitric oxide (NO) is the most important mediator
of vasodilation, and loss of NO bioavailibility contributes to the
loss of vessel tone and damage to the endothelium. This dam-
age is particularly evident in the insulin-resistant state, in which
insulin plays a key role in maintaining endothelial function
and stimulating NO production. In diabetes, defective insulin
signaling in the endothelial cell results in an imbalance be-
tween the vasodilating agent NO and the vasoconstricting agent
endothelin-1, which results in additional endothelial dysfunction
and hypertension (52). Furthermore, markers of an activated
endotheium appear prior to the presentation of overt diabetes,
which suggests that the endothelium plays a primary role in the
disease process.

A dysfunctional endothelium makes it susceptible to dam-
age by adhesion molecules, inflammatory cytokines, activated
platelets, and lipids, which culminates in atherosclerosis (46,
53). In the kidney, endothelial dysfunction impairs glomerular
filtration and leads to the progressive loss in renal function. En-
dothelial dysfunction can be addressed by treating the patient
with angiotensin-converting enzyme inhibitors (ACEi) and an-
giotensin II receptor blockers (ARBs), which block the deleteri-
ous effects of an activated renin-angiotensin-aldosterone system
(RAAS) on the endothelium (54). Reviews of endothelial dam-
age and current treatment strategies can be found in References
53 and 55. Novel therapies are needed to prevent progressive
endothelial damage, whereas early intervention might improve
endothelial function, offering an opportunity to protect against
both CVD and organ damage. The consequences of metabolic
dysregulation on endothelial damage and end organ injury that
culminate in CVD are summarized in Fig. 4.
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Figure 3 Adipokine expression and secretion by adipose tissue in insulin-resistant, obese subjects. Obesity results in adipose tissue inflammation with
macrophage infiltration. This result leads to 1) a decrease in adiponectin, which si an anti-inflammatory adipokine, that is positively correlated with insulin
sensitivity and plays a protective role on the vasculature; and 2) an increase in inflammatory cytokines (TNFα, IL-6, and resistin) which causes insulin
resistance, inflammation, and atherosclerosis. From Reference 47 with permission.

Figure 4 The contribution of impaired metabolism to cardiovascular risk. A dysregulation in nutrient metabolism contributes to cardiovascular risk by the
following mechanisms: 1) impaired β-cell function, tissue damage, and insulin resistance; 2) an atherogenic lipid profile that is characterized by high TG,
low HDL, and abnormal lipoproteins; 3) hypertension and vascular dysfunction; and 4) alterations in cytokines and adipokines that lead to a
proinflammatory and procoagulant state.
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Current and Next Generation
Therapeutics

Numerous drugs are marketed to treat metabolic diseases, which
include weight reducing agents, antidiabetics, lipid-lowering
treatments, and antihypertensives. The pharmacology, positive
attributes, efficacy, and limitations for each drug class are
summarized in Tables (2–5) (56, 57).

Weight-loss agents

The three currently marketed weight-loss drugs are listed in
Table 2. Orlistat is a pancreatic lipase inhibitor that acts at
the level of the gastrointestinal (GI) tract to inhibit the absorp-
tion of dietary fat. Sibutramine and rimonabant act at different
transporters or receptors to modulate central and peripheral
metabolism. The paucity of weight loss agents that are avail-
able is attributed to the hurdles in developing weight-loss drugs.
Large placebo-controlled trials are required; the placebo group
is given a low-calorie diet and exhibits weight loss. A variation
is observed in response and a significant number of nonrespon-
ders, and safety considerations often emerge. Most weight-loss
treatments are associated with improvement in insulin sensitiv-
ity and lipids, but the drugs have side effects that generally limit
use.

Antidiabetic agents

Current marketed antidiabetic treatments are shown in Table 3.
These drugs may act to: improve insulin sensitivity, decrease
hepatic glucose output, decrease the absorption of glucose in the
GI tract, or stimulate the secretion of insulin. Numerous studies

have shown that antidiabetic and weight-loss interventions, ei-
ther by lifestyle or by drug treatment, prevent the development
of diabetes in patients at risk for developing that disease (58).
However, antidiabetic and weight-loss drugs are not prescribed
as preventative agents. Because diabetes is a complicated dis-
ease, a treatment paradigm has been developed, and multiple
treatments are generally required (57). However, a patient’s dia-
betes still progresses even when given several antidiabetic drugs
in combination. This progression seems to be caused by the
progressive loss of β-cell function despite multiple treatments
(59).

Oral antidiabetic agents consist of several classes: biguinides,
sulfonylureas (SUs), non-SU secretagogues, α-glucosidase in-
hibitors (AGI), thiazolidinediones (TZDs), and dipeptidyl pepti-
dase IV (DPP-IV) inhibitors, which are used as monotherapy or
in combination. Metformin is the only available biguinide in the
United States, and its exact mechanisms are not clearly under-
stood. However, it has been shown to increase insulin sensitivity
by inhibiting hepatic glucose production. SU and non-SU secre-
tagogues increase the release of insulin from pancreatic β-cells
and potentiate insulin action, but hypoglycemia may result. The
non-SU secretagogues differ from SUs in that they are ab-
sorbed more rapidly and are eliminated. They can minimize
postprandial glucose (PPG) excursions and lower postprandial
insulin levels, with reduced risk of hypoglycemia. AGIs act at
the level of the GI tract to delay carbohydrate digestion and
absorption, which thereby limits PPG excursions. TZDs are
peroxisome-proliferator-activated receptor-γ (PPAR-γ) receptor
agonists that enhance adipocyte differentiation and decrease
lipolysis, increase insulin-stimulated glucose uptake in mus-
cle, and decrease hepatic glucose production. In early 2007,
a prospective review of clinical data for the TZD rosiglitazone

Table 2 Currently prescribed weight-loss agents

Treatment Pharmacology and positive
attributes

Efficacy (clinical trials) Limitations

Orlistat
(oral)

Inhibits pancreatic lipase, blocks
the digestion and absorption of
dietary triglycerides.

Causes weight loss, improves lipid
profile and insulin sensitivity.

At 1 year of treatment, 57% of the
orlistat-treated patients and 31%
of the placebo-treated patients
lost ≥5% of their body weight;
weight loss was maintained at 2
years of treatment.

Oily spotting, abdominal pain,
fecal urgency

Sibutramine
(oral)

Inhibits the reuptake of
norepinepherine, serotonin and
dopamine; suppresses appetite
and increase energy expenditure.

At 2 years of treatment, 67% of
sibutramine-treated patients and
49% of placebo-treated patients
lost ≥5% of their body weight.

May increase blood pressure
and heart rate

Causes weight loss, improves lipid
profile and insulin sensitivity.

Rimonabant
(oral)

An inverse agonist for the
cannabinoid receptor CB1,
reduces appetite and improves
metabolism.

At 1 year of treatment, 75% of
rimonabant-treated patients and
28% of placebo-treated patients
lost ≥5% of their body weight.

Nausea, dizziness, may cause
severe depression. Not
approved for use in the U.S.

Causes weight loss, improves lipid
profile, blood pressure and
insulin sensitivity.

Information was obtained from References 49 and 56.
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Table 3 Currently prescribed anti-diabetic agents

Treatment Pharmacology and positive attributes Expected efficacy Limitations

Insulin (injectable or
inhaled protein,
multiple products)

Increases insulin levels, improves glucose
tolerance, improves lipid profile.

HbA1c reductions of
1.5–3.5% (less
reduction for inhaled
vs injectable)

May cause
hypoglycemia,
weight gain

Metformin (oral) Decreases hepatic glucose output plus
additional mechanisms, improves
glycemic control, ↓ TG and LDLc, ↑
HDLc

HbA1c reductions of
1.0–2.0%

May cause GI
problems, lactic
acidosis (rare)

Sulfonylureas and
non-SU
secretagogues
(oral, multiple
agents)

Increases insulin secretion by pancreatic beta
cells, improves glycemic control

HbA1c reductions of
1.0–2.0% for
sulfonylureas 1.0–1.5
% for non-SU
secretagogues

May cause
hypoglycemia,
weight gain

α-Glucosidase
inhibitors (oral,
multiple agents)

Delays GI absorption of carbohydrates,
improves glycemic control

HbA1c reductions of
0.5–0.8%

May cause GI
problems

Thiazolidine-diones
(oral, rosiglitazone,
pioglitazone)

PPARγ agonist, increases insulin sensitivity
and improves glycemic control, ↓TG
(rosiglitazone may ↑TG), ↑LDLc and
↑HDLc; pioglitazone has greater
beneficial effects on blood lipids)

HbA1c reductions of
0.5–1.4%

Associated with
weight gain,
edema; not
recommended for
patients with CHF

Exenatide (injectable
protein)

Long acting GLP-1 analog, improves
glycemic control, decreases TG and
increases HDLc, causes weight loss.

HbA1c reductions of
0.5–1.0%

Associated with GI
problems

Sitaglipin (oral) Inhibits DPP-IV thereby potentiating the
action of GLP-1; improves glycemic
control, weight neutral.

HbA1c reductions of
0.5–0.8%

Recently approved,
little experience

Pramlintide (injectable
protein)

Amylin analog, improves glycemic control,
causes weight loss.

HbA1c reductions of
0.6%

Associated with GI
problems

Information was obtained from References 56 and 57.

has raised cardiovascular concerns. The issues are discussed

in Reference 57, and a revision of the treatment paradigm for

diabetic patients has resulted.

Newer targets include potentiating the effects of glucagon-like

peptide-1 (GLP-1) and amylin, which are reviewed in Refer-

ence 60. GLP-1 is a key regulatory hormone that is secreted

by the L-cells of the intestine. This hormone stimulates in-

sulin secretion by the pancreatic β-cells in response to glucose,

inhibits gastric emptying and glucagon secretion, and has a

central effect to inhibit food intake. Two approved pharmaco-

logical treatments to promote GLP-1 action are as follows: 1)

to inject a GLP-1 protein mimetic (i.e., exenatide) or 2) to po-

tentiate endogenous GLP-1 action by inhibiting its degradation

via sitaglipin, which is an oral DPP-IV inhibitor. Amylin is

another regulatory hormone involved in glucose homeostasis.

It is cosecreted with insulin by β-cells and decreases PPG ex-

cursions by slowing gastric emptying and decreasing glucagon

secretion. Pramlintide, which is an injectable analog of amylin,

is approved to treat both T1 and T2D patients.

Lipid-lowering agents

Many lipid-lowering agents are used alone or in combina-
tion to achieve lipid goals (Table 4). Although numerous
lipid-lowering agents are available, which are used alone and
in combination, additional therapies are required to decrease
other atherogenic components and to enhance reverse choles-
terol transport.

The “statins” inhibit HMGCoA reductase, which results in
an inhibition of cholesterol synthesis and upregulation of LDL
clearance. This result leads to a marked reduction in LDLc,
with additional positive effects to decrease TG modestly and
to increase HDL. Bile acid sequestrants are also used alone
or in combination to lower LDLc. Bile acid sequestrants also
upregulate LDL clearance and decrease LDLc, but the effect
is generally less than with a statin. In addition to lowering
cholesterol, bile acid sequestrants may elicit an antidiabetic
effect (61); a newer seqeustrant colesevelam HCl received
approval to treat both T2D and high LDL cholesterol.

Ezetimibe is a newer drug that inhibits cholesterol absorption
by the GI tract; it reduces LDLc modestly as monotherapy and
is used in combination therapy with simvastatin (marketed as
Vytorin) to achieve good cholesterol lowering and minimizing
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Table 4 Currently prescribed lipid-lowering agents

Treatment Pharmacology and positive attributes Efficacy Limitations

HMGCoA reductase
inhibitors “Statins”
(oral, multiple
agents)

Oral agent, inhibits HMGCoA reductase
and upregulates the LDL receptor,
decreases LDLc and TG, increases
HDLc

LDLc ↓18–55%
HDLc ↑5–15% TG
↑ 7–30%

Potential for elevating liver
enzymes and causing
myopathy

Bile acid sequestrants
(oral, multiple
agents)

Binds bile acids in the GI tract, resulting
in the upregulation of the hepatic LDL
receptor and a decrease in LDLc

LDLc ↓15–30%
HDLc ↑3–5% TG
no change or ↑

May cause GI problems,
decreased absorption of
other drugs

Ezetimibe (oral) Inhibits the intestinal absorption of
cholesterol, decreases LDLc

LDLc ↓18% HDLc
↑1% TG ↓ 8%

Hypersensitivity reactions,
myalgia, increase in
liver enzymes

Fibrates (oral, multiple
agents)

Decreases TG synthesis and VLDL
secretion and increases LPL, decreases
TG, increases HDL, decreases
fibrinogen and Lp(a), may cause
weight loss

LDLc ↓5–20% (may
increase in patients
with high TG)
HDLc ↑10–20%
TG ↓20–50%

May cause dyspepsia,
gallstones, myopathy

Niacin and nicotinic
acid (oral, multiple
agents)

Decreases TG synthesis and VLDL
secretion, inhibits FFA release from
adipose tissue, decreases TG, raises
HDL, decreases fibrinogen and Lp(a)

LDLc ↓5–25% HDLc
↑15–35% TG
↓20–50%

May cause stomach upset,
flushing, headache, may
decrease glucose
tolerance

Information was obtained from References 23 and 56.

the “statin” dose to reduce side effects. However, the “Enhance”
clinical trial results (62) have raised concerns about the lack of
vascular benefit with ezetimide, and additional outcome trials
are ongoing.

The fibrates act at the level of the liver to decrease VLDL-TG
substantially and to increase HDLc secretion. Nicotinic acid
also decreases TG and is considered to the most potent agent
to increase HDL. The effects of fibrates and nicotinic acid on
TG and HDL are generally greater than those observed with
“statins,” which are generally the most effective LDLc-lowering
agents.

Blood pressure agents

Several classes of blood-pressure–lowering agents are available
and are often used in combination to achieve goals (Table 5).
Results of large clinical trials have indicated that the benefits of
antihypertensive treatment is caused by the lowering in blood
pressure and largely independent of the drugs employed (22).
A challenge has been to understand why differential responses
to a specific class or combination are observed.

Three antihypertensives (ACEi, ARB, and renin blockers)
block different steps the RAAS pathway, which results in a
downstream blockade of AT1 receptors that resulting vasodila-
tion, decreased secretion of vasopressin, and decreased secretion
of aldosterone, contributing to a blood pressure lowering effect.
The decrease in aldosterone decreases sodium and water resorp-
tion in the kidney and decreases potassium excretion, which
leads to a lowering in blood pressure. These drugs are often
used to treat hypertension, diabetic nephropathy, and conges-
tive heart failure (63). ACEi also blocks the bradykinin pathway,
which induces nitric oxide and vasodilation, but it is often as-
sociated with the persistent dry cough and/or angioedema that

may limit ACEi therapy. This side effect is rarely observed
with ARBs. Although ACEi and renin antagonism decrease
circulating angiotensin II, ARBs block its activity at the AT1
receptor. ARBs increase angiotensin II levels by uncoupling the
negative-feedback loop, and increase its stimulation of AT2 re-
ceptors, which is associated with beneficial and negative effects.
A direct renin inhibitor has recently entered the market, which
may result in more complete inhibition of the RAAS system in-
hibition than with ACEi or ARBs, but more clinical experience
and outcome trial results are necessary to assess its potential
adequately (64).

Beta adrenergic receptor antagonists reduce cardiac output
(caused by negative chronotropic and inotropic effects), de-
crease renin release from the kidneys, and cause smooth muscle
relaxation. However, blockage may also decrease secretion of
insulin from pancreatic β-cells, which limits its use in T2D.
Calcium channel antagonists act on L-type voltage gated chan-
nels in the heart and blood vessels to reduce vascular resistance
and arterial pressure. Diuretics are also widely used to decrease
blood pressure, particularly in the elderly and hypertensive black
populations.

Future treatment strategies

Future treatments are focused on correcting the metabolic dys-
regulation, which contributes to cell damage and tissue dysfunc-
tion. A list of selected novel targets for treating cardiometabolic
diseases is shown in Table 6. The focus for new antiobesity
approaches has been to target the gut–brain axis to regulate
feeding behavior and energy expenditure, as well as modulat-
ing peripheral metabolism (65). These targets should also be
effective in treating obese T2D. However, it has been difficult
to target feeding behavior, because considerable redundancies
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Table 5 Currently prescribed blood pressure-lowering agents

Treatment Pharmacology and positive attributes Conditions favoring
use

Limitations

ACEi (oral, multiple
agents)

Prevents conversion of Ang I to Ang II,
which prevents action of Ang II at its
receptor to cause vasoconstriction and
cardiac stimulation

HF, post-MI,
nephropathy, LV
hypertrophy,
carotid
atherosclerosis,
atrial fibrillation,
MetS

May cause cough, elevated
potassium levels, low
blood pressure,
dizziness, headache

ARBs (oral multiple
agents)

Blocks the action of Ang II at its receptor HF, post MI,
nephropathy, LV
hypertrophy, atrial
fibrillation, MetS

May cause cough, elevated
potassium levels, low
blood pressure,
dizziness, headache

Aliskiren (oral) Direct renin inhibitor, inhibits the RAAS
pathway.

HF, post MI, diabetic
nephropathies,
hypertension,
kidney disorders

Side effects include
angioderma,
hyperkalemia,
hypotension, GI
symptoms

Beta blockers (oral,
multiple agents)

Blocks the βAR, decreases the
chronotropic, inotropic and vasodialtor
responses to βAR stimulation

HF, post MI, angina
pectoris,
tachyarrhythmias,
glaucoma,
pregnancy

May cause weight gain,
decrease insulin
sensitivity and adversely
affect plasma lipids

Thiazide diuretics
(oral, multiple
agents)

Inhibits Na+/Cl− reabsorption from the
distal convoluted tubules in the
kidneys by blocking the
thiazide-sensitive Na+-Cl− symporter

Isolated systolic
hypertension
(elderly), HF,
hypertension in
blacks

May cause hypokalemia
and increased serum
cholesterol; long-term
use may increase
homocysteine
(associated with
atherosclerosis)

Calcium antagonists:
dihyropyridines
(oral, multiple
agents)

Block L-type voltage-gated calcium
channels in muscle cells of the heart
and blood vessels; often used to
reduce systemic vascular resistance
and arterial pressure

Isolated systolic
hypertension,
angina pectoris, LV
hypertrophy,
carotid/coronary
atherosclerosis,
pregnancy,
hypertension in
blacks

Side effects include
peripheral edema,
dizziness, not used to
treat angina (with the
exception of
amlodipine);
contra-indicated in
certain patient
populations.

Calcium antagonists:
(oral, verapamil
diltiazem)

L-type calcium channel blocker, decreases
impulse conduction through the AV
node, protects ventricles from atrial
tachyarrhythmias; causes smooth
muscle relaxation and vasodilation.

Angina pectoris,
carotid
atherosclerosis,
supreventricular
tachycardia

Side effects include
headache, constipation,
Side effects include
dizziness, flushing,
peripheral
edema.(Diltiazem is
contra-indicated in
certain patient
populations.)

Information was obtained from References 22 and 56.
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Table 6 Future treatments for metabolic diseases

Predicted Positive Effect

Novel pharmacological targets Bwt Loss Anti-Diab Lipid Impr. BP Redn Vasc Impr.

Improve Energy Homeostasis
Central regulation: ↓NPY, ↑MSH-R Gut regulation: ↓Ghrelin,

↑CCK, ↑PYY Peripheral regulation: ↓ACC, ↓SCD-1,
↑AMPK, ↑Sirt1, ↓11-βHSD, GH analogs, TH analogs
Adipokine and cytokine regulation: ↑adiponectin,
↓inflammation

√ √ √ √ √
/?

Improve Glucose Homeostasis
Insulin signaling stimulation: ↓PTEN, Glycogen regulation:

↓GSK3, ↑GS Gluconeogenesis inhibitors, β-cell restoration

√ √
/?

Improve Lipid Profile
Reverse cholesterol transport stimulation: ↑HDL, ↑apo AI,

↑ABC transporter, ↓CETP LDL reduction: Anti-Apo B,
↓MTP, ↓PCSK9

√ √
/?

Lower Blood Pressure
Neutral endopeptidase inhibitors, Nitric oxide donors, Endothelin

receptor antagonists

√ √
/?

Summary of predicted positive effects on body weight reduction, improvement in diabetes control, improvement in lipid profile, blood pressure
decrease, and improvement in the vasculature.

exist in the regulation of food intake. Another focus to treat the
metabolic dysregulation in insulin-resistant and diabetic patients
is to augment insulin receptor signaling and also to treat β-cell
impairment. Future approaches to treating vessel wall damage
include activating reverse cholesterol transport and novel anti-
hypertensive targets.

Several challenges are faced in developing novel therapeu-
tics to treat cardiometabolic disorders. These challenges include
identifying and validating novel targets, using predictive animal
model of human efficacy, identifying responsive patient popula-
tions, obtaining an acceptable safety and tolerability profile for
chronic treatment, and positioning a product in a huge, compet-
itive marketplace. However, there is a high unmet medical need
and room for new, differentiated products. Recent advances hold
promise for novel therapies for treating multiple risk factors for
T2D and CVD.

Appendix: List of Abbreviations

ACC, acetyl CoA carboxylase
ACEi, angiotensin converting enzyme inhibitor
AGE, advanced glycation endproducts
AGI, alpha glucosidase inhibitor
AMPK, AMP-activated protein kinase
ARB, angiotensin receptor blockers
βAR, beta adrenergic receptor
CCK, cholecystokinin
CETP, cholesteryl ester transfer protein
CHD, coronary heart disease
CVD, cardiovascular disease
CRP, C-reactive protein

FFA, free fatty acid
GH, growth hormone
GLP-1, glucagon-like protein 1
GS, glycogen synthase
GSK3, glycogen synthase kinase 3
HDL, high density lipoprotein
HF, heart failure
IKK, inhibitor of kappa B kinase
JNK, c-jun N-terminal kinase
LDL, low density lipoprotein
Lp(a), lipoprotein “little” a
LV, left ventricular
MetS, metabolic syndrome
MI, myocardial infarction
MSH-R, melanocyte stimulating hormone receptor
MTP, microsomal triglyceride transfer protein
NEFA, non-esterified fatty acids
NO, nitric oxide
NPY, neuropeptide Y
PCSK9, proprotein convertase subtilisin/kexin type 9
PPAR-γ, peroxisome-proliferator-activated receptor-γ

receptor agonists
PPG, post-prandial
PTEN, phosphatase and tensin homolog
PTPase, phosphotyrosine phosphatase
PYY, peptide YY
RAAS, renin, angiotensin, aldosterone system
SCD-1, stearoyl-CoA desaturase 1
Sirt1, silent information regulator 1
TG, triglyceride
TH, thyroid hormone
TZD, thiazolidinedione
VLDL, very low density lipoprotein
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11-βHSD1, 11 beta-hydroxysteroid dehydrogenase
type 1
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The field of pathway bioinformatics is concerned with the representation
and the manipulation of metabolic information within computers. By
organizing genome information into pathways, pathway bioinformatics
places genes and their products into a mechanistic framework. This article
describes how metabolic pathways are represented in a computer, and it
describes the BioCyc (SRI International, Menlo Park, CA) collection of
pathway/genome databases for several hundred organisms. Each BioCyc
database describes the genome and the metabolic network of a single
organism. This article describes computational algorithms for computing
with pathway data. Pathway visualization algorithms help scientists
comprehend this complex information space and facilitate analysis of
large-scale omics datasets. Pathway analysis algorithms predict the
metabolic network of an organism from its genome, identify the genes
coding for missing enzymes in metabolic pathways, and enable the
comparison of metabolic networks from multiple organisms. They also
allow the prediction of the metabolic capabilities of an organism and
identify potential drug targets within the metabolic network.

The field of pathway bioinformatics is concerned with a range
of problems related to the representation and the manipulation
of metabolic information within computers. How do we cap-
ture our knowledge accurately about metabolic pathways and
enzymes within the computer? How do we construct databases
of metabolic information? How do we predict the metabolic
pathways of an organism from its sequenced genome, and how
do we compare the metabolic networks of two organisms?

Introduction

The bioinformatics subfield of pathway bioinformatics is con-
cerned with developing computer representations of the
metabolic network of an organism, with developing databases
of metabolic information, and with developing algorithms for
computing with metabolic information. This article will dis-
cuss the approaches for each of these problems in the Path-
way Tools and BioCyc (SRI International, Menlo Park, CA)
projects. Pathway Tools is a set of algorithms for computational
analysis of metabolic data, and it includes computer represen-
tations of the metabolic network (1). BioCyc is a collection
of Pathway/Genome Databases (PGDBs) for several hundred
organisms (2). The BioCyc databases were constructed using
Pathway Tools, and they can be queried and analyzed using
Pathway Tools.

Together, Pathway Tools and BioCyc permit extremely fast
and accurate modeling of the metabolic network of an organism
from its genome sequence. Previously, hundreds of person-years
of laboratory work were required to characterize an organism’s
metabolic map. Now, given an annotated genome sequence for
the organism, its metabolic network can be predicted computa-
tionally within a few days. Manual review of that computational
prediction will yield a more accurate result within a few weeks.

Computational reconstructions of metabolism are not per-
fectly accurate; thus, for increased model fidelity, we recom-
mend following the computational reconstruction with manual
curation of the metabolic network. A manual curation effort
surveys the past biochemical literature for an organism, tracks
newly emerging literature on an ongoing basis, and updates the
metabolic model within a PGDB to reflect those findings.

Representing Metabolic
Knowledge in PGDBS

Metabolites, reactions, and pathways

Two alternative ways exist in which one might choose to
represent the metabolic network in a computer: by listing of
all metabolic reactions that occur in the cell or by partitioning
that reaction set into a carefully delineated set of metabolic
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pathways that describe small, functionally linked subsets of
reactions. Which approach is preferred? The answer is that both
approaches have value, and they are not mutually exclusive;
therefore, Pathway Tools supports both views of metabolism in
a PGDB.

Pathway Tools conceptualizes the metabolic network in three
layers. The first layer consists of the small-molecule substrates
on which the metabolism operates. The second layer consists of
the reactions that interconvert the small-molecule metabolites.
The third layer is the metabolic pathways in which the com-
ponents are the metabolic reactions of the second layer. Note
that not all reactions in the second layer are included in path-
ways in the third layer because some metabolic reactions are
not assigned to any metabolic pathway.

Scientists who choose to view the metabolic network solely
as a reaction list can operate on the second layer directly without
interference from the third layer. But for a scientist for whom
the pathway definitions are important, the pathway layer is
available.

The pathways in PGDBs are modules of the metabolic net-
work of a single organism. Often, they are conserved across
many species. These pathways are regulated as a unit (based
on substrate-level regulation of enzymes, on regulation of gene
expression, and on other types of regulation), and their bound-
aries are defined at high-connectivity, stable metabolites (3).
PGDB pathways are defined based on pathways published in
the experimental literature.

More precisely, the compounds, reactions, and pathways
in levels 1–3 are each represented as distinct database ob-
jects within a PGDB. That is, separate PGDB objects encode
each metabolite, each metabolic reaction, and each metabolic
pathway.

The proteome and the genome

The PGDB definitions of metabolism provided thus far are
independent of the proteins that catalyze that metabolism and of
the genome that encodes those proteins. The following section
describes how PGDBs define the proteome and the genome of
an organism.

The proteome of the organism is described as a set of PGDB
objects: one for each gene product in the organism and one
for each multimeric protein formed by aggregation of those
gene products. Furthermore, every chemically modified form
of a monomer or of a multimer is encoded by a distinct
PGDB object. Each protein object is in turn linked, through
a field in the object, to the metabolic reactions that it catalyzes.
Proteins can also be substrates of reactions. Additional PGDB
objects define features on proteins, such as phosphorylation
sites, enzyme active sites, signal sequences, and metal ion
binding sites.

Protein objects are also linked to gene objects that define
the gene that encodes each protein. Each gene in the genome
is defined by a distinct PGDB object, as is every replicon
(chromosome or plasmid) in the genome. Genes are linked to
the replicon on which they reside. In addition, other features on
the genome, such as operons, promoters, and transcription-factor
binding sites, are described by PGDB objects.

Database relationships and attributes

The previous two subsections described the important types of
objects in a PGDB. Here, we describe how these objects are
linked together by biologically meaningful database relation-
ships. PGDB relationships knit together the objects in a PGDB
by defining how these objects are interrelated. For example, user
queries can follow the relationship from a gene to the protein
that it codes for, from a protein to a reaction that it catalyzes, and
from a reaction to a metabolic pathway in which it is a compo-
nent, to answer questions such as “find all metabolic pathways
in which the products of a gene play a role.”

Every PGDB object has a stable unique identifier (ID), that is,
a symbol that identifies that object uniquely within the PGDB.
Example unique IDs include TRP (an identifier for a metabo-
lite), RXN0-2382 (an identifier for a reaction), and PWY0-1280
(an identifier for a pathway). Relationships within a PGDB are
implemented using IDs. For example, to state that the TRP
(tryptophan) object is a reactant in the reaction RXN0-2382, a
field of RXN0-2382 called LEFT (meaning “reactants”) con-
tains the value TRP. Many PGDB relationships exist in both
forward and backward directions; for example, the TRP object
contains a field called APPEARS-IN-LEFT-SIDE-OF that lists
all reactions in which TRP is a reactant. The fields LEFT and
APPEARS-IN-LEFT-SIDE-OF are called inverses .

Figure 1 shows the relationships that link together levels 1–3
of the metabolic network representation. Note how inverse fields
allow the user to query relationships in any direction within a
PGDB; for example, given a metabolite we can query for the
pathways in which it is involved, and given a pathway we can
query for its metabolites.

Figure 2 shows the relationships that link together the
genome and the proteome. For clarity, many related objects
are omitted from Figs. 1 and 2, such as the many other Es-
cherichia coli genes that are components of its chromosome,
the other reactions that are components of TRYPSYN-PWY,
and the reactants and products of RXN0-2382.

The representations in Figs. 1 and 2 must be connected
because enzymes in the proteome catalyze reactions in the
reactome. Thus, PGDBs contain relationships that link enzymes
with the reactions they catalyze. However, these relationships
are indirect, passing first through an intermediary object called
an enzymatic reaction , as shown in Fig. 3. This arrangement
allows us to capture the many-to-many relationship that exists
between enzymes and reactions—one reaction can be catalyzed
by multiple enzymes, and multifunctional enzymes catalyze
multiple reactions. The purpose of the enzymatic reaction is
to encode information that is specific to the pairing of the
enzyme with the reaction, such as cofactors, activators, and
inhibitors. Consider a bifunctional enzyme with two active sites,
in which one of the active sites is inhibited by pyruvate, and the
second active site is inhibited by lactate. We would represent
this situation with two enzymatic reactions that link the enzyme
to the two reactions it catalyzes, and each enzymatic reaction
would specify a different inhibitor.
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Trypsyn-Pwy 
tryptophan biosynthesis
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indole + L-serine L-tryptophan + H2O

Trp 
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L-serine

in-pathway

reaction-list
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side-of

right
left

appears-in-left- 
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Figure 1 Relationships that link levels 1–3 of the metabolic network. The metabolite tryptophan (ID TRP) is a reactant of the reaction whose ID is
RXN0-2382, which in turn is a member of the pathway whose ID is TRYPSYN-PWY. The field IN-PATHWAY is the inverse of the field REACTION-LIST.

Ecoli-K12-Chromosome

Eg11025 
trpB gene

Trypsyn-BProtein
TrpB protein

Cplx0-2401

component-of

gene

components

components

product

component-of

Figure 2 Relationships that link the genome and proteome of a PGDB.
The E. coli chromosome contains thousands of genes, one of which is
EG11025 (trpB). Its product is the TrpB protein, whose ID is TRYPSYN-
BPROTEIN. That monomer forms a homomultimer represented by the
object CPLX0-2401.

Metabolic Databases

The preceding conceptual structure underlies all PGDBs created
by Pathway Tools. Those PGDBs fall into several categories.
The BioCyc collection of PGDBs is a collaboration between
the Bioinformatics Research Group at SRI International and the
Computational Genomics Group at the European Bioinformatics
Institute (2). In addition, many other PGDBs have been created
by other users of Pathway Tools. Some are listed in a table on
the BioCyc home page (http://BioCyc.org). These PGDBs can
be accessed through the web sites operated by their creators,
and in some cases they are available through the BioCyc web
site. In addition, some PGDBs can be downloaded for local use

within Pathway Tools through SRI’s online registry of PGDBs
(http://BioCyc.org/registry.html ).

The overall framework of BioCyc is to define a single
foundational database of experimentally elucidated pathways
from many organisms (MetaCyc; SRI International, Menlo
Park, CA) that is used to predict the metabolic pathways of
other organisms from their sequenced genomes. Each prediction
is modeled as a single organism-specific PGDB. Thus, the
BioCyc organism-specific PGDBs each model the metabolism
of a single organism in detail, whereas MetaCyc captures
well-defined pathways from many organisms but does not define
a comprehensive model of the pathways of any organism [except
for E. coli , because MetaCyc contains all metabolic pathways
from the EcoCyc (SRI International, Menlo Park, CA) PGDB].

BioCyc is divided into three tiers that reflect the degree
of manual curation of these databases. The Tier 1 PGDBs
EcoCyc and MetaCyc have undergone more than two person
decades of curation each. By curation, we mean effort on the
part of biologists to read the biomedical literature and to enter
information from publications into these PGDBs.

Tier 1: EcoCyc

EcoCyc (4) describes the genome, the metabolic pathways,
and the transcriptional regulatory network of E. coli K-12.
EcoCyc curators enter newly discovered functions of E. coli
genes into EcoCyc, as reported in the literature. They also
enter E. coli metabolic pathways and information about E. coli
operon organization, promoter locations, and control of those
promoters by binding of transcription factors to nearby DNA
sites. EcoCyc contains a written summary of the function
of every E. coli gene for which experimental information is
available. The information in EcoCyc was obtained from the
more than 14,000 publications cited by EcoCyc.

Tier 1: MetaCyc

MetaCyc (5) is a multiorganism encyclopedia of metabolic path-
ways and enzymes. Like EcoCyc, it contains literature-derived
information on experimentally elucidated metabolic pathways
and enzymes. MetaCyc version 10.5 (October 2006) contains all
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Figure 3 Relationships that link the genome and proteome of a PGDB to the metabolic network.

197 metabolic pathways from EcoCyc and all EcoCyc metabolic
enzymes. MetaCyc includes another 600 metabolic pathways
from other organisms. Approximately half of the pathways in
MetaCyc are from microorganisms, and approximately one-third
of the pathways are from plants, with the remainder that comes
largely from animals. The metabolic pathways in MetaCyc were
elucidated experimentally in more than 700 organisms, and the
information in MetaCyc has been drawn from more than 10,000
publications. MetaCyc contains extensive mini-review sum-
maries and literature citations in its pathways. It also contains
enzyme entries to explain the biologic functions of pathways
and enzymes as well as to make this information accessible to
scientists who are not experts in each pathway and enzyme.

The Tier 2 and Tier 3 PGDBs were derived computationally
by applying the following sequence of computational operations

to the annotated genomes of each organism, as described in
more detail in the next section, and in Reference 2.

1. The annotated genome of each organism was con-
verted to PGDB format.

2. The PathoLogic program predicted the metabolic
pathway complement of each organism.

3. The PHFiller program predicted which genes within
the organism will code for missing enzymes within
the predicted metabolic pathways.

4. An operon predictor was executed for the bacterial
genomes.

5. A cellular overview diagram was computed for each
organism.
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Tier 2
The Tier 2 PGDBs were created computationally by the pre-
ceding methodology, and then some amount of manual curation
was applied to these PGDBs. For example, after being cre-
ated computationally, the HumanCyc (SRI International, Menlo
Park, CA) PGDB (6) received extensive curation to assign hu-
man metabolic enzymes manually to their associated reactions;
to enter 10 metabolic pathways and their enzymes from the
literature into HumanCyc; and to enter associated summaries,
literature citations, and other information such as enzyme reg-
ulators, cofactors, and subunit structure.

Tier 3
The Tier 3 PGDBs were created computationally by the preced-
ing methodology, with no subsequent manual curation.

We encourage scientists to adopt Tier 2 and Tier 3 PGDBs for
ongoing curation and refinement. No single group can curate all
the world’s genomes, so we encourage experts of the biology
of an organism to assume responsibility for updating its PGDB
to reflect existing and emerging information in the literature, on
an ongoing basis.

Computing with the Metabolism
of a PGDB

Once the metabolic network of an organism has been encoded
using the preceding representation, many types of computational
analyses are enabled.

Querying and visualization
of metabolism

We are confronted immediately with the need to allow users to
access information within metabolic databases. Pathway Tools
provides several types of queries for each datatype within a
PGDB. Users can query pathways, enzymes, metabolites, and
proteins by exact name or by substring search. Additional
queries supported include querying reactions by their Enzyme
Commission (EC) number; querying metabolites by chemi-
cal substructures expressed in the SMILES language, query-
ing pathways and reactions according to their substrates; and
querying enzymes by molecular weight, pI, and by the small
molecules that activate and inhibit them.

In presenting the answer to a query, the complexity of
metabolic information demands the development of visualiza-
tions of the data that speed their comprehension by the user.
Thus, an important aspect of the bioinformatics of metabolism
is the visualization of metabolic information. Pathway Tools
contains several visualizations of metabolism, all of which are
generated automatically. It can produce drawings of individual
metabolic pathways and of clusters of related pathways called
superpathways. These drawings can be generated at multiple
levels of detail so that the user can choose to show or to
hide information such as enzyme and gene names, names of
intermediate or side metabolites, and the chemical structures
of metabolites. The drawings depict substrate-level regulation

of the enzymes within a pathway, and all components of the
drawing are clickable by the user. For example, clicking on a
metabolite takes the user to a page that shows the metabolite
structure and lists all its synonyms, all reactions and pathways
in which it is a substrate, and all enzymes whose activities it
regulates. Pathway Tools also generates information pages for
enzymes and for biochemical reactions.

Pathway Tools can generate a visualization of the entire
metabolic network of an organism, which we call the cellular
overview diagram (7). This diagram is generated automatically
from any PGDB, and it depicts all metabolic pathways in
the PGDB as well as reactions not assigned to any pathway
and all transporters identified in the PGDB. The overview
diagram can be used to visualize omics datasets in a mode of
operation called the Omics Viewer (7). The input to the Omics
Viewer is a combination of gene expression data, proteomics
data, metabolomics data, or other measurements that associate
numbers with genes, reactions, or metabolites. The numbers
are mapped to colors that are painted onto the elements of
the cellular overview to allow the power of the human visual
system to be used to interpret large-scale datasets in a pathway
context. For example, a dot in the diagram that represents a
single metabolite would be assigned a color that indicates the
measured concentration of that metabolite in a metabolomics
experiment. Finally, Pathway Tools can generate a poster-size
version of the cellular overview complete with labels for entities
in the diagram.

Prediction of metabolic pathways
and pathway hole fillers

Pathway Tools predicts the metabolic pathway complement of
an organism by assessing what known pathways from the Meta-
Cyc PGDB are present in the annotated genome of a new organ-
ism. This inference is performed in two steps. First, enzymes in
the annotated genome are assigned to their corresponding reac-
tions in MetaCyc, which defines the reactome of the organism.
The assignment proceeds by matching both the gene-product
names (enzyme names) and the EC numbers assigned to genes
in the genome. For example, the fabD gene in Bacillus anthracis
is annotated with the function “malonyl CoA-acyl carrier pro-
tein transacylase.” That name was recognized by Pathway Tools
as corresponding to the MetaCyc reaction whose EC number
is 2.3.1.39. Therefore, Pathway Tools imported that reaction
and its substrate into the B. anthracis PGDB, and it created
an enzymatic-reaction object to link that reaction to that B. an-
thracis protein.

Once the reactome of the organism has been established,
Pathway Tools imports into the new PGDB all MetaCyc path-
ways that contain at least one reaction in the organism’s reac-
tome. Once imported, Pathway Tools attempts to prune out those
pathways that are likely to be false-positive predictions. That
pruning process considers both the fraction of reaction steps in
the pathway that have assigned enzymes and how many of the
reactions with assigned enzymes are unique to that pathway (as
opposed to being used in additional metabolic pathways in that
organism). The remaining pathways are those predicted to occur
in the organism under analysis.
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A final inference tool provided by Pathway Tools is called the
pathway hole filler. A pathway hole is a reaction in a metabolic
pathway for which no enzyme has been identified in the genome
that catalyzes that reaction. Typical microbial genomes contain
200–300 pathway holes. Although some pathway holes are
probably genuine, we believe that most probably result from the
failure of the genome annotation process to identify the genes
that correspond to those pathway holes. For example, genome
annotation systems systematically under-annotate genes with
multiple functions, and we believe that the enzyme functions
for many pathway holes are unidentified second functions for
genes that already have one assigned function.

The method used by the pathway hole filling program PH-
Filler (8) is as follows. Given a reaction that is a pathway hole,
the program first queries the UniProt database to find all known
sequences for enzymes that catalyze that same reaction in other

organisms. The program then uses the BLAST tool to compare
that set of sequences against the full proteome of the organ-
ism in which we are seeking hole fillers. It scores the resulting
BLAST hits by considering information such as genome local-
ization, that is, is a potential hole filler in the same operon as
another gene in the same metabolic pathway? At a stringent
score cutoff, our method finds potential hole fillers for approx-
imately 45% of the pathway holes in a microbial genome.

Analysis and comparison of metabolic
networks

Once the metabolism of an organism is captured in a computable
form, we can write programs to characterize the size and
structure of the metabolic network of an organism (9). For
example, version 10.5 of the EcoCyc PGDB contains 176

Figure 4 Pathway comparison of B. anthracis Ames and E. coli K-12. Rows 1 and 2 of the table indicate that these organisms contain 142 and 114
biosynthetic pathways, respectively, of which 8 and 6 pathways are for biosynthesis of amines and polyamines, respectively.
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Figure 5 Detailed comparison of pathways of biosynthesis of lipids and fatty acids of B. anthracis and E. coli. This report indicates the presence of specific
named pathways in each organism with an ‘‘X.. Clicking on the name of the pathway will display the pathway itself.

pathways of small-molecule metabolism, which contain 702
component reactions. Another 245 reactions of small-molecule
metabolism are not assigned to a specific pathway. One hundred
thirty-five reactions in E. coli are catalyzed by more than one
enzyme. Conversely, 177 E. coli enzymes are multifunctional,
meaning they catalyze more than one reaction. Nine hundred
seventy-five metabolites in the E. coli metabolic network. Each
reaction contains an average of 4.1 metabolites, and each
metabolite is a substrate in 5.2 reactions, on average. Most
pathways are 1–7 reactions in length, but the longest pathway
contains 20 reactions. Interestingly, substrate-level inhibition
of enzymes is more than four times more common than is
substrate-level enzyme activation—92 enzymes have recorded
inhibitors, whereas 21 enzymes have recorded activators, for a
total of 97 enzymes in the metabolic network that have some
type of known substrate-level regulation.

A computer formulation of metabolism also facilitates com-
parisons of the metabolic networks of two or more organisms.
The cellular overview diagram can be used for comparative pur-
poses by coloring those metabolic reactions shared between two
organisms by using the desktop version of Pathway Tools. The
Web version of Pathway Tools provides a suite of compara-
tive analysis tools. For example, Fig. 4 shows comparisons of
the overall pathway complements of E. coli and B. anthracis ,
which is broken down according to the Pathway Tools ontol-
ogy of pathways. Figure 5 shows a detailed comparison of the
pathways of biosynthesis of fatty acids and lipids in these two
organisms.

A second form of pathway analysis is computing the po-
tential outputs that the metabolic network might produce when
supplied with a set of input metabolites (10). A third compu-
tational analysis method predicts choke points in the metabolic
network, which are enzymes that if inhibited would be likely to
create a major bottleneck in the metabolic network, and they are
therefore likely to be good targets for developing antimicrobial

drugs (11). In addition, it is possible to compute the equilibrium
flux rates through an entire metabolic network (12).

Computational access to PGDBs

In addition to the user-friendly graphical interfaces to PGDBs
provided through the Web and desktop versions of Pathway
Tools, we provide the following modes of access to PGDBs
to facilitate the construction of programs that explore pathway
data computationally.

Programmatic access through application
program interfaces (APIs)

Programmers can access and update PGDB data directly by
writing programs in the Java, Perl, and Common Lisp langu-
ages (13).

Downloadable files in multiple formats

Pathway Tools can export PGDBs into several different file
formats that are described at http://bioinformatics.ai.sri.com/
ptools/flatfile-format.html . These formats include column-
delimited tables, SBML (see http://sbml.org/ ), BioPAX (see
http://biopax.org/ ), Genbank, FASTA, and attribute-value.

Relational database access via biowarehouse

For those who want to query PGDB data through a relational
database system, the attribute-value files exported by Pathway
Tools can be loaded into SRI’s BioWarehouse system (14).
BioWarehouse is an Oracle or MySQL-based system for inte-
gration of multiple public bioinformatics databases. PGDB data
can be queried through BioWarehouse alone or in combination
with other bioinformatics databases such as UniProt, Genbank,
NCBI Taxonomy, ENZYME, and KEGG.
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Queries using the pathway tools query language,
BioVelo
Pathway Tools provides a powerful and easy-to-use query lan-
guage for querying PGDBs, called BioVelo. See http://biocyc.
org/query.html for details.
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Transition metals are a key component of biological systems. Because of
their special properties, they are incorporated into proteins functioning in
dioxygen transport, electron transfer, redox transformations, and
regulatory control. The metals used in biological systems have been
selected throughout evolution based on their availability in the
environment and their kinetic lability, resulting in preferential use of
first-row transition metals in biology. These essential metals must be
obtained from the environment and concentrated within the cell for use in
biochemical pathways. Once appropriated, metals must be directed to
metalloenzymes or metal storage proteins within the cell. In addition,
organisms must be able to distinguish between essential and toxic metals
and must have mechanisms for minimizing the toxicity of both essential
and toxic metals that are present in excess. Metal homeostasis is broadly
defined as the metal uptake, trafficking, efflux, and sensing pathways that
allow organisms to maintain an appropriate (often narrow) intracellular
concentration range of essential transition metals. This review will
introduce several unifying concepts of metal homeostasis with brief
illustrative examples for each concept.

Transition metals are key nutrients for nearly all organisms
because of their role in critical biochemical pathways such
as respiration, photosynthesis, and nitrogen fixation. However,
metals cannot be synthesized like other biomolecules and must
be obtained from the environment. Once acquired by organisms,
metals must be routed to the correct intracellular destination
while preventing deleterious side reactions or nonspecific chela-
tion by other cellular components. Metals that are difficult to
obtain may be stored for future use by the organism. As in-
tracellular metal concentrations increase, organisms must have
the ability to remove (efflux), sequester, or detoxify the excess
metal. Finally, organisms must have some ability to distinguish
between essential and nonessential metals, despite their similar-
ities, in order to prevent poisoning by nonessential metals. The
genetic and biochemical pathways that are used by organisms
to acquire, traffic, store, and detoxify metals are collectively
known as metal homeostasis systems. Maintenance of intracel-
lular transition metal concentrations within an optimal range has
posed a major challenge for biological systems throughout evo-
lution. The study of metal homeostasis has been a key part of
the field of bioinorganic chemistry since its inception, provid-
ing numerous insights into how transition metals are integrated
into biological systems. Note: Although zinc is not considered
a transition metal based on the IUPAC definition, zinc has often
been included with the transition metals as distinct from the al-
kali and alkaline earth metals. For the purposes of this review,

we will consider zinc as part of the transition metal group with
the caveat that it does not strictly meet the IUPAC definition.

Concepts in Metal Homeostasis

There are many functions for transition metals within biological
systems (Table 1). The choice of metal used for each function is
determined by the chemical characteristics of that metal, includ-
ing its size as well as its thermodynamic stability and kinetic
lability when complexed with biological ligands. Biological sys-
tems have mostly incorporated the first-row transition metals.
The divalent forms of these metals are particularly common in
biology because they have higher ligand exchange rates than
their M3+ counterparts. Kinetically labile transition metals are
required to allow assembly and disassembly of metal centers and
for rapid binding and release of substrates in metal-catalyzed re-
actions. The relative abundance and availability of the transition
metals in the environment has also dictated their use in biol-
ogy. An excellent discussion of these issues in the context of
metal selection for metalloenzyme use is presented in the techni-
cal article “Chemistry of Metalloenzymes” by R.J.P. Williams.
To ensure an ample supply of transition metals for incorpora-
tion into biomolecules, organisms have been selected to contain
metal homeostasis systems.
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Table 1 Environmental and intracellular metal concentrations and select biological functions for essential metals

Environmental Cellular
Metals concentrations1,†(M) concentrations§ (M) Examples of select biological roles

V 10−8 1.4–6.9 × 10−7 Nitrogen fixation
Cr 10−9 1.7 × 10−6 Insulin signaling
Mn 10−6−10−10 2.4 × 10−6–1.0 × 10−4 Photosynthesis
Fe 10−5– 10−11 1.6–5.0 × 10−4 Dioxygen transport, electron transfer, nitrogen fixation
Co 10−9−10−11 1.0 × 10−5 Alkyl group transfer
Ni 10−8−10−9 1.0 × 10−4 Hydrogenase, hydrolase
Cu 10−7−10−9 0.7–4.3 × 10−5 Dioxygen transport, electron transfer
Zn 10−9−10−10 1.0–1.9 × 10−4 Structural stabilization, hydrolase
Mo 10−7−10−8 3.0–4.8 × 10−6 Nitrogen fixation, oxo transfer
Cd 10−10−10−12 1.0 × 10−5 Carbonic anhydrase
W 10−11 n.d. Carbon dioxide reduction/fixation

1Range shown is for both ocean and freshwater aquatic systems.
Sources:
†Donat JR, Bruland, KW. Trace elements in the oceans. In Trace Elements in Natural Waters. Salbu B, Steinnes E, eds. 1995. CRC Press, Boca
Raton, FL, pp. 247–281.
†Borg H. Trace elements in lakes. In Trace Elements in Natural Waters. Salbu B, Steinnes E, eds. 1995. CRC Press, Boca Raton, FL, pp. 177–201.
†Hart BT, Hines T. Trace elements in rivers. In Trace Elements in Natural Waters. Salbu B, Steinnes E, eds. 1995. CRC Press, Boca Raton, FL,
pp. 203–221.
§Ho T-Y, Quigg A, Finkel ZV, Milligan AJ, Wyman K, Falkowski PG, Morel FMM. The elemental composition of some marine phytoplankton.
J. Phycol. 2003;39:1145–1159.
§Twining BS, Baines SB, Fisher NS. Elemental stoichiometries of individual phytoplankton cells collected from the Southern Ocean Iron
Experiment (SOFeX). Limnol. Oceanogr. 2004;49:2115–2128.
§Outten CE, O’Halloran TV. Femtomolar sensitivity of metalloregulatory proteins controlling zinc homeostasis. Science. 2001;292:2488–2492.

The metal quota

A key concept in metal homeostasis is the “metal quota.” This
quota is simply the amount of a given metal required for normal
cellular function under a specific growth condition. In theory the
metal quota can vary considerably. For example, metal require-
ments may change in response to growth state (quiescence or
active growth), oxygen availability, carbon source, and a variety
of other environmental factors. Similarly, different organisms
or different cell types within an organism may have different
metal requirements (1). For example, photosynthetic cyanobac-
teria have been reported to have higher Mn and Fe quotas than
other nonphotosynthetic prokaryotes (2). In this case, the higher
metal quotas stem directly from increased amounts of specific
metalloproteins (Photosystem I and Photosystem II). At the op-
posite extreme, the obligate parasite that causes Lyme disease,
Borrelia burgdorferi , seems to have no requirement for Fe and
lacks many metalloproteins found in other microbes (3). These
unusual adaptations may allow B . burgdorferi to survive in the
iron-limited environment within the host. In general, however,
direct measurement of cellular metal concentrations has shown
remarkably small differences between widely divergent organ-
isms, often less than an order of magnitude (Table 1). Thus
there does seem to be a well-conserved optimum range of in-
tracellular metal concentrations for most essential metals. The
quota of a specific metal is largely dictated by the concentration
of cellular proteins that require the metal for their function and
by the importance of the metalloproteins (i.e., does the metal-
loprotein play a critical role or can another protein functionally
substitute?). However, metal bioavailability and metal toxicity

also strongly influence the metal quota and the nature of each
metal-specific homeostasis system.

Metal bioavailability

A critical factor in metal homeostasis is the bioavailability of the
specific metal. The “bioavailability” of a metal can be distinct
from the overall abundance of the metal in the environment. For
example, iron is the fourth-most abundant element in the Earth’s
crust. However, in the current-day oxygen-rich atmosphere of
Earth, iron is largely present in the ferric (Fe3+) form. In
aqueous, aerobic environments at neutral or basic pH, ferric
iron forms nearly insoluble iron hydroxides. Because of the
insolubility of Fe3+, iron is one of the least bioavailable of the
essential transition metals. The concentration of iron in seawater
(3 × 10−5 ppm) is nine orders of magnitude lower than the
crustal concentration (5 × 104 ppm). In contrast, zinc (Zn2+) is
present at only 70 ppm in the crust but is found at 1 × 10−3 ppm
in seawater (4, 5). The increased solubility of zinc means that it
is actually more bioavailable than iron, despite its overall lower
abundance. As discussed, iron homeostasis requires strategies
for mobilizing iron in the environment, whereas homeostasis of
metals such as zinc largely begins with cellular uptake.

The bioavailability of a given metal is influenced by its
chemical speciation in the ambient environment. Although some
metals occur predominantly in their “free” or “aquo” form
(that is, the inner coordination sphere of the metal ion is
occupied solely by water molecules), most bioactive metals
occur as complexes in the natural environment. Hydroxide,
carbonate, and chloride anions can all bind transition metals
to a significant extent. For example, Fe3+ forms hydroxide
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complexes [e.g., Fe(OH)2
+ or Fe(OH)3] in natural waters at

pH > 7 and Cu tends to form carbonate complexes (CuCO3)
under similar conditions. Metals may also bind to organic
molecules, which may be expressly produced by resident biota
to influence metal availability (such as siderophores for iron
and methanobactin for copper) or result from the degradation
of cells. It has been shown that most iron, copper, cobalt, and
zinc ions in the marine environment are bound to unidentified
organic molecules (6–9) . Metals in terrestrial, freshwater, and
near-shore environments are often bound to humic and fulvic
acids produced via decomposition of terrestrial organic matter
(10). As a general rule, only the free metal ion can react with
uptake or transport proteins (11). However, the ligand exchange
kinetics of most inorganic complexes are fast enough that
these forms are often considered bioavailable as well. Organic
complexes are often not immediately available (except in some
cases such as lipophilic complexes); however, some cells have
evolved specific biochemical mechanisms for obtaining required
metals from organic ligands. For example, iron–siderophore
complexes may be directly transported into the cell, and iron
bound to nonspecific ligands may be obtained with ferric chelate
reductases that reduce Fe3+ to Fe2+ for subsequent transport
across the cell membrane (12).

In environments where metal bioavailability is limited by bi-
ological or geochemical factors, normal cellular growth and
functioning may be impaired. For example, nearly 40% of
global ocean waters are characterized by iron concentrations
that are low enough to limit the growth of resident phytoplank-
ton (13). In these systems, species have evolved mechanisms to
reduce their minimum iron quotas, such as substituting proteins
with copper or nonmetallic cofactors for iron metalloproteins
(14, 15). Still, this limitation impacts biological productivity in
the ocean and the processing of atmospheric CO2. Iron avail-
ability can also impact terrestrial organisms, as more than 30%
of world soils are considered iron-deficient (16). Plants often
experience chlorosis—decreased levels of chlorophyll—under
such conditions. Up to two billion people, mostly in the
developing world, are chronically iron-deficient because of
the limited availability of iron in diets with a high plant
component (16).

Metal toxicity

Despite some major challenges from limited bioavailability,
transition metals can also be toxic if present in excess of cellu-
lar requirements. Even metals difficult to obtain, such as iron,
can cause cellular damage if intracellular concentrations rise too
high. Redox-active metals like iron and copper can cycle be-
tween different oxidation states under physiologic conditions,
which is a characteristic that makes them useful in key electron
transfer reactions. However, uncontrolled redox cycling caused
by excess metal can generate reactive oxygen species, such as
the hydroxyl radical, via the Fenton reaction. Metals that are not
redox-active can still mediate considerable toxicity if present in
excess. In these cases, toxicity often occurs because the metal
binds to biologically inappropriate ligands within the cell, in-
cluding metalloenzyme active sites intended for other metals.
Nonspecific binding of metals to incorrect sites can lead to loss

of protein function and cell damage. The Irving–Williams series
predicts that available ligands will preferentially bind certain
metals over other metals based partially on the ionic radii of
the metal (Ca2+ < Mg2+ < Mn2+ < Fe2+ < Co2+ < Ni2+ <

Cu2+ > Zn2+). For example, since the Irving–Williams series
predicts that any given ligand will have a binding preference
for divalent copper over ferrous iron, accumulation of excess
copper might lead to copper binding at sites intended for iron.
Metal toxicity requires that most metal homeostasis systems
have mechanisms for limiting unwanted side-reactions between
metals and cellular components. Examples of such mechanisms
are the metallochaperones and metal storage proteins (see be-
low).

The bioavailability of the metal in question influences the
strategy used to prevent toxicity. Metals that are easily obtained
from the environment can simply be removed from the cell by
efflux transporters when levels rise too high. In contrast, metals
that are difficult to obtain from the environment are often se-
questered into storage proteins to preserve the metal for future
use. Note: We focus on homeostasis of essential transition met-
als in this review. However, nonessential toxic metals also have
a major impact on biological systems. They pose a dilemma for
metal homeostasis because they are chemically similar to some
essential transition metals except that they are often inert and
will not perform the desired biochemical function. In some cases
metal homeostasis systems cannot completely distinguish essen-
tial from nonessential metals. One major example for human
health is lead. Lead is not normally used in any metalloprotein
in biology but can enter cells and cause toxicity. The toxicity is
thought to be mediated by Pb(II) binding to sites intended for
chemically similar metals such as Zn(II). Silver in the form of
Ag(I) is an excellent mimic for Cu(I) but is not redox-active.
So silver binding to copper-specific sites also leads to nonfunc-
tional metalloproteins. The study of cellular resistance to toxic
metals is a fascinating and fully developed field. Readers are
directed to the Further Reading section for more information on
this topic.

The ‘‘labile metal pool’’

It is currently routine to quantify the total metal content of cul-
tured cells or organisms using sensitive analytical techniques.
For example, inductively coupled plasma mass spectrometry
(ICP-MS) enables simultaneous detection of most transition
metals in bulk cell culture samples at part per trillion con-
centrations, and high-resolution magnetic sector instruments are
capable of separating all transition metals from common matrix
and plasma interferences. These approaches have been used to
establish the metal quota under various conditions in various or-
ganisms (17, 18). Most of any given metal within the cell will be
stably incorporated into metalloenzymes and storage proteins.
However, a small but physiologically critical pool of the metal
has to be available for incorporation into newly synthesized
metalloproteins. This “labile pool” of metal is not “free” in the
chemical sense as the metal is likely bound to metallochaper-
ones or other carrier proteins or to small molecules like citrate
or glutathione. The labile metal pool is an important aspect
of homeostasis because intracellular metal sensors that regulate
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metal homeostasis likely respond to changes in this subpopu-
lation of metal. Also, the labile metal pool is more likely to
undergo spurious side reactions under adverse conditions than
metal safely incorporated into metalloenzymes or storage pro-
teins. Thus it is critical to define the concentration of the labile
metal pool and to understand how it is maintained as part of
overall metal homeostasis. As is evident in the “Chemical Tools
and Techniques” section, it is not trivial to establish a value for
the labile metal pool.

Cellular Mechanisms to Maintain
Metal Homeostasis

Figure 1 shows a generic scheme for a typical metal homeosta-
sis system. We now will consider each component in detail.

Acquisition of metals from the
environment

Some metals may need to be mobilized from the environ-
ment to make them bioavailable. Iron in particular must be
rendered more soluble to be accessible for uptake. Microor-
ganisms and some plants have evolved with secreted ligands
known as siderophores (or phytosiderophores). These ligands
bind Fe3+ with extraordinary affinity. For example, a complex
of the siderophore enterobactin with ferric iron has a formal
stability constant of 1049 (19). Once siderophores compete with
other environmental ligands for iron, the ferric iron–siderophore
complex then binds to specific transport proteins at the microbial

cell surface and is taken into the cell. Most microorganisms can
synthesize or use multiple siderophores as a source of iron. A
similar strategy is used to move iron through the blood of multi-
cellular organisms like mammals. Transferrin is an iron-binding
plasma protein that preferentially binds ferric iron. Circulating
Fe3+-transferrin complex is recognized by cell-surface recep-
tors for uptake via receptor-mediated endocytosis (20). Be-
cause of tight regulation of iron transport throughout the body,
pathogenic microbes are faced with the same problem of limited
iron availability as their microbial counterparts in other environ-
ments. In response to this pressure, many microbial pathogens
contain transporters and enzymes that allow them to obtain iron
from host sources, such as heme and transferrin (21). Some
plants use an alternative strategy for iron acquisition from the
environment. Plant cells in the roots (where most iron is ob-
tained) excrete protons in order to acidify the soil. Lowering
the pH in the microenvironment around the roots increases the
solubility of iron and allows it to be acquired by transporters
(16). A similar pH-dependent process allows mammals to ren-
der dietary iron more soluble during digestion. In addition, some
organisms contain ferric reductases that reduce ferric iron to the
more soluble ferrous form. Reduction of ferric iron can occur
at the cell surface or within the cytoplasm to release iron from
ferric chelates like siderophores (22).

Concentrating metals within cells

Once the metal has been removed from the environment, it must
be transported into the cell for use. In most cases, environmental
metal levels are significantly lower than the cellular metal quota
(Table 1). This dichotomy requires organisms to concentrate

Figure 1 General overview of metal homeostasis for a transition metal (Mn+). Not all components shown above are used for all transition metals. For
simplicity, metal trafficking to subcellular organelles is not shown but is a key element of metal homeostasis in eukaryotic organisms. Dashed arrows
indicate a possible role for metallochaperones in metal delivery to metal storage and metalloregulatory proteins.

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Metal Homeostasis

metals inside cells via energy-dependent processes. Transport
of metals across the lipid bilayer by transport proteins is often
linked to ATP hydrolysis or to the proton motive force (PMF)
in order to provide the energy for concentrating metals. In some
cases, the soluble metal is directly transported into the cell. In
other cases (such as iron), metals complexed with acquisition
molecules are transported. Once inside the cell, these complexes
are disrupted to release the metal. In addition to transmembrane
transporters, uptake of some metals requires other accessory
proteins. For example, ferrous iron must be oxidized by a
multi-copper oxidase enzyme at the cell surface in order to be
transported by some eukaryotic transporters (23).

Intracellular metal trafficking
Once concentrated within the cell, specific metals must be
routed to the proper metalloprotein. This problem is not trivial
since many biological ligands are capable of binding essential
metals. Nonspecific interaction of metals with inappropriate
ligands could prevent the metal from reaching the necessary
target metalloprotein. Spurious side reaction of metals with
other molecules in the cell may also generate free radicals. For
instance, the Fenton reaction between Fe2+ with H2O2, which is
a normal byproduct of aerobic respiration, can generate highly
dangerous hydroxyl radicals leading to cell damage. The routing
of a metal to its correct target protein may occur as a result of the
affinity of the metalloprotein for its specific metal. However, this
mechanism seems inadequate as the intracellular concentration
of a specific metalloprotein may be quite low compared with
the concentration of competing, nonspecific ligands such as
glutathione, citrate, or nucleic acids. In addition, the presence of
multiple transition metals within the cell would make it difficult
for a metalloprotein to partition a specific metal in a single
step. It has become clear that several metalloproteins require a
metallochaperone carrier protein to donate the correct metal to
their active sites. For example, the Cu-Zn superoxide dismutase
(SOD1) enzyme requires a copper metallochaperone, known as
CCS, to donate copper for assembly of its active site (24).
The discovery of metallochaperones for copper and nickel is
anticipated by the Irving–Williams series. The series predicts
that cellular ligands will preferentially bind nickel and copper,
if allowed to access them, rather than metals like iron and
manganese. Therefore, metallochaperones are required to ensure
that nickel and copper are not bound by nonspecific ligands
before they reach their correct binding sites. Metallochaperones
have not been identified for all essential metals or for all
metalloproteins. Some metalloproteins may interact directly
with cytoplasmic domains of metal membrane transporters in
order to acquire the correct metal before it enters the cytoplasm
and can be chelated by other intracellular components. Other
metals at the lower end of the Irving–Williams series, such as
manganese, may not require dedicated metallochaperones.

In addition to direct trafficking to target metalloproteins,
some metals need to enter specialized biosynthetic pathways for
metal cofactor assembly. For example, iron in metalloenzymes
is usually present as part of heme or Fe-S clusters, so it must be
routed into the biosynthetic pathways for these cofactors. In a
similar vein, molybdenum is not biologically active unless it is
first incorporated with a pterin compound to form molybdenum

cofactor (MoCo) (25). Once metal cofactors such as heme, Fe-S
clusters, and MoCo are formed, they also require specialized
trafficking systems to ensure they are integrated into the correct
metalloprotein.

Metal storage

Because of the energy expended for metal acquisition (includ-
ing extraction from the environment and transport into the cell
against a concentration gradient), excess essential metals are
often stored by an organism if they are not immediately in-
corporated into metalloproteins. Metal storage proteins allow
the metal to be kept on hand for future use without exposing
the cell to the deleterious effects of metal accumulation. The
well-studied example of a metal storage protein is ferritin. Fer-
ritin is a multi-subunit protein complex that can incorporate up
to 4500 atoms of iron into ferric oxy-hydroxide cores (26). Once
sequestered into ferritin, iron is largely inert until it is released
by reduction. Another example of a metal storage protein is
metallothionein (MT) for copper and zinc, although MT may
also have a role in metal trafficking (27).

Metal efflux and detoxification

If metals accumulate to high intracellular concentrations (for
example, because of environmental excess), organisms must
have homeostasis mechanisms for removing, sequestering, or
detoxifying the metals. In the case of toxic metals such as
silver, removal of the metal via efflux transporters may be
sufficient. Increased expression of metal storage proteins or
novel metal sequestration proteins can also protect the cell from
excess metal. This strategy seems to predominate for essential
metals under most conditions. For example, the model organism
Escherichia coli contains multiple ferritin homologues that are
differentially regulated to provide excess storage capacity for
iron under adverse conditions (28). In eukaryotes and some
prokaryotes, the cysteine-rich metallothionein protein family
functions to store or buffer excess copper and zinc (27).

Regulation of metal homeostasis

Expression of the systems mentioned must be carefully coordi-
nated within the cell in order to maintain metal homeostasis.
Consequently most organisms contain metalloregulatory pro-
teins to regulate metal homeostasis. Metalloregulatory proteins
are transcription factors that sense cellular metal levels and ei-
ther activate or repress transcription of metal homeostasis genes
in response to changes in metal levels. Typically the metal in
question binds directly to the cognate metalloregulatory protein
and acts as an allosteric switch for activating or inhibiting the
transcription factor. In addition to regulation at the transcrip-
tional level, some metal homeostasis systems are also regulated
post-transcriptionally. For example, bacteria and mammals reg-
ulate iron homeostasis at the mRNA level. In bacteria, a small
regulatory RNA, RyhB, binds target mRNAs involved in iron
homeostasis and metabolism and regulates their stability or their
translation. The ryhB gene itself is under the control of a met-
alloregulatory protein, Fur, that senses cellular iron (29). In
mammals, cytoplasmic aconitase, also known as iron regulatory

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 5



Metal Homeostasis

protein (IRP1), regulates the mRNAs of iron transport and stor-
age proteins by directly binding to 5′ or 3′ untranslated regions
within the mRNA and altering translation initiation or mRNA
stability. IRP directly senses cellular iron levels by virtue of an
Fe-S cluster present in the protein (30). A detailed discussion
of these metalloregulatory proteins is presented in the technical
article “Metalloregulatory Proteins” by Deborah Zamble.

Chemical Tools and Techniques

Genetics

Genetic approaches have been used with considerable success
to study metal homeostasis in genetically tractable model organ-
isms like E. coli and S. cerevisiae. These approaches involve
deleting genes that encode metal homeostasis proteins (such as
metal transporters or metallochaperones) and analyzing the re-
sulting phenotypes. For example, the Atx1 copper metallochap-
erone was originally identified in yeast as part of a genetic
screen to isolate novel antioxidant factors. In addition, gene re-
porter constructs and DNA microarray analysis have been used
to characterize metal responsive gene transcription and have
helped to identify new genes that encode metal homeostasis
proteins. Global transcriptional analysis has also led to a deeper
understanding of how perturbations in metal homeostasis im-
pact other cellular pathways. For example, DNA microarray
analysis in E. coli has revealed that extensive remodeling of
iron metalloproteins occurs when cells shift from an iron-rich
environment to an iron-poor environment. Overall iron metal-
loprotein content is reduced in order to conserve available iron
(28, 29). However, this remodeling has profound effects on cel-
lular metabolism since many metabolic proteins contain iron
in the form of Fe-S clusters or heme. Similar processes have
also been observed in eukaryotic organisms (23). Thus, genetic
techniques are allowing investigators to determine how metal
homeostasis is integrated with overall cellular metabolism and
physiology.

Biochemical characterization of metal
homeostasis components

Purification and in vitro characterization of metal homeostasis
proteins has provided a wealth of information about protein
function. Specific metal binding sites have been characterized
in metal transporters, metallochaperones, and metalloregula-
tory proteins using physical inorganic techniques such as ex-
tended x-ray absorbance fine structure (EXAFS) spectroscopy,
Mössbauer spectroscopy, nuclear magnetic resonance (NMR)
spectroscopy, and electroparamagnetic resonance (EPR) spec-
troscopy. For example, spectroscopic analysis of the Cu(I)–Atx1
complex revealed the coordination chemistry of the copper bind-
ing site and led to a chemical exchange model for step-by-step
copper donation from Atx1 to the target metalloprotein CCC2
(31). Three-dimensional crystal structures of metal homeostasis
components have also given researchers insight into the mecha-
nisms of homeostasis. Proteins involved in metal transport (32),
metal trafficking (33, 34), metal storage (35–37) , and metal

sensing (38, 39) have been crystallized (the references listed
herein are only a small, representative sample from a large body
of literature).

Measurement of the ‘‘labile metal pool’’
As mentioned, accurate determination of the “labile metal pool”
is a key goal of metal homeostasis research. Most recent ef-
forts have focused on measuring the labile metal pool in situ
without disrupting the cell. This trend toward nondisruptive ap-
proaches stemmed from the realization that metal localization
and speciation could be greatly perturbed by diluting cellular re-
ductants, exposing the intracellular milieu to oxygen, disrupting
subcellular organelles, and other adverse consequences of cell
breakage (40). The general approach to define the labile metal
pool relies on chelation of the labile metal pool in situ followed
by detection and measurement of the chelator–metal complex.
For example, to measure labile iron in E. coli , the ferric iron
chelator desferrioxamine can be added to cells resulting in sta-
bilization of all labile iron in the ferric form. The ferric iron
can then be measured using EPR spectroscopy (41). Similarly,
metal-specific fluorescent probes can be added to cells and the
concentration of “available” metal measured by changes in flu-
orescent signal. Probes such as calcein and zinquin have been
used to quantify the labile pools of iron and zinc, respectively
(40, 42, 43). However, interpreting the results from these ap-
proaches can be difficult. If the metal binding affinity of the
chelator or probe is sufficiently higher than the metal binding
affinities of cellular metalloproteins, the probe may strip met-
als from metalloproteins and artificially increase the amount
of “labile” metal (for a thorough discussion of troubleshooting
the measurement of labile iron, see Reference 40). In addition,
the cell membrane permeability, intracellular localization, and
toxicity of the probe must be considered when evaluating its
use.

To avoid these sorts of problems, some investigators have
relied on the metal binding affinities of metallochaperones or
metalloregulatory proteins themselves to estimate intracellular
labile metal concentration (44). For example, two zinc metal-
loregulatory proteins, Zur and ZntR, control expression of zinc
homeostasis genes in E. coli by directly binding Zn to sense
cellular zinc levels. Zn-Zur represses zinc uptake systems when
cellular zinc levels are adequate, whereas Zn-ZntR activates
zinc efflux systems when zinc levels rise too high. Thus, the
two regulators are thought to sense zinc at the lower and upper
concentration limits of the labile zinc pool in E. coli . Measur-
ing zinc-dependent DNA binding by Zur and ZntR allowed the
investigators to establish the threshold zinc concentrations for
activation of each regulator. These values were then reported as
the upper and lower concentration limits of the labile zinc pool
in E. coli (18). This approach assumes that both metalloregula-
tory proteins are in equilibrium with the labile zinc pool. It is not
clear if this assumption applies in vivo since regulation of home-
ostasis proteins at all levels (from gene transcription to protein
degradation) necessarily requires a lag between metal sensing
and the desired change in the activity of the target homeosta-
sis components, such as transporters and storage proteins. This
lag may prevent a true equilibrium from forming under typical
conditions where metal availability is not constant. Intermediate
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Figure 2 An example of the use of SXRF in combination with genetics to study metal localization and metal homeostasis. Col-O is the wild-type control
Arabidopsis plant, whereas the vit1-1 mutant lacks a vacuolar iron uptake transporter needed for proper iron homeostasis in Arabidopsis seeds. X-ray
fluorescence microtomography of seeds shows clear differences in Fe localization within the seeds of the mutant compared with the wild-type plant,
whereas Zn and Mn localization was not altered. (A) Light micrograph cross-section of a mature Arabidopsis seed; bar: 62 µm. (B and C) Total X-ray
absorption tomographic slices of Col-0 and vit1-1 seeds; bar: 100 µm. (D) X-ray fluorescence tomographic slices of Fe Kα (blue), Mn Kα (green), and Zn Kα

(red) fluorescence lines collected from Col-0 and vit1-1 with metal abundances indicated in mg kg−1 (smaller images), and composite images of Fe, Mn,
and Zn abundance of Col-0 and vit1-1 (larger images). (E) Three-dimensional rendering of total X-ray absorption of a wild-type Arabidopsis seed. (F) In
silico-sectioned (y-axis, upper 50% removed) rendering of total X-ray absorption shown in (E). (G and H) Three-dimensional rendering of Fe Kα X-ray
fluorescence in Col-0 and vit1-1, respectively, with both seeds identically oriented. From Reference 53, reprinted with permission from AAAS.

proteins may also act as carriers to load Zn into Zur or ZntR
in vivo, which further complicates the labile zinc measurement
since the additional protein–protein interactions required in vivo
could significantly alter the zinc concentrations at which the
regulators respond.

Measurements of labile iron range from about 0.9 to 12.3
× 10−6 M in the cytoplasm of a range of organisms from
bacteria to mammals (40, 41). In contrast, some approaches
have estimated cytoplasmic pools of labile zinc and copper to
be 10−15 and 10−18 M, respectively (18, 45), whereas other
studies have measured labile zinc at around 5 × 10−12 M
(43). Although the absolute measurements vary somewhat, these
studies clearly demonstrate that labile pools of copper and zinc
are tightly controlled in vivo to avoid accumulation of these
metals. The identity of the biological ligands that maintain
such small labile pools of zinc and copper remains a topic of
some controversy. As we can see, measurement of the labile
metal pool is strongly influenced by the technique used and
final determination of labile metal pools will likely require a
convergence of approaches.

In vivo localization of cellular metals

The specific localization of transition metals within subcel-
lular compartments has been characterized by a variety of
methods. Subcellular organelles, such as mitochondria, purified

by traditional centrifugation methods have been directly ana-
lyzed to identify subcellular populations of metals like copper
(46, 47). Use of fluorescent probes coupled with microscopy al-
lows investigators to visualize the subcellular location of metals,
especially in eukaryotic cells because of their larger size. Stud-
ies of metal homeostasis in vivo have also benefited greatly
from recent advances in analytical instrumentation. Subcellu-
lar mapping and quantification of transition metals within cells
is possible using electron, proton, and X-ray microbeam tech-
niques. Electron microprobes are capable of a spatial resolution
of several nanometers (48) but require that cells be sectioned be-
fore analysis. Although widely available, electron microprobes
also lack sensitivity to transition metals. Much higher sensitivity
is possible when X rays are used to excite characteristic fluo-
rescence, and impressive advances have been made with syn-
chrotron X-ray fluorescence (SXRF) microprobes (49) (Fig. 2).
Through the use of Fresnel zone plate optics at third-generation
synchrotron facilities, spatial resolutions approaching 50 nm are
now possible, and detection limits on the order of 10−18 mol per
cell are routinely achieved for the transition metals (50). SXRF
has been used to determine subcellular localization of transition
metals in cardiomyocytes (51), human leukemia cells (52), and
plant seeds (53). SXRF can also be combined with immunoflu-
orescence probes (54) or metal-specific fluorescent sensors. For
example, Yang et al. (55) visualized the localization of intracel-
lular “labile” copper in the mitochondria and Golgi apparatus of

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 7



Metal Homeostasis

mouse fibroblast cells using both fluorescent probes and X-ray
analysis.

Future Research Directions

The metallome and metallome
homeostasis

Initial study of metal homeostasis tended to focus on a single
metal. However, proper functioning of most organisms requires
careful balancing of multiple essential transition metals. The
sum of all essential metals used by an organism for cellular
function is known as the “metallome.” The metallome consists
of the total metal content of a cell but also includes all spe-
cific metal–biomolecule complexes that are present in a given
cell. Characterizing this global entity is one of the most excit-
ing future research directions in the field of metal homeostasis.
Measuring the metal quota for each essential metal is still a
key requirement for defining the metallome. Recently it has be-
come possible to simultaneously measure all essential transition
metals in an organism. For example, ICP-MS has been used to
measure metal quotas in a diverse range of prokaryotic and eu-
karyotic organisms under controlled growth conditions. If the
number of cells in the sample and the cell volume are known,
ICP-MS measurements can be converted into total cellular con-
centrations to facilitate the comparison of metal quotas in organ-
isms with a wide range of cell sizes. The power of approaches
like ICP-MS is that they allow investigators to simultaneously
measure cellular concentrations of essential transition metals in
different organisms, under different environmental conditions,
and in different genetic backgrounds to more fully define the
metal quota. Another dimension of the metallome concept is the
specific location of transition metals within the cell (as opposed
to their total concentrations in the entire cell). In this context, lo-
cation can refer to the protein or biomolecule component where
the metal is bound as well as the subcellular localization of
the metal in various organelles. One approach to define metal
localization will be to combine metal analysis techniques with
proteomics in order to identify all metalloproteins, including
their specific transition metal content, within an organism (56,
57). Global analysis of the metalloprotein portion of the metal-
lome will also lead to the identification of previously unknown
metalloproteins. Identifying new metalloproteins, whether they
are novel metalloenzymes or new homeostasis components, will
point to new roles for metals in biology. Other mass spectrome-
try techniques should also be applied to study of the metallome
in order to characterize metals colocalized with nonprotein cel-
lular components such as lipids, metabolites, and nucleic acids.

Some of the most intriguing differences between the met-
allomes of different cell types occur in subcellular organelles
or vesicles. Eukaryotic cells in particular have carefully com-
partmentalized essential transition metals for specific biological
purposes. The mitochondria and the chloroplast both contain
high levels of metalloproteins relative to the cytoplasm and may
have distinct metal quotas. Mammalian cerebrocortical neurons
possess zinc-filled vesicles with labile zinc pools that approach

millimolar concentrations (58) and other eukaryotic cells, in-
cluding yeast, possess vesicular “zincosomes” for zinc storage
(59). Strategies that combine well-defined fluorescent probes
with microscopy or SXRF are needed to clarify the subcellular
localization and concentration of the essential transition metals.
The goal of these studies is to establish baseline concentrations
and locations for all transition metals within the cell. Once this
baseline is established, a host of different experiments can be
performed to test how the metallome is perturbed by adverse
environmental conditions and in disease states. Another future
direction for metal homeostasis research is to understand how
the individual metal homeostasis systems overlap and interact so
that all required essential metals are obtained and routed to the
correct locations. These interactions we refer to as metallome
homeostasis . That such interactions exist is clear. For example,
copper homeostasis is intertwined with iron acquisition because
a multi-copper oxidase enzyme is needed for iron uptake at
the cell surface (23). There are also numerous reports of trans-
porters, such as the NRAMP family, that have the ability to
transport multiple metals (60). Clearly metallome homeostasis
is complex and metal homeostasis of individual metals does not
occur in isolation. Future characterization of the metallome and
metallome homeostasis will help complete our understanding
of metal homeostasis and likely open exciting new avenues of
bioinorganic research.
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Metallo-enzymes and metallo-proteins are a combination of a metal ion or
several metal ions in which the metal ion is strongly held in a protein.
Hence, before describing their properties and functions, it is necessary to
appreciate which metal ions bind strongly to proteins and exchange slowly.
The biological significance of metallo-enzymes is that they are essential
catalysts, especially for the metabolism of small molecules such as H2, CH4,
CO, N2, and O2, as well as for long-range electron transfer. The control of
uptake and the synthesis of their proteins rest with feedback in a series of
metallo-proteins.

Before describing these enzymes (see the examples in Table 1),
it is necessary to make a broad division of metal interactions
in enzymes. In one case, the metal ion is firmly attached to
the protein so that like a nonmetal of an amino acid it does
not exchange within days. In such a situation, the isolation of
the metallo-protein, correctly named, can be followed through
all steps of purification until further purification procedures
fail to alter the stoichiometry of the metal/protein, and this
is a whole number. At the same time, if the metallo-protein
is an enzyme, activity will become optimal. This approach to
metallo-enzymes was first developed by Professor B. L. Vallee
of Harvard. A different extreme is one in which the metal ion is
loosely attached to the protein when isolation procedures may
well result in an apoprotein, and if it was an enzyme, it would
then be devoid of activity. The problem in such a case is to
know which metal ion was intrinsically involved in activity in
vivo. Now a great number of metal ion/protein interactions are
intermediate in character between extremes so that purification
results in the discovery of “fractional stoichiometry” and can be
beset by contamination. Confusion is increased because many
enzymes have several metal ion centers when it may require
astute experimentation to reveal the nature of the original metal
ion complement. We must be aware of both binding constants
of metal ions to proteins of different kinds and of their rates of
exchange so as to establish their nature correctly as it is related
to function (1–4).

Binding Constants

Over many years orders of binding strengths of metal ions
have been established. Some general features are that the ions

of sodium and potassium bind very weakly if at all, those
of magnesium and calcium bind more strongly, and certain
transition metal ions bind with very considerable strength. In
more detail, the binding of divalent ions to virtually all ligands
follows the Irving–Williams order and the metal ions toward the
end of the series are those that form stable metallo-enzymes.

Mg2+ < Mn2+ < Fe2+ < Co2+
< Ni2+

< Cu2+
> Zn2+

Binding strength of the monovalent Cu+ is large like that of
Cu2+, but binding of trivalent ions may also be very strong,
especially Fe3+ and Mn3+. (Changes of oxidation state can
occur during isolation when the properties of interest may be
hidden.) A further specific difficulty is that the binding of Ca2+
is extremely variable in magnitude relative to that of Mg2+.
Although the above sequence is roughly that of increasing
electron affinity and hence of binding constant strength, as the
ions do not differ greatly in size, the size of Ca2+ is very
different so ligands can be devised for it that are of greater
binding strength than Mg2+ by using structural constraints on
ligand conformation, creating a disadvantage for Mg2+ binding.

The fact that so many metal ions are available and that
they vary in availability in environmental waters means that
specifically separating each one with a given ligand, assuming
at first that equilibrium is attained (i.e., that is, binding constant
orders are obeyed), make for a problem of selection. It is largely
solved in cells as follows; see Fig. 1.

A cell can limit the free concentration of a metal ion in a
given compartment by using energized pumps either inwardly
or outwardly directed in the containing membrane of the com-
partment (Fig. 1). It can also use selective reagents outside
the cell, siderophores, or proteins to scavenge for metal ions,
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Table 1 Examples of metallo-enzymes

Class of catalysis Example of active site Mn+ Enzyme

Acid/Base Hydrolysis Zn (Mg, Co, Ni, Ca) Carbonic Anhydrase
Electron Transfer Fe, heme0 (Fe), Cu Cytochromes
Oxidation (O2) Fe, heme0 (Fe), Cu Cytochrome P-450
Oxidation (H2O) Mo0, W0, Mn Aldehyde Oxidase
Oxidation (H2O2, RO2H) Se, Fe, heme0 (Fe) Catalase, Peroxidase
Hydrogenation Ni, Fe Hydrogenase
Group Transfer (–CH3) Co (B12)0 Methylmalonyl Isomerase
Group Transfer (–OPO3

2-)Mg (weakly bound) Kinase
Group Transfer (CO) Ni (F-430)0 Acetyl Synthetase

NOTES: Organic side chains and metal ions can be substituted. The organic side-chain
substitution is usually done by gene mutation, but metal ion substitution is done by direct
exchange and, in fact, can be done for S and Se.
0In these cases, the metal ion is in a metal complex.

particularly iron, bringing them into the cell where they may
be reduced (5). In this manner, the concentration of ions in a
cell can be fixed; for example, Mg2+ at about 10−3M in the
cytoplasm greatly exceeds that of all other ions. The cell has
certain binding agents, potential ligands (L) that, although they
bind in a given order of strength, Mg2+ < Mn2+ < Fe2+ <

Co2+ < Ni2+ < Cu2+ > Zn2+, show only a modest change
from Mg2+ to Cu2+ (e.g., the pyrophosphate of ATP). Given
that concentration of the ion bound depends on the product
K[M2+][L] = [ML], the high value of [M2+] for Mg2+ makes
it the only ion able to bind to a very weak-binding ligand L,
which has a general binding constant between 103 M−1 and
104 M−1. In fact, only Mg2+ is found in many enzymes using
ATP, where Mg2+ ATP is the substrate. No other metal ion

is observed in these metal/ligand/protein complexes (e.g., the
kinases).

Now consider the opposite extreme of binding strength
Cu2+(Cu+). Its concentration in a cell is limited to around
10−15 M by pumps, so a very strong binding ligand is required
to retain copper. As Cu2+(Cu+) has such a strong binding con-
stant, it alone can still form its ML complex so long as the free
concentrations of the other metal ions in the product K[M][L]
are weaker than for Cu2+, which then links Cu to a given L,
but if excess [L] over [Cu] were allowed, then the excess of [L]
above that of [CuL] would let this ligand, L, bind other metal
ions. This possibility is prevented as the free [Cu] binds to a
transcription factor for the synthesis of its L (see Fig. 1) (6),
with equal strength such that when free [Cu] is at a specific

Fe
UPTAKE

PROTECTION
Fe SOD

OXIDATIVE
METABOLISM
Fe ENZYMES

Fe
TRANSCRIPTION

FACTORS

Fe
CARRIER

HEME (Fe)
COBALBAMIN

ATP

ALA

DNA/RNA

Fe2+

H+ gradient

Figure 1 An example of the way metallo-enzymes are under controlled formation through both controlled uptake (rejection) of a metal ion and
controlled synthesis of all the proteins connected to its metabolism and functions. The example is that of iron. Iron is taken up via a molecular carrier by
bacteria but by a carrier protein, transferrin, in higher organisms. Pumps transfer either free iron or transferrin into the cell where Fe3+ ions are reduced to
Fe2+ ions. The Fe2+ ions form heme, aided by cobalamin (cobalt B12 controls) and a zinc enzyme for α-laevulinic acid (ALA) synthesis. Heme or free iron
then goes into several metallo-enzymes. Free Fe2+ also forms a metallo-protein transcription factor, which sees to it that synthesis of all iron carriers,
storage systems, metallo-proteins, and metallo-enzymes are in fixed amounts (homeostasis). There are also iron metallo-enzymes for protection including
Fe SOD (superoxide dismutase). Adenosine triphosphate (ATP) and H+ gradients supply energy for all processes. See References 1–3.
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value, say 10−15 M, the production of L ceases; hence, [CuL]
alone is formed. No other metal ion has a sufficient K[M][L] to
form such complexes. The transcription factors bind to promoter
regions of DNA. By a subtle combination over such controls
of both free [M] and free [L], specific combinations can be
obtained for all divalent ions. In fact, very little cross contami-
nation of M and L is observed in vivo (see the cases in Table
1). (In all these considerations we must remember that K is
an effective binding constant in cells dependent on pH and the
presence of other interacting ions or molecules. It is the size
of the effective constant K that makes certain that binding is
selective.) We estimate the free ion concentration, molarity, in
cells to be in the inverse order to binding strength

Zn2+ > Cu2+ < Ni2+ < Co2+ < Fe2+ < Mn2+ < Mg2+

10−12 10−15 10−12 to 10−9 10−7 10−7 10−3

which is independent of many cell types in their cytoplasm. The
concentration profile could be called a free metal ion signature
of all cell cytoplasms.

We can now turn to the rate of exchange of metal ions from
proteins.

Exchange Rates

The exchange rate of a metal ion (7) bound to a protein is
important if the ion 1) acts as a regulator or transcription
factor when it needs to exchange or 2) needs to be transported,

when the ion is not necessarily open to simple exchange with
its aquated state or is only present at very high dilution. We
can start the consideration of exchange rates with the general
observation that an equilibrium binding constant K can be
looked upon as a simple ratio of the rate of ligand, L, binding,
kon, relative to the rate of leaving koff (i.e., K = kon/koff). As
kon is limited by loss of water from around the ion, which
cannot exceed 109 s−1, koff is always less than 1 second for
K > 109 M−1, and for K > 1012 M−1 the off-rate is close
to or more than 1 hour. For slower on-rates, the off-rate for
a given K is correspondingly slower. It is these rates, often
related to equilibrium binding constants, that decide whether
an enzyme containing a metal can be separated in pure bound
form, a true metallo-enzyme, that is in slow exchange, (8), or
will need a metal ion to be added to an isolated apo-enzyme
to form a metal ion protein complex that is a fast exchange
(9–12). Now certain ions always have relatively fast exchange
rates. Examples are Na+, K+, Mg2+, Mn2+, and sometimes
Ca2+. Examples of metal ions that have slower exchange rates
and readily form metallo-enzymes are Cu+, Cu2+, Zn2+, Ni2+,
Mo6+, Fe3+, Mn3+, and possibly Co2+. In an intermediate
group is Fe2+, the enzymes of which are usually included in
the class of metallo-enzymes. We must also remember that some
metal ions are trapped not bound directly to protein side chains
but to complex ligands such as porphyrins, for example, Fe,
Mg, Co, and Ni (see Fig. 2) or special dithiols such as Mo (see
Fig. 2) and W from which exchange is slow and the metal
ions are frequently in low-spin states. The bindings of these
complexes is often very tight and in slow exchange, and we
include their enzymes in the class of metallo-enzymes. It is
generally found that these ions are inserted into the complex
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ligand by selective processes. Slow exchange is also observed
for Fe2S2 centers, but certainly some Fe4S4 centers exchange
at intermediate rates.

To transfer or insert the cations that are in slow exchange with
aqueous cations or are very dilute in solution demands special
transporting proteins (Fig. 1). The first of these to be discovered
was the protein for calcium transport across cells, calbindin, a
member of the S-1 class of proteins. More recently, transporters
have been discovered for Ni, Cu, Mo, and for molecules such
as vitamin B12 (Co). In essence, a transport metallo-protein, T,
with only very slow loss of the metal ion, carries the ion and
delivers it from a pump to an apoprotein, A, which becomes
an enzyme and implies that the transporter, sometimes called
a chaperone, and the apoprotein form a complex TM.A, which
by exchange becomes T.MA. TM must also exchange with a
pump, P, in the same way PM.T becomes P.MT. It is interesting
that the genes for T, P, and A often lie close together under one
promotor and transcription factor F (Fig. 1), which senses either
the CM or that of the free M concentration giving F.M, and all
these metallo-proteins have rather similar binding constants and
selective functional groups.

We have now described the intracellular movement leading to
the synthesis of a metallo-enzyme and we see that the control
of synthesis rests with the supply of M to the cell from the
environment, with its genetic system, which controls synthesis
of the apoprotein, with its carrier and its pumps. All must be in a
tight feedback circuit so that each metal has its selected proteins
and its free concentration in homeostasis, which implies that all
their binding constants are closely related to the Irving–Williams
series and that to obtain selectivity the binding groups of the
proteins are such that thiols are common for binding Cu+,

Zn2+,Mo6+,W6+,and Fe3+; N-donors are more common for
Fe2+ and Mn2+; whereas O-donors are observed to bind Mg2+,
Ca2+, and K+. We need to go forward to the properties of
these proteins as isolated and then return to their cellular
functions. We shall take it that clear-cut metallo-proteins are
those containing simple Cu, Zn, Ni, and Mo (W) ions including
the cases of heme (Fe), some FenSn, B12 (Co) and F-430 (Ni), as
well as some mixed metal ion proteins of Fe2+/Fe3+, of Mn3+,
or of Ni/Fe and Mo/Fe.

Properties Of Isolated
Metallo-Proteins

Metallo-proteins have been studied by a great range of physical
methods, which have revealed that frequently the metal ion is
held in a constrained (sometimes called entatic) state (Figs. 3
and 4) (8–28). The simplest explanation of this state is that
the binding energy of the metal ion in the resting state of the
enzyme is such as to lower the activation energy required for it
to function in a catalytic act relative to that energy required for
free ion activity, which is most easily understood if we refer
to a free energy diagram for a reaction pathway. In the course
of the reaction the substrate is transformed while the catalyst
cycles. Referring to the discussion of substrate activation in
a catalyst, Pauling proposed that its binding energy was used
in part to distort its structure to match as far as possible the
transition state for the reaction presuming the structure of the
catalyst was fixed. Turning now to the metal ion, or any other
part of a catalyst that acts in the catalytic act, we can examine its

N(His 87)

(His 37)N
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S(Met 92)
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137°
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Figure 3 A typical metallo-enzyme, azurin. The copper ion in it is a constrained (entatic) state matching its function. The copper in the enzyme is not
open to any substrate—it is an electron-transfer protein. See Reference 8.
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Figure 4 A zinc metallo-enzyme carbonic anhydrase for the very fast reversible formation of carbonic acid, H2CO3 from CO2 and H2O. Note the
complexity of the protein required apparently to secure selectivity and the constrained, 5-coordinate, state of the zinc. There is a channel for substrates to
the zinc in contrast to the copper site shown in Figure 3.

Table 2 Examples ofl constraints in metallo-enzymes

Metal Constraint

Cu Cu+/Cu2+ held in fixed coordination allowing fast electron transfer (Fig. 3)
Zn Zn2+ held in 5-coordination (one water molecule) which is readily adjustable (Fig. 4)
Fe Heme enzymes have open-sided Fe2+ to give easy access to O2

Co Cobalt in coenzyme B12 (Fig. 2) has a Co-carbon bond that breaks on substrate binding
Ni Ni2+ in close to tetrahedral geometry in hydrogenase
Mn Mn3+ held in a peculiar cluster with calcium in O2-production (Fig. 2)

NOTES: The constraints have been shown to be related to function in many cases.

bonding relative to that normally observed in the ground state
of its simple compounds where its bonds are relaxed to optimal
free energy binding conditions. As examples, the bond angles
and bond lengths of amino acids and of metal ions in simple
aqueous complexes (no steric hindrance or other constraint) are
well known and the corresponding physical-chemical properties
are understood. It is now known that in a protein complex the
binding of any group can be strained by the need for the overall
structure to have as great an activity as possible (1). It is usually
found that a metal ion in a metallo-protein has distinctly unusual
bond properties (8). The observed structural consequence is that
the bonding geometry of any single unit, here a metal ion, can be
seen to match the catalytic requirement. Some ways in which
catalytic properties are achieved are for the metal ion 1) to
have a small number of ligating atoms giving the metal ion
an enhanced electron affinity for acid attack (Fig. 4) or 2) to
have a ligand geometry matching its redox properties with those
required for redox catalysis (Fig. 3). In addition, if during the
catalytic cycle the metal ion has to change coordination number
or oxidation state, then the constrained condition of the metal

ion ensures that the relaxation energies between states in the
cycle remain small. Note immediately that strong binding and
non-exchanging ions are most likely to show these properties.
In addition, it may be helpful if the metal ion has an open-sided
structure and has a disposition of ligands to repel product while
accepting substrate. Examples illustrate these generalities (see
Table 2).

The case of Lewis acid function of metallo-enzymes is given
by many a zinc enzyme (Fig. 4). Taking the case of zinc in
carbonic anhydrase, the ground state structure shows it to be
open sided with easy access for H2O and CO2 but not larger
substrates. Moreover, these neutral molecules bind more readily
than the product HCO3

-. The zinc ion is known to be open
sided and to go readily between 4- and 5-coordination, which is
extremely useful in the required catalytic cycle. Moreover, the
pKa of attached water is close to 7.0, an exceedingly low value
for Zn2+(H2O) complexes. The reason for the selection of zinc
as a biological Lewis acid catalyst is now clear. Functionally,
it has optimum properties by being readily constrained in the
ground state and it easily passes through different coordination
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states all the time in fast exchange internally with substrate
intermediates in the site. If we look at other available Lewis
acid cations, we observe that of the metal ions with possible
similar advantages are 1) Mg2+, but it binds weakly and is a
weak acid; 2) Ni2+, but it does not change geometry easily; and
3) Cu2+, but it would readily react with oxygen that can access
the site. Only Co2+ is an ideal substitute, but it is a somewhat
weaker acid than Zn2+. However, in confirmation that Co2+ is
the only obvious substitute, it is found that the catalytic power
of the M2+ ions in carbonic anhydrase follows the order

Zn2+ > Co2+ � Mn2+ > all other cations ∼= 0.0

Notice that this order is not the relative Lewis acid strength or
binding strength to the site as demonstrated in simple aqueous
complexes that follow the order

Cu2+
> Zn2+ = Ni2+

> Co2+
> Fe2+ > Mn2+ > Mg2+

but is a result of the similar coordination geometries of Zn2+and
Co2+. In addition, Fe2+, Mn2+, and Mg2+ are used in enzymes
for certain acid catalyses; however, these enzymes are not true
metallo-enzymes but are metal/enzyme complexes from which
the metal ion dissociates relatively easily, and hence these ions
function both as a catalyst and as a free unbound regulatory
ion (Fig. 1). Probably the tightly bound ions Zn2+, Cu+,and
Ni2+only act as regulators while bound to proteins.

We turn next to a simple example of a redox
metallo-enzyme—azurin, which is a copper electron-transfer
protein and, as the electron has no volume, it is best if the
metal ion is enclosed for protection from all other agents. The
structure (Fig. 3) shows the copper to be 4-coordinate in an un-
usual stereochemistry for Cu2+ or Cu+, a compromise between
the demands of these two oxidation states. The redox potential
is now fixed both by the degree to which the copper is structured
and exposed to internal protein groups and to water at a dis-
tance. Now the electron-transfer rate of free Cu2+/Cu+ in water
is slow because of the large relaxation energy between the nor-
mal different stereochemistries of the two ions. In this protein,
however, the compromised constrained structure at Cu changes
little with oxidation state, making electron transfer fast. If the
favorable redox potential of the reaction matches the unfavor-
able relaxation energy, then following Marcus theory electron
transfer can occur not by thermal excitation but by tunneling,
which is a very clear-cut case of a constrained state of a metal
ion (8).

We can compare this protein with a Cu metallo-enzyme for
oxidation using molecular oxygen (e.g., laccase). The reaction
is the generation of a free radical from a substrate X, say
ascorbic acid, by removal of electrons at a single-copper site
and transfer of the electron to a distant three-copper site where
oxygen is reduced to water by four successive additions of
single electrons. Now the three-copper site must be open sided
to give access to O2, but the substrate to be oxidized by one of
the electron-transfer steps can be as far away as a reasonable
electron-transfer rate will permit, 10–15Å, from the second,

single-copper site. The second site is very much like that of
azurin. Several copper ions work in a fast one-electron relay:
substrate electrons to Cu (azurin-like), then electrons from this
Cu site to the copper of oxygen-binding capability and finally
electrons to O2. The O2 is retained as it goes through four
reductive steps to 2H2O. Note that all the copper is firmly bound
and does not exchange with external aqueous copper.

Similar relays of electrons are found in many iron metallo-
enzymes, but here a difficulty had to be overcome in evolution.
It is possible but not easy to retain a single Fe2+ in a site as it’s
binding is weak, hence it tends to give metal/protein complexes.
It is, however, possible to retain Fe3+ so that in one type of
electron transfer-protein Fe is held in the Fe3+ state, rubredoxin.
More usually, iron electron-transfer proteins are based on mixed
valent Fe3+.Fe2+(S2−) clusters where the numbers of metal ions
and sulfides may be anything up to eight. These electron-transfer
clusters are shut off from the surrounding media and both Fe2+

and Fe3+ are held in a tetrahedral geometry of S2− and −RS−.
The problem of a large relaxation energy does not develop,
and in some cases electron transfer in the cluster is so fast
that the metal ions are effectively in the state Fe2.5+. Once
again, we can contrast these clusters with those that are valuable
in direct reaction with substrates such as H2, CO, and N2.
Here, the clusters may contain other metal ions such as of Ni,
Mo, W, or V, and at least one of these ions must have an
open-sided structure. Products (e.g., H+, CH3CO-, and NH3) are
now very different from reactants (e.g., H2, CO, CH4, and N2,
respectively). Notice that all the active metal ions here (Ni2+,
MoS2

2+, WS2
2+, and V) bind strongly. The selection of metal

ions for particular reactions often reflects the intrinsic value of
the metal electronic structure.

As mentioned, there is another way to avoid fast exchange of
a metal ion in a metallo-enzyme: to enclose it in a chelate from
which it cannot escape (Fig. 2). Very well-known examples of
such very strong chelating agents are provided by porphyrin and
its derivatives as in Fe2+.heme, Co2+.B12, Ni.F-430, and even
Mg2+.chlorin, although the last is only found in electron-transfer
enzymes of photo-centers. For the three transition metal ions,
the placing of them in the strong ligands of the porphyrin series
generates low spin states in contrast with all the examples
we have given so far where metal ions are high spin. Low
spin states are more common among second and third rows
of transition metal ions such as of elements Rh, Pd, and Pt.
Man has made great use of these ions as catalysts, but they are
not environmentally available to organisms, hence the resort
to porphyrins. A big advantage of porphyrin is that it induces
low spin states in its Fe, Co, and Ni complexes where redox
change is usually of small relaxation energy so that relaxation
is usually easy as various oxidation states can be held in
or closely in the porphyrin plane. Of course the binding of
additional ligands above and below the plane or just below
it tunes the function and once again the protein can create
constrained advantageous conditions. With two ligands bound,
the heme iron is an excellent electron-transfer metallo-enzyme
known in the series of cytochromes a , b, and c. The metal
ions Co2+(B12) and Ni2+(F-430) by contrast are naturally open
sided. They, together with open-sided Fe(heme), readily bind
ligands but of very different kinds. Open-sided Fe2+.heme is
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electron excessive and acts as a binding agent for substrates
such as O2 (in enzymes like cytochromes a3 and P-430) as
well as for NO2

− and SO3
2− when it becomes Fe3+. Co2+.B12

has a single electron occupying the sixth (open) side (Fig. 2).
It acts as a radical catalyst as it cycles through the condition
Co3+–CH2R to Co2+···•CH2R with homolytic bond breaking.
Ni3+ can behave similarly or can act in P-430 as a base as it
has a lone pair in the Ni2+low spin state; but even if it has no
ligands above and below the porphyrin plane it becomes low
spin. It is well known that low spin d6 to d8 electron shell
configurations are powerful redox catalysts. B12 coenzymes
can also catalyze alkyl-transfer where Co+ acts as a strong
nucleophile, for example, in methionine synthatase.

Now, as in the cases of the copper oxidases, it is found that
the catalyst centers can form chains linked by electron-transfer
proteins. They are known in complex enzymes such as nitroge-
nases (Fig. 5), but outstanding are the long chains of catalysts in

the bioenergetic devices of photosynthesis and oxidative phos-
phorylation.

Overall, the metallo-enzymes are excellent catalysts for re-
actions of especially small inert small molecules for which the
organic side chains of proteins cannot be used (e.g., for H2, CH4,
N2, O2, and CO). These proteins are the basic starting com-
pounds of biological synthesis. Hence, metallo-enzymes have
always been the basic catalysts of organisms. In fact, they have
increased in significance with evolution.
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Here we describe studies of metallointercalators bound to DNA. These
octahedral transition metal complexes primarily bind noncovalently by
stacking within the DNA helix. Given the rich photophysics and
photochemistry of the ruthenium and rhodium complexes we employ, we
have used a variety of biophysical studies to characterize their interactions
with DNA. X-ray crystallography has also provided atomic resolution detail
as to their binding to the duplex. Complexes have been designed that
target DNA with high specificity. We have, for example, designed metal
complexes that bind specifically to mismatched sites in the DNA duplex,
and these have found application in the detection of single nucleotide
polymorphisms and studies of mismatch repair deficiency. The
photophysical properties of the metal complexes along with their
intercalative stacking have been useful in particular as tools to characterize
long-range charge transport in DNA. Using metallointercalators tethered to
the duplex, oxidative damage to DNA from a distance has been
demonstrated. The metallointercalators may serve as models for
DNA-binding proteins, not only in binding DNA sites with high specificity,
but also in carrying out electron transfer chemistry mediated by the DNA
base-pair stack. Certainly these metallointercalators have proven to be
powerful probes of this chemistry.

Our laboratory has focused on studies of metallointercalators
that bind to duplex DNA through an ensemble of noncovalent
interactions. Here we describe some of our studies with these
complexes, including experimental design and applications. We
focus attention in particular on the utility of these complexes in
probing DNA-mediated charge transport chemistry. Our review
here is not intended to be exhaustive but instead is focused
on some examples of work from our laboratory to illustrate
the effectiveness of these complexes in probing recognition and
reactions with DNA (see Reference 1 for additional references).
Indeed these complexes in several respects can be regarded
as small mimics of DNA-binding proteins, but ones where
their photophysics and photochemistry, as well as their inherent
stability, allow us to sensitively probe their chemistry with
DNA.

Investigations of the interactions of metallointercalators with
DNA must start with a range of photophysical, nuclear magnetic
resonance (NMR), and crystallographic studies. The complexes

that we use are all substitutionally inert so that no direct coor-
dination with the DNA bases occurs. The primary interaction
involves intercalation of one ligand into the DNA base stack
from the major groove. There is a concomitant doubling of the
base-pair rise, from 3.4 Å to 6.8 Å, and the base pairs separate
to accept the intercalating ligand. In the stack, the intercalator
seems like a new base pair (2). A bulky metallointercalator that
is not so easily accommodated in this stacked structure binds
through an alternative means, where the sterically demanding
ligand inserts instead from the minor groove side at a thermody-
namically destabilized mismatch site, with ejection of mispaired
bases. In this case, the stacked ligand replaces a base pair. Both
with intercalation at B-DNA sites and insertion at mismatched
DNA sites, chiral discrimination in binding of the octahedral
complexes is evident; that is, there is a necessity sterically to
match the chirality of the metal complex to that of the double
helix (Fig. 1). Indeed, the ∆ enantiomer favors interaction with
right-handed B-DNA, whereas the � enantiomer preferentially
binds left-handed or Z-DNA 3. These enantiomeric preferences
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Figure 1 Examples of chiral metallointercalators that bind DNA with little site selectivity (above) and with high specificity for the targeted sites shown
(below). In the center is shown schematically the basis for enantiomeric discrimination in stacking in the right-handed DNA helix. For the ∆-isomer, the
ancillary ligands have a right-handed orientation in the DNA groove, whereas for the left-handed �-isomer, steric clashes between the ancillary ligands and
phosphate backbone can develop.

control further the reactions of complexes on the DNA helix.
DNA-mediated charge transport involving ∆-isomers similarly
is more efficient than with left-handed complexes that are not as
well coupled electronically into the right-handed double helix.

Metallointercalator/DNA
Interactions and Site-Specific
Targeting

Early photophysical and photochemical
studies

Major groove intercalators bind DNA with high affinity (Ka >

106 M−1) and, in some cases, high sequence specificity. Indeed,
an extended aromatic system on the ligand outward from the
metal center, as in the case of the phi (9,10-phenanthrenequinone

diimine) or dppz (dipyrido[3,2-a:2′,3′-c]phenazine) ligands, fa-

vors its intercalative stacking between the base pairs of the

double helix. The intercalating ligand of these complexes thus

behaves as a stable anchor in the major groove, oriented parallel

to the base pairs, and directing the orientation of functionalized

ancillary ligands with respect to the DNA duplex. Photophysi-

cal studies first provided support for intercalation (4). Extensive

NMR studies and a crystal structure detailed the nature of the in-

tercalation for the metal complexes via the major groove of the

DNA (2). Interestingly, although not all of these complexes are

sequence specific, they still demonstrate chiral discrimination:

The ∆ enantiomer interacts preferentially with right-handed

B-DNA through stacking within the DNA duplex.
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Importantly, these complexes possess rich photochemical and
photophysical characteristics that have been exploited advanta-
geously both to probe interactions with DNA and to understand
further aspects of DNA chemistry. A well-studied example is
[Ru(bpy)2(dppz)]2+, which has found many uses as a molecular
light switch (5). The Ru complex shows solvatochromic lumi-
nescence in organic solutions. In aqueous solution, however, it
does not luminesce because of the ability of water to deactivate
the excited state through hydrogen bonding with the phenazine
nitrogen atoms of the intercalating ligands. Upon intercalation
in DNA in aqueous solution, it is brightly luminescent, reflect-
ing the shielding of the intercalating ligand from bulk solvent.
This is akin to introducing the complex into a local organic sol-
vent that shields the ring nitrogens on the intercalating ligand
from protonation.

If ruthenium complexes have shown uses as molecular light
switches, rhodium analogs have been proven to be efficient
agents for photoactivated DNA strand cleavage (6). This re-
activity enables us to mark directly the site where the metal
complex intercalates in the double helix and thus character-
izes the recognition properties of the complex. The observed
reactivity upon excitation at short wavelengths (313–325 nm)
leads to radical formation on the intercalating ligand with sub-
sequent hydrogen atom abstraction from the adjacent deoxyri-
bose ring. Degradation of the sugar radical then leads to direct
DNA strand cleavage. In the absence of oxygen, photolysis of
[Rh(phen)2phi]3+ or [Rh(phi)2bpy]3+ bound to DNA results in
the formation of 3′ phosphate and 5′ phosphate termini, as well
as free bases. In the presence of oxygen, different products re-
sult: Direct strand cleavage is observed, but products include,
instead, the 5′ phosphate terminus, base propenoic acid, and a
3′ phosphoglycaldehyde end. These results are consistent with
the previously described radical chemistry at the C3′ position.
However, because both the crystal and the NMR structure of the
major groove intercalator revealed that the C2′H of the sugar
is closer to the intercalating ligand than the C3′H, we propose
that initial reaction of the photo-excited intercalator occurs with
the C2′H abstraction followed by H-migration to form the C3′

radical and subsequent degradation of the sugar ring (2).
Although rhodium intercalators efficiently cleave DNA upon

photoactivation, DNA cleaving agents that do not require pho-
toactivation have the advantage of being more convenient to
use in many research laboratories. Bifunctional agents have
thus been developed in which metal coordinating peptides were
covalently tethered to a metallointercalator (7). In these bi-
functional conjugates, [Rh(phi)2bpy’]3+ behaves as a targeting
vector that delivers the metal ions to the sugar phosphate back-
bone. The Zn(II) and Cu(II) centers of the metallopeptide, once
delivered, promote DNA strand cleavage.

In a similar approach, luminescent DNA cross-linking probes
were designed by conjugating short peptides to ruthenium in-
tercalators (8). In this case, [Ru(phen)(bpy’)(dppz)]2+ delivers
the peptide to the oligonucleotide and oxidizes it upon irradia-
tion in the presence of an oxidative quencher. This then enables
the nearby tethered peptide to cross-link with the oxidized sites
of the DNA. Although delivery of the peptide by the metal-
lointercalator is not essential for cross-linking, this technique

advantageously yields cross-linking adducts that are lumines-
cent and are thus easily detectable. Furthermore, these crosslinks
may resemble those found in vivo under conditions of oxidative
stress.

DNA recognition based on shape
and functionalities

One of the earlier and important findings with the metalloin-
tercalators is the importance of matching the chirality of the
metal complex with that of the double helix. The discrimi-
nation basically depends on the size of the ancillary ligands
relative to that of the DNA groove. Although some selectivity
is observed for intercalation into B-DNA with metal complexes
containing phenanthroline or bipyridine as ancillary ligands, the
most striking stereospecificity is observed with metal complexes
with bulky ancillary ligands such as [Rh(DPB)2phi]3+ (9). The
∆ enantiomer of the rhodium complex selectively binds and
cleaves the sequence 5′-CTC TAGAG-3′ upon photoactivation.
However, no intercalation and cleavage is observed with the �

enantiomer even with 1000-fold excess of metal complex.
The remarkable specificity of ∆-[Rh(DPB)2phi]3+ enables

the efficient inhibition of the restriction endonuclease XbaI.
Notably, no comparable inhibition of XbaI is achieved with
other metallointercalators and ∆-[Rh(DPB)2phi]3+ also does
not inhibit restriction enzymes that bind to alternative se-
quences. Thus, this coordination complex effectively mimics
a DNA-binding protein.

Sequence-selective metallointercalators were also designed
de novo by matching the functionality of the ancillary lig-
ands positioned in the major groove with that of the targeted
base pairs. Targeting of 5′-CG-3′, for instance, is achieved
with the complexes [Rh(NH3)4phi]3+, [Rh[12]aneN4phi]3+, and
∆-[Rh(en)2phi]3+ through hydrogen bonding between the ax-
ial amines of the metalallointercalators and O6 of guanine (1).
The predictive design of sequence-specific metallointercalators
was expanded with ∆ − α-[Rh[(R,R)- Me2trien]phi]3+, which
is a complex that directly reads out the sequence 5′-TGCA-3′

(Fig. 2) (10). The targeting of this site was based on predicted
hydrogen bonding contacts between the axial amines and the
O6 of guanine, as well as van der Waals contacts between the
pendant methyl groups on the metal complex and the methyl
groups on the flanking thymines. A high-resolution NMR so-
lution structure followed by the first high-resolution crystal
structure of a metallointercalator bound to DNA later revealed
atomic resolution details of the interaction 3. As predicted, the
DNA unwinds to enable complete and deep intercalation of the
phi ligand of the metal complex, which intercalates through the
major groove, thereby causing a doubling of the rise at the in-
tercalation site. The metallointercalator thus behaves as a newly
inserted base pair, which the DNA accommodates with minimal
structural perturbation.

Metallointercalators have also been designed to target specific
sequences based both on their shape and on their functionalities.
A derivative of [Rh(phen)2phi]3+, called 1-[Rh(MGP)2phi]5+,
contains pendant guanidinium groups on the ancillary phenan-
throline ligands, and it was designed to bind a subset of
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Figure 2 Binding of ∆ − α-[Rh[(R,R)Me2trien]phi]3+ to 5′-TGCA-3′. Schematic representation of the sequence-specific interactions of the complex (left)
and crystal structure (right) of the complex intercalated into DNA from the major groove (2).

sequences recognized by the former. As predicted, the ∆ enan-
tiomer recognizes the sequence 5′-CATCTG-3′ specifically. Sur-
prisingly, however, the � enantiomer does bind DNA and
recognizes the sequence 5′-CATATG-3′ despite the large steric
size of the ancillary ligands (11). Plasmid unwinding assays and
NMR studies established that the � enantiomer of the metal-
lointercalator binds DNA by unwinding it up to 70◦. It is in this
conformation that the complex can span the entire six base-pair
binding site and contact the N7 position of the flanking guanines
with the pendant guanidinium groups. Replacing these flanking
guanines with deazaguanine demonstrated that the absence of
the N7 nitrogen removed selectivity for the site. It is therefore
the guanidinium functionalities of the ancillary ligands that are
responsible for the recognition of the guanine, whereas it is the
shape of the metallointercalator that enables the recognition of
the “twistable” central 5′-ATAT-3′ sequence.

This peculiar binding of a bulky � enantiomer and unwinding
of the DNA has found biological application in inhibiting
transcription factor binding to DNA. �-1-[Rh(MGP)2phi]5+

has been used to site specifically inhibit a transcription factor
from binding to a modified activator recognition region (12). In
competition experiments with yeast Activator Protein 1 (yAP-1),
the metal complex was able to compete with the protein at
concentrations as low as 120 nM. This work illustrates the
potential applicability of the complexes as therapeutic agents,
in inhibiting transcription factors sequence-specifically.

Detection of mismatched DNA sites

In contrast to the sequence specificity of major groove met-
allointercalators that is achieved through interactions of the
ancillary ligands, the site-specificity for mismatched DNA is
conferred by the intercalating ligand. DNA mismatch detection
requires an extended or bulky intercalating ligand too wide to in-
tercalate readily in well-matched B-DNA. The chrysene quinone
diimine (chrysi) ligand of [Rh(bpy)2chrysi]3+ is 0.5 Å wider

than the span of matched DNA and 2.1 Å wider than the inter-
calating phi ligand (Fig. 3) (13). The resulting rhodium complex
recognizes and cleaves upon photoactivation over 80% of mis-
match sites in all possible single base-pair sequence contexts
around the mispaired bases (15). The extremely high selectivity
of [Rh(bpy)2chrysi]3+ for thermodynamically destabilized sites
was demonstrated through the ability of the metallointercalator
to recognize and photocleave a single mismatch within a 2725
base-pair plasmid (16).

The bulky rhodium complex binds single base mismatches
with binding affinities of 0.3–20 × 106 M−1 as determined by
quantitative photocleavage titrations. Importantly, the mismatch-
specific binding affinities directly correlate with independent
measurements of thermodynamic destabilization of the single
base mismatch, thereby supporting the hypothesis that helix
destabilization is a crucial factor in determining the binding
affinity of the metal complex for the mismatched site (15).
This hypothesis was recently confirmed by NMR studies and
the crystal structure of the bulky metallointercalator bound to
its target single base mismatch (14). Significantly, in contrast
to phi complexes, ∆-[Rh(bpy)2chrysi]3+ inserts into the DNA
stack via the minor groove and ejects both mismatched bases
out of the double helix; the bulky chrysi ligand thus replaces
a destabilized base pair. Nonetheless, the metallointercalator
only minimally distorts the DNA, which accommodates inser-
tion of the extended intercalating ligand simply by opening its
phosphate backbone. Furthermore, as opposed to major groove
intercalation, where DNA strand cleavage involves abstraction
of the C2′H of the deoxyribose ring, ∆-[Rh(bpy)2chrysi]3+ pref-
erentially abstracts the closer C1’H of the sugar adjacent to the
mismatched site, resulting in different cleavage products (17).

Similar selectivity for thermodynamically destabilized sites in
DNA is achieved with the use of other extended intercalating
ligands. An analog of the chrysi complex, [Rh(bpy)2phzi]3+,
also targets with high selectivity single base mismatches and
promotes direct DNA strand scission upon photoactivation (18).
The phzi complex binds its target with higher affinity than
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Figure 3 Monofunctional (top) and bifunctional (bottom) bulky metallointercalators that target single base mismatches in DNA. In the center is shown a
view of the crystal structure of the complex inserted into the DNA from the minor groove at the mismatched DNA site, with ejection of the mismatched
bases (14).

does the chrysi analog; site-specific photocleavage is evident
even at nanomolar concentrations. This increase in affinity is
attributed to greater stability in the stacking of the heterocyclic
intercalating ligand with the flanking base pairs upon insertion.
Notably, the increased affinity is not detrimental to the high
selectivity of the metal complex, which binds mispaired versus
well-paired sites in the same ratio as [Rh(bpy)2chrysi]3+.

Metallointercalators that selectively and efficiently target sin-
gle base mismatches have found several applications both as
biologic probes and as potential chemotherapeutic agents. For
instance, [Rh(bpy)2phzi]3+ was used to probe the relative fre-
quency of mismatched sites in cell lines deficient versus pro-
ficient in their mismatch repair machinery (18). The relative
cleavage observed with the phzi complex in healthy cell lines
was low compared with that in cancer cell lines that carried
mutations in essential repair proteins. These results support pre-
vious studies on the association of mismatch repair deficiency
and cancer.

We have also investigated the design of fluorescent probes
for mismatched DNA. The luminescent ruthenium complex,
[Ru(bpy)2(tactp)]2+, containing a bulky intercalating ligand that
is analogous to the dppz ligand of the popular molecular light
switch was prepared and showed luminescence enhancement
with mismatched DNA (19). A more efficient fluorescent probe

for mismatched DNA was later accomplished by tethering a
charged fluorophore to the bulky metallointercalator (20). In
the Rhodium–Oregon Green conjugate, ion pairing between the
cationic rhodium and the anionic fluorophore moieties dramat-
ically quenches the fluorescence of the conjugate in aqueous
solution and in the presence of matched DNA. However, with
mismatched DNA, the bulky rhodium complex binds the DNA
polyanion, and the resulting electrostatic repulsion with the an-
ionic Oregon Green fluorophore drives the latter away from the
rhodium center so as to reduce intramolecular quenching. The
fluorescence of the conjugate is thus increased over 300% upon
binding to a mismatch site.

Mismatch targeting metallointercalators have also been ap-
plied to the discovery of single nucleotide polymorphisms
(SNPs). SNPs are the largest source of genetic variation in
humans; yet their detection remains difficult as current meth-
ods have poor signal-to-noise ratio and yield many false pos-
itives. In this regard, mismatch selective metallointercalators
have proven to be valuable new tools (21). When pooled ge-
nomic samples containing low-frequency SNPs are amplified,
denatured, and annealed, mismatches are statistically generated
at the polymorphic DNA sites. With photoactivation, these DNA
mismatches are cleaved selectively by [Rh(bpy)2chrysi]3+ or
[Rh(bpy)2phzi]3+. Fluorescent labeling of the cleaved products
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and separation by capillary electrophoresis thus permits rapid
identification with single-base resolution of the SNP site. This
method is remarkably sensitive, and minor allele frequencies as
low as 5% can be readily detected.

Can these mismatch recognition agents be targeted inside
cells? Intracellular delivery was first achieved by tethering a
cell-penetrating peptide such as D-octaarginine to the rhodium
complex (22). The resulting conjugate binds and with photoacti-
vation it selectively cleaves DNA neighboring single-base mis-
matches, although the presence of the oligoarginines is found to
increase nonspecific binding of the conjugates for both matched
and mismatched DNA. Noticeably, the peptide does not affect
the selectivity of the rhodium-induced photocleavage of the mis-
matched site. Similarly, the rhodium complex does not interfere
with the delivery properties of the cell-penetrating peptide and
the conjugates rapidly localize in the nucleus of HeLa cells.

A different strategy for the cellular uptake of metallointer-
calators consists of increasing the “greasiness” of the ancillary
ligands (23). In agreement with studies on cis-platin analogs,
increasing the lipophilicity of dppz complexes of ruthenium fa-
vors their passive uptake by HeLa cells. Importantly, the metal
complexes are stable to the intracellular environment. Indeed no
degradation in luminescence is evident, as would be expected
based on changes in complex coordination.

As mentioned, deficiencies in the mismatch repair machinery
(MMR) of cells are associated with an increased susceptibility
to cancerous transformation. We have developed bifunctional
metallointercalators as potential chemotherapeutic agents in
which the rhodium complex serves as a targeting vector toward
mismatches. For instance, the bulky metallointercalator was
tethered to an aniline mustard known to form covalent adducts
to 5′-GNC-3′ sites (24). The bifunctional agent demonstrates
preferential alkylation of mismatched over fully matched DNA
at concentrations where untethered organic mustards show little
reaction. Notably, the tethered alkylator does not inhibit binding
of the intercalator at the mismatch site, and similarly, the
metallointercalator does not hinder alkylation of the DNA. The
site-selective alkylation at mismatched DNA thus renders these
conjugates useful tools not only for the covalent tagging of DNA
base-pair mismatches but also as new chemotherapeutic agents.

Similarly, a potential chemotherapeutic drug was designed
via a bimetallic conjugate that combines a metallointercalator
specific for DNA mismatches tethered to a reactive cis-platinum
analog that coordinates DNA and inhibits transcription and
replication (25). The recognition of a DNA mismatch by the
bulky rhodium intercalator directs the reactivity of the platinum
unit to a site close to the mismatch that may or may not
be the preferred site for platinum coordination. Indeed, in the
latter case, the rhodium targeting dominates over the platinum
reactivity. This ability to tune the reactivity of the cis-platinum
analog could lead to therapeutic agents for MMR-deficient cell
lines.

Interestingly, the parent monofunctional metallointercala-
tors have also shown promise as potential chemotherapeutic
agents targeted to MMR-deficient tumor cell lines. Indeed, both
[Rh(bpy)2chrysi]3+ and [Rh(bpy)2phzi]3+ inhibit cellular pro-
liferation differentially in MMR-deficient cells compared with
cells that are MMR-proficient (18). Significantly, the inhibition

of cellular proliferation depends strictly on the mismatch re-
pair deficiency of the cell and thus correlates with the ability of
the bulky metallointercalators to target DNA mismatches. For
instance, it is the ∆ enantiomer of [Rh(bpy)2chrysi]3+ that is
active both in targeting the mismatches and in inhibiting DNA
synthesis; neither mismatch binding nor inhibition of cellular
proliferation is observed with the � enantiomer. Additionally,
the cellular response is enhanced with photoactivation, which
is an effect that correlates with the ability of the rhodium inter-
calators to promote strand cleavage at the mismatch site upon
photoactivation. Targeting DNA mismatches may thus provide
a cell-selective strategy for chemotherapeutic design.

Metallointercalators as Probes of
DNA-Mediated Charge Transport

Early photophysical studies

Rhodium and ruthenium intercalators have served as powerful
probes of DNA-mediated charge transport. Since DNA-mediated
charge transport depends so sensitively on π-stacking, it is rea-
sonable that a probe that intercalates into DNA, with optimum
π-stacking, might also serve as a powerful probe of this chem-
istry. Our earliest studies of DNA-mediated charge transport
employed a ruthenium complex containing dppz as the photoox-
idant and a rhodium complex containing phi as the electron ac-
ceptor. Assemblies containing 5′-tethered [Ru(phen’)2(dppz)]2+

(phen’ = 5-amido-glutarate-1,10-phenanthroline) with and with-
out 5′-tethered [Rh(phi)2(phen’)]3+ were designed where fluo-
rescence quenching of the photooxidant was observed only in
the presence of the electron acceptor (26) (Fig. 4). Given a
0.75-eV driving force, little spectral overlap between the excited
state of ruthenium and the ground state of rhodium, and the fact
that the tethered complexes are well separated on a 15-mer du-
plex, the observed results were consistent with DNA-mediated
charge transfer. This work set the stage for many varied experi-
ments using metallointercalators to characterize this interesting
chemistry.

Additional experiments spectrally identifying the ruthenium
(III) intermediate confirmed that the quenching mechanism
was caused by charge transfer (27). When bound to DNA,
[Ru(DMP)2(dppz)]2+ decays with two lifetimes corresponding
to the two orientations of the intercalating dppz ligand. Af-
ter excitation at 480 nm of intercalating [Ru(DMP)2(dppz)]2+
(DMP = 4,7-dimethylphenanthroline) in the presence of
[Rh(phi)2(bpy)]3+

, a negative transient was observed on the
microsecond timescale at 440 nm after the initial bleach corre-
sponding to the decay of the ruthenium excited state. As the
rhodium concentration was increased, the observed decrease
in luminescence intensity but not in lifetime of the ruthe-
nium excited state indicated that the quenching and hence the
rate of charge transport was fast relative to the measurement.
The same transient was also observed when [Ru(NH3)6]3+

was used as the quencher, albeit with a slower rate of for-
mation. As expected, the decay kinetics of the transient was
similar for both quenchers. Differences in quenching kinetics
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Figure 4 Schematic representation of a doubly metallated DNA duplex used to probe photoinduced electron transfer in DNA (26).

between [Rh(phi)2(bpy)]3+ and [Ru(NH3)6]3+ are attributed to
intercalation: The intercalative [Rh(phi)2(bpy)]3+ exhibits static
quenching, whereas the diffusional [Ru(NH3)6]3+ shows dy-
namic quenching.

Long-range oxidative damage
from a distance

Oxidative conditions within the cell can lead to damage of the
DNA bases. Guanine, which has been experimentally deter-
mined to have the lowest oxidation potential of the naturally
occurring bases, is the most easily damaged (28). Upon oxida-
tion, the neutral guanine radical can react with water or oxygen
to form permanently damaged products such as 8-oxo-G, oxa-
zolone, or imidazalone (29). Many organic photooxidants such
as anthraquinone, riboflavin, and napthalimide have been shown
to specifically damage the 5′ guanine of a guanine doublet (30).

The rhodium intercalator, which is tethered to the terminus of
an oligonucleotide, was first employed to demonstrate oxidative
damage to DNA from a distance through DNA charge transport
(30, 31) (Fig. 5). With an excited state potential greater than
2.0 eV versus NHE, the rhodium intercalator serves as a potent
photooxidant. Irradiation at 365 nm of 5′ radioactively labeled
DNA duplexes containing the tethered rhodium intercalator re-
sults in oxidative damage through long-range hole transport that
can be revealed by gel electrophoresis after treatment in hot
piperidine; piperidine promotes strand breaks neighboring the
base lesion 29. If these same duplexes are irradiated at shorter
wavelength (313 nm), hydrogen abstraction leads to direct scis-
sion of the DNA backbone, indicating the exact position of
intercalation. Comparison of the irradiation products of 15-mer

oligonucleotides containing two sets of guanine doublets with
a 5′-tethered rhodium intercalator versus one where the pho-
tooxidant is intercalated noncovalently reveals that the damage
patterns show little distinction in oxidation of the proximal and
distal guanine doublets 31. However, the 5′ guanine in both
doublets was more susceptible to damage than the 3′ guanine.
This finding is consistent with ab initio molecular orbital cal-
culations that have indicated that the HOMO is localized on
the 5′ guanine of a guanine doublet 32. This preferential reac-
tion at the 5′-G of guanine doublets has become a signature for
one-electron DNA oxidation 30. Irradiation at 313 nm reveals
that the covalently tethered rhodium intercalates three bases
from the tethered end, whereas the noncovalent complex inter-
calates throughout the duplex. As the covalently bound rhodium
intercalates far away from the observed damaged guanines, oxi-
dation must therefore occur through long-range DNA-mediated
charge transport. Additional analysis of the damaged products
by high performance liquid chromatography (HPLC) after en-
zymatic digestion showed that the primary damage product was
8-oxo-G.

Oxidative DNA damage has also been studied using the ruthe-
nium intercalator, [Ru(phen)(dppz)(bpy’)]2+. When excited by
visible light and quenched by non-intercalating quenchers such
as [Ru(NH3)6]3+, [Co(NH3)5Cl]2+, or methyl viologen, a pow-
erful ground state oxidant, Ru(III), is generated. With a 1.5 V
potential versus NHE, Ru(III) can oxidize DNA bases in a sim-
ilar manner to photoexcited [Rh(phi)2(bpy’)]3+ (30). This flash
quench technique, originally developed by Gray and cowork-
ers to study electron transfer reactions in proteins, can also
be applied to study DNA charge transport (33). DNA du-
plexes containing 5′ tethered [Ru(phen)(dppz)(bpy’)]2+ were
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Figure 5 Schematic representation of a metallated duplex designed to probe long-range oxidative damage in DNA. Oxidative damage is found at the
5′-G of the guanine doublets.

irradiated at 442 nm in the presence of either methyl violo-
gen or [Ru(NH3)6]3+, and preferential damage was observed
at the 5′ guanine of a guanine doublet, which is consistent
with one-electron oxidation chemistry. HPLC analysis showed
8-oxo guanine also as a primary oxidation product. To rule
out guanine damage caused by singlet oxygen sensitization,
duplexes containing tethered ruthenium were irradiated in the
absence of quencher. Damage was only observed at guanines
near the ruthenium intercalation site, and was not 5′ specific.
Furthermore, this damage without quencher increased when the
experiments were performed in D2O, a characteristic of singlet
oxygen chemistry.

Spectroscopy of charge transfer
intermediates

Spectroscopic studies provide a means to characterize DNA-
mediated charge transport in more detail and to provide a
link to biochemical observations. The flash quench technique
was first used in experiments involving the synthetic oligonu-
cleotide poly(dG-dC) (30). In the presence of poly(dG-dC), the
negative absorbance at 440 nm, caused by excited state quench-
ing of intercalated [Ru(phen)2dppz]2+ by non-intercalating
[Ru(NH3)6]3+, disappeared concomitantly with a rise in a pos-
itive signal at 390 nm, which is consistent with the formation
of the guanine radical. A difference spectrum of this species
was obtained with strong positive features at 390 and 550 nm,
indicative of the deprotonated neutral guanine radical. Impor-
tantly, this signal was not observed in the presence of the
synthetic oligomer poly(dA-dT) nor in the absence of quencher
in poly(dG-dC). Formation of the radical occurs in less than
10−7s or within the time scale of quenching of the ruthenium
excited state.

Spectroscopic studies of long-range DNA charge trans-
port were then carried out on assemblies containing teth-
ered [Ru(phen)(dppz)(bpy’)]2+ as the oxidant and the artifi-
cial base 4-methylindole as a guanine analog (34). The oxida-
tion potential of 4-methylindole is lower than that of guanine,
and the higher extinction coefficient of its radical at 600 nm
renders it particularly amenable to spectroscopic studies of
DNA-mediated charge transport. Excitation of ruthenium with
oxidative quenching induces charge injection into the duplex.
Hole migration to the methylindole base gives rise to a positive
absorbance at 600 nm. However, if a mismatch is introduced
into the intervening π stack of the duplex, DNA-mediated
charge transport is disrupted, which leads to a complete attenu-
ation of methylindole radical formation.

The effect of sequence on charge transfer rate was assessed
with assemblies containing a tethered ruthenium photooxidant
separated from the methylindole hole trap by a series of A-T
base pairs of increasing length. Over distances of 17–37 Å,
methyl-indole radical formation is found to occur concomitantly
with quenching of the Ru(II) excited state. Thus the rate of
radical formation over this distance through AT tracts is greater
than 107s−1, and over these distances, charge transport through
the DNA is not rate-limiting. Furthermore, guanine radical
formation can compete with that of the methylindole radical
as charge equilibrates across the duplex (35).

Distance dependence of charge
transport

Our earliest results had indicated that DNA charge transport
might be significant over long molecular distances and certainly
over longer distances than had been demonstrated in studies of
protein electron transfer. The tethered rhodium intercalator was
employed in the design of assemblies to examine relative ox-
idative damage at two guanine doublets within a 28-mer duplex
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(36). The proximal guanine doublet was kept at a constant dis-
tance from the rhodium intercalator, whereas the distal doublet
was placed in two base-pair increments at increasing distances
from the photooxidant. The damage ratio between the proximal
and distal double guanine sites then served as an indicator of
charge transport efficiency. Remarkably the damage ratio did
not show significant diminution as a function of distance over
75 Å. DNA charge transport thus shows a very shallow distance
dependence that is not a result of helical phasing.

Similar studies were also carried out using the ruthenium
intercalator, [Ru(phen)(dppz)(bpy’)]2+. A comparison of oxida-
tive damage with the rhodium and ruthenium photooxidants
was carried out in a 63 base-pair duplex containing six sets
of guanine doublets arranged at 10 base-pair increments. Both
complexes were able to oxidize all six sets of double guanines,
indicating that DNA charge transport chemistry could be ob-
served at distances up to 197 Å away from the intercalation site!
Oxidative damage to DNA in fact can develop over biologically
significant distances.

Cyclopropyl amine-substituted bases have provided very fast
traps for DNA charge transport using an irreversible ring open-
ing reaction associated with oxidation (37). Guanine is in fact a
poor oxidative trap, because the guanine radical reacts only on
the microsecond-to-millisecond timescale with water and oxy-
gen to form irreversible products; model studies suggest that
irreversible ring opening of the N2-cyclopropylguanine radical
occurs on the picosecond time scale. Recently our laboratory
has designed a series of rhodium-tethered duplexes, in which the
oxidative trap is N2-cyclopropylguanine (38). With intervening
adenine tracts as the bridge between the intercalator and the trap,
a shallow distance dependence is observed, now with promi-
nent periodic features. Interestingly, if the same experiments
are repeated monitoring guanine damage, the periodicities are
not apparent. These periodicities were also absent in assemblies
containing AT base-pair bridges, and they were less pronounced
when the intervening bridge consisted of AI, ATIC, or AITC
(I = inosine) repeats.

An analogous hole trap, cyclopropylcytosine, has also been
used to monitor charge transport through the higher energy
pyrimidine bases (39). Rhodium-tethered duplexes contain-
ing a distally placed cyclopropylcytosine were irradiated and
ring opening was observed. This striking result indicated that
rhodium-induced charge transport can oxidize not only guanine
bases but also cytosines. These findings indicate that charge
transport through DNA must involve all the DNA bases, not
only the low energy guanines we observed using gel elec-
trophoresis.

Taken together, our results from gel electrophoresis and cy-
clopropylamine ring opening can be rationalized by considering
a novel mechanism for DNA-mediated charge transport: confor-
mationally gated domain hopping (40). Two general mechanistic
extremes are used to describe DNA-mediated charge trans-
port, including superexchange, in which the donor and acceptor
are lower in energy than the orbitals of the intervening DNA
base-pair bridge, and hopping, in which the donor and accep-
tor have similar energies to the DNA base-pair bridge. In the
superexchange mechanism, the charge tunnels from the donor
to the acceptor without actually occupying the DNA bridge.

In the hopping mechanism, the charge hops from the donor to
the acceptor, transiently occupying discrete sites on the bridge.
A superexchange mechanism would exhibit an exponential dis-
tance dependence as a function of donor acceptor separation,
but a hopping mechanism would result in a more shallow dis-
tance dependence so long as the hopping rate exceeds the rate
of radical trapping. Although our results cannot be explained by
either of these mechanistic extremes alone, we propose a mecha-
nism in which the charge migrates through the DNA by hopping
between transiently generated delocalized domains, defined by
base sequence and dynamics. We describe a domain as a series
of four to five bases acting in concert, over which a charge
can delocalize. As the gel electrophoresis experiments measure
guanine radical trapping on the millisecond timescale, contri-
butions from base dynamics are not easily revealed. However,
when the faster assay of oxidation-induced ring opening is used,
additional effects from base dynamics can be discerned. Base
motions, occurring on picosecond time scales, contribute to con-
formational gating of the charge transfer events, both limiting
and facilitating the migration of charge between domains (40).

Sensitivity of charge transport to DNA
conformation and dynamics

The importance of DNA conformation to DNA-mediated charge
transport was evident also in many of our early photophysical
studies. In fluorescence quenching experiments using assem-
blies containing the organic intercalator, ethidium, tethered to
one end of the duplex, and the rhodium intercalator tethered to
the other end, quenching by photoinduced electron transfer was
found with a well-matched duplex, but no significant quenching
was observed with an intervening CA mismatch (41). A well
π-stacked array of heterocyclic aromatic bases is essential to
the efficient transport of charge over a duplex. Perturbations
in the intervening π-stack inhibit long-range oxidative dam-
age. Assemblies containing a series of single base mismatches
located between proximal and distal guanine doublet sites rel-
ative to a tethered ruthenium photooxidant were designed to
explore the effect of stacking disruption on charge transport
yield (42). These studies showed the dependence of charge
transport efficiency on the dynamics of a mismatch; those mis-
matches that are relatively well stacked, as in purine–purine
mismatches, cause only small attenuations in charge transport
yield, whereas disruptive mismatches cause significant attenu-
ations. In addition to mismatches, bulges can also disrupt the
integrity of charge transport (43). Duplexes containing a teth-
ered rhodium photooxidant and an ATA bulge positioned in
between a proximal and a distal double guanine site showed a
drastic decrease in damage at the distal guanine doublet site,
again underscoring the necessity of a well-stacked duplex. In-
deed, the sensitivity in charge transport yield to intervening
perturbations in base stacking had two important consequences:
1) the path of charge transport must be through the bases rather
than through the sugar-phosphate backbone, and 2) the reaction
can report sensitively upon the integrity of the DNA duplex.

An interesting study using the base flipping enzyme Methyl-
transferase HhaI (M.HhaI) showed that disruption of the π-stack
by protein binding with insertion of a nonaromatic amino acid
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side chain can also significantly attenuate charge transport (44).
M.HhaI performs its alkylation reaction on DNA after flipping
out the central cytosine in the 5′-GCGC-3′ sequence and insert-
ing a glutamine residue in its place. An assembly containing
a covalently tethered rhodium photooxidant and proximal and
distal 5′-GG-3′ doublets separated by the M.HhaI target site was
used to investigate charge transport yield in the presence versus
absence of the enzyme. Site-specific binding of the enzyme to
its target sequence was effective in eliminating oxidation at the
distal double guanine site. Moreover, when a mutant enzyme
containing tryptophan in place of glutamine in the wild type
was used instead, insertion of the aromatic amino acid served
to restore the base-pair stack, leading to extensive damage at
the distal site. From these studies it seems that the binding of
DNA-binding proteins can both inhibit and activate long-range
DNA charge transport.

Biological opportunities for DNA
charge transport

We have extensively studied the effect of sequence, structure,
and distance dependence of DNA-mediated charge transport.
However, the ultimate question remains: Is DNA-mediated
charge transport an issue, indeed perhaps even a useful reac-
tion, within the cell? We already knew that charge transport
chemistry could occur over long enough distances to be biolog-
ically relevant, and that DNA-binding proteins could modulate
the chemistry, but we needed also to determine whether this
transport chemistry could occur within the tightly packed nu-
cleosome structures found in cells. Within these structures, the
DNA is highly bent, wrapped around a positively charged his-
tone core. A nucleosome core particle, containing a 5′ tethered
rhodium was therefore constructed (45, 46) (Fig. 6); upon pho-
toactivation of the tethered rhodium, oxidative damage at a
distance to guanines within the core particle was observed. In

Figure 6 A nucleosome core particle is shown containing a 146 base-pair
DNA duplex wrapped around a histone octamer with a rhodium
intercalating photooxidant tethered to the DNA terminus. This particle was
constructed to probe DNA charge transport through a nucleosome (45).
Seven sets of guanine doublets are located at the red positions along the
duplex. Oxidative damage initiated by rhodium photoactivation is
observed at the guanine doublets, demonstrating long-range oxidation
within the nucleosome.

fact, the efficiency of damage was similar to that observed on
the same DNA in the absence of bound histones. We have also
shown that rhodium can induce DNA damage in the nucleus of
HeLa cells 47. Moreover, in these studies, if we compare sites
of rhodium binding with those of strong oxidative damage, we
determine that oxidative damage can occur at a distance within
the cell nucleus. Long-range charge transport through DNA does
develop within the cell.

Additional evidence indicating that DNA charge transport
may be biologically relevant comes from studies with DNA
repair proteins such as MutY and EndoIII that contain [4Fe-4S]
clusters (48). Bound to DNA, the redox potential of the [4Fe-4S]
cluster in these proteins is found to be shifted so that the protein
is more easily oxidized. By comparing potentials both bound to
DNA and free, we estimate that the binding affinity of the ox-
idized form is at least three orders of magnitude higher than
that of the reduced form. Based on these studies, we have pro-
posed a model in which base excision repair enzymes can locate
damaged DNA using DNA-mediated charge transport. A repair
protein in its reduced state can bind to DNA, becoming more
easily oxidized so as to transfer an electron to another DNA
repair protein bound at a distal site, reducing the distally bound
protein, and promoting its dissociation. But this DNA-mediated
reaction can only occur if the intervening DNA base stack is
intact and well stacked; if not, the protein remains associated
with the DNA and on a slower time scale can progressively
migrate to the damaged site. DNA-mediated charge transport
thus serves to redistribute the repair proteins in regions of the
genome near damage. The redistribution of repair proteins to a
damage site using DNA-mediated charge transport essentially
provides a way for the proteins to scan large regions of DNA
without physically binding to each base. Significantly this scan-
ning for damage is particularly important under conditions of
oxidative stress, when guanine radicals are generated. We also
used the flash quench method with ruthenium intercalators to
show that guanine radicals can provide the first signal for repair,
promoting the oxidation also of the DNA repair proteins in a
DNA-mediated reaction (49).

Implications and Conclusions
These experiments hopefully serve to illustrate the use of met-
allointercalators in probing recognition and reactions on the
DNA helix. Starting with relatively simple coordination com-
plexes that contain a wealth of photochemical and photophysical
properties, functionalizing second and third generation deriva-
tives, we have designed metallointercalators of high affinity,
high specificity, and high usage in targeting and reacting with
DNA. These complexes can serve as mimics of DNA binding
proteins, competing effectively with them for DNA sites and
perhaps even carrying out comparable electron transfer chem-
istry. These experiments, however, provide only a sampling of
what might be considered in the future. Can these metal com-
plexes, for example, serve as the basis for new chemotherapeutic
designs targeted selectively to cancer cells? Perhaps the ex-
periments we have described will inspire a new generation of
complexes to follow with even more powerful applications to
biology and medicine.
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Zinc-dependent metalloproteases constitute a large family of enzymes, part
of the proteinase superfamily. Fundamental to the structural integrity and
catalytic activity of metalloproteases is the presence of both zinc and
calcium ions in the structure of the protein. This article will focus on matrix
metalloproteinases that are involved in extracellular matrix (ECM)
catabolism and serve as important enzymes in many aspects of biology,
ranging from cell proliferation, differentiation, and proliferation to cancer,
tumor metastasis, inflammation, and other pathologic states. Despite their
key role in many normal and pathologic processes, the molecular
mechanisms by which zinc-dependent proteases hydrolyze their
physiologic substrates are only known partly. Recent theoretical analyses
have suggested reaction models for which limited and controversial
experimental evidence exists. Here we will discuss the importance of
quantifying the biophysical properties and the structural dynamic behavior
of these enzymes to reveal their underlying molecular mechanisms. Such
molecular knowledge holds promise in providing the basis for the novel
design of specific antagonists as drug candidates for these important
enzymes. In addition, we will discuss the use of real-time spectroscopic
tools for studying the reactive metal sites in these enzymes.

Introduction

Metalloproteinases catalyze the hydrolysis of the peptide bond,
which is the most stable chemical bond in nature (1, 2). Thermo-
dynamic analysis of its hydrolysis reveals that although the free
energy is relatively low, ∼2.4 kcal/mol, and the spontaneous re-
action is exothermic, the scissile bond cleavage is hindered by a
high-activation energy barrier of ∼20 kcal/mol (3). Thus, it may
have taken 400 years to achieve the spontaneous bond cleav-
age in the absence of enzymes. Remarkably, metalloproteases
accelerate peptide bond hydrolysis by a factor of 1016, which
enables this process to be completed within milliseconds (4).

∗These authors contributed equally to this article.

The zinc-dependent metalloproteases comprise a large fam-
ily of enzymes with a wide variety of biologic roles. For
example, important metalloproteinases for cell viability include
the bacterial metalloendopeptidase thermolysin, the digestive
exopeptidases, carboxypeptidase A or B, and the matrix met-
alloproteinases (MMPs) (Table 1). MMPs are members of
the metzincin superfamily of greater than 770 zinc endopepti-
dases, which includes astacins, serralysins, adamalysins, leish-
manolysins, and snapalysins. Metzincins are characterized by
an absolutely conserved methionine residue C-terminal to the
third histidine in the consensus sequence HEXXHXXGXXH/D,
where the histidine residues chelate a catalytic zinc ion. Because
of the extensive experimental and theoretical literature avail-
able, we will deliberately limit our discussion to MMPs that act
within the extracellular matrix (ECM) milieu. Ample evidence
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Haemopexin-like domain
Transmembrane and cytoplasmic
Regions (MT-MMP)
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Figure 1 Schematics of the domain structures of the MMP family. The catalytic domain (represented by light purple) has an insertion of gelatin binding
domain (fibronectin type-II-like domain) in MMP-2 and MMP-9. In all other MMPs, the catalytic domain is a continuous entity. Transmembrane and
cytoplasmic regions (represented by yellow) are found in membrane-bound MMPs only.

exists on the role of MMPs in normal and pathologic pro-
cesses, including embryogenesis, wound healing, inflammation,
arthritis, connective tissue diseases, inflammation, cardiovascu-
lar and autoimmune diseases, and cancer (6–14). The MMP
family consists of more than 25 enzymes, with differences in
substrate preference, domain structure, and sequence homol-
ogy. As depicted in Fig. 1, MMPs are multidomain proteins
with a signal peptide, a “pro” domain that maintains enzyme
latency until it is removed or disrupted, and a catalytic do-
main that is common to the entire family. Additional domains
observed in different MMP structures include fibronectin-type
II-like, hemopexin-like, and transmembrane domains (15, 16).
MMPs catalyze the hydrolysis of peptide bonds of a large range
of biologic substrates, including collagen, gelatin, fibronectin,
elastin, growth factors, cytokines, and chemokines. Notably, the
broad association between MMP peptide hydrolysis activity and
several serious diseases has made MMPs an attractive target for
developing novel drugs aimed at inhibiting MMP activity (17).

In MMPs, the hydrolysis of a peptide bond is mediated by
a catalytic zinc ion that resides in a structurally conserved cat-
alytic cleft of the enzyme. Zinc is the second-most abundant
transition metal in biology, after iron. It plays structural, chem-
ical, and regulatory roles in biologic systems and is an essential
ingredient at the active site in many enzymes (18, 19). Zinc
plays a role in gene expression, stabilizes the structure of pro-
teins and nucleic acids, preserves the integrity of subcellular
organelles, participates in the transport process, and plays im-
portant roles in viral and immune phenomena (20). Moreover,
zinc exhibits flexible coordination geometry and facilitates fast
ligand exchange, and it is a Lewis acid with intermediate polar-
izability lacking redox activity (5). All the above characteristics
give zinc its versatility, which enables it to form different types
of chemical and bonding interactions. The families, motifs, en-
zymology, and protein structures containing one or two zinc
ions have been discussed (5, 18, 21).

The structural and chemical knowledge regarding enzymatic
peptide cleavage in zinc-dependent metalloproteinases is lim-
ited, and experimental evidence is controversial, partly because
the zinc atom is spectroscopically silent and hence difficult to
study using conventional spectroscopic and analytical tools (20).
In addition, most structural and biochemical studies carried out
so far were limited to nondynamic structure/function character-
ization, thus preventing qualitative and quantitative analysis of

the evolving intermediates formed during peptide cleavage me-
diated at the catalytic zinc-binding site. Most of our mechanistic
knowledge comes from theoretical calculations derived from
crystal structures. Unfortunately, this process results in contro-
versial proposals as to how proteases hydrolyze their peptide
substrates. Thus, in the absence of direct experimental tools that
would enable us to characterize the reaction in real time, it will
be difficult, not to say impossible, to elucidate the underlying
reaction mechanisms.

Here we will discuss the progress achieved so far in our
mechanistic understanding of peptide hydrolysis reactions by
metalloproteinases. We will focus on the need for comparative
structure–function analyses of individual metalloproteinases to
reveal the reaction mechanisms. Finally, we will describe new
frontiers in the biophysics and chemistry of metalloproteinases
and the application of such studies to reveal directly reaction
mechanisms and their relevance to drug discovery.

Structures of Available Matrix
Metalloproteinases

To date, the crystal structures of 12 different MMPs have
been solved. Full structures were obtained for MMP-1 (2CLT),
MMP-2 (1CK7), and MMP-7 (1MMP). As for the rest, only the
catalytic domains in the presence of different inhibitors were
determined. The hemopexin-like domains of MMP-2 (1RTG),
MMP-9 (1ITV), and MMP-13 (1PEX) were crystallized, and
structures were determined separately. Nuclear magnetic res-
onance (NMR) structures of the catalytic domains of MMP-1
(1AYK), MMP-2 (1HOV), MMP-3 (1UMS), MMP-12 (1YCM),
and MMP-13 (1EUB) have also become available.

The overall structures of all MMP catalytic domains known
so far are very similar (Fig. 2). These MMP catalytic domains
are shaped like an oblate ellipsoid, with a small active-site
cleft, harboring the catalytic zinc ion, notched into the flat
ellipsoid surface. The active site cleft is defined by helix hB,
which provides two histidine residues that coordinate to the
catalytic zinc ion, and the catalytic Glu in between, all belonging
to the zinc-binding consensus sequence HEXX HXXGXX H (5,
22, 23). The active-site helix ends at a Gly residue, where
the peptide chain bends, presenting the third zinc-liganding
His. The zinc ion also coordinates to a water molecule that
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Figure 2 Ribbon structure of the MMP catalytic domain. The catalytic
domain of MMP-8 (1ZP5) is superimposed with the catalytic domains of
MMP-3 (green) (1HY7), MMP-12 (yellow) (1UTT), MT1-MMP (orange)
(1BQQ), and MT3-MMP (pink) (1RM8); only the active site-conserved motif
is shown for clarity. The catalytic and structural zinc (center and top) and
the two calcium ions are displayed as red and blue spheres, respectively.

is used to hydrolyze the peptide bond of the substrate (see
the discussion in the next chapter). The water molecule is also
held in place by the side chain of the active site Glu. Another
basic feature of the MMP active site is the presence of three
substrate-binding subsites. The surface of the protease that can
accommodate a single side chain of a substrate residue is called
the subsite. Subsites are numbered S1–Sn upward toward the N
terminus of the substrate (nonprimed sites) and S1’–Sn’ toward
the C terminus (primed sites), beginning from the sites on each
side of the scissile bond. These subsites accommodate the side
chains of the peptide to be cleaved, and the local structural
characteristics and electrostatic environment of the individual
subsites effectively determine the specificity of the substrate.

A detailed description of the fine structural differences be-
tween different MMPs can be found in recent reviews and
publications (13, 15, 24). More relevant to the current article
are the insights gained from integrating structural data obtained

by different methods, more specifically by comparing X-ray
structures (possibly more than one) with the solution structures
obtained from NMR, to obtain a structural model that is be-
yond a single structural datum. Examples can be found in recent
studies done by Rush et al. on MMP-1 and MMP-13 (25) and
Bertini et al. on MMP-12 (26); both looked into the structure
of these different MMPs complexed with various inhibitors by
using both NMR and X-ray techniques. The backbone general-
ized order parameter (S2), a parameter related to the amplitude
of fast (picosecond to nanosecond) movements of NH vectors,
peak multiplicity, and weak or missing peaks, suggested active
site mobility of inhibitor-free MMP-1 when compared with the
structure of the inhibited enzyme. The data indicated that a slow
conformational change in the active site results in a concerted
motion of helix hB and the zinc-ligated histidines. Furthermore,
the presence of an inhibitor that binds by chelating zinc effec-
tively removes this motion, while maximizing the interaction
of the inhibitor with the enzyme. The mobility of the random
coil region in the vicinity of the active site was maintained
even in the presence of a bound inhibitor. On the other hand, a
comparison of the crystal structures of three MMP-12-inhibitor
complexes indicated that the conformational heterogeneity ob-
served is largely independent of the type of inhibitor. These
studies have shown that flexibility/conformational heterogene-
ity in crucial parts of the catalytic domain is the rule rather than
an exception in MMPs, and its extent may be underestimated
by inspection of one X-ray structure.

Reaction Mechanisms
of Metalloproteinase-Mediated
Peptide Hydrolysis

All proteinases achieve catalysis by providing a favorable
electrostatic environment where the chemical reaction occurs.
The bottleneck is the formation of the nucleophile, which in
turn, attacks the carbonyl of the peptide that is properly located
at the binding site and thus initiates bond cleavage (Scheme 1).
All well-characterized proteinases are categorized, based on the
nature of the most prominent functional group at the active
site, into one of four families: serine, cysteine, aspartic, and
metalloproteinase. Cysteine proteinases use a low pKa cysteine
as a reactive nucleophile (27); serine proteases use the serine
hydroxyl as the catalyst in conjugation with a hydrogen bond
network that allows the general base catalysis (28, 29); a
catalytically active diad of aspartates facilitates hydrolysis in
aspartic proteinases; and metalloproteinases use zinc to promote
catalysis.

The mechanism by which metalloproteinases execute cataly-
sis has been of interest for many years. Most studies focused
on carboxypeptidase A and thermolysin-like proteases for which
extensive structural, chemical, and biochemical data are avail-
able. The first peptide hydrolysis mechanisms to be proposed
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were based on the available X-ray structures that have facilitated
establishing structural models for the different reaction steps
(30). Crystallographic analyses of enzyme-inhibitor complexes
were used to reveal how enzymes interact with their substrates.
Suitably chosen inhibitors were used to provide structural mod-
els for various stages in catalysis, including the Michaelis com-
plex, transition states, and products. A classical example of a
complex between an enzyme and a substrate analogue was de-
scribed by Shoham et al. (31). In this study the X-ray crystal
structure of the complex between carboxypeptidase A (CPA)
and 5-amino-(N-t-butoxycarbonyl)-2-benzyl-4-oxo-6-phenyl-
hexanoic acid (BBP), the ketomethylene substrate analogue
of the peptide substrate N-(t-butoxycarbonyl)-l-phenylalanyl-l-
phenylalanine, was resolved. It was shown that the enzyme
specifically binds to the hydrated form of one of four stereoiso-
mers of BBP that were present in the buffer solution in which
the CPA crystals were soaked. This discovery was surprising
at the time because the hydrated form of BBP was expected
to be present in aqueous solution at a concentration of less
than 0.2%. This result consequently led to the proposition that
the enzyme-inhibitor complex is most stable in the presence of
inhibitors whose structure resembles species along the reaction
coordinate of a chemical reaction rather than species resembling
a reactant or a product.

Biochemical studies and enzyme modification work, includ-
ing mutagenesis of active site residues, zinc ion substitution,
steady-state kinetics with different types of substrates, O18 ex-
change studies and others, together with the X-ray data, led to
the proposition of two major types of hydrolysis mechanisms.
The first mechanism to be proposed soon after the first crystal
structure of carboxypeptidase A was published was the direct
nucleophilic attack (also called the “Zinc-carbonyl mechanism”
or “acyl pathway”) on the peptide carbonyl by the conserved ac-
tive site Glu, resulting in the formation of an anhydride interme-
diate. Accumulating evidence from O18 exchange studies during
the late 1960s and 1970s have ruled out the involvement of an
anhydride intermediate in peptide hydrolysis (32, 33). A second
type of mechanism proposed is the general-acid–general-base
(GAGB) mechanism (the “Zinc-hydroxide mechanism” or the
“promoted water pathway”) in which a water molecule ini-
tially attacks the carbonyl while, or after, losing a proton. This
mechanism results in the formation of a gem-diol intermedi-
ate (34–36). Alternative paths for the GAGB mechanism were
proposed and can be categorized into two groups. One alterna-
tive, following Christianson and Lipscomb (37), suggests that
the substrate binds directly to the zinc ion while not replacing
the water molecule that occupied the fourth coordination site of
the zinc in the native structure. This water molecule is activated
by the metal ion or by the conserved active site Glu (or both);
it loses a proton and attacks the peptide carbonyl. According
to this mechanism, the zinc ion has two roles: polarizing the
carbonyl group of the substrate and facilitating the deprotona-
tion of the water nucleophile. The second GAGB mechanism,
following Mock and Zhang (38), suggests that the substrate car-
bonyl binds to the zinc ion and is activated by it. Nucleophilic
attack is initiated by a water molecule that is deprotonated by
the C-terminal carboxylate of the substrate itself, not by the con-
served binding site Glu or by the zinc ion. In the latter, the role

of zinc is minimized to the polarization of the carbonyl group
of the substrate only, and the conserved active site Glu is not
given any active role. Mock and Zhang’s (38) and Mock and
Tsay’s (39) proposed mechanism was based on enzyme kinet-
ics experiments that showed significant pH dependencies of the
inhibition constants of transition-state analog inhibitors. How-
ever, several studies implied the importance of the active site
Glu residue in achieving the enzymatic activity. Mutagenesis
studies show that of all the active site residues, only the modifi-
cation of active site Glu residues completely abolishes catalysis
(40, 41).

As observed in other systems, the obvious difficulty in eluci-
dating reaction mechanisms based on static structural snapshots
subsequently initiated structural-dynamic theoretical studies of
metalloproteinases. The active site chemistry of zinc-dependent
enzymes has been studied using a variety of theoretical ap-
proaches. For example, mixed quantum mechanical/molecular
calculations and classical molecular dynamic simulations have
been employed, especially studies using density functional
methods on redox-active metal centers (42).

Because of the availability of detailed structural information,
the majority of theoretical studies focused on carboxypeptidase
A and thermolysin-like proteases, and only one study investi-
gated the mechanism of peptide hydrolysis by human MMP-3.
Recently, Kilshtain-Vardi et al. compared the two GAGB al-
ternative pathways for peptide cleavage by carboxypeptidase-A
proposed by Lipscomb and Mock by performing semiempir-
ical theoretical calculations (43). The proton transfer step to
the nitrogen of the peptide, following the nucleophilic attack of
the peptide carbonyl group by a hydroxide, was calculated to
be rate limiting. It was shown that under kinetic control both
reactions are feasible; however, a calculated thermodynamic en-
thalpy difference of ∼20 kcal/mol indicated that the reaction
path suggested by Lipscomb is more stable than the other.

Pelmenschikov and Siegbahn investigated the mechanism un-
derlying peptide hydrolysis by human MMP-3 via quantum
chemical methods (3) using the crystal structure of the inhibited
enzyme with the transition state analogue piperidine sulfon-
amide inhibitor as the structural reference. The importance of
the weakly bound water molecule as a potent electrophile for
the zinc-coordinated substrate oxygen was revealed by reducing
the activation barrier by about 5 kcal/mol. Furthermore, the con-
served active site Glu residue was confirmed to play a key role
by acting as a base during the reactant water deprotonation. In-
terestingly, the zinc ion was shown to retain pentacoordinated
geometry during the reaction, with distorted trigonal bipyra-
midal coordination, whereas a tetrahedral coordination sphere
was suggested for the final structure of the product (Fig. 3).
Remarkably, the formation of a pentacoordinated zinc-protein
complex is followed by distinct electronic transitions mediated
by water and the conserved Glu residue. Essentially a single-step
reaction mechanism has been obtained with activation energy
of 13.1 kcal/mol. This work provided novel structural-dynamic
insights into the reaction mechanism governing peptide hydrol-
ysis. Naturally, such a theoretical model must be confirmed
by experimental results, especially when the use of long-lived
inhibitor-enzyme complexes (instead of enzyme-substrate com-
plexes) may provide only structural models for different stages
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Figure 3 The catalytic cycle for the proteolytical GAGB mechanism of MMP-3 taken from Pelmenschikov et al. (3).

in catalysis. Such models are obviously not true intermediates;
hence, in the absence of supporting experimental data, the ob-
tained results must be interpreted with caution.

After more than 40 years of research on the structure/function
of metalloproteases, tremendous advances in our understand-
ing have been achieved. A consensus exists regarding the ba-
sics of peptide hydrolysis: 1) A water-formed hydroxyl nucle-
ophilically attacks the peptide backbone carbonyl, 2) a car-
bonyl oxyanion is formed and coordinates the catalytic zinc
ion, 3) the backbone amide is protonated, and 4) the zinc
ion reduces the activation energy of this reaction by polar-
izing the oxygen carbonyl and by coordinating the negative
charge of the intermediates evolving throughout the reaction
(44). However, our understanding is far from complete, and
several major questions remain unanswered: Is the catalytic
water molecule bound to the zinc ion before proton abstrac-
tion by the conserved active site Glu base catalyst? Is the
water-bound molecule pushed and replaced by the carbonyl
oxygen of the peptide, or is a penta-coordinative complex con-
sisting of both water and peptide formedFinally, although it
is thought that protein function depends on protein flexibil-
ity, precisely how the molecule dynamics contribute to the
catalytic mechanism remains unclear. Although internal pro-
tein dynamics are connected intimately to enzymatic catalysis,
enzyme motions linked to substrate turnover remain largely un-
known. Because of the scarcity of adequate experimental tools,

the field is presented with a great challenge regarding quantifi-
cation of protein conformational transitions during catalysis. In
the next section we discuss the use of a real-time multidisci-
plinary structural-spectroscopic approach to study reactive sites
in metalloenzymes during catalysis.

Time-Resolved, Structural
Analysis-Correlation of Reaction
Kinetics-Protein Conformations
and Evolution of Reaction
Intermediates
Enzymes are flexible moieties whose structures exhibit dynamic
fluctuations on a wide range of timescales. This inherent mo-
bility of a protein fold was shown to be manifested in the
various steps constituting the catalytic cycle. The nature of this
linkage between protein structure movement and function un-
doubtedly is complex and might involve the formation of a
coupled network of interactions that bring the substrate closer,
orient it properly, and provide a favorable electrostatic environ-
ment in which the chemical reaction can occur (45). However,
the molecular details that link the catalytic chemistry to key ki-
netic, electronic, and structural events have remained elusive be-
cause of the difficulties associated with probing time-dependent,
structure–function aspects of enzymatic reactions.
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Figure 4 A schematic representation of the experimental approach for time-resolved XAS measurements. XAS provides local structural and electronic
information about the nearest coordination environment surrounding the catalytic metal ion within the active site of a metalloprotein in solution. Spectral
analysis of the various spectral regions yields complementary electronic and structural information, which allows the determination of the oxidation state
of the X-ray absorbing metal atom and precise determination of distances between the absorbing metal atom and the protein atoms that surround it.
Time-dependent XAS provides insight into the lifetimes and local atomic structures of metal–protein complexes during enzymatic reactions on millisecond
to minute time scales. (a) The drawing describes a conventional stopped-flow machine that is used to rapidly mix the reaction components (e.g., enzyme
and substrate) and derive kinetic traces as shown in (b). (b) The enzymatic reaction is studied by pre-steady-state kinetic analysis to dissect out the time
frame of individual kinetic phases. (c) The stopped-flow apparatus is equipped with a freeze-quench device. Sample aliquots are collected after mixing and
rapidly froze into X-ray sample holders by the freeze-quench device. (d) Frozen samples are subjected to X-ray data collection and analysis.

By using this argument, a single crystal structure generally
is insufficient to enable the elucidation of enzymatic catalysis
reaction mechanisms at an atomic level of detail. Typically, the
catalytic cycle involves a series of intermediates and transition
states, and for many of these states, no detailed structural
information is available. Furthermore, determining the energies
of the various stationary points in the cycle is highly nontrivial,
from a theoretical or experimental point of view. For these
reasons, as of today, a complete characterization of reactive
enzymatic chemistry is unavailable.

Concentrating on metalloenzymes, we have developed a
strategy based on stopped flow X-ray absorption spectroscopy
(XAS) to elucidate in detail the molecular mechanisms at work
during substrate turnover (Fig. 4). Importantly, XAS provides
local structural and electronic information about the nearest
coordination environment surrounding the catalytic metal ion
within the active site of a metalloprotein in solution. When the
X-rays hit a sample, the electromagnetic radiation interacts with
the electrons bound in the metal atom. The radiation can be scat-
tered by these electrons, or it can be absorbed, thereby exciting

the electrons. At certain energies, the absorption increases dras-
tically and gives rise to an absorption edge. Such edges occur
when the energy of the X-ray beam is just sufficient to cause
excitation of a core electron of the absorbing atom (in this case
zinc) to a continuum state, for example, to produce a photo-
electron. The energies of the absorbed radiation at these edges
correspond to the binding energies of electrons in the K (or 1 s)
shell of the zinc ion. When the photoelectron leaves the absorb-
ing atom, its wave is backscattered by the neighboring atoms (in
this case, the zinc-bound protein atoms). The constructive and
destructive interference of these outgoing photoelectrons with
the scattered waves from atoms surrounding the central metal
atom gives rise to the extended X-ray absorption fine structure
(EXAFS) oscillation pattern. Spectral analysis of the edge and
EXAFS regions yields complementary electronic and structural
information. Analysis of the edge region enables us to deter-
mine the oxidation state of the X-ray absorbing metal atom
(in other words, the position of the absorption edge), whereas
analysis of the EXAFS region provides precise information re-
garding distances between the absorbing metal atoms and the

8 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



Metalloproteinases, Biophysics and Chemistry of

protein atoms that surround it. The high-resolution structural in-
formation that can be obtained by XAS studies makes XAS an
advantageous tool for monitoring active site zinc coordination
and electronics in metalloproteinases during different stages of
the activation and inhibition processes, as demonstrated before
(46–49). In addition, XAS is the only spectroscopic tool that
can probe directly the otherwise spectroscopically silent zinc
ion.

Time-resolved XAS (TRXAS) provides insight into the life-
times and local atomic structures of metal–protein complexes
during enzymatic reactions on millisecond-to-minute timescales
(Fig. 4). This method is used to correlate the pre-steady-state ki-
netic behavior, with the structure of transient zinc–protein inter-
mediates, and the local charge transitions that evolve during the
initial peptide–protein interaction, as well as during the chem-
ical step taking place at the catalytic site. Using this method,
Kleifeld et al. detected the existence of two penta-coordinated
intermediates during the oxidation of iso-propanol by alcohol
dehydrogenase (49). The dehydrogenation reaction was shown
to involve dynamic changes regarding zinc ion oxidation. In a
recent study, Solomon et al. (50) have demonstrated that the
catalytic zinc ion in TNF-α convertase (TACE), a zinc met-
alloproteinase (a close relative of MMPs), undergoes dynamic
charge transitions before substrate binding to the metal ion, pre-
sumably during interaction of the substrate with distal protein
side chains. Furthermore, TACE hydrolysis was shown to in-
volve the formation of a penta-covalent complex at the catalytic
zinc ion with a long lifetime of ∼40 milliseconds during sub-
strate binding to the catalytic zinc. Product release from the
catalytic pocket resulted in restoration of a tetrahedral complex
at the zinc ion. The most important point emerging from these
studies is that by using TRXAS, the link between conforma-
tional changes in atomic resolution and the catalytic step in
millisecond resolution can be followed directly as the enzyme
loops through the catalytic cycle. Remarkably, these experi-
ments revealed that peptide hydrolysis by TACE is governed
by a process involving precursor charge transitions centered on
the metal ion. In addition, they provided experimental evidence
for the long-sought reaction mechanism proposed by Lipscomb
et al. It is important to mention that the method described gives
us atomic resolution structural snapshots of the nearest metal
ion environment as the enzyme goes through catalysis. To build
a detailed kinetic/mechanistic picture of the active site chem-
istry, the XAS analyses must be complemented with quantum
mechanics/molecular mechanics calculations.

Comparative Structural-Dynamic
Analysis and Its Relevance to Drug
Discovery

Conducting real-time structural analysis on metalloproteinases
was found to be a novel and effective approach for studying the
highly structurally homologous catalytic sites residing in these
enzymes via comparative structural–dynamic analysis. Remark-
ably, such high structural homology (Fig (2).) often hinders
the design and production of highly selective inhibitors for this

enzyme family. Thus, linking distinct protein conformational
transitions with catalysis of individual enzymes is of great im-
portance for revealing the molecular mechanisms underlying
individual enzymes that may aid in the process of discovering
new drugs. One may therefore inquire as to whether structurally
homologous enzymes display similar dynamic profiles during
binding and catalysis or whether functionally related enzymes
that share similar structures can be distinguished based on their
dynamic nature.

So far only a few reports have indicated distinct differences
regarding the reaction chemistry and mechanisms among highly
structural homologous MMP active sites. Studies by Fasciglione
et al. demonstrate that the proton-linked behavior (in different
pH environments) for k cat/Km, k cat, and Km is different among
various MMPs, including MMP-9 and MMP-2 (51). In addition,
the authors found that to have a fully consistent description of
the enzymatic action of the various MMPs, they had to apply
three protonating groups that are involved in the modulations
of substrate interaction and catalysis. These results indicate
that the details regarding active site modifications at the zinc
ion are different for various MMPs and are of enormous
importance for elucidating the mode of action of individual
MMPs. Similar conclusions may be drawn from the recent
study of Solomon et al. (52), which compares the inhibition
mode of the mechanism-based inhibitor SB-3CT with the highly
homologous catalytic sites of TACE and MMP-2. Importantly,
it was shown that SB-3CT directly binds the metal ion of
TACE, as observed before with MMP-2. However, in contrast
to MMP-2, the binding mode of SB-3CT to the catalytic
zinc ion of TACE is different regarding the length of the
Zinc-S(SB-3CT) bond distance and the total effective charge
of the catalytic zinc ion. In addition, SB-3CT inhibits TACE in
a noncompetitive fashion by inducing marked conformational
changes in the structure. For MMP-2, SB-3CT behaves as a
competitive inhibitor, and no significant conformational changes
are observed. Examination of the second shell amino acids
surrounding the catalytic zinc ion of these enzymes indicated
that the active site of TACE is more polar than that of MMP-2
and other MMPs. On the basis of these results, it was proposed
that, although a seemingly high structural similarity exists
between TACE and MMP-2, these enzymes are significantly
diverse in the electronic and chemical properties within their
active sites.

Overall, these reports raise the possibility that the highly
structural analogous catalytic centers in MMPs exhibit different
structural conformations and electronic behavior during catal-
ysis and inhibition. Yet, an open question is as follows: How
can such differences be quantifiedA comparative TRXAS anal-
ysis might provide the answer. By performing a comparative
TRXAS analysis of functionally related enzymes that share
similar structures, it might be possible to identify the inter-
mediate states, the active site key amino acid residues, and
the thermodynamic parameters of individual enzymes that are
critical for efficient catalysis as well as for inhibition. Further-
more, the mobility so fundamental to protein structures is a
major complicating factor to the general structure-based drug
design approach. MMP’s active site dynamics were observed
in the NMR structures of inhibitor-free MMP-1, MMP-3, and
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MMP-13 (25). The impact on drug design was clearly illus-
trated in MMP X-ray structures that demonstrated the ability of
side chains in the active site to undergo conformational changes
to accommodate a bound inhibitor. Thus, an inhibitor predicted
to have poor inhibition activity against a specific MMP based
on a poor fit in the specificity pocket (S1) may be accommo-
dated in the binding site because of the mobility of the protein.
By applying the time-resolved structural–dynamic approach to
study catalysis as well as inhibition pathways, we can charac-
terize unique reaction intermediates at the active site, as well as
distinct conformational intermediates of the protein side chains,
and can provide critical information about protein flexibility that
additionally might be used for the design of potent and selective
inhibitors. This approach departs from traditional drug design
strategies used for metalloenzymes that target the catalytic metal
with potent zinc-chelating peptidomimetic compounds.

Concluding Remarks

Here we reviewed the advances that have been made in the
field of metalloproteinase chemistry over the past decades.
Focusing on the critical need to understand better the chemical
workings of these biologic machines at atomic detail, we noted
the importance of quantifying the biophysical properties and the
structural dynamic behavior of these enzymes to reveal their
underlying molecular mechanisms.

A fundamental challenge for better understanding the func-
tion of proteins/enzymes is to characterize proteins as dynamic
objects. In this article, we have presented novel experimental ap-
proaches that go beyond static structures, with the ultimate goal
of characterizing macromolecules reacting at atomic resolution.
More specifically, we have combined time-resolved X-ray spec-
troscopy with X-ray crystallography, enzymology, and compu-
tational mechanistic investigations to determine the structures
and chemistry of transient intermediates as they evolve during
the catalytic cycle. Our recent progress in the field of MMP
reaction mechanisms demonstrates how a combined approach
that uses a variety of biophysical techniques advances our fun-
damental understanding of complex biologic molecules.
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Metalloregulators are proteins that bind metals and modulate gene
expression through direct interactions with DNA or RNA. The genes under
this metal-dependent control encode a variety of proteins involved in the
cellular homeostasis of both essential and toxic metals. Metalloregulators
are present in all types of organisms, and extensive information exists about
their mechanisms, although many unanswered questions remain. The
global activities of these metal-responsive factors require overcoming
complex challenges, such as the manner in which the proteins regulate
gene expression, the mechanisms of the metal-dependent protein
conformation transformations, and the ability of the proteins to recognize
the designated metal(s). An understanding of these key biomolecules draws
from disciplines such as cell biology, protein chemistry, and inorganic
chemistry and provides molecular insight into one fundamental aspect
of life.

Although a variety of biologic processes are regulated by metals,
for the purposes of this review metalloregulators are defined as
proteins that act as metal-responsive genetic switches (1). These
proteins are sensors that monitor the cellular levels of one or
more metal ions and then respond to changes in availability by
modulating the expression of a variety of metal pathways. A few
examples of metalloregulatory pathways exist in which the two
responsibilities, sensing and regulating, are divided up between
separate protein components. Learning how metalloregulators
function entails defining the cell biology of what they do and
the bioinorganic and bioorganic chemistry of how they do it.
This article considers some of these aspects in general and then
addresses them more specifically in the context of examples.
The focus is on how these proteins bind and respond to metal
ions. Other properties, such as the details of specific protein
contacts with nucleic acids or RNA polymerase, will not be dis-
cussed. For more information on that area, the reader is referred
to the article entitled “Transcription Factors.” Furthermore, the
scope of this article includes protein families that respond to
transition metals, both essential and poisonous, as well as the
environmental toxins arsenic and lead. The alkali and alkaline
earth metals will not be included here. Finally, the examples
described are predominantly from prokaryotic organisms be-
cause these systems are more clearly defined than the eukaryotic
versions. Several reviews on eukaryotic regulators are listed at
the end of this article under “Further Reading.” Unfortunately,
space limitations prohibit citing many of the primary references
of the information discussed below, so the references are lim-
ited to a small number of publications. The reader is directed
to the comprehensive review articles that are listed at the be-
ginning of each section, which contain all of the appropriate
references.

Biology

Many metal ions that can get into cells, such as mercury or
lead, are poisonous and must be neutralized and exported as
quickly as possible. However, even metals that have an essential
cellular role, such as zinc, iron, or copper, can be toxic in
excess. An organism must ensure an adequate supply of these
nutrients while keeping the concentrations under tight control to
prevent accumulation and cellular damage. Furthermore, each
essential metal performs distinct cellular functions and seems to
be regulated independently. Consequently, the metalloregulators
are not only sensitive to changes in metal availability, caused
by variations in the external supply or the nutritional needs of
the organism, but they must be able to discriminate between
the various types of metals present in the biological system.
Metalloregulators contribute to the maintenance of this delicate
balance by controlling the expression of metal uptake and export
pathways, detoxification and storage/sequestration systems, as
well as proteins that employ the metals such as metalloenzymes.
The activity of the metalloregulators is linked intimately to
the operations of these metal-centered pathways. For more
information, see the articles on “Metal Complexes, Assembly
of,” “Metal Homeostasis, “intercellular,” “Metal Homeostasis:
An Overview,” “Metal Transport through Membranes,” and
“Metallochaperones, Chemistry of.”

The most common genetic control point of the metalloregu-
lators is transcription, with one major exception in iron reg-
ulation discussed below. The response elicited by the metal
can be repression, derepression, and/or activation of transcrip-
tion (Fig. 1). Proteins are classified into families based on
sequence homology (Table 1), and usually they respond in
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Figure 1 Simple models of metalloregulated processes. (a–c) The RNA polymerase (RNAP) binds to the –35 and –10 sequences (gray boxes) in the
promoter of the regulated gene (arrow) and initiates transcription. The metal (Me) binds to the metalloregulator (ovals), which may not be a dimer in the
absence of metals, and causes a conformational change in the protein that influences transcription. (d) IRE-BP (sphere) binds to the mRNA encoding
iron-using or iron uptake gene and prevents translation or degradation, respectively.

the same manner as other family members to metal ions, al-
though they may differ in metal selectivity. In many cases,
the mechanism of genetic control is fairly straightforward.
Metal binding to members of the ArsR/SmtB, DtxR, Fur,
and NikR families of metalloregulators either activates or
inhibits DNA binding. The DNA recognition sequences of
these proteins are close to or are overlapping the transcrip-
tion start sites in the promoters of the genes that they reg-
ulate, so it is likely that DNA binding by these proteins
(either the apo or holo, depending on the system) steri-
cally blocks transcription initiation by the RNA polymerase
(2, 3, 4, 5).

However, as described in this section, the regulation by some
other metalloregulators is more complicated. Several examples
are discussed, each showcasing a possible mechanism of genetic
control. Although the purpose is to highlight the cellular biology
of how these systems work, the biological chemistry is an

integral component of their activities and thus is a part of the
discussion.

Mercury regulator

One of the first metalloregulatory proteins to be characterized
extensively is the prokaryotic MerR transcription factor (1, 6,
7), which acts either as a repressor (apo-protein) or an activator
(holo-protein) of the mer operon encoding mercury resistance
proteins (Fig. 1c). The −35 and −10 sequence elements of the
mer promoter, binding sites for the RNA polymerase initiation
complex, are separated by an unusually long distance that results
in poor constitutive transcription. Apo-MerR binds to the DNA
between these sequences and bends the DNA, which results
in a slight increase in repression on the suboptimal promoter.
It also recruits the RNA polymerase to the transcription start
site where it waits in a stalled complex. Upon binding of
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Metalloregulatory Proteins

Table 1 Families of prokaryotic metalloregulators that function as transcription factors that are discussed in the texta

Response to
Family Examples Metal Metal Systems regulated

ArsR/SmtB ArsR SmtB
CzrA NmtR
CadC

As(III)/Sb(III)
Zn(II)/Co(II)/Cd(II)
Zn(II)/Co(II) Ni(II)/Co(II)
Cd(II)/Pb(II)/Bi(III)/Zn(II)

Release of DNA Derepression of metal
resistance proteins, efflux
transporters, metal
storage

MerR MerR ZntR
CueR

Hg(II) Zn(II)/Cd(II)/Pb(II)
Cu(I)/Ag(I)/Au(I)

DNA distortion Activation of metal
resistance proteins, efflux
transporters

DtxR/IdeR DtxR IdeR
MntR

Fe(II) Fe(II) Mn(II), Cd(II) DNA binding Repression of uptake
transporters, virulence
factors

Fur Fur Zur Nur
Mur

Fe(II) Zn(II) Ni(II) Mn(II) DNA binding Repression of: uptake
transporters, metal
scavengers, virulence
factors, other cellular
functions

NikR NikR Ni(II) DNA binding Repression of uptake
transporters Activation
of: nickel enzymes

aThis table is not an exhaustive list of metal-dependent members of these families. Furthermore, proteins in these families that respond to factors
other than metals that are not listed here.

Hg(II), MerR undergoes a conformational change that causes
the DNA to straighten out and to unwind; these distortions
place the −10 and −35 sites in optimal positions for productive
initiation of transcription. MerR can activate fully the mer
promoter over a small range (less than an order of magnitude) of
mercuric salt concentrations that range around 10−8 M in vitro
and slightly higher in cell culture experiments. This sensitive
and cooperative sensor provides a rapid and robust response
that only is turned on when needed and is activated fully before
cytoplasmic Hg(II) concentrations reach levels that affect cell
growth.

Once the mercury has been eliminated from the cell, it would
be wasteful energetically to continue to synthesize the resistance
proteins. However, it is unclear how the Hg(II)–MerR complex
could disengage from the promoter in a timely manner. It is
possible that apo-MerR can displace the metal complex at the
promoter because it binds the recognition sequence with slightly
higher affinity (7), or that the Hg(II) is released eventually from
the MerR–DNA complex. However, a recent study suggests that
another protein encoded by the mer operon, MerD, may play
a role in switching off the induction (8). MerD, which shares
sequence homology with MerR, can form a ternary complex
with apo-MerR and the DNA recognition complex. At the
addition of mercury, the presence of MerD causes a fraction
of the DNA to be released, which allows the expression of the
divergently transcribed merR gene. Once mercury is eliminated
from the cytosol, then the newly produced apo protein would
bind to the empty promoter and repress transcription of the mer
operon.

Post-transcriptional iron regulation

In mammals, as well as in certain other species, iron metabolism
is regulated at the posttranscriptional level (for reviews see
References 9–12). Two homologous iron-regulatory proteins
(IRP1 and IRP2) bind with high affinity to specific RNA
sequences called iron-responsive elements (IREs), which are
present in the untranslated regions of the mRNAs that encode
many of the proteins involved in iron metabolism. The IREs
are conserved hairpin structures, but subtle differences in the
sequences of the IREs and the surrounding mRNA affect IRP
binding and fine-tune the strength of the interaction.

The IREs are bound by the IRPs at low iron concentrations
(Fig. 1d). Two different effects of IRP binding exist, depending
on the location of the IRE in the mRNA. In the case of
proteins that would not be useful under limiting iron conditions,
such as ferritin (iron storage), ferroportin (iron efflux), and
aminolevulinate synthase (heme biosynthesis), the IRE is near
the translation start site at the 5′ end of the mRNAs and IRP
binding blocks translation initiation and protein production. In
contrast, under the same iron-deficient conditions, the mRNA
for the transferrin receptor (iron uptake) is protected from
degradation by IRP binding to multiple IREs at the 3′ end of
the mRNA, which enhances protein production and leads to an
increase in iron intake. In an iron-replete situation the IRPs do
not bind to the mRNA so the effects are reversed: The genes
for iron-using proteins are translated, and the transferrin receptor
mRNA is degraded.

The RNA-binding activities of the two IRPs have different
mechanisms of inhibition by iron, and not all of the details are
defined clearly. The binding of IRP1 to mRNA is blocked by
the formation of an [4Fe–4S] cluster, which allows the protein
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to function as a cytosolic aconitase enzyme. IRP2 does not have
an iron cluster, but it is targeted for proteosomal degradation in
an iron-dependent process. The IRPs are regulated by a variety
of additional factors such as heme, oxidative stress, nitric oxide,
and phosphorylation by intracellular signaling factors, indicating
that IRPs provide a bridge between iron metabolism and other
cellular pathways.

Other links to translation

Another link to posttranscriptional regulation of metal home-
ostasis is the global iron regulator Fur (4). Fur controls the
transcription of a large number of genes (more than 90 in
E. coli ), most of which encode proteins involved in iron ac-
quisition as well as other essential metabolic pathways. The
Fe(II)–Fur complex represses the transcription of these genes
when it binds to a recognition sequence located in between the
−35 and −10 sites. A subset of Fur-regulated genes seems to
be activated instead of repressed by the iron–Fur complex, but
these genes do not have an obvious Fur recognition sequence in
the DNA promoters. This mystery was solved by the discovery
that Fe(II)–Fur represses the production of a small RNA called
RyhB (13). If iron is limiting, the Fur repression is alleviated
and RyhB is produced. In turn, RhyB inhibits the expression of
the target genes, which encode proteins involved in iron storage
or iron-using enzymes, by blocking translation and/or promot-
ing degradation of the mRNAs (13, 14). In this manner, it has
been suggested that the production of nonessential iron proteins
is shut down quickly and that the limited iron resources can be
redirected to critical functions before iron uptake is upregulated
and fills the reserves, which requires multiple steps initiated by
the derepression of transcription. This activity of Fur results in
a concerted positive and negative response to changes in iron
levels that employs the same metalloregulator.

Multicomponent systems

Several pathways exist in which the metal sensing and the
transcriptional regulatory functions are handled by two sepa-
rate proteins (6, 15). A sensor protein spans the cytoplasmic
membrane, senses the amount of metals in the periplasm, and
communicates this information to the regulatory protein that is
inside of the cell. When the concentration of the appropriate
metal reaches critical levels, the internal kinase domain of the
sensor protein phosphorylates the cytosolic regulatory protein,
which activates it to control transcription. These two-component
systems are thought to help protect the periplasm from dam-
age.

One very unusual arrangement that diverges from the path-
way described above is the cop operon, which is involved in
copper homeostasis and found in E. hirae and closely related
Gram-positive bacteria (16). CopY, a dimeric repressor with
significant homology to β-lactamse repressors, binds the cop
promoter in a zinc-loaded form. The zinc is displaced by two
Cu(I) ions; this dinuclear copper cluster causes the protein to
release the cop DNA, which also encodes an efflux transporter.
The copper is supplied by the metallochaperone CopZ, which
forms a heterodimer with CopY via specific electrostatic inter-
actions. CopZ obtains the copper from the uptake transporter

CopA, also by means of directed protein–protein interactions.
This type of system ensures that the potentially toxic cop-
per ions always are bound by a protein factor and eliminate
any need for unprotected free copper to be available in the
cytoplasm as a signal to the genetic regulator. CopZ is ho-
mologous to copper chaperones from other species, but it is
not clear whether the mechanism of direct copper transfer to
the corresponding metalloregulator is conserved in other organ-
isms.

Chemistry

Allosteric regulation

The binding of the metal ion coregulator to a metalloregulator
protein is coupled to a protein conformational change such
that it alters the DNA or RNA complex. In several examples,
high-resolution structural studies have shed some light on the
mechanisms of this allosteric response.

ArsR/SmtB family
In the absence of metal, members of the ArsR/SmtB class of
transcription factors bind to their respective DNA promoters
and inhibit transcription; metal binding to the proteins decreases
the affinity for DNA and allows transcription to proceed (dere-
pression, Fig. 1b) (2, 7). All members of this family have a
conserved helix–turn–helix (HTH) DNA-binding motif, with
the same overall dimeric “winged” helix structure. Phyloge-
netic analysis suggests that this family evolved from a common
evolutionary ancestor to sense specific types of metals (2, 17).
However, the mechanisms of metal-induced DNA release do
not seem to be the same. Furthermore, substantial variability
exists in the metal-binding sites, which roughly can be divided
up into two distinct types based on their location and the nature
of the amino acid ligands. A few family members have both
metal sites, although in these cases, the metal bound to one of
the sites may act as a structural cofactor, and at least one other
member possesses a divergent third site (18).

Several proteins in this family respond to metal binding in
a cysteine-rich site with at least some of the ligands from the
N-terminal helix (α3) that is a part of the HTH DNA-binding
motif. This site, often referred to as α3, α3N, or site 1, controls
a response to thiophilic ions such as cadmium, lead, or arsenite.
For example, the arsenite bound by ArsR is coordinated by
2–3 cysteines (cys32, cys34, cys37) from the same α3 helix,
so clustering the cysteines around arsenite would cause a large
distortion of the helix that is proposed to disrupt DNA binding
(19).

SmtB is regulated by the second type of metal-binding site
called α5, α5C, or site 2. This site, which bridges the interface
between α5 helices of the dimer, is composed of carboxylate
and imidazole ligands and regulates the response to harder metal
ions such as Co(II), Ni(II), and Zn(II). The structures of SmtB
revealed that when both α5 sites of the dimer are filled with zinc,
a significant change occurs in the 3◦ structure of the protein
that compacts the molecule (Fig. 2a) (20). This zinc-dependent
conformational switch likely is controlled by a hydrogen-bond
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Figure 2 (a) Metal binding to SmtB. (Top) The holo-SmtB structure (dark
gray, pdb 1R22) is significantly more compact than the apoprotein (light
gray, pdb 1R1T). The zinc ions (spheres) are only observed in the α5 sites
because the ligands of the α3 sites were mutated to generate a protein that
is still functional in vivo but only binds one zinc ion per monomer. The
putative DNA-binding helix of the HTH motif is indicated. (Bottom) The
hydrogen-bonding network between one of the α5 zinc ions and the
DNA-binding helix (L83) is highlighted. This network is not observed in the
structure of the apoprotein. For clarity, the holo-protein is rotated slightly
from the above view, and the two monomers are colored with different
shades of gray. Putative hydrogens are indicated by thin bonds. (b)
Structure of the E. coli nickel-responsive repressor NikR. The apoprotein
(top, pdb 1Q5V), holo-protein (middle, pdb 2HZA), and DNA complex
(bottom, pdb 2HCV) are shown with each monomer in the tetramer
drawn in a different shade of gray. Two ribbon–helix–helix DNA-binding
dimers flank the central core of four metal-binding domains. The nickel
ions (smaller spheres) are coordinated in a square planar site by H87, H89,
C95, and H76′ of the opposing monomer (shown in inset, site rotated for
clarity). The larger spheres in the DNA complex are best modeled as
potassium ions. The sections of the metal-binding domain that contact the
DNA are circled, and these regions are not well ordered in the
apo-structure and could only be modeled in one of the four monomers.

network that links one metal-binding histidine to residues in the
DNA-binding domain, which is a connection that is not apparent
in the apo structure. It has been proposed that in the compact
structure, the DNA-binding domains are too close together to
bind properly to the spacing of the DNA recognition sequence,
which results in release of the DNA and derepression.

A recent structure of apo–CadC suggests a different allosteric
mechanism (21). CadC has both metal-binding sites, but the
second site is probably structural because mutagenesis of the
ligands in site 2 does not affect the metal-dependent response.
The inducer site is α3N, and only two of the ligands (cys58
and cys60) are in the α3 HTH helix; the other two (cys7′ and
cys11′) are donated by the N-terminus of the opposing subunit.
Although the crystal structure does not have metal bound to the

H89 H87

H76’ C95

DNA-Binding 
Domain

(b) DNA-Binding 
Domain

Metal-Binding 
Domain

Figure 2 (Continued)

α3N site, the structure suggests that binding of the metal would
pull the N-terminal strand toward the DNA-binding motif and
block access to the DNA sterically block. However, mutants of
the α3N ligands do not release the DNA even though they still
bind metals tightly, albeit in altered coordination sites, which
indicates that the allosteric response must be more complicated
(22). Structures with metals bound to the regulatory site or in
a complex with DNA will help to clarify the details of this
system.

NikR
NikR is the only known metalloregulator with a ribbon–
helix–helix DNA-binding motif (5). This protein is a nickel-
responsive repressor (Fig. 1a) that functions as a tetramer
(Fig. 2b). It binds four nickel ions in square-planar sites that
bridge the protein subunits, with the two flanking DNA-binding
dimers linked to the central core of four metal-binding domains
by flexible linkers. Several structures of E. coli NikR (apo-,
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holo-, and holo-DNA complexes) suggest an unusual mecha-
nism for how nickel induces DNA binding (23). In the apo
structure, the ribbons that contact the DNA are too far apart
to bind the two sites in the palindromic recognition sequence
concurrently. However, a comparison between the apo and holo
structures revealed that nickel does not induce a rearrangement
of the DNA-binding domains into an optimal conformation to
interact with the DNA. Instead, nickel binding anneals a he-
lix and a loop in the metal-binding domain that contact the
DNA backbone, which suggests that the nickel stabilizes non-
specific protein–DNA interactions that facilitate binding of the
DNA-binding domains the recognition sequences. A similar sta-
bilization of secondary structure was observed in crystal struc-
tures of NikR from Pyrococcus horikoshii (24) and predicted
by solution protease digestion experiments with the E. coli pro-
tein (25). Although biochemical evidence exists that additional
nickel-binding sites strengthen DNA binding, it is yet not clear
how this occurs.

DtxR/IdeR family

The homologous iron-dependent regulators DtxR and IdeR
control the expression of virulence factors as well as proteins
involved in iron homeostasis in pathogenic and nonpathogenic
bacteria (3, 26, 27). The DNA-binding domains are N-terminal
HTHs, and the dimeric iron complexes bind to palindromic
sequences in the promoters of regulated genes and repress
transcription (Fig. 1a and Fig. 3). Two distinct metal-binding
sites exist in each monomer. One site is referred to as ancillary
because metal-dependent activity is much less sensitive to
mutations at this site than of the primary-site ligands (See
Reference 3 and references therein), although this site does
have a role in enhancing the metal sensitivity of the repressor
(28). Biochemical studies support a multistep, metal-activated
DNA-binding mechanism that includes dimerization (29–32).
Multiple X-ray crystal structures of the proteins without metals,
in complexes with a variety of divalent metals bound in one
or both sites, or bound to DNA, revealed that two dimers bind
independently to opposite sides of the DNA (Fig. 3). Also, they
suggest how the metal could influence DNA binding in addition
to stabilizing the active dimer (for example, see References
33–36). The corepressor causes a shift in the DNA-binding
domains in relation to the metal-binding domains, which closes
the distance between these motifs and rotates them with respect
to the rest of the molecule. One link between these two domains
is Met10, which is a ligand of the primary-site metal from
an N-terminal helix that contacts the DNA-recognition helix.
The conformational change that allows Met10 to serve as a
ligand also promotes hydrogen bonding between Glu9 and
the imidazole of His106, another metal ligand. A hydrogen
bond between His79 and Glu105, ligands of the ancillary and
primary sites, respectively, support communication between the
two metals. Furthermore, in the DtxR–DNA complexes, it was
observed that the N-terminal helix is unwound so that it can
be moved out of the way and avoid a steric clash with the
DNA (34). This change in secondary structure may be mediated
through hydrogen bonding with a metal-bound water.

H106

M10

C102
E105

H79

E172

H98

E83

Q175

Figure 3 Structure of the Co(II)–IdeR–DNA complex. (Top) Two IdeR
dimers bind to the DNA recognition sequence, and each monomer (gray)
binds two cobalt ions (spheres) (pdb 1U8 R). (Bottom) The two
metal-binding sites in one monomer are connected by a hydrogen bond
(not shown) between H79 and E105.

Metal selectivity

Organisms employ a variety of transition metals, each for
distinct functions. Although indirect connections exist between
the metal pathways, it seems that the direct cellular control
of individual metals, both nutrients and environmental toxins,
functions independently. Each metalloregulator is dedicated to
one metal or a subset of metal ions, even though it may belong
to the same family as other metalloregulators. It is becoming
clear that to differentiate between the available metals these
proteins can take advantage of the inorganic chemistry of the
metals ions by a variety of means (18).

Metal selection by protein sites
The high-resolution structures of the metal-binding sites of
two MerR homologs, CueR and ZntR, reveal very distinctive
coordination environments, in part controlled by the number
of cysteine residues (Fig. 4) (37). CueR responds to Cu(I),
Ag(I), and Au(I), and it binds all three metals in a linear,
two-coordinate site composed of two cysteine residues that are
conserved in all members of this family. This low coordination
number is preferred by metals in the +1 oxidation state, and
the site is shielded to prevent expansion of the coordination
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Figure 4 (Top) Structure of CueR (pdb 1Q05) with two copper ions
bound. One metal site is blown up in the picture below and has been
rotated slightly for clarity. Ser77′ is on the opposite subunit from the
copper ligands and is replaced by a cysteine in ZntR. (Bottom)
Metal-binding site of the dizinc cluster in ZntR (pdb 1Q08). The two
subunits are drawn in light and dark gray ribbons.

number with external ligands. In addition, the authors suggest
that CueR can discriminate against Hg(II), which is one of the
few divalent metals that binds favorably to linear dithiolate sites,
because it is optimized to provide charge compensation for a +1
metal ion but not +2. ZntR, which responds to Zn(II), Cd(II),
and Pb(II), has the same overall dimeric structure as CueR, but
it has four cysteines in each metal-binding site that contains a
dinuclear zinc cluster. Additional ligands include a histidine and
a phosphate ion (or sulfate). One of these cysteines, Cys79, is
from the opposite end of the dimerization helix of the opposing
subunit, which is linked to the DNA-binding domain of that

monomer and suggests a mechanism of communication between
the two domains. However, this cysteine is conserved only in the
homologs that respond to divalent metals, which prefer higher
coordination numbers and require larger charge neutralization
than the monovalent metals.

Although the structure of Hg(II)–MerR has not been reported
yet, a sequence alignment indicates that only three of the four
cysteine ligands of ZntR are conserved in MerR. Furthermore,
spectroscopic and mutagenesis analysis demonstrated that the
metal is bound to these three cysteines (7). This intermediate
number of cysteines suggests how MerR can select against the
monovalent ions, which prefer the dithiolate sites and would not
provide as much charge neutralization, as well as the divalent
metals such as Zn(II) that prefer higher coordination numbers.

Metal selectivity through the metals

Given that the coordination geometry of a metal complex
is a determinant of metal selectivity, it is predicted that all
metalloregulators would have a metal-binding site preorganized
to accept the appropriate metal(s) while excluding all others.
However, this clearly is not always the case because many
examples of metalloregulators exist in which the metal ligands
could accommodate multiple different metals. Furthermore, if
this model were correct, the affinity of the different metals
would parallel the selectivity for the DNA-binding response,
which is not always observed. Instead, in some cases, the
metal-binding sites are clearly flexible and the presence of
the correct metal is recognized by the distinct coordination
geometry imposed on the protein.

For example, NmtR from Mycobacterium tuberculosis is a
member of the ArsR/SmtB family that responds in vivo to
nickel, and to a lesser extent to cobalt, which binds in an α5
site. Zinc is a poor allosteric inducer both in vitro and in vivo,
even though it binds more tightly to the protein than nickel
and cobalt (38). An explanation for these observations was
provided by spectroscopic analysis that revealed the Zn(II) ion
bound in a tetrahedral 4-coordinate site, whereas Ni(II) was
bound in a 6-coordinate octahedral site (38, 39). In contrast,
CzrA from Staphylococcus aureus responds well to zinc, not
nickel, but this protein binds the different metal ions in an α5
site with the same type of geometries as in NmtR (39). Thus,
these two proteins accommodate each metal ion in the preferred
coordination geometries of the metals, but they have evolved
such that only one activates the allosteric response of each
protein: 4-coordinate activates CzrA and 6-coordinate activates
NmtR.

One question that is raised by these studies is whether a metal
ion that binds tightly to the protein but is a poor allosteric
effector in vitro will compete with the inducer and act as an
inhibitor. This issue is currently under investigation (40), and
one factor that clearly must be addressed is whether all of the
possible metals are even available in vivo.

Metal availability

When NmtR from M. tuberculosis was transplanted to a
cyanobacterial host, a response from the protein was observed
when extra cobalt was added to the growth media but not to

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 7



Metalloregulatory Proteins

nickel (38). Metal analysis revealed that both metals were im-
ported into the native M. tuberculosis cells, but only cobalt was
taken up substantially by the cyanobacteria, which explains the
lack of response to nickel in the heterologous host. Similarly,
mutations in DtxR designed to alter the selectivity from iron
to manganese resulted in a decrease in iron responsiveness in
vivo that was restored partially by increasing iron uptake and
availability (41).

The flip side of this issue is the level of sensitivity of the
metalloregulators; i.e., how much metal is necessary to activate
the genetic switch? For example, an in vitro study of a pair of
E. coli zinc sensors, ZntR and Zur, revealed a sensitivity that
correlated with physiologic function (42). In response to zinc,
Zur shuts off transcription of zinc uptake genes and ZntR turns
on transcription of efflux. They have a graded response such that
Zur responds to lower zinc concentrations than ZntR, turning
off uptake before efflux is activated, which prevents both uptake
and efflux from working against each other concurrently in a
futile cycle.

It is also interesting to note that the responses of ZntR and Zur
both occur over a very small gradient of zinc concentrations (≈2
orders of magnitude), which reveals the tight window of optimal
zinc levels that falls between starvation and toxicity. However,
the metal-buffered conditions suggest that this optimum is on the
order of femtomolar free zinc, which is far less than one zinc ion
per cell. CueR, which activates Cu(I) export, may be even more
sensitive (37). Essentially, such sensitivities imply that no free
copper or zinc exists in an E. coli cell under healthy growth con-
ditions and invite questions about the availability of the essential
metals for the destination biomolecules that use the metals as
cofactors, many of which have much weaker thermodynamic
affinities for the metals than the metalloregulators. It has been
proposed that in a cellular context, metal delivery is under ki-
netic control (43), possibly through the activity of intracellular
trafficking factors. In addition, many factors exist in a cellu-
lar milieu with varying degrees of metal-binding capabilities,
such as amino acids, carbohydrate metabolites, thiol-containing
molecules, and even weak nonspecific sites on protein surfaces,
which would soak up any “free” metal ions and would provide
pools of readily accessible ions if needed. The metalloregulators
must be tuned to this buffering capacity to respond appropriately
and to maintain a healthy balance of metal homeostasis.

Tools and Techniques

To define the complete mechanisms of the metalloregulators re-
quires the use of a broad spectrum of methods, some of which
are mentioned below. The first clue that a gene or an operon
is controlled by a metalloregulator can come from in vivo ex-
periments that demonstrate a change in expression when the
organism is grown in the presence of extra metal. Then, the
specific metalloregulators can be found through genetic exper-
iments. Another approach, facilitated by the many complete
genome sequences now available, is to search for a gene that
encodes a homolog of a known metalloregulator, or to examine
operons that encode proteins that are clearly involved in metal

homeostasis. Once a gene is identified as a possible metalloregu-
lator, the assignment must be confirmed by in vitro experiments.

After recombinant expression and purification of the protein,
several different methods are used to examine metal binding and
how this affects DNA (or RNA) binding. The protein might be
purified with some metal bound, but whether that metal is phys-
iologically relevant or one that was available in the expression
host is a tricky question and should be resolved by in vivo exper-
iments. Some metal–protein sites can be observed by electronic
absorption spectroscopy (UV/visible spectroscopy), which can
be used to determine the stoichiometry if the affinity is tight
enough, as well as the dissociation constant, possibly through
the use of small-molecule chelators as competitors. Metal bind-
ing and stoichiometry can also be examined by treating the pro-
tein with excess metal, removal of unbound metal with a method
such as dialysis or gel filtration chromatography, and then di-
rect metal analysis with inductively coupled plasma atomic
emission spectroscopy ICP-AES, ICP-MS, atomic absorption
spectroscopy, or other techniques. Many standard procedures to
measure the strength of a protein–ligand interaction can be used
to determine the metal affinity; in addition to UV/visible spec-
troscopy, these procedures include fluorescence spectroscopy,
isothermal titration calorimetry, and equilibrium dialysis.

Conserved residues, particularly cysteine, histidine, and as-
partate/glutamate, can signal likely metal ligands, which is an
assignment that can be tested by mutagenesis. Detailed infor-
mation on the coordination sphere can also be provided by
spectroscopic techniques such as X-ray absorption spectroscopy,
as well as UV/visible spectroscopy, or electronic paramagnetic
resonance spectroscopy for some metals.

To examine DNA binding, typically a pair of complementary
oligonucleotides that contain the DNA recognition sequence is
used. If the binding site is not known, a method such as DNAse
footprinting on a longer fragment of DNA that contains the
whole promoter region will reveal the location of the bind-
ing site. The recognition sequence can be confirmed by using
in vivo reporter assays. DNAse footprinting, mobility shift as-
says, and fluorescence anisotropy are some common techniques
used to monitor DNA binding in the presence or absence of
metal(s). Variations on these methods can provide information
on whether the protein bends or unwinds the DNA. In the case of
metalloregulators that function as transcription factors, in vitro
transcription assays can sometimes be used to examine directly
how the protein and metal influence transcription.

Finally, biophysical studies can examine how metal binding
influences protein conformation and can serve as the basis for
a hypothesis about the connection between the two activities,
metal binding and DNA binding. Furthermore, it is clear from
the discussion that a high-resolution structure, either from X-ray
crystallography or nuclear magnetic resonance spectroscopy,
is indispensable. A structure of the apo protein provides in-
formation on likely metal sites and the conformation of the
DNA-binding domain. Structures of the metal-bound and/or
DNA-bound complexes, in comparison with the isolated protein,
can illuminate the molecular details of the structure–function
relationship and can serve as a key reference point in under-
standing all of the pieces of information provided by solution
studies.
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Questions

Although the mechanisms of some types of metalloregulators
are becoming clear, many questions about other systems remain.
In addition, we are now at the point at which we can start to
address more general issues. For example, how does the metal
affinity of the isolated metalloregulator fit into the context of
the competing surroundings of the cell? Do metal chaperones
that deliver the metal to the regulators exist, as in the case of
the cop system? How selective must the regulator be given the
limited availability of certain metals? Do specific factors exist
that reverse the effects of metal binding to the metalloregulators,
a role suggested for MerD, or are the routine protein degradation
and production pathways sufficient? What is the connection and
means of communication between the different metal pathways
or between a given metal pathway and other cellular systems?
Answers to these questions will expand our understanding of the
role of metalloregulators in the complex and dynamic cellular
environment.

References
1. O’Halloran TV. Transition metals in control of gene expression.

Science 1993;261:715–725.
2. Busenlehner LS, Pennella MA, Giedroc DP. The SmtB/ArsR

family of metalloregulatory transcriptional repressors: structural
insights into prokaryotic metal resistance. FEMS Microbiol. Rev.
2003;27:131–143.

3. Rodriguez GM, Smith I. Mechanisms of iron regulation in my-
cobacteria: role in physiology and virulence. Mol. Microbiol.
2003;47:1485–1494.

4. Andrews SC, Robinson AK, Rodriguez-Quinones F. Bacterial iron
homeostasis. FEMS Microbiol. Rev. 2003;27:215–237.

5. Dosanjh NS, Michel SLJ. Microbial nickel metalloregulation:
NikRs for nickel ions. Curr. Opin. Chem. Biol. 2006;10:1–8.

6. Outten FW, Outten CE, O’Halloran TV. Metalloregulatory sys-
tems at the interface between bacterial metal homeostasis and
resistance. In: Bacterial Stress Responses. Storz G, Hengge-Aronis
R, eds. 2000. ASM Press, Washington D.C. pp. 145–157.

7. Brown NJ, Stoyanov JV, Kidd SP, Hobman JL. The MerR family
of transcriptional regulators. FEMS Microbiol. Rev. 2003;27:145–
163.

8. Champier L, Duarte V, Michaud-Soret I, Covès J. Characterization
of the MerD protein from Ralstonia metallidurans CH34: A
possible role in bacterial mercury resistance by switching off the
induction of the mer operon. Mol. Microbiol. 2004;52:1475–1485.
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The use of metal ions in diagnostic medicine is widespread. Metal
complexes and nanoparticles are used clinically in magnetic resonance
imaging, nuclear medicine (gamma scintigraphy and positron emission
tomography), and X-ray imaging. Preclinically, additional advances are
being made in these fields through the creative application of metal
complexes and metal-containing nanoparticles. This article briefly describes
different clinical imaging modalities and the physico-chemical properties
required for imaging agents. Commercial agents are used to illustrate these
properties and to describe the clinical state of the art. Selected examples of
exciting preclinical imaging agents that have shown efficacy in vivo also are
described.

Imaging agents are defined here as compounds that either are
required to generate an in vivo image or provide additional con-
trast to an existing in vivo image. This article describes the
use of metal-containing compounds for clinical or preclinical
in vivo imaging. This topic covers modalities such as magnetic
resonance imaging (MRI), nuclear imaging [gamma scintigra-
phy, single photon emission computed tomography (SPECT),
and positron emission tomography (PET)], X-ray imaging, and
computed tomography (CT). Ultrasound contrast agents are used
clinically, but these agents do not require a metal ion. For space
constraints, cell tracking studies by MRI, reporter gene imaging
with PET, and in vitro imaging will not be discussed. The focus
will be on compounds used in clinical medicine and those with
potential for clinical use. References are limited to 40, so where
possible, relevant reviews have been cited. This article aims to
provide a sense for the properties (chemical, magnetic, nuclear,
etc.) required for an imaging agent, the current clinical practice,
and the current promising directions in preclinical research.

Overview of Imaging Agents
and Imaging Modalities

General requirements

Imaging agents are used for noninvasive in vivo diagnosis. They
generally have found usage where the diagnostic information
yielded impacts a life-threatening and/or expensive clinical de-
cision or where the imaging test replaces a more invasive, risky
procedure. An example of this use is imaging myocardial

perfusion to test for the presence of coronary artery disease.
Absence of disease sees the patient sent home, whereas pres-
ence of disease results in cardiac catheterization and possible
percutaneous or bypass intervention.

For approval, the agent must demonstrate efficacy compared
with an accepted gold standard (biopsy, other established imag-
ing modality, or patient outcome). Because imaging agents
themselves offer no therapeutic benefit, the safety requirement
is quite high. Potential side effects must be minimized, and for
nonendogenous metals, such as gadolinium, it is critical that the
entire dose be eliminated from the body. The effective concen-
tration range of the agent depends on the technique. For X-ray
agents, millimolar tissue concentrations are required to generate
contrast. For such highly concentrated agents, it is important to
minimize the osmolality of the injected solution to prevent os-
motic shock. Nuclear agents are effective at nanomolar or lower
concentrations, and toxicity is usually less of an issue; however,
receptor-targeted agents should not show any agonist activity.

Metal-essential versus metal-tagged
imaging agents

For the compounds described here, the metal is essential for pro-
viding image contrast or for creating the image. However, the
biologic distribution of the agent can depend primarily on the
metal (metal essential) or the distribution can be dependent on a
conjugated targeting vector, such as an antibody (metal-tagged)
(Fig. ??). In all modalities, metal-essential imaging agents exist.
These compounds often have nonspecific targeting and are used
to image the blood vessels or organs in an elimination pathway
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(e.g., the liver or the kidney). However, other agents exhibit
more specific targeting and require the metal for this targeting.

Metal-tagged agents exploit the imaging properties of the
metal, but they are guided by a small molecule, peptide, or
protein-targeting vector. It has become recognized that the metal
complex and linker group (Fig. ??) also can impact targeting,
especially with smaller targeting vectors. The complex and the
linker can represent points to alter lipophilicity, charge, and
nonspecific protein binding.

Comparison of imaging modalities

Clinical imaging modalities have different strengths and weak-
nesses. CT relies on X-ray radiation as a source. Multislice CT
scanning is very fast and provides excellent spatial resolution
(submillimeter) in a clinical setting. However, the radiation dose
to the patient is high, soft tissue contrast is poor, and exoge-
nous contrast agents are required at very high concentrations
(millimolar) to create CT contrast. MRI does not require ioniz-
ing radiation, has excellent spatial resolution (routinely 1 mm3

clinically), and has good soft tissue contrast; however, scan
times are longer than for CT and may be prone to motion ar-
tifacts. MRI contrast agents currently require concentrations in
the micromolar regime to generate robust contrast. PET and
SPECT both require radioactive isotopes to generate the image.
Very low chemical concentrations (nanomolar) can be detected,
which enables the imaging of low-concentration targets, like
neurotransmitters, with these techniques. PET imaging can pro-
vide quantitative data on receptor occupancy. However, spa-
tial resolution is much worse with these nuclear techniques
(>5 mm clinically) than with CT or MRI and the images are
susceptible to attenuation and motion artifacts. Nuclear agents
typically must be prepared on the day of use because of their
short half-lives. These agents also bring a radiation dose to the
patient.

Clinical hybrid PET–CT and PET–MRI systems are being
developed now. These approaches combine the high-resolution
anatomical imaging of CT or MRI with the sensitive molecular
targeting of PET.

X-ray or CT Contrast Agents

Planar X-ray imaging is the oldest and most common
radiographic technique. CT (formerly, computed axially
tomography—CAT scan) is a method in which a series of
two-dimensional X-ray images are acquired around an axis of
rotation and these images are combined mathematically to gen-
erate a three-dimensional image. Contrast in X-ray imaging
derives from heavier atoms (Ca, P) and denser tissue (bone)
absorbing and scattering the X rays. Compounds administered
to provide additional contrast are termed contrast agents, con-
trast media, or X-ray dyes. These compounds contain atoms
with a large atomic number, Z, such as iodine (Z = 53).

The most common X-ray agents are based on highly soluble
tri-iodo aryl derivatives. However, some metal-containing X-ray
contrast media exist. The most common is barium sulfate,
administered as a suspension to provide contrast in imaging the

gastrointestinal tract. Barium (Z = 56) is quite opaque to X rays,
and the sulfate salt is very insoluble, which results in negligible
oral bioavailability. The insolubility of BaSO4 obviates its use
for intravenous applications, and soluble Ba(II) complexes are
quite labile, releasing the toxic free metal ion.

Gadolinium MRI contrast agents have been used clinically
for X-ray contrast (1). These agents have been used mainly
with patients known to have an allergy to iodinated contrast.
The use of Gd(III) complexes has derived from the excellent
safety profile of these agents, the ability to formulate them at
the molar concentrations required for injection, the high atomic
number of Gd, and the fact that they are available clinically.
These compounds are given intravenously or intra-arterially for
angiographic imaging.

Animal studies have been reported with other Gd(III) com-
pounds and also where the Gd(III) was replaced by other lan-
thanides, such as Yb(III) or Dy(III). The liver-specific agent
[Gd(EOB-DTPA)]2− and its Yb(III) and Dy(III) analogs were
evaluated in rat, rabbit, and dog models and could provide
good contrast to distinguish liver tumors (2). Recently, bis-
muth sulphide nanoparticles coated with the biocompatible
polymer polyvinylpyrrolidone were described (3). Analogous
to the iron oxide particles (see below), these nanoparticles
were shown to provide contrast in the blood pool and in
lymph nodes. Coated gold nanoparticles also have been stud-
ied in an animal model (4). Earlier efforts involved metal
clusters such as polyoxotungstates; Yu and Watson give an
excellent review of metal-based X-ray contrast media up to
1999 (5).

MRI Contrast Agents

Clinical MRI typically involves imaging the hydrogen atoms in
water and fat. These molecules are the most abundant molecules
in the body, and hydrogen has the highest NMR sensitivity
of elements found in the body. A strong magnetic field is
required for detection (clinical fields range from 0.3 to 7.0
tesla, most common is 1.5 T ∼ 64 MHz). Applied magnetic field
gradients provide spatial encoding that allows an image to be
reconstructed.

In CT, contrast occurs solely because of the attenuation of
the X-ray beam by its interaction with tissue. Contrast in MRI
depends on how the image is acquired. Proton density images
reflect the different amounts of water content in different tissues.
Chemical shift imaging can distinguish water from fat, based
on the different chemical shifts of these protons. Contrast also
can be altered in other ways: by the exploitation of differences
in water diffusion in tissue, by chemical exchange, and by
magnetization transfer effects, to name a few. The majority
of scans used clinically derive contrast from differences in the
relaxation times T1, T2, and T2*.

When nuclei are excited by a radiofrequency (rf) pulse, T1 is
the time constant for the realignment of spins with the static
magnetic field (along the z -axis, the longitudinal relaxation).
T1 ranges from about 300 ms for fat to several seconds for
cerebrospinal fluid. If the delay between repeated acquisitions
is not long enough, then magnetization will not have recovered
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fully. For a given delay time (repetition time, TR), tissue with
a short T1 will recover more magnetization and generate more
signal than tissue with a long T1. This occurrence will give rise
to a T1-weighted contrast where areas of short T1 appear bright.

After excitation, spins do not behave uniformly in the xy
plane but begin to dephase because of magnetic interactions
with neighboring nuclei. This relaxation is denoted T2. In
addition, a relaxation time called T2* incorporates T2 but also
depends on spatial variation in the local magnetic field. T2 and
T2* values in tissue are much shorter (<100 ms) than T1. In a
spin–echo sequence, an initial 90◦ pulse is followed by a delay,
TE. Then, the dephasing nuclei are refocused because of a 180◦

pulse and the signal of this spin echo is acquired. Tissue with
T2 long compared with TE will produce more signal than tissue
with T2 < TE, which gives rise to T2-weighted contrast.

By changing the pulse sequence or the imaging variables TE
and TR, different degrees of soft tissue contrast can be obtained.
MRI contrast agents provide increased contrast by acting on T1,
T2, and T2*.

Paramagnetic agents—gadolinium
and manganese

The most widely used clinical MRI contrast agents are based on
Gd(III). Approved agents are shown in Fig. ??. These neutral or
anionic complexes (as the meglumine or sodium salt) are highly
soluble and formulated at 0.25–1 M. They consist of a Gd(III)
ion sequestered by an octadentate ligand with a water coligand.
Gd(III) has seven unpaired electrons and a symmetric 8S ground
state (Mn(II), S = 5/2, 6S state). The high spin number and rel-
atively slow electronic relaxation make these complexes potent
nuclear relaxation agents. The octadentate ligand is required for
high thermodynamic stability to prevent the potentially toxic
Gd(III) ion from being released in vivo. The ligand also directs
the biodistribution of the complex (metal-essential). The coordi-
nated water is critical for transmitting the relaxation effect. The
water ligand is in fast exchange (105–107 s−1 at 37◦ C) with
bulk water. Relaxation of this water coupled with fast exchange
results in an overall shortening of the bulk water relaxation time,
which affects image contrast.

MRI agents are characterized in terms of relaxivity. Relax-
ivity is defined as the extent to which the contrast agent can
change the relaxation rate of solvent water protons normalized
to the concentration of the metal ion M (Equation 1)

ri =

(
1
Ti

− 1
T 0

i

)
[M ]

; i = 1, 2 (1)

where Ti
0 is the relaxation time in the absence of contrast agent.

Increased relaxivity enables detection at lower concentrations of
agent. Gadolinium and manganese complexes shorten both T1

and T2. However, because tissue T1 is usually much longer than
T2, these contrast agents affect T1 on a much greater percentage
basis and often are referred to as T1-agents. T1-agents provide
positive (bright signal) contrast.

Some relaxivities of Gd, Mn, and Fe agents are listed in
Table ??. For discrete chelates, differences in relaxivity occur

mainly because of differences in innersphere hydration num-
ber (q), in molecular tumbling, and in the rate of water ex-
change from the inner coordination sphere. Small paramagnetic
molecules tumble in solution at GHz frequencies generating a
fluctuating magnetic field that can induce nuclear relaxation.
However, for imaging studies done at 65 MHz, relaxation is not
as efficient as it could be. Compare the relaxivities of GdDTPA
and MS-325. MS-325 targets serum albumin and has a much
higher relaxivity than GdDTPA in plasma at 0.47 T or 1.5 T (20
or 64 MHz) because when MS-325 is protein –bound, it tumbles
much more slowly and relaxation is more efficient. GdDTPA
does not bind to proteins and has a lower relaxivity. At higher
fields, the frequency match of tumbling with Larmor frequency
decreases for protein-bound MS-325 and relaxivity drops as
well. Strategies for slowing molecular tumbling through protein
binding, through increased molecular size, or through increased
rigidity have proved useful for increasing relaxivity (6).

For fast-tumbling complexes, it is fast motion and not slow
water exchange that limits relaxivity. In Table ??, relaxivities
for the first four compounds are very similar because they have
similar size and molecular weight and tumble in solution at
about the same rate, even though they have water exchange
rates differing by a factor of 10 (GdDTPA vs. GdDTPA–BMA).
When tumbling is slowed, water exchange can be limiting.
The water exchange rate also can be adjusted by changing the
donor atoms or chelate geometry (7). Amide oxygen donors
generally decrease water exchange relative to the carboxylate
analog, whereas phosphonate donors will increase it. Slow water
exchange can limit relaxivity, but it only becomes pronounced
when molecular tumbling is slowed.

The hydration number, q , also can be increased, but it
may make the complex less stable to transmetallation in vivo.
Another commonly observed drawback of opening up additional
sites for water coordination is competition with endogenous
ligands (for example, citrate) for metal binding. However,
Raymond and coworkers (8, 9) have described a series of
q = 2 or 3 complexes with fast water exchange that are
resistant to transmetallation and/or anion binding. Increasing
q also should be coupled with slowed tumbling to achieve very
high relaxivity. Aime et al. (10) recently have demonstrated this
with a novel q = 2 complex bound to albumin.

Another approach is to assemble multiple chelates either
covalently (11) (oligomer, polymer, and dendrimer) or non-
covalently (12, 13) (micelle, liposome, and emulsion). These
approaches all yield higher molecular relaxivities because of
the assembly, but the per-ion relaxivity also is increased because
motion is slowed. Fast internal motions can limit these relaxiv-
ity gains, but this limitation can be overcome by rigidifying the
structure in some way (14).

Iron oxide particles
A different class of MRI contrast agents are the iron oxide par-
ticles (15). These particles mainly are referred to as ultrasmall
particles of iron oxide (USPIO), small particles of iron oxide
(SPIO), or large particles. Sometimes the term microcrystalline
iron oxide nanoparticle (MION) is used. USPIO and SPIO are
superparamagnetic, which means that they become magnetic in
the presence of an applied field but revert to being nonmagnetic
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when taken out of the field. USPIO have a single Fe3O4 core
about 4–5 nm in diameter, and it is coated to make the particle
biocompatible. SPIO have more than one crystal of iron oxide
and are larger than USPIO but still submicron. The small size
allows SPIO and USPIO to be formulated as suspensions and
administered intravenously. Large particles have been used for
GI tract imaging after oral administration.

No innersphere water molecules in iron particles exist, and
the relaxation of water derives from the water molecules diffus-
ing near the particle. Some generalities exist about relaxivity in
these particles. For the USPIO, longitudinal relaxivity (r1) can
be quite high, and these can function as effective T1 agents, es-
pecially at lower fields. The r2/r1 ratio for USPIO is significantly
larger than for gadolinium complexes, and r2/r1 increases with
increasing magnetic field. When an aggregation of crystals ex-
ists, which is the case in SPIO, r1 decreases while r2 increases.
Thus, both for the particles themselves as well as for aggregates
of particles, the ratio of r2/r1 typically increases as the size of
the particles or aggregates increases, although the T2-relaxivity
as a function of particle size can be quite complicated.

These agents are used mainly as T2-agents where they pro-
vide negative image contrast (destroy signal) wherever they
localize. The mechanism is predominantly through altering the
local magnetic susceptibility, T2*. Gadolinium agents need to
interact directly with water to cause relaxation. The T2* effect
of iron oxides is a through space effect and means that even
if the agent is compartmentalized in a small space, it still can
provide significant contrast. A good example of this effect is in
brain perfusion imaging. Even though the blood vessels repre-
sent only about 3% of the brain, the T2* effect of the contrast
agent extends well beyond the vessels and yields robust contrast.

Iron particles have been coated with different biocompatible
reagents, such as dextran and citrate. The coating and particle
size both impact biodistribution. Recent efforts (16, 17) have
focused on using chemically functionalizable coatings.

Clinical applications
The first generation of gadolinium-based agents are tracers of
extracellular space and often are referred to as extracellular
fluid (ECF) agents. The various ECF agents are almost in-
distinguishable from an efficacy perspective and, as a result,
often are referred to by physicians as “gado” or “gadolinium.”
They are used to detect or rule out lesions in the brain because
of the disrupted blood–brain barrier in the presence of tumor.
They are used to generate blood vessel images immediately
when injection (dynamic first-pass angiography) occurs as well
as for assessment of cerebral, myocardial, and renal perfusion.
Although nonspecific, the ECF agents are used widely in clinical
practice and are by far the most commonly used MRI contrast
agents.

The ECF agents are eliminated almost exclusively via the
kidneys. The next generation of contrast agents were designed
for liver imaging (18). Three different approaches are seen in
approved agents. SPIO such as AMI-25 (ferumoxide, Feridex,
Bayer Healthcare, USA and Endorem, Guerbet, France) and
SHU-555A (ferucarbotran and Resovist, Bayer-Schering, Ger-
many) are recognized by the reticuloendothelial system and
transported to Kuppfer cells in the liver. The SPIO make the

normal-functioning liver appear dark. Tumors and fibrotic le-
sions do not take up the particles and appear bright on a
T2-weighted image (Fig. ??). The Gd-based agents Gd–EOB–
DTPA and Gd–BOPTA have mixed renal and hepatobiliary
clearance. The complexes are taken up by hepatocytes and trans-
ported through the liver and gall bladder. Here, the healthy liver
appears bright on a T1-weighted image, while lesions are not
enhanced. The manganese compound Mn–DPDP (mangafodipir
and Teslascan) is unstable with respect to transmetallation (19).
The complex partially dissociates in plasma. Both the complex
and free Mn2+ are taken up rapidly by the liver. In hepatocytes,
the manganese ion binds to cellular proteins, which results in
increased relaxivity. Like the Gd-based liver agents, the normal
liver appears bright on a T1-weighted scan.

Although ECF agents are used for blood vessel imaging, the
imaging must be done immediately after injection (so-called
dynamic MRA). The blood concentration drops quickly with
time as the agent both distributes outside the vessels into the
interstitial space and is cleared via the kidney. There was a
push to develop “blood pool” agents (20) that are present only
in the vascular space to maximize blood:tissue contrast and
that provide persistent contrast in the blood such that slightly
longer, higher resolution scans can be used (the rapid imaging
required with ECF agents sacrifices spatial resolution). Three
approaches have been employed resulting in compounds that
have progressed to the clinic or to clinical trials:

1. Serum albumin targeting: MS-325 was designed to
bind reversibly to serum albumin. Albumin binding
serves to localize the agent in the vascular space;
it increases the relaxivity of the protein-bound com-
plex, and the unbound fraction is available for renal
clearance. MS-325 is approved for use in the EU
and other countries. The bile acid–GdDTPA conju-
gate gadocoletic acid (a.k.a. B22956, Fig. ??) being
developed by Bracco functions similarly; Phase II
clinical trials have demonstrated its efficacy.

2. Increased size, Fig. ??: A different approach was
taken with the compound Gadomer (also called
Gadomer-17, Bayer Schering Pharma). Gadomer is
a dendrimer with 24 gadolinium DO3A-monoamide
chelates on the periphery of the dendrimer. Its size is
large enough to restrict the dendrimer to the vascu-
lar compartment and to increase relaxivity relative
to ECF agents, but it is still small enough to be
renally eliminated. A related approach was taken
by Guerbet with the compound P792 (gadomelitol,
Vistarem, Guerbet, France). P792 is retained in the
vascular space because of its size; the relaxivity is
high because the gadolinium sits at the center of the
molecule, which gives it a long correlation time.

3. USPIO: The ultrasmall iron oxide particles have good
T1 relaxation properties, especially at lower fields
(1.5 T). Their small size and coating enables them
to evade the RES and remain in the blood pool;
they are too large to extravasate. The dextran-coated
formulation NC100150 was evaluated in multicenter
trials and found to be effective, but ultimately, it
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was abandoned. The citrate-coated VSOP particle has
entered Phase II trials.

The USPIO AMI-227 (ferumoxtran, Combidex, Advanced
Magnetics, USA or Sinerem, Guerbet, France) has undergone
clinical trials for lymph node imaging. In addition to being
useful for angiography, these particles are trafficked slowly
to the lymph nodes. A day after injection, normal-functioning
lymph nodes appear dark on a T2-weighted image. If a tumor is
present in the node, then it appears brighter because the cancer
cells do not take up the iron particle. These particles also are
taken up by macrophages and may prove useful as a marker of
inflammatory response.

EP-2104 R is a peptide-based agent that targets fibrin. Fib-
rin is an abundant component of blood clots (thrombi). The
fibrin-specific peptide is conjugated to several gadolinium
chelates to create a high-relaxivity, thrombus-specific con-
trast agent that worked well in animal models (21) of coro-
nary, cardiac, and pulmonary thrombosis. Figure ?? shows
an EP-2104 R-enhanced image of a right atrial thrombus in a
porcine model and highlights the difference between positive,
T1-weighted contrast agents and negative, T2-weighted contrast
agents (e.g., Fig. ??). Recently, this compound has entered clin-
ical trials.

Newer agents

Apart from EP-2104 R, the compounds described above rely
on distribution and passive targeting for their imaging efficacy.
Newer contrast agents are targeted actively. Some examples
that have been studied in animal models are described below
and shown in cartoon form in Fig. ??.

The Weissleder group (16, 17) have developed a platform
technology based on iron oxide particles called cross-linked
iron oxides (CLIO). These particles have amine groups on the
surface that can be used to attach multiple targeting vectors
as well as fluorochromes for multimodality (MRI, near IR)
imaging. Examples from this group include particles targeted
to vascular cell adhesion molecule (VCAM) for atherosclerotic
plaque detection, particles targeted to E-selectin in cancer,
particles targeted to mucin-1 expression (MUC-1) in cancer, and
derivatized particles with annexin V for imaging apoptosis. Iron
oxides usually provide higher sensitivity than gadolinium-based
agents and, as mentioned above, extend their contrast-enhancing
effect through space.

The Wickline/Lanza group (22) uses a perfluorocarbon emul-
sion as a contrast agent platform. Gadolinium chelates with
lipophilic tails can incorporate into the emulsion such that thou-
sands of Gd(III) ions per particle exist. Targeting is achieved
by derivatizing a targeting vector (antibody, small molecule,
peptide, etc.) with a lipid chain to incorporate into the emul-
sion. They have demonstrated targeting to thrombus and also to
angiogenesis by targeting the integrin αv β3.

Considerable effort has been expended for imaging atheros-
clerosis using a variety of approaches (12, 23), in addition to
those described above: gadolinium chelates noncovalently as-
sociated with high density lipoprotein (HDL), immunomicelles

containing gadolinium chelates targeted to the macrophage scav-
enger receptor, and micelles formed from gadolinium chelates
with perfluorocarbon chains.

Another approach has been to make the contrast agent re-
sponsive to its environment. The molecular parameters affect-
ing relaxivity (hydration, tumbling time, and water exchange)
can be altered by an enzymatic transformation, by pH change,
or when binding an analyte (e.g., Ca or glucose). For in-
stance, Meade and coworkers (24) developed a gadolinium
complex that changed its relaxivity in the presence of the en-
zyme beta-galactosidase (Fig. ??). The complex has a galactose
residue conjugated to it that blocks the access of water into the
innercoordination sphere of the gadolinium. When the sugar is
cleaved by the enzyme, relaxivity is enhanced and can be de-
tected by MRI. Querol and Bogdanov (25) recently reviewed
these amplification strategies.

Radiopharmaceuticals

A radiopharmaceutical is a pharmaceutical with a radioactive el-
ement incorporated in it. Radiopharmaceuticals that emit gamma
rays are used for imaging, whereas those that emit alpha parti-
cles, beta particles, or Auger electrons are used for therapeutic
purposes, mainly in cancer. Because most of the periodic table
consists of metals, it is not surprising that many radionuclides
with useful imaging or therapy properties are metallic. Thera-
peutic radiopharmaceuticals are outside the scope of this article
but will be discussed where imaging is used to guide the ther-
apy. The nuclear imaging agents described will be split into
gamma emitters, such as 99mTc, and positron emitters, such as
64Cu.

Gamma ray (γ-ray) emitters

The most widely used metal-based imaging agent is based on
the metastable isotope technetium-99 m. The hexakis(isonitrile)
99mTc(I) complex, Tc-MIBI (Cardiolite, sestamibi) (Fig. ??),
is used routinely for myocardial perfusion imaging to evaluate
coronary artery disease. Imaging is done either in two dimen-
sions or in three. Planar imaging with a gamma camera is a
2-D projection of the gamma rays emitted from a 3-D source
(the patient) and is analogous to planar X-ray imaging. SPECT
generates 3-D images by using a gamma camera to acquire mul-
tiple 2-D images from different angles and by reconstructing the
image.

For gamma imaging, the ideal agent should have a half-life
for decay on the order of the examination, and it should be
eliminated from the body with a half-life on the order of
the examination. This minimizes the radiation exposure to the
patient. The isotope should be readily available for widespread
use and should only emit γ-rays. The emission energy should
be high enough (>50 keV) to penetrate tissue but low enough
(<300 keV) that it is efficiently detectable by the camera.
The agent should be easily prepared and on administration
should be rapidly taken up by the area of interest with quick
background clearance. 99mTc is the best isotope for γ-imaging
based on its physical properties and availability; 99mTc is the
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isotope employed in about 80% of diagnostic nuclear medicine
scans. It has a 6-hour half-life—long enough for straightforward
manipulation, but short enough that it has passed 4 half-lives
in a day. It decays solely by γ emission with an ideal energy
for tissue penetration and detection, 141 keV. 99mTc is a decay
product of 99Mo (t1/2 = 66 hr). The technetium generator
consists of reactor-produced 99MoO4

2− immobilized on an
anion exchange column encased in lead. Each day pertechnetate,
99mTcO4

−, is produced, which can be eluted off the column. The
generator provides a readily available on-site source of 99mTc
to hospital radiopharmacies.

Applications of nuclear medicine
imaging agents

The most common nuclear medicine procedure is myocardial
perfusion imaging. Here, the imaging agent is administered
while the patient is exercising (treadmill or bicycle) or given
a drug to increase blood flow. The imaging agent is taken up
rapidly by the heart muscle and retained there. Imaging is per-
formed later, and the image reflects blood flow during exercise.
Areas of reduced flow are indicative of coronary artery dis-
ease. Originally, the tracer used was the thallous ion as the
chloride salt, 201Tl+, which enters myocytes through potas-
sium ion channels. Thallium still is used, but the majority
of exams are done with Tc agents, the most common being
99mTc-sestamibi and 99mTc-tetrafosmin (Myoview, GE Health-
care, USA) (Fig. ??). Figure ?? also shows approved brain
and kidney perfusion agents. Bone imaging is done routinely
to search for metastases. Bone-seeking agents are structurally
ill-defined 99mTc complexes of pyrophosphate (PYP, also use-
ful in imaging myocardial infarction), methylenediphosphonate
(MDP), or hydroxmethylenediphosphonate (HDP). The 99mTc
complex of DTPA is used in perfusion imaging. 99mTc also is co-
ordinated directly to micron-sized aggregated particles of serum
albumin for lung perfusion studies. 111In forms a lipophilic in-
soluble complex with 8-hydroxyquinoline (111In-oxine), and this
complex is used to label white blood cells for infection imaging.
67Ga either as the citrate or nitrate behaves as a mimic of Fe3+

and has been used in imaging inflammation and tumors.
Initially, imaging agents were discrete metal-essential com-

plexes. Increasingly, the metal is complexed by a bifunc-
tional chelator that is tagged to a small molecule, pep-
tide, or antibody-targeting group. Clinical examples include
99mTc-Arcitumomab, a Fab’ monoclonal antibody fragment di-
rected toward the carcinoembryonic antigen (CEA) expressed
on most colorectal cancers; 111In-DTPA labeled capromab anti-
body for imaging of prostate cancer and prostate metastases;
111In-DTPA conjugated to a synthetic peptide analog of so-
matostatin (111In-pentetreotide, Octreoscan, Covidien, USA) is
used for the detection of cancers overexpressing the somato-
statin receptor; 99mTc-P829 (NeoTect, Bayer Healthcare, USA),
is a peptide-based analog of somatostatin with the 99mTc chela-
tor built into the peptide (Fig. ??). An active research effort
into Tc-tagged imaging agents is underway (26–29); Figure ??
illustrates tumor-targeted planar γ-imaging in a mouse model
using a Tc-tagged bombesin peptide fragment.

Receptor-targeted radiotherapy is a growing field. Imaging
plays a key role in the efficacy of these therapeutic radiophar-
maceuticals (30). Not all tumors express a given receptor, and
in those that do, receptor density can vary in time and as a
response to treatment. Imaging tumor uptake with a diagnostic
analog can select patients for therapy and be used to monitor
treatment. Imaging also can help with dosimetry because it is
critical to deliver enough radiation to kill the tumor while mini-
mizing damage to other organs or nearby bone marrow. 90Y is a
pure γ-emitter used in therapy. The chemistry of Y3+ and In3+
is similar enough that 111In often is incorporated for imaging
studies. 177Lu is another isotope used in therapy, and it also
emits a gamma with suitable energy for imaging.

Bioconjugate approaches for Tc
and In labeling

The bioconjugate chemistry of technetium is more specialized
(26–28) because of how the isotope is produced and because of
the rich redox chemistry of technetium (oxidation states from
−1 to +7). Pertechnetate eluted from the generator sometimes
is used for thyroid imaging, but for any other use the metal
must be reduced and chelated. For clinical applications, a kit
containing a ligand and a reducing agent must be produced
that will yield a pure radiopharmaceutical when mixed with
TcO4

−. The most common oxidation states for medical appli-
cations are Tc(V) and Tc(I). A variety of donor atoms have
been used to stabilize a given oxidation state (Fig. ?? gives a
flavor). Many permutations exist of the co-ligands used, reduc-
ing agents, and methods for conjugation to the targeting vector;
these are the subject of excellent review articles (26–29). For
conciseness, the three most common bifunctional approaches
are described.

The oxotechnetium core, [Tc = O]3+, in Tc(V) is readily
accessible from stannous chloride reduction of pertechnetate.
The Tc(V) oxidation state can be stabilized by thiolate, amide
N, and amine N donors. As a result, many examples exist of
NxS(4−x) ligands (see, e.g., Figs. ?? and ??) that form the base
of square pyramidal complexes with Tc(V) where the oxo group
is the pyramid apex. As Tc(V) is capable of deprotonating an
amide N–H and coordinating to the amide nitrogen, amino acids
make useful building blocks for NxS(4−x) ligands. The MAG3

ligand in Fig. ?? is assembled from mercaptoacetate coupled
to three glycines. The resultant [Tc(O)(MAG3)] complex has
a pendant carboxylate group that can be activated and cou-
pled to the amine of a targeting vector. One can appreciate that
ligands assembled from other amino acids would generate func-
tionalizable side chains for conjugation, for example, as in the
Tc(O)–depreotide complex shown in Fig. ??. In principle, one
can form the Tc(V) complex and then couple to the targeting
group (prelabeling technique). This process avoids exposing a
potentially sensitive moiety to harsh reduction/chelation condi-
tions and may be useful for proof-of-concept studies. However,
for clinical use, usually it is preferred to conjugate the ligand
first to the targeting group and to react this purified product with
technetium for ease of use in the hospital setting.

Another widely used approach to targeting 99mTc is through
the hydrazinonicotinic (HYNIC) technique (29). This approach
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involves reacting an activated ester of HYNIC acid with
an amine group of the targeting moiety (peptide or pro-
tein) and purifying it. A Tc(V) oxo complex is prepared
by Sn(II) reduction of TcO4

− in the presence of a coli-
gand such as tricine, mannitol, or glucoheptonate. Sometimes
tri(phenylsulfonic acid)phosphine is used as a reducing agent
and coligand. The HYNIC derivative then is reacted with this
Tc(V) complex and the hydrazine group coordinates to the Tc,
which displaces the oxo group as shown in Fig. ??. Labeling
efficiencies are quite high, and the product can be quite sta-
ble with suitable choice of coligands. The coligand(s) can be
varied to alter the lipophilicity/charge of the complex and to
tune the pharmacokinetics. An important example of a HYNIC
conjugate is the Tc-HYNIC-(Annexin V) conjugate for imaging
apoptosis (31).

The fac-[Tc(CO)3(H2O)]+ cation is a versatile synthon for
labeling (32). It is prepared quantitatively from boranocarbonate
([H3B-CO2H]−) and TcO4

−. The complex is water-soluble and
readily undergoes aquo ligand exchange with mono-, bi-, or
tri-dentate ligands, whereas the Tc(CO)3 fragment is chemically
robust under a range of conditions. Originally, this exchange
was used to label histidine on the N- or C-terminus of a peptide
where the terminal amine (or carboxylate) and the imidazole N
of the histidine coordinated to the technetium. This technology
has been used to provide one-step labeling of recombinant
proteins that contain His-tags (33). Using a bidentate link
allows the introduction of an additional monodentate ligand to
alter the lipophilicity/charge; however, the bidentate link was
found to be less stable in vivo and, subsequently, tridentate
ligands have been employed. The single amino acid chelator
(SAAC) approach (34) involves a protected unnatural amino
acid that contains a tridentate chelator as shown in Fig. ??.
The SAAC can be incorporated into the targeting peptide at
any point using solid-phase peptide synthesis and represents a
smaller perturbation to the peptide compared with the NxS(4−x)

chelators. Labeling with Tc is quick, after the [Tc(CO)3(H2O)]+
has been prepared.

In-111 often is used for initial proof-of-concept studies or
as an imaging surrogate for radiotherapuetics such as 90Y.
The +3 oxidation state is the only relevant oxidation state for
aqueous indium chemistry. Indium complexes have coordination
numbers from six to eight, and ligands used in medicine to
chelate Y3+ and the lanthanides (e.g., Gd3+ and Lu3+) also
form stable complexes with In3+. The ligand is conjugated
first to the targeting group (protein, peptide, etc.), and this
conjugate is reacted with 111InCl3. The ligand is based usually
on DTPA or DOTA and is derivatized such that it can react
selectively with an amine, a thiol, or a carboxylic acid. This
bioconjugation chemistry and these synthons also are useful
for designing targeted 90Y or 177Lu complexes for therapy or
gadolinium complexes for MRI.

Positron emission tomography (PET)
Radionuclides that decay by positron emission also are de-
tectable with a gamma camera. The positron undergoes an
annihilation reaction with an electron in tissue resulting in two
gamma rays (511 keV) being emitted at 180◦ apart. PET scan-
ning involves acquiring a series of 2-D images at different

orientations and reconstructing them to give a 3-D image. PET
imaging has the benefit of higher resolution than SPECT and
also offers the potential for getting quantitative data. This quan-
titative aspect has been exploited in obtaining absolute measures
of blood perfusion as well as in determining receptor occupancy
numbers. A resurgence of PET has occurred in recent years
mainly because of the success of 18F-fluorodeoxyglucose (FDG)
in oncology and the development of the combined PET/CT
scanner. PET/CT provides a high resolution CT anatomical im-
age onto which the lower resolution molecular image of the
PET tracer is superimposed.

The majority of PET research involves 18F (t1/2 = 110 min)
and 11C (t1/2 = 20 min). With considerable effort, these isotopes
can be incorporated into organic molecules such as hormones
or drugs. The benefit is that the tracer does not alter the
pharmacokinetics of the molecule being labeled in the same
way that the conjugation of a metal complex will. Nevertheless,
applications of metallic PET tracers exist. Rubidium-82 (t1/2 =
1.27 min) has a very short half-life but is easily obtained from a
strontium-82 generator. The rubidium ion is a potassium analog,
and 82Rb+ is used in myocardial perfusion studies.

Although useful, rubidium is limited in half-life and chem-
istry. The other more studied PET metal isotopes are 68Ga
(t1/2 = 68 minutes) and 64Cu (t1/2 = 12.7 hours). 68Ga can
be produced on site by a generator. 64Cu production requires a
cyclotron, but its relatively long half-life allows it to be shipped
from a central source. Most in vivo work with 68Ga has involved
targeting the somatostatin receptor with a peptide–gallium con-
jugate (35). Often a DOTA derivative is used to chelate the
68Ga, but the hexadentate NOTA ligand (Fig. ??) also offers
high stability.

The thiosemicarbazone complexes 64CuPTSM and 64CuA-
TSM, Fig. ??, have been used to image perfusion and hypoxia,
respectively (36). It is believed that these compounds freely
diffuse into cells. Reduction from Cu(II) to Cu(I) inside the cell
causes the complex to fall apart, and the copper is trapped inside
the cell. The redox potential of CuATSM is lower than that of
CuPTSM, and this redox potential is believed to be the root of
the selectivity of CuATSM for hypoxic tissue.

Copper complexes also are used as bifunctional chelators
(37), however, transmetallation remains an issue. The CuDOTA
complex is known to lose copper in vivo. Increasing the macro-
cycle size by two carbons (cyclen to cyclam) to give TETA re-
sults in a more stable/inert complex. Cross-bridged macrocycles
also have been used to give more inert complexes. However, it
is important to have facile incorporation of the copper into the
chelate, and some ligands giving more stable complexes do not
exhibit efficient/mild labeling kinetics. The coordination chem-
istry here still is evolving (37). Several in vivo studies have
been reported that involve bifunctional 64Cu compounds that
are targeted, for example, to vascular endothelial growth factor
(VEGF) receptor (38), to malignant melanoma (39), or to the
αv β3 integrin (40) for tumor detection or for monitoring cancer
therapy.
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Conclusions
Metal-based imaging agents comprise a broad and growing
field with compounds ranging from simple aqua ions to small
molecules to supramolecular assemblies and nanoparticles. The
imaging modality and chemical approach to the agent are best
chosen based on the question that needs to be addressed by
imaging. The imaging field continues to embrace advances in
chemical biology to meet the challenges of in vivo imaging:
the diagnosis and etiology of disease, the characterization of
the disease at the molecular level, understanding the metabolic
pathways, and monitoring the response to therapy.
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Further Reading
The thematic Chemical Reviews issue on metals in medicine from

1999 contains several thorough reviews on X-ray, MRI, and nuclear
imaging probes. These reviews are cited here (Refs. 5, 6, 29, 36) and
provide an excellent background on these topics and a good point
from which to appreciate current literature.

Werner Krause has edited three recent volumes (221, 222, 252) in the
Topics in Current Chemistry series that covers imaging agents in all
modalities.

Edelman RR, Hesselink JR, Zlatkin MB, Crues JV, eds. Clinical Mag-
netic Resonance Imaging. 3rd edition. 2005. Saunders, Philadelphia.
This text has well-written chapters on MR physics and techniques,
contrast agents, and clinical practice.
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S-adenosyl-L-methionine is a high energy compound and is the major
source of methyl groups for a myriad of biologic transmethylation
reactions. These highly specific single-carbon transfers onto diverse
nucleophilic centers in biomolecules are catalyzed by methyltransferase
enzymes and play important regulatory and structural roles in the cell. Here
we discuss the chemical mechanism of the methylation reactions, including
structural features of the methylsulfonium center in the cofactor molecule,
enzyme-assisted activation of diverse nucleophilic targets by deprotonation
or covalent catalysis, and spatial constraints of the reaction.

The first literature source describing biologic methylation refers
to the methyl donor S -adenosyl-l-methionine (AdoMet) as
“ATP-activated form of methionine” (1). The formation of
AdoMet from methionine and ATP is catalyzed by AdoMet syn-
thetase (MAT, methionine adenosyltransferase, EC 2.5.1.6) and
occurs in a two-step reaction in which PPi and Pi are released
along with the product (AdoMet) (2). Although almost any part
of AdoMet molecule can be used by the living organisms (3),
the most ubiquitous and important role of AdoMet is the par-
ticipation in biologic transmethylation reactions (Fig. 1). Other
methyl group donors such as tetrahydrofolic acid, betaine, and
vitamin B12 are used in certain cases, but AdoMet is by far the
most often used source of methyl groups and the second-most
ubiquitous cofactor after ATP. The methyl transfer reactions
from AdoMet are associated with very favorable enthalpies
(∼−70 kJ/mol) compared with other methyl donors, which per-
mits efficient and selective methylation of a large variety of
biologic substrates in all living organisms from bacteriophage
to humans (4).

Methyl Group as a Biologic Mark
Methyl group transfer to particular targets is directed by en-
zymes called methyltransferases (MTases, EC 2.1.1.-). These
enzymes catalyze more than 150 different reactions (according
to SWISS-PROT database). AdoMet-dependent methyltrans-
ferases according to their substrates can be classified into four
major groups: enzymes acting on small molecules, proteins, nu-
cleic acids, and glycans. The atomic targets in these molecules
can be carbon, oxygen, nitrogen, sulfur, or halides (4). Be-
cause of this enormous variety of substrates, methyltransferases

play vital roles in many cellular processes, including cellu-
lar metabolism, signal transduction, storage, and processing of
(epi)genetic information.

In a certain sense, the methyl group plays a comparable role
with the phosphoryl group in biologic systems. From the chem-
ical standpoint, the methyl group is a small (volume ∼20 Å3)
and uncharged apolar group, which is usually added to replace a
hydrogen atom (volume ∼5 Å3) in a target molecule. Therefore,
depending on the role and the chemical context of its predeces-
sor hydrogen, the structural content of the methylation signal
will be different. If minimal chemical alterations in the target
molecule are brought about, the methylation can be regarded
as a “steric” signal. Such subtle additions of a small chemi-
cal group can lead to a highly specific recognition by cellular
components and dramatic biologic consequences. Alternatively,
when methylation leads to altered chemical–physical properties,
such as tautomeric forms, H-bonding patterns, and new chiral
centers, its role could be assigned as “chemical.” As an extreme
example of a “chemical” role, the methyl group can serve as a
chemical “activator” for a subsequent chemical conversion of a
target molecule.

Small-molecule methyltransferases

Out of more than 150 different reactions catalyzed by the
methyltransferases more than 90 are carried on small molecules.
The methyl groups serve here as important “chemical” building
blocks required for the construction of essential cellular com-
ponents and metabolites. N -methylation of the smallest amino
acid glycine is responsible for regulating AdoMet/AdoHcy ra-
tio in the eukaryotic cells (5). Catechol O-methyltransferase
(COMT) is responsible for dopamine and other catecholamine
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Figure 1 Action of AdoMet-dependent methyltransferases. (Top) Methyltransferases catalyze the transfer of the methyl group from the cofactor AdoMet
onto defined nucleophilic targets (Nu = N, O, C, S) in various biomolecules (shown as gray balls). Activation of nucleophiles is often achieved by
abstracting a proton (if present) from the target atom by a general base (B:). (Bottom) The methylation reactions proceed via a direct SN2 transfer, in
which the attacking nucleophile and the substrate are involved in a single transition state structure. These reactions require a transient hybridization
change from sp3 to sp2 and back to sp3 with inversion of configuration at the reacting carbon.

neurotransmitters’ methylation hence, it influences nervous sig-
nal propagation (6). Another important enzymatic methyla-
tion converts norepinephrine to epinephrine (adrenaline) (7).
Creatine, which is used by the cells for energy storage, is
synthesized by methylation of guanidinoacetate (8). Methy-
lated hydroxycinnamic acid derivatives are precursors of the
plant cell wall esterified phenolic compounds, soluble sinap-
ate esters, dimeric lignans, and the extensively cross-linked
polymer lignin (9). Biosynthesis of vitamin B12 employs six
different methyltransferases that add methyl groups to spe-
cific positions of the tetrapyrolle ring (10). Finally, histamine
N -methyltransferase inactivates inflammatory and allergenic
mediator histamine (11). An example of a fatty acid methylating
enzyme is cyclopropane-fatty-acyl-phospholipid synthase from
M. tuberculosis . Its action is required for the long-term survival
of nongrowing cells and is often associated with environmental
stresses (12).

DNA methyltransferases

DNA methyltransferases modify nucleobases by depositing
methyl groups onto exocyclic amino groups (N6 in adenine
and N4 in cytosine) or the intracyclic C5-position of cytosine.
Because these methylation reactions occur in the major groove
of the DNA helix and without chemical consequences on the
DNA structure, they can be viewed as “steric” signals designed
for recognition by specialized proteins, enzymes, or large mul-
ticomponent complexes. All three types of DNA methylation
found in prokaryotes and archaea occur sequence-specifically.
A unique DNA methylation pattern (a combination of sev-
eral methylated sequences) serves as a discriminatory species
“self” code. In higher eukaryotes, the cytosine-5 methylation
is solely known, which occurs in both a sequence-specific and
a locus-specific manner. DNA methylation generally leads to a

strong and heritable repression of gene expression and plays nu-
merous essential regulatory roles in cellular differentiation and
development, parental imprinting, X-chromosome inactivation,
and silencing of endogenous retroviruses (13).

RNA methyltransferases

Methylation of RNA is even more diverse and abundant than
that of DNA. RNA methyltransferases target nearly all chem-
ically accessible sites on nucleobases and the ribose: N1, N2,
and N7 in guanine, N1 and N6 in adenine, C5 in cytosine or
uracil, and 2′O in ribose. Most of the known biologic methyla-
tion reactions seem to serve as a means for “chemical” tuning of
RNA transcripts into biologically active species. For example,
guanine-N1 methylation of tRNA prevents frame shifts during
protein translation (14) in bacteria. 2′O-ribose methylations at
specific positions are essential for stability of tRNA in both eu-
karyotes and prokaryotes (15). The same modifications guided
by small, nucleolar RNAs to specific loci on rRNA is re-
quired for ribosome assembly (16). All mRNAs in eukaryotes
are capped at their 5′ end, and at least two RNA MTases are
required for the maturation of the cap structure; these modifica-
tions are required for the stabilization and efficient translation
of the transcripts (17). Resistance to clinically important antibi-
otics (macrolide, lincosamide, and streptogramin B) is conferred
by adenine-N6 methylation in 23 S rRNA (18).

Protein methyltransferases

In proteins, a large variety of methylation targets has been iden-
tified: the carboxylate of aspartate and glutamate, the sulfur of
cysteine and methionine, the imidazole of histidine, the amide
of glutamine and asparagine, the guanidinium of arginine, the
ε-amino group of lysine, and the terminal amino and carboxy-
late groups (19). Arginine and lysine can accept more than
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one methyl group producing symmetrical and unsymmetrical
dimethylarginine, dimethyllysine, and trimethyllysine.

In the focus of a renewed interest are histone MTases. They
produce monomethylarginine, symmetrical and unsymmetrical
dimethylarginine, and all possible lysine ε-amino group methy-
lation states. Such post-translational modifications of the his-
tones determines whether chromatin adopts a compacted struc-
ture and is associated with silenced DNA–heterochromatin,
or if it seems to be an extended structure and is associated
with transcriptionally active DNA–euchromatin (20). Arginine
MTases seem to methylate even more substrates, but the mod-
ification effects are not well understood (21). As in DNA, the
above-described examples of methylated residues can be viewed
as “steric” marks designed for recognition by highly specific
proteins.

In contrast, isoaspartate MTases methylate the carboxyl group
of isoaspartate residues, which are spontaneously accumulated
in proteins via inadvertent isomerisation of aspartates and as-
paragines. The resulting methyloxycarbonyl group is reactive
in the reverse intramolecular trans-esterification reaction, which
regenerates an aspartate residue. Therefore, the methylation is
the activating step on a chemical repair pathway of aged pro-
teins and plays an important role in extending the life span of
organisms from all domains of life (22).

The Methyl Donor:
S-Adenosyl-L-Methionine

As discussed, AdoMet is a high energy compound. The methyl
group is activated by the neighboring sulfonium center, and
AdoHcy serves as a leaving group during the MTase-catalyzed
reactions. The sulfonium center induces a partial positive charge
on all three adjacent carbon atoms (methyl group, ribose
5′-carbon, and methionine γ-carbon). This charge is clearly
observed from a nearly 1-ppm high field shift of proton chem-
ical shifts in AdoMet as compared with those in methionine
and AdoHcy (23). Under physiologic conditions, both adjacent
methylene groups can be attacked leading to slow decompo-
sition to inactive species. AdoMet is particularly labile under
alkaline conditions, forming adenine and S -ribosylmethionine
readily. This reaction is initiated by the deprotonation at C-5′

(24). A competing pathway for AdoMet degradation, which is
prominent at even lower pH values, involves an intramolecular
attack of the α-carboxylate group onto the γ-carbon of the me-
thionine moiety, resulting in methylthioadenosine and homoser-
ine lactone (25). Curiously, no significant direct nucleophilic
attack on the methyl groups by water is detectable under phys-
iologic conditions—the third route of decay is pH-independent
racemization of the chiral sulfonium center.

Chiral methyl groups containing 3H, 2H, and 1H hydrogens
have been used to study the reaction mechanism of several
methyltransferases (26, 27). In all cases, it was found that the
transfer proceeds with inversion of configuration at the methyl
group suggesting an SN2 mechanism. Isotopic replacements in
the methyl group with 2H or 13C result in slight positive and
negative isotope kinetic effects, respectively, in the case of

COMT enzyme. Based on these observations a “symmetrical”
and “tight” transition state has been proposed (28). It is now
generally accepted that enzymatic methylation reactions proceed
via a direct SN2 transfer, in which the attacking nucleophile and
the substrate are involved in a single transition state structure
(see Fig. 1). The catalytic power of many methyltransferases
thus largely derives from their ability to bring the two substrates
together in correct orientation.

Substitutions in the sulfonium center
AdoMet analogs, in which sulfur of the sulfonium center is re-
placed with selenium or tellurium, have been synthesized and
used to study the reaction mechanism (Fig. 2a–c). Electroneg-
ativities of S, Se, and Te, (2.58, 2.55, and 2.10 on the Pauling
scale, respectively) suggest that carbons adjacent to telluronium
groups are poorer electrophiles as compared with carbons ad-
jacent to selenonium or sulfonium groups atom because of the
reduced ability of the tellurium atom to induce a positive dipole
at the adjacent carbon. On the other hand, the increase in atomic
radii results in weaker heteroatomic bonds in the series S–CH3

> Se–CH3 > Te–CH3, thus making the higher analogs better
leaving groups. These two opposing effects result in a slight
chemical activation of the Se analog and substantial inactiva-
tion of the Te analog, as observed in the two enzymatic systems
examined (29, 30). The same reasoning seems to be valid for
explaining the relative effects on the heteroatoms on the two
modes of decay of the analogs in water: deprotonation at C-5′
and intramolecular nucleophilic attack at C-γ. The deprotona-
tion reaction is decreased, whereas decomposition via the C-γ
attack is enhanced in the selenium analog as compared with
AdoMet. This is understood taking into account that the first
pathway involves the activation of the carbon atom, whereas
the second requires both electrophilic activation of the carbon
and a good leaving group.

AdoMet analogs with nitrogen replacements of the sul-
fur atom (N -adenosyl-l-azamethionine or aza-AdoMet; see
Fig. 2d) (31) seem even less reactive. These compounds are not
susceptible to the decomposition reactions peculiar to AdoMet.
They can act as charge-switchable mimics of AdoMet be-
cause the tertiary amino group (pKa = 7.1) can be pro-
tonated by adjusting the pH slightly below the physiologic
values (32). However, because dialkylamines are not nearly
as good leaving groups as are dialkylsulfides, these com-
pounds are not expected to be efficient methyl group donors
in methyltransferase-catalyzed reactions. Another problem may
derive from a low inversion barrier at nitrogen as compared
with sulfur, leading to lower abundance of the correct epimeric
form and thus poor overall positioning of the reactants in the
enzyme pocket. Although initial testing suggested that NAM
could serve as a substrate (31), this compound functioned as an
inhibitor but not as a methyl group donor in the case of a t-RNA
(uracil-5-)-methyltransferase (33) and many other systems. No-
tably, a significantly improved reactivity is achieved in analogs
carrying a sterically tense aziridine cycle (see Fig. 2e–f). Upon
protonation of the ring nitrogen, enzyme-assisted nucleophilic
attack on the ring carbon leads to the opening of the ring,
which couples the whole cofactor to the target (Fig. 3a) (34).
Alternatively, the aziridine ring can be generated in situ in
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Figure 2 Structural analogs of S,S-AdoMet with replacements in the
sulfonium center and the transferable methyl group. Formulas are aligned
to show the methyl group (or its equivalent) above, and the C-γ and C-5′
atoms below to the left and right side from the onium center, respectively.
(a) S-adenosyl-L-methionine (AdoMet); (b) Se-adenosyl-L-selenomethionine
(Se-AdoMet); (c) Te-adenosyl-L-telluromethionine (Te-AdoMet);
(d) N-adenosyl-L-azamethionine (aza-AdoMet); (e) N-adenosylaziridine;
(f) N-adenosyl-N-mustard; (g) sinefungin; (h) S-adenosyl-L-ethionine
(AdoEth); (i) S-adenosyl-L-propenthionine; (j) S-adenosyl-L-butynthionine;
(k) S-adenosylvinthionine.

the active site of an enzyme from various adenosine-derived
N -mustards (35).

A swap of the methyl carbon with nitrogen in aza-AdoMet
leads to sinefungin (see Fig. 2g)—a natural nucleoside antibiotic
found in Streptomyces griseolus . Such “reverse” chemistry
additionally enhances the chemical stability of cofactor. Because
of the positive charge of the protonated amine and correct
chirality at the carbon center, sinefungin has an extremely high
inhibitory potential for AdoMet-dependent methyltransferases.

Substitutions in the transferable methyl
group

AdoMet analogs with larger moieties replacing the methyl group
(see Fig. 2h–k) have been obtained previously enzymatically
(36) and later via regiospecific chemical S-alkylation of Ado-
Hcy (37). Enzymatic studies of such AdoMet analogs indicate
that relatively short chemical groups, such as ethyl and propyl,
can be transferred by MTases, but the transfer rates decline dras-
tically with increasing size of the transferable group (methyl �
ethyl > propyl) (36). SN2 reactions proceed via a hybridization
change at the reacting carbon from sp3 to sp2 and back to sp3

with inversion of configuration (Fig. 1). A transient p orbital

formed at the reacting carbon interacts with both the attack-
ing nucleophile and the leaving group. Therefore, unfavorable
steric effects within the penta-coordinated transition state occur
when the methyl group is extended to ethyl and additionally
to propyl, which leads to dramatic progressive decreases in the
reaction rate.

Remarkably, it was shown recently that the transalkylation
reaction can be rescued by placing π-orbitals near the reac-
tion center. This finding is observed with synthetic AdoMet
analogs carrying a double bond (allylic system) or a triple bond
(propargylic system) (37) (and likely aromatic systems) next to
the reactive carbon in the extended side chain (see Fig. 2i–j and
Fig. 3b). The unsaturated bonds seem to stabilize the sp2 transi-
tion state via conjugation of their π orbitals, with the transient
p orbital in the penta-coordinated reaction center. These new
synthetic cofactors are thus termed double-activated AdoMet
analogs because the reactive carbon located between the sulfo-
nium center and the unsaturated bond is activated for transfer
by both adjacent groups (38).

A different effect is observed when a C=C double bond is
attached directly to the sulfonium center (vinylic system; see
Fig. 2k and Fig. 3c). Nucleophilic addition prevails because
an ylide intermediate generated after addition at the adjacent
carbon atom is stabilized by resonance involving d-orbitals of
the sulfur atom. Consequently, the whole cofactor is covalently
attached to the target molecule and irreversibly inhibits the
enzyme (39).

Nucleophilic Methyl Groups
Acceptors

As discussed, AdoMet is a high energy compound, and there-
fore, AdoMet-dependent methylation reactions are known to be
irreversible. However, enzymatic catalysis is often required to
enhance the rate of the reaction. Enzymes employ a variety of
ways to enhance the nucleophilicity on the attacking atom in a
substrate. Often, the reaction results in a proton exchange for
the methyl group. The proton can be removed before, in concert
with, or after the methyl transfer; this step usually requires the
presence of a general base in the active site.

N-methylation

Nitrogen is a relatively good nucleophile but also a good
base. In biologic substrates, nitrogen occurs in the form of
alkyl amines (glycine, lysine, or phenylethanolamine), aromatic
amines (cytosine-N4, adenine-N6, or guanine-N2), heterocyclic
systems (guanine-N1 or -N7, adenine-N7, or histidine), or
conjugated amines (glutamine or guanidine). Generally, an
enzyme needs only to orient a lone pair of the nitrogen for
SN2 in line attack onto the methyl group of the AdoMet. If the
nitrogen is protonated (alkylammonium), the proton needs to be
removed before the reaction can take place.

A well-studied example of aliphatic primary amino group
methylation is provided by histone lysine MTases. The critical
step in methylation of this amino acid is its deprotonation,
because a protonated lysine is a very bad nucleophile. There
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Figure 3 Methyltransferase-directed coupling of extended groups to biomolecules using analogs of AdoMet. (a) Covalent coupling of N-aziridine and
N-mustard cofactor mimics; (b) transfer of an extended aliphatic chain from a double-activated cofactor, S-adenosyl-L-propenthionine; (c) covalent
coupling of an S-vinyl-analog of AdoMet.

are two possible ways to achieve this, as follows: “passive”
catching of deprotonated species or “active” deprotonation of
the lysine by a base in the active site of the enzyme. It turns out
that both mechanisms are in use. In SET domain lysine MTases,
the absence of an apparent general base in the active site and a
very high and sharp pH optimum (∼9–10) (40) suggest a passive
mechanism. In contrast, classic fold lysine MTases, Dot1p, are
active in a broader pH interval (6–9.5). These enzymes contain
a conserved essential Asn residue in the active site, which may
facilitate the deprotonation of the target lysine (41, 42).

The methylation of exocyclic (aromatic) nitrogens proceeds
in a different fashion, because pKa values of such nitrogens are
usually low enough to stay unprotonated under physiologic con-
ditions. The best representatives of this kind of N -methylation
are cytosine-N4 and adenine-N6 MTases. These enzymes make
hydrogen bonds to the target amino group directing its hydro-
gens to positions corresponding to sp3 hybridization. Such a
“forced” hybridization change is thought to enhance the nucle-
ophilicity of the nitrogen lone pair and to accelerate the reaction
(43). A similar mechanism may also be used in nonaromatic
conjugated amines, for example, in arginine MTases. Because of
a very high pKa value of the guanidinium group (∼12), arginine
methyltransferases are unlikely to achieve its complete deproto-
nation. Instead, they could polarize the guanidinium group and
redistribute the positive charge away from the target nitrogen
such that the nucleophilic attack on the methyl group of AdoMet
is accelerated (44).

O-methylation

Oxygen is less nucleophilic as compared with nitrogen. How-
ever its nucleophilicity can be enhanced by generating a (partial)
negative charge on it. In biologic substrates, modifiable oxy-
gens are often found in three types of groups: phenolic, ribose
hydroxyl, and carboxyl groups.

No general base catalysis is needed in the case of a carboxyl
group, because it is usually deprotonated (pKa ∼4.5) under
physiologic conditions. Indeed, a well-characterized example
of such an enzyme, protein-l-isoaspartate O-MTase, contains
no acidic or basic residues in the substrate-binding cleft (22).
Phenolic hydroxyl groups have a modestly high pKa (∼10.5),
and thus, they remain largely protonated under physiologic con-
ditions. Enzymes can enhance the methylation reaction rate
by abstracting a proton. For example, in the catechol MTase,
the target hydroxyl group is coordinated with essential Mg2+,
which apparently replaces the proton to generate a nucleophilic
phenolate (6). Interestingly, electron-withdrawing groups in the
phenol ring, such as nitro groups, lead to strong inactiva-
tion of the substrates converting them to potent inhibitors of
the enzyme. Alternatively, caffeate, isolflavone, and chalcone
O-methyltransferases use a well-positioned His residue for pro-
ton abstraction (45).

As in aromatic alcohols, ribose 2′-hydroxyls are protonated
under physiologic conditions (pKa ∼14.5). However, it seems
less likely that enzymes can catalyze the methylation reaction
by abstracting directly the proton from the hydroxyl group.
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Alternatively, rotation freezing and steering an oxygen lone pair
toward the methyl group could sufficiently enhance the reaction.
Such a mechanism is exemplified in the VP39 cap-2 mRNA
(nucleoside-2′-O-)-methyltransferase. The enzyme is thought
to form a nondeprotonating hydrogen bond between a Lys
side chain and the 2′-OH proton. That would be possible if
the lysine was unprotonated beforehand; i.e., its pKa value
was much lower than usual. An 15N-labeled steric mimic of
the lysine was employed to confirm that the pKa is indeed
perturbed (∼8.5) by adjacent Arg and Asp residues (46). The
ultimate removal of the proton from the ribose oxygen onto
the lysine occurs synchronously with or right after the methyl
transfer. A similar mechanism may be valid in the case of tRNA
guanosine-2′-O-methyltransferase, which uses an Arg residue to
scavenge the proton (47).

C-methylation
Because of the low intrinsic nucleophilicity of carbon and a
high energetic cost of generating an intermediate carbanion or
its equivalent, the formation of a C–C bond in aqueous milieu
seems a challenging task. However, single carbon transfers to
carbon centers are a common event in biologic systems. Among
the best studied examples are the methylation of the C5-position
in pyrimidine nucleobases, cytosine and uracil, the methylation
of tetrapyrrole system during synthesis of vitamin B12, and
the cyclopropan ring formation in unsaturated fatty acids. A
common motif of these reactions is the addition of the methyl
group at a C=C double bond; however, it is achieved using
different mechanisms.

It is thought that the cyclopropan ring formation in unsatu-
rated fatty acids and methylation of tetrapyrrole system requires
no covalent catalysis. In the active site of the cyclopropane
fatty acid synthase, the nucleophilic π electrons of the double
bond attack the electrophilic methyl group of AdoMet, which
leads to a methylated carbocation intermediate. The resulting
carbocation is likely to undergo a rapid equilibrium rearrange-
ment to a protonated cyclopropane. The final cis-cyclopropane
product is obtained on proton abstraction (apparently from the
transferred methyl group itself!) by an active-site base. Interest-
ingly, a bicarbonate ion was identified near the methyl group in
one of the enzyme-substrate mimic crystal structures. It seems
well positioned for general base catalysis, although bicarbon-
ate is not commonly found in enzyme active sites (48). Less is
known about the mechanism of enzymes acting on the tetrapy-
role system. It is thought that the methylation of the tetrapyrrole
framework is favorable, whereas a residue on the protein prob-
ably acts as a general base to initiate catalysis (49).

The catalytic mechanism of the pyrimidine-5 methylation in
nucleic acids is more complex as it involves covalent catalysis.
The mechanism is common for numerous DNA/RNA cytosine
and uracil MTases as well as for thymidylate synthase (although
the latter uses tetrahydrofolic acid as the methyl donor) and
has been studied in detail in several systems (50). Here, the
cytosine-5 methylation in DNA is presented as an example (see
Fig. 4a). The C5-position of cytosine, which is part of an aro-
matic ring, does not carry sufficient nucleophilicity for a direct
methyl group transfer. The continuity of the aromatic system is
disrupted by a nucleophilic attack of thiolate (from a conserved

cysteine residue in the enzyme) on the carbon-6 (51), which is
accompanied by protonation of N3 (by a conserved glutamate).
The resulting 4–5 enamine structure provides sufficient electron
density at C5 (52) for a direct attack on the methyl group of
AdoMet. The methyl transfer step is irreversible. The methy-
lated covalent 5,6-dihydrocytidine intermediate is resolved into
5-methylcytosine and free enzyme via deprotonation at C5 and
β-elimination of the cysteine residue. The nature of the base
responsible for the C5-deprotonation in DNA cytosine MTases
remains elusive, whereas an RNA uracil-5 MTase was shown
to employ a second conserved Cys residue for that purpose
(53). In the absence of cofactor, a proton from bulk water
can reversibly bind to the C5 of the target cytosine resulting
in MTase-dependent exchange of the C5-hydrogen into sol-
vent (50).

A series of mechanism-based analogs of cytosine was used
to elucidate the mechanistic details of covalent activation.
The significance of these analyses extends into the realm of
MTase inhibitor design for anticancer therapies (54). Among
the best known inhibitors of DNA cytosine-5 MTases are
5-aza-2′-deoxycytidine (5-aza-dC or decitabine), 5-fluoro-2′-
deoxycytidine (5-F-dC), and 2-pyrimidinone-1-β-d-(2′-deoxy-
riboside) (zebularine) (Fig. 4, b–d). In 5-aza-dC, the nucle-
ophilic attack of the thiolate on the ring system is strongly fa-
cilitated, because a higher electronegative character of nitrogen
at position 5 increases the electrophilicity at C6. In the presence
of AdoMet, the covalent complex can still accept the methyl
group from the cofactor, but it cannot be resolved additionally
because no proton is present at N5, which is required to regen-
erate the double bond and free the enzyme. A similar mecha-
nism is proposed for zebularine. 5-fluoro-2′-deoxycytidine ex-
erts its methylation-dependent inhibitive effect on the action
of DNA MTases entirely at the β-elimination step. The cova-
lent 5,6-dihydrocytosine intermediate formed after the methyl
group transfer cannot be resolved to products because the fluo-
rine cannot be abstracted as a cation. The enzyme thus becomes
irreversibly trapped in a stable covalent complex (55). Such co-
valent complexes were purified and crystallized to reveal first
the structural details of the reaction intermediates (56).

Spatial Control in Enzymatic
Transmethylations
The catalytic power of AdoMet-dependent MTases to a large
extent derives from their ability to bring the two substrates,
the cofactor AdoMet and a target molecule, together in the
right orientation. As most other bisubstrate enzymes, MTases
accommodate their substrates next to each other in a concave
catalytic pocket. Five different protein folds are known to date
that are used to bind AdoMet; however, one of them, similar
to the NAD(P)-binding Rossman fold, is highly prevalent (4).
Many of these enzymes contain flexible loops that close during
catalysis to cover the bound substrates from bulk solvent and, in
certain cases, bring in important catalytic residues. This typical
arrangement serves to create a proper milieu for the reaction.

However, binding a target molecule in a concave pocket is not
always easily achieved, because access to a specific locus that
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(a)

(b)

(c)

(d)

Figure 4 Catalytic activation of cytosine for C5-methylation by nucleophilic addition of a thiolate at the C6 position. (a) The chemical mechanism of
enzymatic DNA cytosine-5 methylation. Mechanism-based inhibition of DNA MTases by cytidine analogs 5-fluoro-2′-deoxycytidine (b), 5-aza-2′-deoxy-
cytidine (c), and 2-pyrimidinone-1-β-D-(2′-deoxyriboside) (d).

is deeply buried within a large macromolecule is a challenging
task. The most extreme and elegant examples are found in DNA
MTases, which methylate nucleobases in double-stranded DNA.
The target positions for methylation are exocyclic amino groups
or the intracyclic C5 position of cytosine, which are located in
the major groove of the DNA helix. In the latter case, a covalent
catalysis is required for the methylation, meaning that access to
both faces of the ring and an edge of the cytosine base is critical
(see Fig. 4). It is hard to imagine how that could be achieved
in the framework of the DNA helix with nucleobases tightly
stacked on each other. Remarkably, this problem is solved by
completely rotating the target nucleoside out of the DNA helix
and into the active site of a MTase, with minimal distortions to
the rest of the DNA (56). Similar mechanisms are operative for
many other enzymes acting on nucleic acids, including many
RNA MTases.

Another catalytic challenge relates to product control in cases
when several methyl groups can in principle be transferred onto
the same residue or atom. As mentioned, lysine methylation
can lead to monomethylated, dimethylated, or trimethylated
products. Because, for example, secondary amines are better
nucleophiles than primary amines, it is tricky to stop a chemical
alkylation reaction at the monosubstituted product. This problem

is solved by building in an appropriate number of bulky residues
(tyrosines) in the active site such that only a defined number
of methyl groups is accepted (57, 58). But this alone does
not ensure processivity. The production of dimethylated or
trimethylated lysine requires several cycles of AdoMet binding,
methyl transfer, and AdoHcy release. The protein architecture
with two substrates bound in a single active site bears the risk of
releasing incompletely methylated products upon reloading the
cofactor. If that is to be avoided for biologic reasons, different
protein architecture should be used. Examples of such enzymes
are SET domain lysine MTases, in which AdoMet and the
substrate peptide are bound in two separate grooves located on
different sides of the protein (57, 58). The successive cycles of
methyl transfer are carried out in the cofactor pocket, whereas
independent processing of the substrate and release of a properly
methylated product occurs in the other.

Practical Implications

Because many MTases play important roles in biologic pro-
cesses, those are potentially good target candidates for drug
design. Inhibitors for numerous enzymes have been produced
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and studied. Among important examples are inhibitors of
COMT (see above), which are used as therapeutic agents
in Parkinson’s disease (59). 5-aza-2′-deoxycytidine (5-aza-dC)
and related analogs of cytidine are metabolically incorpo-
rated into DNA leading to mechanism-based irreversible inhi-
bition of DNA MTases (54). Despite their high toxicity, these
DNA-demethylating drugs can be applied in combination ther-
apies with conventional anticancer drugs.

Another interesting application for MTases is the transfer
of larger chemical entities from engineered cofactors. Such
enlarged AdoMet mimics, in combination with a myriad of
AdoMet-dependent MTases available in nature, would pro-
vide useful molecular tools for targeted functionalization of
biomolecules (38). So far, two chemistries have shown a good
promise. First, derivatives of N -aziridine-adenosine (60) and
mechanistically related nitrogen mustards (61) (Fig. 2e–f) are
covalently coupled to their natural targets in the presence of
DNA MTases (Fig. 3a). By attaching chemical groups to these
cofactors, they were shown to work as delivery systems for var-
ious functional or reporter groups. An inherent feature of this
system is potent product inhibition (single-turnovers) by the co-
valent cofactor–substrate conjugate. A second class of AdoMet
analogs circumvents the problem of catalytic product release.
In these analogs, the methyl group is replaced with an extended
carbon chain that contains an activating double or triple bond
(allylic and propargylic systems; Fig. 2i–j) (37). These cofactors
were shown to confer catalytic MTase-directed transfer of their
activated side chains (Fig. 3b), permitting sequence-specific
functionalization and labeling of plasmid DNA (62).
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Microtubules are cylindrical, cytoskeletal protein polymers found in all
eukaryotic cells. They perform a plethora of functions associated with
cellular structure, organization, and movement. They polymerize and
depolymerize by the reversible addition and loss of α:β tubulin
heterodimers, which are their building block subunits, at the microtubule
ends. Importantly, microtubules are not simple equilibrium polymers. The
hydrolysis of GTP that occurs when tubulin dimers add to the ends of
microtubules creates two distinct and often coexisting dynamic behaviors:
dynamic instability and treadmilling. These dynamic properties are crucial
in guaranteeing the faithful segregation of chromosomes during cell
division, in many kinds of intracellular transport, in cell signaling, and even
during programmed cell death. Microtubule dynamics play critical roles in
terminally differentiated cells as well. In neurons, microtubule dynamics
regulate neuronal plasticity, growth-cone motility, and maintenance of
mature neurons. Suppression of mitotic spindle microtubule dynamics by
small drug molecules is an important therapeutic strategy for treatment of
many types of cancer. In addition, agents that stabilize microtubule
dynamics offer potential for treating neurodegenerative diseases in which
the dynamics are misregulated. Agents that modulate microtubule
dynamics can be used as experimental tools or could be used
therapeutically to perturb the functions of any cellular disease processes
dependent on the dynamics.

This review focuses on the dynamic behaviors of microtubules.
Because of space limitations, we concentrate on the molecu-
lar, mechanistic, and kinetic aspects of microtubule dynamics,
their significance and regulation in dividing cells, and how
microtubule-targeted drugs that modulate microtubule dynamics
act to inhibit mitosis and kill tumor cells. It is an extensive and
rich area of research; thus we must direct the reader to the cited
literature including the Further Reading list for a more thorough
coverage of the field.

General Features of Microtubule
Structure and Polymerization

Microtubules are physically robust, dynamic, cylindrical, cy-
toskeletal polymers (Fig. 1) composed of the protein tubulin,
which is a heterodimer that consists of one alpha and one beta
subunit. The structural, mechanical, and polymerization prop-
erties of microtubules are essential for normal cell division,
for development and maintenance of cell structure, for many

kinds of intracellular transport, for positioning of intracellular
organelles, and for programmed cell death (reviewed in Ref-
erences 1 and 2). Microtubules polymerize and depolymerize
by the reversible noncovalent addition and loss of α:β tubulin
dimers at their ends. The orientation of α:β tubulin dimers in
the microtubule provides the polymer with structural and ki-
netic polarity, with the end designated as the plus end, where
β–tubulin is exposed, being relatively more dynamic than the
opposite or minus end, where α–tubulin is exposed. The oppo-
site ends of microtubules exhibit remarkably different behaviors.
For example, during assembly of microtubules, tubulin poly-
merizes more rapidly at plus ends than at minus ends. Also, as
described in more detail below, the plus ends alternate between
phases of growth and shortening more frequently and fluctuate
in length to a greater extent than the minus ends (3).

The self-assembly of tubulin to form microtubules was de-
scribed initially in a classic polymerization model of nucleated
helical polymerization by Maruyama and Oosawa (4). Assem-
bly involves two phases: a nucleation phase followed by an
elongation phase. With purified systems in vitro, nucleation can
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Figure 1 Schematic representation of the structure and polymerization of
microtubules. Microtubules are cylindrical polymers (diameter, 24 nm),
with a distinct molecular polarity conferred by the orientation of tubulin
subunits. They exist in a dynamic equilibrium, and their assembly and
disassembly depends on the reversible addition and removal of tubulin,
which is a heterodimer made up of an alpha and a beta subunit, at the
ends of the microtubules.

be achieved in several ways, such as by inclusion in polymer-
ization reactions of various stabilizing microtubule-associated
proteins (MAPs), by using preformed microtubule seeds pre-
pared either by shearing preformed microtubules through a 25
gauge needle or by using sea urchin axonemes (5). The nucle-
ation of tubulin assembly in vitro also can be achieved with
microtubule-stabilizing chemical substances such as glutamate,
dimethyl sulfoxide, and glycerol (6).

Microtubule assembly in cells differs in some ways from as-
sembly in vitro. In cells, nucleation of microtubules requires a
third type of tubulin, which is called γ–tubulin, that functions
in concert with other proteins in the form of a γ–tubulin ring
complex. In most animal cells, the γ–tubulin ring complex is lo-
cated at the pericentriolar region of the microtubule organizing
center (or centrosome) where it nucleates microtubule assembly
at the minus ends (7). The γ–tubulin does not become incor-
porated into the microtubule, but rather it only localizes to the
minus ends. Assembly of tubulin to form microtubules during
the early stages of polymerization in vitro can be considered
a pseudo first-order reaction. A steady state is eventually at-
tained in which both the soluble tubulin concentration and the
microtubule polymer mass attain stable plateaus (8). The critical
concentration at apparent equilibrium (actually a steady state,
see below) is the concentration of soluble tubulin in apparent
equilibrium with the microtubule polymers.

The assembly of tubulin to form functional microtubules is a
complex process (see References 2, 8, and 9). Two GTP binding
sites are on the tubulin dimer: One is on β–tubulin, which is
readily exchangeable when the tubulin is in solution, and the
other on α–tubulin, which is not exchangeable, located at the

interface between α– and β–tubulin (1). The GTP bound to
the exchangeable site (the E site) undergoes hydrolysis when
soluble tubulin adds to the microtubule ends, which creates the
nonequilibrium dynamic properties of the microtubules. In its
simplest form the assembly may be written as:

P = (1 − f )T − Sc (1)

where the concentration of polymers, P , depends on the critical
concentration of the tubulin subunits for assembly (Sc), the frac-
tion of the proteins that are not participating in the process (f )
(for example, because of sequestration by regulatory proteins
or denaturation of the tubulin), and the total protein concen-
tration (T ) (9). Sc can be determined from the total protein
concentration by measuring the polymer content as a function
of the total protein concentration at apparent equilibrium. Ex-
trapolation of the total protein concentration to zero polymer
content allows determination of the critical concentration. Stud-
ies that involve video-enhanced differential interference contrast
microscopy and cryo-electron microscopy have provided con-
siderable insight into the nature of growth and shortening of
microtubules (10). Accordingly, microtubules, when growing
rapidly, display sheet-like extensions at the growing ends, with
the eventual closure of the sheets to form the cylindrical micro-
tubule structure. These growing tips are thought to be stabilized
by a so-called stabilizing GTP cap (see below). The protofil-
aments at the ends of rapidly shortening microtubules form
tightly curled oligomeric rings, which indicates that GTP hy-
drolysis creates a strain in the microtubule lattice, and when
the cap is lost, the strained and destabilized protofilaments can
dissociate rapidly from the microtubule end because of their
intrinsic curvature.

Microtubule
Dynamics—Mechanistic Aspects

Although the classic model of nucleated helical polymerization
accurately describes many aspects of microtubule polymeriza-
tion, it is now well established that microtubules are not simple
equilibrium polymers. Rather, the hydrolysis of GTP to GDP
that occurs as tubulin adds to growing microtubule ends cre-
ates two unusual nonequilibrium dynamic behaviors, which are
known as treadmilling (11, 12) and dynamic instability (13).
Treadmilling is the phenomenon of net growth of individual
microtubules by the addition of tubulin at one end and net
shortening by the loss of tubulin at the other end. Dynamic
instability is the stochastic switching between growth and short-
ening (often called shrinking) phases at the microtubule ends.
Although both behaviors are intrinsic properties of microtubules
composed solely of tubulin, microtubule dynamics in cells are
modulated by a wide variety of microtubule-associated pro-
teins (MAPs) and in an enormous variety of ways (e.g., see
Reference 2).
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Figure 2 Treadmilling and dynamic instability of microtubules in vitro. (a) Schematic representation of treadmilling (16). Tubulin heterodimers are added
at the plus end of microtubule at arbitrary time 0, they treadmill through the microtubule and are lost from the minus end of the microtubule at time 3.
The length of the microtubule is unchanged. Treadmilling is brought about by the different tubulin critical concentrations at the opposite ends. (b).
Life-history traces at the plus ends of four individual control microtubules and of microtubules in the presence of 20 µM griseofulvin, which suppresses the
dynamics. The microtubules were assembled from purified bovine brain tubulin, and the changes in length were tracked by using differential
interference-contrast microscopy. In the presence of drugs like griseofulvin, dynamics are suppressed (17, p. 4).

Treadmilling

Treadmilling, which is the unidirectional flow or flux of tubu-
lin from plus ends to minus ends (Fig. 2a), was discovered
in vitro using single- and double-radiolabeled GTP (3H–GTP
and 14C–GTP) incorporation and loss experiments at the mi-
crotubule ends by Margolis and Wilson in 1978, while investi-
gating the mechanism of substoichiometric poisoning of micro-
tubule assembly by colchicine (11, 12). Use of double-label
and pulse-chase strategies demonstrated that the net uptake
and loss of tubulin occurred at opposite ends of the micro-
tubules, whereas the total polymer mass and the lengths of the
microtubules remained constant as determined by electron mi-
croscopy. These first treadmilling studies were conducted with
MAP-rich brain microtubules. Because of the high MAP contact
(see below), the treadmilling rates were slow (∼ 0.7 µm/h) and
dynamic instability was almost completely suppressed. Later,
Hotani and Horio provided the first visual proof for treadmilling

(14). They decorated the center block of a three-block micro-
tubule with Tetrahymena dynein and found that the length of
microtubules at one end of the decorated block decreased and
that at the other end increased, which left the length of the
center block unchanged. The authors also discovered that in
the presence of neural MAPs, dynamic instability was strongly
suppressed, which left treadmilling the prevailing dynamic be-
havior (see Reference 14). Most recently, experiments with
microtubules made in the absence of MAPs, but stabilized suf-
ficiently with low concentrations of glycerol to inhibit dynamic
instability, demonstrated that the treadmilling rate of MAP-free
microtubules in vitro is quite rapid and can approach the rates
observed in living cells (15) (see below). This work indicated
even more that the treadmilling rate can be increased greatly by
increasing the dissociation rate constant for tubulin loss at the
minus ends, which is an action that can be accomplished readily
by certain MAPs. Treadmilling is believed to be caused by the
differences in the individual critical concentrations for tubulin
addition at the opposite microtubule ends (15). The idea is that
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the critical concentration for tubulin assembly at the growing
end is lower than at the shortening end, and that at steady state,
the overall critical subunit concentration is maintained between
the two. For treadmilling to occur, both microtubule ends must
be free for tubulin exchange (that is, neither end can be blocked
such as occurs at minus ends of microtubules attached to cen-
trosomes), and the microtubules must be at or near steady state
so that the soluble tubulin level is not so high or so low that
both ends grow or shorten. Because treadmilling can occur in
the absence of the rapid shortening typical of that observed dur-
ing dynamic instability, it is reasonable to think that both ends
of a treadmilling microtubule retain their stabilizing cap (15).

Dynamic instability
In 1984, Mitchison and Kirschner (13) discovered dynamic in-
stability in vitro when they observed the coexistence of growing
and shrinking populations of microtubules that interconverted
infrequently. The coexistence of the two populations of micro-
tubules in a dynamically unstable manner was substantiated by
Horio and Hotani by analyzing individual microtubules using
dark-field microscopy (3). Dynamic instability thus came to be
defined as the stochastic switching between the growing and
shortening phases at microtubule ends (Fig. 2b) (16, 17). Dy-
namic instability in vitro occurs at both microtubule ends, with
the dynamics at the plus ends considerably more robust than
those as the minus ends (18). In cells, however, dynamic insta-
bility has only been observed at plus ends. Minus ends in cells
have not been observed to grow; they either remain the same
length or they shorten (19).

A minimum of four parameters are now used to define the
various features of dynamic instability. These parameters are the
growth rate, the shortening rate, and the switching frequencies
from growth to shortening and from shortening to growth. The
abrupt switching of an end from growth to shortening is referred
to as a “catastrophe,” and the switching from shortening to
growth is referred to as a “rescue” (18). Additional parameters
are used to describe dynamic instability behavior. Specifically,
microtubules both in cells and in vitro often do not change
length for periods of time. This parameter is called “pause” in
cells and “attenuation” in vitro. In both situations, tubulin may
be exchanging at the microtubule ends, but the extent of addition
or loss may be too low to be detected by video microscopy.
An especially useful parameter is termed the “dynamicity” (see
Reference 16), which is a measure of the total tubulin exchange
per unit time for a microtubule, including periods of attenuation
or pause. As examples of the various parameters, Table 1 shows
the major dynamic instability parameters for a set of control
microtubules in vitro and for microtubules in the presence of
the microtubule-targeted drug tasidotin (20).

Hydrolysis of E-site GTP during or shortly after addition
of tubulin to the microtubule ends and the gain and loss of a
short region of GTP-(or GDP–Pi)-liganded tubulin at the ex-
treme ends of the microtubules that stabilize the microtubule
tips are believed responsible for dynamic instability. The tubulin
dimer has intrinsic GTPase activity, with a rate that is relatively
slow when tubulin is in solution (21). However, hydrolysis is
triggered when the β–subunit of an incoming tubulin dimer
with bound GTP docks at the end of an exposed α–subunit

at the end of the microtubule (22). Evidence in support of
the existence of a very short stabilizing GTP cap, perhaps no
larger than a single layer of tubulin–GTP (or GDP–Pi), has
been obtained in many studies (too numerous to be described
here). Studies show that tubulin addition to the microtubule
ends and GTP hydrolysis are very closely coupled events (23,
24), and in experiments that use the slowly hydrolysable GTP
analog guanylyl-(a, b)-methylene-diphosphonate (GMPCPP), a
stable cap is formed from tubulin–GMPCPP subunits (25). The
current thinking is that only the tip of the microtubule con-
tains GTP–tubulin (or GDP–Pi) and that the “GTP cap” is
required for continued growth to occur. Most of the micro-
tubule core consists of GDP–tubulin, which is believed to be
in a strained conformation (1, 10, 26). Thus, when the cap is
lost (a catastrophe), the strained GDP–tubulin core is exposed
at the ends, which rapidly depolymerize in the form of curved
protofilaments (26). The re-establishment of the cap (a rescue)
would result in regrowth. The interconversion between these
two phases with microtubules composed of pure tubulin (no
accessory MAPs) is explained by stochastic loss or by reac-
quisition of a stabilizing cap by this two-state model, but it is
speculated that a closed-tube state, which presumably exists as
a structural intermediate between polymerizing ends with sheets
and depolymerizing ends with peeling GDP–tubulin oligomers,
may represent a structural correlate of a kinetic intermediate in
a three-state model (2). A similar model with a growing open
state, shrinking state, and a third intermediate closed state has
been proposed by Tran et al. (27).

Microtubule Dynamics
and its Modulation by
Microtubule-Targeted Drugs
and Regulatory Proteins

Both dynamic instability and treadmilling occur extensively in
all eukaryotic cells. Except for extremely stable microtubules
such as those found in organelles such as cilia and flagella,
most microtubules are dynamic and display dynamic behaviors
that vary enormously in their robustness and type from one cell
type to another and even within the cytoplasm of individual
cells (2, 18, 28). Dynamic instability and treadmilling (or flux)
are extremely rapid during mitosis, and the rapid dynamics are
critically important because they are required for distribution
of the duplicated chromosomes to the daughter cells in an
exquisitely time-sensitive and accurate fashion (29). At the onset
of mitosis in animal cells, the dynamics of the microtubules
increase many fold and change qualitatively from the dynamics
of interphase microtubules. For example, the minus ends of the
microtubules tethered at the centrosome during interphase do
not seem to grow or shorten. But when the centrosome develops
into a mitotic spindle pole, the minus ends become unblocked
and dynamically active (29). Also, dynamic instability at the
plus ends of the microtubules that grow out from the spindle
poles, characterized by frequent switching between growth
and shortening states, facilitates microtubule attachment to the
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Table 1 Effects of 5 µM tasidotin on selected dynamic instability parameters at plus ends of
microtubules at steady state in vitro (20)

Growth Shortening Catastrophe Rescue Dynamicity
rate rate frequency frequency (µm/min)

(µm/min) (µm/min) (events/min) (events/min)

Control 1.7 ± 0.8 28.4 ± 2.0 0.5 ± 0.01 1.8 ± 0.2 2.3
Tasidotin 1.9 ± 0.1 9.0 ± 0.7 0.2 ± 0.01 1.1 ± 0.1 0.5

kinetochores of the chromosomes (called chromosome capture)
and facilitates chromosome alignment at the metaphase plate
and their accurate segregation to the daughter cells (29). Robust
tubulin flux of kinetochore microtubules from their attachment
point at the kinetochore toward their attachment region at the
poles, which seems to be treadmilling facilitated by various
associated motors and other regulators, creates necessary tension
in the spindle and facilitates the accurate and timely segregation
of the chromosomes to the daughter cells at anaphase (29).
Clearly, whereas spindle microtubules remain tethered at both
their plus and minus ends, their ends remain free for rapid flux
(see Reference 2). Thus, they must be transiently anchored to
other structures near their ends in a fashion that leaves the ends
free for subunit loss or gain.

Dynamic microtubules are important not only in dividing
cells but also in terminally differentiated cells. For example,
they play crucial roles both in the post mitotic development
of neurons and in mature neurons such as in the formation
of functional neuronal networks and the correct arborization
(branching) of dendrites (30). Misregulation of microtubule dy-
namics, as for example caused by mutations in the neuronal
MAP tau, can lead to microtubules whose dynamics fall out-
side the normally permissible range thus possibly contributing
to neurodegeneration in tauopathies such as Alzheimer’s dis-
ease and FTDP-17 (Fronto-Temporal Dementia with Parkin-
sonism associated with Chromosome 17) (see Reference 31)
(see below).

Modulation of microtubule dynamics by
microtubule-targeted drugs
Here we will focus on how the functions of dynamic micro-
tubules can be modulated powerfully by chemical agents. The
fact that microtubule dynamics are indispensable for normal cell
function and survival leads naturally to the idea that targeting
their dynamics with small molecules is a highly attractive strat-
egy for drug development and chemical biology. This has been
especially fruitful in cancer chemotherapy. Several classes of
microtubule-targeted drugs are vitally important in the treat-
ment of cancer, which includes the vinca alkaloids and the
taxanes. Although high concentrations of these drugs can in-
crease or decrease the mass of assembled microtubules in vitro
and in cells, the most sensitive actions of these drugs on micro-
tubules, which occurs at low drug concentrations in the absence
of changes in polymer mass, is to suppress their dynamics (16).
Despite their opposite effects on microtubule polymerization
and their different specific mechanisms of action, most success-
ful chemotherapeutic drugs that act on microtubules share the
common property of suppressing spindle microtubule dynamics,

which leads to inhibition or slowing of cell cycle progression at
prometaphase of mitosis and at the transition from metaphase
to anaphase (32). In sensitive tumor cells, mitotic arrest is
followed by apoptosis. The mechanism that underlies the rela-
tionship between disruption of spindle dynamics and induction
of apoptosis is yet to be fully explored, although evidence that
diffusible factors maybe released as the result of changes in
microtubule polymerization is consistent with the hypothesized
role of microtubules in sequestering signals (33). In fact, several
successful microtubule-targeting drugs are known to promote
apoptosis in tumor cells (34).

Microtubule interfering drugs act by binding to various sites
on the tubulin dimer and at different positions within the micro-
tubule. Although other categories clearly exist, currently most
drugs are classified into three major categories based on their
respective tubulin binding domains: which include the Vinca
alkaloid domain, the colchicine domain, and the paclitaxel do-
main. These may be some of the same regions of microtubule
surfaces used by natural regulators of dynamics in cells and,
thus, the drugs can be thought of as possible mimics of mi-
crotubule regulatory proteins (35). Vincristine and vinblastine
have long been used for the treatment of hematological can-
cers. Vinca alkaloids currently used for treatment of cancer
include two natural products: vincristine, and vinblastine, and
several novel semi-synthetic drugs, vindesine, vinorelbine and
vinflunine. At low concentrations, vinca alkaloids suppress both
dynamic instability and treadmilling, apparently by binding to
microtubule ends. The superior antitumor efficacy and reduced
toxicity of vinflunine (36) over vinblastine may be attributed
to its less powerful inhibitory effects on microtubule dynamics.
Defective checkpoints in certain cancer cells may make them
more susceptible to the less powerful inhibitory effects of vin-
flunine than normal cells (36). Drugs such as vinflunine, various
derivatives of the dolastatins including tasidotin (20) (Table 1),
cryptophycin analogs (37), and halichondrin B analogs such as
eribulin (E7389) (38) comprise a series of chemically distinct
compounds that bind in the vicinity of the Vinca binding do-
main and are under various stages of development for cancer
treatment. The microtubule seems to be exquisitely sensitive to
the action of these drugs as the binding of only a few drug
molecules along the microtubule surface or at its ends is suffi-
cient to suppress microtubule dynamics (see Reference 16).

Colchicine and compounds that bind in the vicinity of the
colchicine-binding domain of tubulin comprise another class of
drugs with potential for treatment of cancer. Colchicine binds
to tubulin at α:β dimer interface, and acts by being incorpo-
rated with low stoichiometry at the ends of the microtubules
as a tubulin-colchicine complex (39). Although colchicine has
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antitumor properties, its therapeutic use is hampered by its high
toxicity. Drugs that bind to tubulin at or near the colchicine site
that are in clinical trials include 2-methoxyestradiol and com-
bretastatin A4 phosphate. 2-methoxyestradiol induces mitotic
arrest by suppression of microtubule dynamics (40), whereas
the vascular targeting agent combretastatin A4 phosphate acts
by destabilizing microtubules (41).

Paclitaxel and docetaxel are among the most successful
microtubule-targeted drugs currently used to treat solid tumors,
which include ovarian, breast, head and neck, lung, and prostate
(42). The binding site for the taxanes is on the β-tubulin and is
located on the inside surface of the microtubule (43). Binding
of only a few molecules of paclitaxel to tubulin in microtubules
strongly suppresses dynamic instability at microtubule plus ends
with only a marginal increase in microtubule polymer mass
(44). Other promising anticancer compounds believed to act
at the taxane binding sites include the epothilones (45), disco-
dermolide (46), eleutherobin, and several novel taxanes (47).
Paclitaxel may find a role in the treatment of neurodegener-
ative diseases. Specifically, it improved axonal function and
ameliorated neurological problems in mice that carry a defec-
tive human tau gene (48). Interestingly, some evidence indicates
that paclitaxel and tau may share the same binding site on the
microtubule surface (49), and the effects of tau on microtubule
dynamics are rather similar to those of paclitaxel (31).

Regulation of microtubule dynamics by cellular
MAPs

A plethora of proteins regulate microtubule dynamics in cells.
All these regulators are potential targets for chemical biology.
As indicated earlier, evidence indicates that the drug molecules
may mimic the effects of natural regulators of dynamics, per-
haps by binding to the microtubules at similar sites or re-
gions of tubulin (35). Cellular proteins that regulate microtubule
dynamics have traditionally been classified into two groups:
microtubule-stabilizing proteins and microtubule-destabilizing
proteins. A third recently described group of proteins known
as + TIPs, which track the plus ends of growing microtubules
in cells, also are thought to regulate microtubule dynamics (28).

Regulation by stabilizing proteins

Several MAPs have been known for to promote tubulin as-
sembly and to stabilize microtubules. Members of this family
include the neuronal proteins tau and MAP2, which are present
in axons and dendrites, respectively, and MAP4, which is found
in all non-neuronal vertebrate cells (50). This group of structural
MAPs also includes MAP1A and MAP1B, which are found
mainly in axons and dendrites (51, 52). Regulation by these
MAPs is complex because their ability to regulate polymeriza-
tion and dynamics is in turn regulated by phosphorylation (53).
Currently, tau is attracting considerable attention because of its
involvement in various neurodegenerative diseases and because
it may be a target possible treatment of Alzheimer’s disease
(31,54–56). Tau is a complex family of MAPs found specifically
in neurons that strongly promotes microtubule polymerization
and stabilizes microtubules. Although only a single tau gene
exists, six developmentally regulated tau isoforms are produced

in human brain because of alternative splicing of the single tau
gene. Tau is also the target of multiple kinases that can phos-
phorylate it at a great many sites, which produces many more
isoforms. The various tau isoforms differentially modulate dy-
namic instability (reviewed in Reference 31). For example, an
adult form of tau with 4 microtubule binding repeats (called
4 R tau) strongly suppresses the shortening rate at plus ends,
whereas a fetal form of tau with only 3 repeats (3 R tau) does
not (55). In the neurodegenerative disease FTDP-17, mutations
that result in altered mRNA splicing change the crucial ex-
pression ratio of the 3 R and 4 R tau isoforms (56). Altered
expression of normal tau isoforms could result in misregula-
tion of microtubule dynamic in axons and thus contribute to
neurodegenerative disease.

Regulation by destabilizing proteins

Stathmin/Op18 (oncoprotein18) and certain members of the
kinesin-related motor proteins are among the major classes of
proteins that cause microtubule destabilization. Stathmin is a
ubiquitous microtubule-destabilizing protein that is believed to
play an important role in linking cell signaling to the regulation
of microtubule dynamics. It is known to sequester free tubu-
lin and therefore to impede microtubule formation (57). Clearly,
such an action can affect microtubule dynamics. But like the ac-
tion on microtubules of many drugs, the effects of stathmin on
tubulin and microtubules are complex. Specifically, relatively
low concentrations of stathmin increase the steady-state catas-
trophe frequency by a direct action on microtubules, with the
catastrophe-promoting activity being considerably stronger at
the minus ends than at the plus ends (58). Stathmin also greatly
increases the microtubule treadmilling rate. These data indi-
cate that stathmin may be an important regulator of minus-end
dynamics, as for example, by increasing depolymerization at
microtubule minus ends at spindle poles during mitosis thereby
increasing the plus to minus end flux rate (58). Other destabi-
lizing proteins include microtubule severing proteins such as
katanin (59) and the kinesin-related motor protein, XKCM1
(60).

Plus end tracking proteins

Finally, we want to mention briefly a group of proteins known
as + TIPs or plus-end tracking proteins (28). This group of pro-
teins is composed of microtubule motor complex components,
signal transduction molecules, and molecular adaptors. These
proteins can recognize and associate with growing microtubule
plus ends and include CLIP-170 (cytoplasmic linker protein),
which is an endosome-microtubule linker protein that was the
first + TIP identified; members of the family EB1, EB2, and
EB3 (end-binding proteins) that bind to APC (adenomatous
polyposis coli, a tumor suppressor protein); the dynein/dynactin
microtubule motor complex, in particular the 150glued sub-
unit of dynactin; and several other proteins such as CLASP1
(CLIP-associated protein) and LIS1 (28, 61). EB1 enhances
microtubule polymerization by increasing rescues and prevent-
ing catastrophes (62). Using dominant negative constructs, it
was shown that in the absence of CLIPs, the microtubule res-
cue frequency was reduced, which suggests a mechanism that
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involves CLIPs by which microtubule plus ends may be con-
centrated near the cell margin (63). Although many functions
of the + TIPs are not yet understood, targeting their associa-
tion with the growing tips of microtubules could be an area for
future development through chemical biology.

Conclusion

Treadmilling and dynamic instability—two intrinsic dynamic
properties of microtubules—are critical for mitosis and many
other cellular functions that involve dynamic microtubules.
Because the dynamics of microtubules and their tight regulation
by a host of MAPs play crucial roles in so many cell functions, it
is reasonable to think that modulating their dynamics in specific
cell functions by targeting the microtubules themselves or by
targeting the regulatory proteins through chemical biology will
remain an attractive area of research for many years to come.
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Mitochondrial medicine is an emerging field in medicine that focuses on
diseases in which the mitochondrial energy generating system plays a
central role. These diseases include the ‘‘classical’’ mitochondrial disorders,
in which a (genetic) defect in the mitochondrial energy generating system
is the primary cause of the disease, but also more common disorders such
as Parkinson and cancer, in which mitochondrial energy metabolism plays
an important role in the pathogenesis. In this review, we present an
overview of the mitochondrial energy generating system, starting at the
conversion of pyruvate into acetyl-CoA by pyruvate dehydrogenase, via the
TCA cycle in which reduction equivalents are formed, to the oxidative
phosphorylation system, where the reduction equivalents are used to
convert ADP into ATP. The mitochondrial energy generating system can be
examined by global assays that measure the rate of pyruvate conversion,
the rate of oxygen consumption, or the rate of ATP production. In addition,
an overview is given of the spectrophotometric assays that are available to
measure PDHc, several TCA cycle enzymes, and the enzymes of the
oxidative phosphorylation. In the diagnostic analysis of patients suspected
to suffer from a mitochondrial disorder, these assays are applied to evaluate
the functioning of the mitochondrial energy generating system in muscle
biopsies and other types of patient samples. In addition, the results provide
clues for further investigations at the molecular genetic level. Thus, the
biochemical analysis of patient material is an important step in establishing
the diagnosis of a mitochondrial disorder.

The importance of mitochondria in health and disease has given
rise to a new area in medicine, called mitochondrial medicine.
The foundation for this medical discipline lies in the recognition
of diseases in which disturbances in one of the many steps
of mitochondrial energy production are present. The role of
mitochondria in energy metabolism disorders is well recognized
and has been the subject of study for many decades. The
increasing awareness of the relationship between mitochondria
and several more common disorders, like Parkinson disease and
cancer, makes a thorough understanding of the chemistry of
the mitochondrial energy generating system, and the analytical
methods to examine the functioning of this system, necessary
for an increasing variety of medical and biochemical specialists.
Here, we review a) how the cell’s energy currency, ATP, is
produced, and b) assays to determine the overall capacity of the

system as well as single enzymes in relation to genetic disorders
of energy production.

Biological Background

Mitochondrial disorders

Mitochondrial disorders can be defined as disorders that are
caused by a defect in the mitochondrial energy generating
system (MEGS). The clinical spectrum is very broad, but in
almost all cases involve one or more tissues that have a high
energy demand, in particular skeletal muscle and neuronal tis-
sue. In addition, heart, liver, kidney, and other tissues can be
involved as well. The severity and the course of the disease are
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extremely diverse, ranging from severe neonatal systemic dis-
orders to mild exercise intolerance presenting at a high age. In
addition to these “classical” mitochondrial disorders, it has be-
come apparent that the mitochondrion and its energy generating
system plays a role in other, more frequently occuring diseases
as well, such as Parkinson (1), diabetes (2), and cancer (3). This
review will be restricted to “classical” mitochondrial disorders,
although the assays and principles described here could be of
value for the investigation of other disorders as well.

The mitochondrial energy generating
system

The production of ATP by the MEGS is a complex process
involving many different transporters and enzymes (4). Mito-
chondrial ATP is the end product of the oxidation of pyruvate
(alpha-keto propionic acid). Pyruvate is the final product of the
glycolysis, the anaerobic catabolism of glucose. Other substrates
for the MEGS are fatty acids and several amino acids, in par-
ticular glutamine. Pyruvate is transported into the mitochondria
where it is metabolized into acetyl CoA. The acetyl CoA is
oxidized in the tricarboxylic acid (TCA) cycle, during which
both NADH and FADH2 are produced. These reducing equiv-
alents are oxidized by the respiratory chain, which leads to the
translocation of protons out of the mitochondrial matrix. The
mitochondria use the resulting proton-motive force to gener-
ate ATP from ADP and phosphate. The ATP is released in the
mitochondrial matrix, and can be exported to the cytosol. The
MEGS is described in more detail in the next chapter.

The Chemistry of the OXPHOS
System

The conversion of pyruvate
to acetyl-CoA

The conversion of pyruvate into acetyl-CoA involves two key
players. Pyruvate is imported into the mitochondrion by a spe-
cific transporter. To date, only one case has been described in
which a pyruvate carrier deficiency could be shown by func-
tional assays (5). However, no genetic defect responsible for
pyruvate carrier deficiency has been identified yet. After pyru-
vate has entered the mitochondrial matrix, it is converted into
acetyl-CoA by the pyruvate dehydrogenase complex, PDHc.
This large enzyme complex has a molecular mass of approxi-
mately 9 MDa and contains multiple copies of three enzymatic
entities: 20-30 copies of alpha-ketoacid dehydrogenase (E1; EC
1.2.4.1), 60 copies of dihydrolipoamide acyltransferase (E2;
EC 2.3.1.12), and 6 copies of dihydrolipoamide dehydrogenase
(E3; EC 1.8.1.4), as well as 12 copies of the structural build-
ing block E3 binding protein (6). The E1 subcomplex consists
of a tetramer of two E1α and two E1β subunits. PDHc de-
carboxylates pyruvate and esterifies the resulting acetyl-group
to CoA. During this reaction, NAD+ is reduced to NADH.
PDHc requires 5 different cofactors, namely NAD+, CoA, thi-
amine pyrophosphate, FAD and lipoic acid. The activity of

PDHc is tightly regulated. First of all, the activity is controlled
in an allosteric manner by the reaction products acetyl-CoA
and NADH. In addition, two specific enzymes regulate PDHc
activity via a phosphorylation site in the E1 subunits. PDH ki-
nase (EC 2.7.11.2) is ATP dependent and inactivates PDHc by
phosphorylating the E1 component when the ATP/ADP ratio
is high (7). This enzyme is also activated by high NAD+ and
acetyl-CoA levels, and inactivated by high pyruvate levels. Four
isoforms of PDH kinase have been identified, each having a dif-
ferent tissue distribution. By contrast, when the ATP/ADP ratio
is low and the pyruvate levels are high, PDH kinase is not ac-
tive and PDHc E1 is dephosphorylated by PDH phosphatase
(EC 3.1.3.43), of which two isoforms are known (8). Due to
this tight regulation, the oxidation rate of pyruvate by PDHc is
directly coupled to the mitochondrial ATP production rate.

The generation of reduction equivalents
in the TCA cycle

The acetyl-CoA generated by PDHc fuels the TCA cycle. Three
dehydrogenases of the TCA cycle are responsible for the reduc-
tion of NAD+ into NADH. These are isocitrate dehydrogenase
(EC 1.1.1.41), α-ketoglutarate dehydrogenase (consisting of 3
enzymatic subunits E1 (EC 1.2.4.2), E2 (2.3.1.61), and E3 (EC
1.8.1.4)), and malate dehydrogenase (EC 1.1.1.37). In addition,
the TCA cycle enzyme succinate dehydrogenase (EC 1.3.5.1)
converts FAD into FADH2. Furthermore, succinate-CoA ligase
generates GTP or ATP, depending on the isotype of this en-
zyme complex (EC 6.2.1.4 and EC 6.2.1.5, respectively). The
formation of these high-energy molecules is accompanied by the
release of CO2 in two of the reactions of the TCA cycle. In ad-
dition to acetyl-CoA, other metabolites can fuel the TCA cycle
as well, This includes glutamine, which enters the TCA cycle at
the site of 2-oxoglutarate. In tissues that catabolize fatty acids,
the end product of the beta-oxidation is acetyl-CoA, which is
converted into the ketone bodies 3-hydroxybutyrate and ace-
toacetate (in the liver) or enters the TCA cycle (in most other
tissues) and in this way contributes to the synthesis of ATP.

The oxidative phosphorylation system

NADH and FADH2 are oxidized by the OXPHOS system to
generate ATP. This is a coordinated multistep process that in-
volves 5 large enzyme complexes: the respiratory chain com-
plexes I, II, III, and IV, and ATP synthase (complex V). Com-
plex I (NADH:ubiquinone oxidoreductase; EC 1.6.5.3) is by far
the largest respiratory chain enzyme complex. It consists of 45
different subunits and has a molecular weight of approximately
1 MDa. Complex I oxidizes NADH and the electrons that are
released from NADH are transferred to a flavin mononucleotide
present in complex I and subsequently via a channel of 8 iron
sulfur clusturs within the peripheral arm of the complex towards
CoQ10 that is present in the innner mitochondrial membrane
(9). The redox reaction of complex I is directly coupled to the
pumping of protons by complex I from the mitochondrial matrix
across the mitochondrial inner membrane to the mitochondrial
intermembrane space, which is in direct connection with the
cytosol for small ions. Complex II (succinate dehydrogenase;
EC 1.3.5.1) oxidizes FADH2 and translocates electrons towards
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CoQ10. Complex II is the only respiratory chain complex that
does not contribute to the mitochondrial proton gradient. Com-
plex III (ubiquinol:cytochrome c oxidoreductase; EC 1.10.2.2)
translocates the electrons from CoQ10 to cytochrome c, a small,
haeme-containing protein that acts as an electron carrier be-
tween complexes III and IV of the respiratory chain. The last
step of the respiratory chain is complex IV (cytochrome c oxi-
dase; EC 1.9.3.1), that oxidizes cytochrome c and transfers the
electrons to molecular oxygen, which leads to the generation of
water. The pumping of protons by the respiratory chain com-
plexes I, III, and IV across the inner mitochondrial membrane
increases the pH of the mitochondrial matrix and generates a
potential difference between matrix and inter membrane space.
Complex V (adenosine triphosphatase; EC 3.6.1.3) utilizes the
potential energy of the proton gradient to convert ADP and
phosphate into ATP.

Defects in the mitochondrial energy
generating system

In theory, a defect in any of the transport proteins and enzymes
mentioned above could result in a reduced mitochondrial energy
generating capacity. To date, primary defects at the protein and
DNA level have been found in PDHc, fumarase (EC 4.2.1.2)
(10), α-ketoglutarate dehydrogenase (2-oxoglutarate dehydroge-
nase) (11), succinate-CoA ligase (12, 13), complexes I (9), II
(14), III (15), IV (16), and V (17), the phosphate carrier (18),
and ANT. A functional defect in the pyruvate carrier has been
identified as well (5). In addition to these structural components
of the mitochondrial energy generating system, there are many
additional proteins involved in the production of these structural
components. These include the chaperones required to assemble
the enzyme complexes of the respiratory chain. The structural
building blocks of the OXPHOS system are encoded by multiple
genes. Except for complex II, these genes are located in both the
nuclear and the mitochondrial genomes. Most nuclear genetic
defects in these structural genes result in an isolated enzyme
deficiency, although several examples have been described of
patients with a mutation in a complex I gene that also result
in reduced enzyme activities of other enzyme complexes, e.g.
complex III and PDHc, indicating that these complexes have a
higher order of organisation that can be disturbed by defects in
one of the complexes. The existence of the so-called supercom-
plexes has become more apparent by functional and structural
studies in the last few years. Many different pathogenic point
mutations and rearrangements in the mtDNA have been found
in the last two decades. Depending on the type of mutation,
these can cause either isolated or combined deficiencies of com-
plexes I, III, IV, and V (19). The mitochondrial genome (or
mtDNA) is replicated by a dedicated polymerase, POLG. De-
fects in the POLG gene leads to depletion of, and/or deletions in,
the mtDNA. This causes isolated or combined deficiencies of the
mtDNA encoded OXPHOS complexes I, III, IV, and/or V. Fur-
thermore, defects in proteins involved in nucleotide metabolism
can lead to mtDNA depletion and OXPHOS deficiencies as well.
Depletion has also been observed in patients suffering from a
defect in the TCA cycle enzyme succinate-CoA ligase, although
the underlying mechanism is not yet fully understood (12, 20).

The transcription and translation of mtDNA encoded proteins
involves several mitochondria-specific proteins, in which de-
fects also lead to combined OXPHOS enzyme deficiencies (21,
22). A special class of defects are those leading to a CoQ10

deficiency. The biosynthesis of CoQ10 is a multistep process
that has been completely elucidated in yeast. In humans, sev-
eral steps of this process have been shown to exist as well,
and three different genetic defects in this pathway have been
identified to date (23).

Tools and Techniques to Study
the OXPHOS System
There are several approaches to perform biochemical analyses
of the OXPHOS system. This chapter will focus on assays to
perform structural analyses, enzyme activity assays, and ATP
production, oxygen consumption and substrate oxidation assays.

Structural analysis of the OXPHOS
system
Blue-Native PAGE is a technique that is very suitable to study
the relative amounts and the assembly status of OXPHOS com-
plexes (24, 25). It can be performed as either a 1D or a 2D assay.
In the 1-dimensional approach, the complexes are separated on
a non-denaturing acrylamide gel containing the Commassie dye
Serva Blue G. All 5 complexes can be visualised in this way. In
the 2-dimensional approach, the second dimension is a denatur-
ing SDS-PAGE, resulting in the separation of the OXPHOS
complexes into their individual protein building blocks. Af-
ter blotting, more specific staining methods can be performed,
e.g. using anti-OXPHOS complex antibodies. This can provide
detailed information on the assembly status of the OXPHOS
complexes. Another powerful tool to perform structural analy-
sis of OXPHOS complexes is by immunopurification followed
by mass spectrometric analysis of the isolated complexes. Us-
ing this approach, it has been shown that bovine complex I (and
presumably also human complex I) consists of 45 different sub-
units (26). Recently, this technique has lead to the identification
of Ecsit as a protein involved in complex I assembly, as it was
found to be associated with complex I (27). This is quite an
unexpected finding, as Ecsit was previously known as a cytoso-
lic protein involved in a pro-inflammatory signal-transduction
pathway from a Toll-like receptor and in embryonic develop-
ment (28). By immunopurification and mass spectrometry, it
could be shown that Ecsit associates with complex I, and that
the N-terminal part of Ecsit appears to be required for mito-
chondrial import (27).

Enzyme activity assays
The traditional way to determine OXPHOS enzyme activities
is by spectrophotometry. Several assays have been described
for all 5 OXPHOS complexes. The assays are performed in
homogenates of tissue samples or cultured cells, in crude
mitochondria-enriched 600 g supernatants of tissue/cell ho-
mogenates, or in mitochondrial preparations from 14000 g pel-
lets derived from 600 g supernatants. Obviously, the higher the
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purity of the mitochondrial preparation, the higher the specific
activity of the enzymes measured. Therefore, very high specific
activities can be achieved by using immunopurified complexes
(29), although this approach is not widely applied yet. In ad-
dition to enzyme activity assays in solution, BN-PAGE can be
used to estimate OXPHOS enzyme activities by in-gel activity
assays (30). In-gel activities are particularly suitable to monitor
relative activities, e.g. to evaluate changes in enzyme activi-
ties under different experimental conditions. For quantitative
enzyme activity measurements, spectrophotometric analysis is
the method of choice. Table 1 contains a summary of the most
commonly used spectrophotometric enzyme assays for measure-
ment of the OXPHOS enzymes. Below, a brief description of
these assays is given.

Complex I
Spectrophotometric assays for measuring the activity of com-

plex I (or NADH:ubiquinone oxidoreductase) are usually based
on measurements of NADH, which is oxidized by complex I to
NAD+. In addition, the assay requires CoQ as a cosubstrate for
complex I. Usually CoQ1 or decylubiquinone are used because
these have better solubility than CoQ10. Assays usually contain
bovine serum albumine, which probably is required to stabi-
lize the protein sample and to aid the solubilization of CoQ
analogues. The specific activity of complex I can be deter-
mined by measuring the rate of NADH conversion at 340 nm
in the absence and presence of the specific complex I inhibitor
rotenone (31). Recently, our lab described a new assay that
measures complex I by including 2,6-dichlorophenolindophenol
(DCIP) as a terminal acceptor of electrons that are derived from
the oxidation of NADH and the subsequent reduction of the
CoQ-analogue decylubiquinone (32). DCIP reduction can be
followed spectrophotometrically at 600 nm. As the molar ab-
sorption coefficient of DCIP at 600 nm is more than 3 times
higher than that of NADH at 340 nm, this new assay has a
much higher sensitivity than the assay that measures NADH,
with similar specificity. Complex I can also be measured as
NADH:cytochrome c oxidoreductase, in which the combined
activity of complex I + CoQ10 + III is measured by addition
of NADH and oxidized cytochrome c as substrates. The as-
say measures the rotenone-sensitive reduction of cytochrome c,
which can be followed spectrophotometrically at 550 nm.

Complex II
Complex II is usually measured in two ways: either as suc-

cinate:ubiquinone oxidoreductase or as succinate:cytochrome
c oxidoreductase. The most commonly used assay for succi-
nate:ubiquinone oxidoreductase (or isolated complex II) uses
DCIP in the same way as described above for the new com-
plex I assay, only in this case succinate is added as a substrate
(instead of NADH). The specificity of DCIP reduction can be
determined by measuring in the presence or absence of mal-
onate, a specific inhibitor of complex II. The assay for succi-
nate:cytochrome c oxidoreductase (or complex II + III) uses
succinate and oxidized cytochrome c as substrates and mea-
sures the reduction of cytochrome c, which can be followed
spectrophotometrically at 550 nm. The assay is also suitable to
screen for coenzyme Q deficiencies, as it is dependent on the
endogenously present CoQ10. In case of a CoQ deficiency, a
reduced succinate:cytochrome c oxidoreductase activity will be

observed that can be normalized by addition of exogenous CoQ
to the reaction mixture (33).

Complex III
Complex III (ubiquinol:cytochrome c oxidoreductase) re-

duces cytochrome c and oxidizes reduced CoQ. In addition
to these substrates, the assay contains a strong complex IV
inhibitor (e.g. potassium cyanide) to prevent re-oxidation of re-
duced cytochrome c. The complex III activity can be derived
from the rate of cytochrome c reduction, which can be followed
at 550 nm. The specificity of the assay is determined by mea-
suring in the absence or presence of antimycin A, a specific
inhibitor of complex III activity.

Complex IV
Complex IV (cytochrome c oxidase) is measured by addition

of reduced cytochrome c to the reaction mixture. The oxidation
of cytochrome c can be followed at 550 nm. This assay has a
low background activity, and measurement in the absence and
presence of a selective inhibitor is not necessary.

Complex V
The activity of the ATP-forming enzyme complex V is usu-

ally assessed by determining the reverse reaction ATP → ADP
+ Pi. The reaction is coupled to reactions catalyzed by pyru-
vate kinase (ADP + phosphoenolpyruvate → pyruvate + ATP)
and lactate dehydrogenase (pyruvate + NADH → lactate +
NAD+). This final reaction can be followed spectrophotometri-
cally by measuring NADH at 340 nm. The activity of complex
V (ATPase) can be derived from the rate of NADH conversion
in the presence and absence of the specific complex V inhibitor
oligomycin.

Other enzymes
In addition to assays for the OXPHOS enzymes, assays have

been described for many other enzymes involved in the MEGS.
For PDHc, various types of diagnostic assays have been de-
scribed and are widely used (33). Also for the TCA cycle
enzymes various assays have been described, although to date,
pathogenic defects have only been found in α-ketoglutarate de-
hydrogenase (38), succinate-CoA ligase (12), and fumarase (39).

The mitochondrial energy generating
system

As outlined above, the generation of ATP from pyruvate by
the mitochondrion involves many different transporters and
enzymes. A subset of the individual components can be assayed
individually (e.g. the respiratory chain enzymes). In addition,
the process of ATP generation can be studied by using assays
that provide information of the mitochondrial energy generating
system (MEGS) in toto, and moreover, on the functioning of
individual enzymes in the context of the intact mitochondrion.
Several types of assays have been developed and are described
below. For all these assays, a crucial factor is the integrity
of the mitochondria, since the generation of ATP is dependent
on an inner mitochondrial membrane potential. Therefore, it is
important to include control experiments that test the coupling
of the ATP synthesis to the respiratory chain, as this will
provide information on the integrity of the inner mitochondrial
membrane.
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Table 1 Summary of respiratory chain, complex V and PDHc activity assays. All assays are spectrophotometric assays except
for the PDHc assay with CO2 detection, which is a radiochemical assay. The specific inhibitor indicated is used for blank
measurements. Non-standard abbreviations: UQ1: ubiquinone-Q1; DQ: decylubiquinone; DCIP: 2,6-dichlorophenolindophenol,
PK: pyruvate kinase; LDH: lactate dehydrogenase; AABS: p-[p-(aminophenyl)azo]benzene sulfonic acid; ArAt: arylamine
acetyltransferase

Enzyme Activity measured Substrates Specific inhibitor Detection References

complex I NADH:ubiquinone
oxidoreductase

NADH, UQ1 rotenone NADH (340 nm) [31, 33, 35]

NADH, DQ rotenone DCIP (600 nm) [32]
complex I + III NADH:cytochrome c

oxidoreductase
NADH,

cytochrome c
rotenone cytochrome c

(550 nm)
[33]

complex II succinate:ubiquinone
oxidoreductase

succinate, DQ malonate DCIP (600 nm) [33, 35]

complex II + III succinate:cytochrome
c oxidoreductase

succinate,
cytochrome c

malonate cytochrome c
(550 nm)

[33, 35]

complex III ubiquinol:cytochrome
c oxidoreductase

DQ (red),
cytochrome c

antimycin A cytochrome c
(550 nm)

[33, 35]

complex IV cytochrome c oxidase cytochrome c (red) none cytochrome c
(550 nm)

[33, 35]

complex V F1-ATPase ATP oligomycin NADH (via
PK/LDH at
340 nm)

[33, 35]

PDHc pyruvate
dehydrogenase

pyruvate, NADH,
CoA

none CO2 (radiochemi-
cally)

[35, 37]

NADH (340 nm)
Acetyl-CoA (via

AABS/ArAt at
460 nm)

ATP production assays

Two types of ATP production assays can be discriminated.
The first type is performed in cultured cells permeabilized
by digitonin (40), or in mitochondria-enriched fractions from
tissue homogenates (41). Different substrates can be added to
monitor different metabolic routes that lead to mitochondrial
ATP synthesis. For example, by addition of pyruvate and malate,
pyruvate enters the mitochondria via a pyruvate carrier and
is subsequently metabolized by pyruvate dehydrogenase to
acetyl-CoA that is further metabolized in the citric acid cycle
where it is coupled to oxalate that is the product of malate
dehydrogenase. As the ATP production rate is under the control
of the ADP/ATP ratio, an excess of ADP should be present in
the assay. In this way, the pathway from the pyruvate carrier
to ATP can be monitored. Any primary defect in this pathway
will result in a decreased ATP production rate. Therefore, this
type of assay is very suitable as a diagnostic tool to screen for a
defect in the MEGS. The second type of ATP production assay
is restricted to cultured cells. In this assay, luciferase is used
as an ATP sensor in vivo. Luciferase, an enzyme derived from
the firefly, converts its substrate luciferin under the emission of
light. This reaction requires ATP, and thus, the amount of light
produced is a measure for the amount of ATP. Cells can be
stably transfected with an expression vector encoding luciferase
(42), infected with a virus that encodes luciferase (43), or
microinjected with plasmid DNA encoding luciferase (44). By
addition of an appropriate targeting sequence, luciferase can be

expressed specifically in the mitochondria in order to monitor
intramitochondrial ATP. The ATP levels can be monitored by
luminometry. A more sophisticated aproach is to determine
subcellular (e.g. intramitochondrial) ATP levels by a microscope
coupled to a CCD camera. When cells are placed in a flow cell
under the microscope/CCD camera system, they can be exposed
to different stimuli that regulate ATP production, in particular
hormones that lead to intracellular Ca2+ fluxes, which stimulate
mitochondrial ATP production (43). This can be monitored
real-time by means of the camera. In contrast to the first type of
ATP assay, this real-time ATP assay is not only dependent on
the integrity of the mitochondrial ATP generating machinery,
but also on the intracellular mechanisms that regulate ATP
production. This set-up is very suitable to perform functional
studies of the mitochondrial energy generating system in vivo
and the factors that affect the activity of this system, but is less
suitable as a diagnostic tool.

Substrate oxidation rate measurements

Substrate oxidation rate measurements provide detailed infor-
mation on the functioning of the MEGS (41). The MEGS
performs three decarboxylation reactions, at the level of PDHc,
isocitrate dehydrogenase, and 2-oxoglutarate dehydrogenase. By
using radiolabeled substrates in which the radiolabel is present
at a carboxyl residue, the activity of the MEGS can be fol-
lowed by measuring the amount of released radiolabeled CO2.
Usually, combinations of radiolabeled substrates and unlabeled
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co-substrates are used, either in the presence or absence of
specific inhibitors. An example is the use of radiolabeled pyru-
vate, which is decarboxylated by PDHc. To force the reaction
to proceed at maximum rate, the reaction contains an excess
of ADP, in order to maintain a high ADP/ATP ratio. In ad-
dition, the acetyl-CoA formed by PDHc has to be removed
by addition of an appropriate co-substrate. When carnitine is
used as cosubstrate, it will be coupled to the acetyl group
of acetyl-CoA by carnitine-acetyl transferase. When malate is
used as a co-substrate, this will be converted to oxalate in the
TCA cycle which is subsequently coupled to the acetylgroup
of acetyl-CoA by citrate synthase. When these assays are per-
formed in a control sample, e.g. a muscle sample from a healthy
individual, the ratio of the pyruvate oxidation in the presence of
carnitine or malate will be approximately 1. Also in a sample
from a PDHc deficient patient, this ratio will be near 1, how-
ever, in that case both reaction rates will be equally reduced due
to the PDHc defect. Interestingly, in case of a respiratory chain
defect, the ratio between these two reactions will be around 2 in
favour of the reaction with carnitine (41). As this latter reaction
does not directly involve a TCA cycle enzyme, an unfavourable
NADH/NAD+ ratio will have much less effect on the PDHc ac-
tivity when carnitine is used as a co-substrate compared to the
reaction with malate as a co-substrate. As a final example, in
case of a complex V defect, the reaction of pyruvate + malate
will have a lower rate than in a control sample. Addition of the
uncoupler CCCP will result in a normalization of the reaction
rate, a phenomenon that is also observed in case of a defect in
the phosphate carrier or the ATP:ADP antiporter ANT.

Oxygen consumption assays
In principle, oxygen consumption rate assays can be used for
the same purposes as substrate oxidation rate assays. Also in
this case, the pathway from the substrate of choice down to
molecular oxygen conversion by complex IV can be evaluated,
and even the steps beyond complex IV that are of influence on
the activity of complex IV, such as complex V (45). The assay
can be performed either in cellular or tissue extracts or in whole
cells in vivo or ex vivo. The classical way to detect molecular
oxygen is electrochemically by using a Clark-type oxygen
electrode (45). More recently, molecular probes have been
developed that made it possible to perform oxygen consumption
rate measurements by fluorimetry (46, 47). This latter type of
assay has the advantage that small volumes can be tested in
96-well plates using relatively simple laboratory equipment.
By using appropriate combinations of substrates, the oxygen
consumption rate measurements are suitable to locate primary
defects in the MEGS, in a similar manner as with radiochemical
substrate oxidation rate assays.

Diagnostic Biochemical Analysis
of the Mitochondrial Energy
Generating System
The mitochondrial energy generating system requires efficient
interplay between a large number of different proteins and pro-
tein complexes, which by themselves can be made up of large

numbers of individual subunits that have to be assembled in an
ordered manner. This complexity of the mitochondrial energy
generating system is probably one of the main reasons for the
heterogeneity of mitochondrial disorders. Due to this clinical
diversity, establishing the diagnosis “mitochondrial disorder”
usually requires a combination of clinical, chemical, biochem-
ical, and genetic examination of the patient suspected for a
mitochondrial disorder (48–50). The biochemical analysis of a
muscle biopsy is the corner stone of the diagnostic examination
for mitochondrial disorders. The results will show whether or
not the MEGS functions properly in this tissue. Unfortunately,
the number of (potentially) mitochondrial disease causing can-
didate genes is very large, and molecular genetic techniques to
rapidly sequence hundreds of candidate genes in a diagnostic
setting are not yet available. The biochemical results are not
only diagnostic in their own right, but, in combination with the
clinical features of the patient, also provide important clues that
are used to select candidate genes for molecular genetic analy-
sis. Nevertheless, the diagnosis mitochondrial disorder can not
always be made at the molecular genetic level, in particular in
those cases in which a comprehensive biochemical analysis has
not been performed.

The biochemical diagnostic analysis of a patient suspected
for a mitochondrial disorder is usually performed on a muscle
biopsy, as this tissue has a very high energy demand and is more
likely to exhibit signs of mitochondrial dysfunctioning than
tissues with a relatively low energy conversion rate. Depending
on the clinical features, it could be considered to examine other
types of tissue, such as liver or heart. It has been shown that in
mitochondrial depletion syndromes with liver involvement, e.g.
due to mutations in DGUOK or MPV17, muscle tissue may
not always show biochemical abberations while liver shows
clear signs of enzyme deficiencies (51, 52). Obvious drawbacks
of organ or muscle biopsies are that an invasive procedure is
required to obtain the tissue sample. Technically, it is possible
to measure in fibroblasts or even blood samples, but these do
not always express the mitochondrial defect. Nevertheless, these
types of samples do have a very important added value to the
biochemical diagnosis. First of all, a positive or a negative
fibroblast result in combination with a positive muscle result
has consequences for the selection of candidate genes for
subsequent molecular genetic analysis. For example, in case
of a mitochondrial depletion syndrome due to mutations in the
POLG gene, very severe enzyme deficiencies can be observed
in muscle and/or liver, whereas fibroblasts often show normal
enzyme activities (53). By contrast, in case of a mitochondrial
translation defect, respiratory chain enzyme deficiencies are
observed both in muscle and in fibroblasts. A second important
aspect of fibroblast (or lymphocyte) analysis is that a systemic
expression of a biochemical defect may allow for prenatal
diagnosis on the basis of biochemical analysis of chorionic
tissue or amniocytes in families of mitochondrial patients in
which the underlying molecular genetic defect has not (yet)
been identified (54).
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Mitogen-activated protein kinases (MAPKs) are significant mediators in
signal transduction pathways from the membrane to intracellular
compartments including the nucleus. They regulate the functions of many
gene products and therefore affect cell growth, differentiation, and death.
Three main MAPK subfamilies have been identified and are studied widely.
All function in cascades that include at least three tiers of protein kinases.
Selective kinase inhibitors have been developed; they are powerful tools to
study the physiologic functions of MAPKs and, in some cases, are promising
and effective drugs. In this article, the regulation of the three main MAPK
pathways is sketched, and the status of MAPK inhibitors and their inhibiting
mechanisms are highlighted.

Signal transduction pathways play important roles in transduc-
ing environmental changes to the regulatory machinery in the
cell, which allows cells to alter their behavior rapidly to re-
spond appropriately to those changes. Protein kinases are major
and critical components of signaling pathways. More than 500
genes that encode protein kinase domains have been identified in
the human genome. They share conserved domains in sequence
and in structure, but they have notable differences in regula-
tory mechanisms that are often similar within subfamilies (1).
Mitogen-activated protein kinases (MAPKs) are protein Ser/Thr
kinases that are involved in a broad range of cellular events,
such as cell proliferation, cell death, homeostasis, acute hor-
monal responses, and the morphologic changes of embryogene-
sis and cell differentiation (2–9). Perturbation of these pathways
results in diseases such as cancers, diabetes, inflammation dis-
orders, and autoimmune disorders. Therefore, MAPKs are im-
portant targets for drug development. The regulation of MAPK
pathways has been studied widely. Several model systems have
been established, including activating those pathways by var-
ious stimuli and identification of in vitro and possible in vivo
substrates. However, novel strategies and tools for studying the
physiologic functions of MAPKs are still needed. With the iden-
tification of the first inhibitors for the ERK1/2 MAPK pathway,
PD098059 and U0126 (10, 11), pathway-specific inhibitors have
proven indispensable in determining MAPK functions in bio-
logic systems. The lack of absolute specificity is a well-known
disadvantage of protein kinase inhibitors and will be discussed
in the context of MAPK pathways. The advantages are many
and include the possibility of investigating pathways in many

cells and in whole animals. Moreover, these inhibitors may have
therapeutic potential as anticancer or anti-inflammatory drugs,
for example. Thus far, several dozen protein kinase inhibitors
are in clinical development currently, and many more are in
preclinical studies (12–14). In this article, the main MAPK sub-
families and their regulation are introduced and the status of
selected small molecule inhibitors of MAPK pathways will be
discussed with a focus on inhibitory mechanisms. For the sake
of space, references are made to more extensive reviews that
cite the primary literature.

Background
The MAPKs are protein kinases activated by growth factors,
hormones, cytokines, and environmental stresses. One or more
MAPKs are activated by almost every cell stimulus. The first
MAPKs sequenced, Kss1p and Fus3p, are also the kinases
most similar to mammalian ERK1/2 and were found in the
pheromone response pathway of the budding yeast nearly 20
years ago (8). Subsequently, activities found in mammalian
cells that favored Ser/Thr residues followed by Pro in sub-
strates were purified and were shown to be mammalian MAPKs.
More than a dozen mammalian MAPKs have now been identi-
fied. The hallmark of the MAPK family is the tri-peptide motif
(Thr-Xxx-Tyr) located within the activation loop (T-loop) of the
kinase domain, which contains the two sites phosphorylated to
activate the kinases (2–9). Based on the canonical TX Y motif
and other features of the primary sequence, MAPKs are clas-
sified even more into three major subgroups: the extracellular
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signal-regulated protein kinase (ERKs), the c-Jun N-terminal
kinases or stress-activated protein kinases (JNK/SAPK), and
the p38 family of kinases (p38). Although many upstream in-
puts exist at each step of the cascade, each MAPK pathway
can be viewed as a linear kinase cascade that contains at least
three layers of protein kinases. Upstream MAPK kinase ki-
nases (MAP3Ks) phosphorylate and activate MAPK kinases
(MAP2Ks), which further phosphorylate and activate down-
stream MAPKs with great selectivity. The activated MAPKs
then phosphorylate their target proteins, which include other
protein kinases, other enzymes, transcription factors, and cy-
toskeletal and regulatory factors involved in cell attachment and
migration, for example. The cascades that culminate in activa-
tion of the three major MAPK groups are summarized briefly
below (Fig. 1).

ERK pathways

To date, six MAPKs termed ERKs [ERKs 1, 2, 3, 4, 5, 7
(also called ERK8 depending on species)] have been identified
(7–9). All but ERKs 3 and 4 contain the highly conserved TEY
(Thr-Glu-Tyr) motif in the activation loop. The atypical ERKs
3 and 4 possess a SEG (Ser-Glu-Gly) activation loop sequence
instead. ERK1/2 are the archetype MAPKs and also are the
best-studied kinases in this subgroup. To some extent, ERK1/2
respond to most ligands and other cellular stimuli; nevertheless,
the most pronounced responses are to growth factors, serum,
phorbol esters, and cytokines [frequently reviewed, e.g., (2), and
other articles in that volume]. ERK1/2 are 43 and 41 kDa pro-
teins with 83% sequence identity. The MAP3Ks that activate
ERK1/2 include Raf-1 (or c-Raf) and B-Raf, most typically,
A-Raf where it is expressed, and Mos and Tpl2 under very spe-
cific circumstances that have been reviewed in detail (2). Raf-1
is the best studied MAP3K for this pathway and is expressed

ubiquitously. Once stimulated, it is phosphorylated and then ac-
tivates the MAP2Ks MEK1/2, which in turn phosphorylate and
activate ERK1/2. B-Raf can associate with and activate Raf-1,
and this association can be involved in the transforming events
caused by B-Raf in certain tumors (15).

ERK5, which is also well studied, is known as big MAP
kinase 1 (BMK1) because it is twice the size of ERK1/2.
Although ERK5 shares a TEY motif in its kinase domain, it
contains a unique long C terminus that may have important
regulatory functions (5). In the ERK5 pathway, the upstream
kinase of ERK5 is MEK5 but not MEK1/2. MEK5 may be
phosphorylated by the MAP3Ks MEKK2, MEKK3, Tpl2, and
mixed-lineage kinases (MLKs). However, scaffolding is thought
to distinguish settings in which these MAP3Ks act on ERK5
compared with other MAPKs discussed below (16). In common
with ERK1/2, ERK5 is activated in response to serum and
growth factors such as nerve growth factor and epidermal
growth factor. ERK5 is more sensitive than ERK1/2 to many
stress stimuli, such as oxidative stress and hyperosmolarity,
although all three may be activated (5).

Compared with ERK1/2 and 5, the other ERKs are studied
much less. Their regulatory mechanisms are less understood and
may not involve dedicated MAP2Ks (7, 9).

JNK pathways

JNK (c-Jun N-terminal kinase) was first identified as the UV-
induced activity responsible for phosphorylating, and thereby
activating the proto-oncogene c-Jun (5). At the same time, they
were found as SAPKs (stress-activated protein kinases), which
are proline-directed kinases activated by growth factors and
biosynthetic inhibitors such as anisomycin. Common stimuli
that activate JNKs include inflammatory cytokines; fatty acids;
and environmental stresses such as UV, osmotic shock, heat
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shock, ionizing radiation, oxidative stress, and, to a lesser ex-
tent, growth factors. In mammals, three genes encode highly
related but distinct JNKs/SAPKs: JNK1/SAPKβ, JNK2/SAPKα,
and JNK3/SAPKγ. These proteins, which exist in 10 or more
alternatively spliced forms, share more than 85% identity in the
core kinase domain. JNK1 and JNK2 are ubiquitous, whereas
JNK3 is expressed primarily in neuronal tissues and in the
cardiac myocyte. The JNKs are activated by dual phosphory-
lation on the activation loop TPY (Thr-Pro-Tyr) motif by the
MAP2Ks MEK4 and MEK7. Interestingly, MEK4 displays a
preference for tyrosine and MEK7 for threonine, which sug-
gests that MEK4 and MEK7 activate JNKs synergistically (5).
Many MAP3Ks have been reported to activate MEK4/7, includ-
ing MEKK 1-4, ASKs, Tpl2, MLKs, and TAK1 (4, 5, 7, 17).
Knockout studies have suggested that different MAP3Ks are
involved in JNK activation by different stimuli. JNK has impor-
tant roles in determining cell fate during metazoan development;
as well as an involvement in tumorigenesis, inflammation, and
obesity (18). JNK inhibits insulin signaling through phosphory-
lation and desensitization of insulin receptor substrate 1 (25–1).
Obesity results in JNK activation, which suggests that JNK in-
hibitors may hold promise for the treatment of type 2 diabetes,
insulin resistance, and obesity (19). JNK activation may lead
to apoptosis in appropriate settings. Originally, the phenotype
of JNK knockout mice connected JNKs with both the immune
response and the apoptosis.

p38 pathways

Originally, p38 (p38α) was identified in three laboratories in
three distinct contexts. It was found as the molecular tar-
get in a screen for drugs that inhibit tumor necrosis factor
α-mediated inflammatory responses, a 38 kDa protein rapidly
phosphorylated in response to lipopolysaccharide stimulation,
and a stress-activated kinase that activated MAPKAP kinase 2
(2, 5–7). Four p38 isoforms, p38α, p38β, p38γ/SAPK3/ERK6,
and p38δ/SAPK4, have been identified in mammals. Although
all retain a TGY activation loop motif, they have only slightly
more than 60% sequence identity to one another. A result of this
relatively low sequence identity is the limited cross-reactivity
of antibodies with all the family members and the lack of ef-
fects of some inhibitors on all of the isoforms. The isoforms
also differ in their tissue distribution, activating stimuli, and
downstream substrates. p38α is the best studied. The activity of
p38α is stimulated by growth factors; stresses such as UV light,
osmotic shock, and ionizing radiation; as well as inflammatory
cytokines such as tumor necrosis factor (TNFα) and interleukin
1 (26–1) (2, 5–7). Once stimulated, p38 is activated by dual
phosphorylation on the TGY (Thr-Gly-Tyr) motif by the up-
stream MAP2Ks MEKs 3 and 6. These upstream kinases have
preferential effects on different p38 isoforms. p38α, p38γ, and
p38δ are phosphorylated by both MEK3 and MEK6, and p38β

is phosphorylated preferentially by MEK6. MEK3/6 can be acti-
vated by the MAP3Ks MEKK1-4, MLKs, ASK1, TAK1, DLK,
and TAOs. It is well known that p38 is involved in inflammation,
apoptosis, and cell differentiation.

MAPK Inhibitors

The functions of MAPKs have been studied primarily us-
ing dominant negative mutants. Constitutively active point
mutants of MAPKs are not available, and other constitutive
forms involve fusions or mutations of multiple residues. Active
MAP3Ks and MAP2Ks have also been expressed, but overex-
pressed MAP3Ks in particular often activate other pathways
in addition to those intended (7). The development of spe-
cific inhibitors for each subfamily of MAPKs and inhibitors
that act at different levels in these pathways would facilitate
our understanding of the complex interactions of these signal-
ing cascades greatly. Inhibitors for some MAPK, MAP2K, and
MAP3K family members have been developed. These inhibitors
have assisted in identifying physiologic substrates and cellular
functions of these enzymes. Selected inhibitors of MAPKs are
shown in Fig. 1.

Chemistry

Protein kinases have two substrates: target proteins and
ATP-Mg2+. Kinases transfer the γ-phosphoryl group of ATP to
hydroxyl acceptor groups of Tyr, Ser, and Thr residues within
target proteins. Phosphorylation may control the activation, in-
activation, protein interactions, stability, and localization of the
substrate. Crystallographic studies have shown that protein ki-
nases consist of two folding domains: a smaller N-terminal
domain composed largely of anti-parallel β-strands and a larger
C-terminal domain composed primarily of α-helices. The nu-
cleotide is bound in a cleft formed at the interface of the two
folding domains (ATP-binding pocket) (20–22). Protein sub-
strates bind largely outside of the active site cleft on the surface
of the C-terminal domain. The ATP binding pocket, together
with less conserved surrounding pockets, has been the focus
of inhibitor design. Most inhibitors target the ATP binding site
itself and are competitive with ATP. Thus, the potential for
any compound to inhibit multiple kinases is considerable. In-
hibitor specificity cannot be deduced from primary sequence
similarity among kinases, however, as should become clear in
the discussion below. Most JNK and p38 pathways inhibitors
fall into this group. A few inhibitors have been developed that
inhibit protein kinases by noncompetitive mechanisms. Gener-
ally, these inhibitors are allosteric inhibitors that bind outside the
ATP pocket to conformations other than the active one or bind
in a mode that prevents transition to the active conformation.
MEK1/2 inhibitors are good examples of this type of inhibition.
Inhibitors that are not competitive with ATP may be more effec-
tive than those that are ATP competitive in the cellular milieu
with ATP concentrations in the millimolar range. A common
binding site for several allosteric inhibitors exists in protein ki-
nases that have a conformational state in which the active site
segment containing the conserved DFG (Asp-Phe-Gly) motif is
moved out of the active site. This conformation is known as
the DFG out state. The aspartate in this motif coordinates Mg
bound to ATP and is important for positioning ATP for phos-
phoryl transfer. Inhibitors of the three major MAPK pathways
will be discussed below.
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ERK pathway inhibitors

Thus far, no potent ATP competitive inhibitors of ERK1/2 have
been reported. Because of the likely cross-reactivity of ATP
competitive inhibitors, compounds that inhibit through interac-
tions outside the ATP binding pocket are attractive. Substrates
bind to MAPKs on the opposite face from the active site in a
region, which are sometimes called the common docking or CD
site; this site can also influence kinase conformation (21). Small
molecule inhibitors that bind to the CD site of ERK2 have been
identified recently but have not received extensive testing (23).

Several inhibitors of upstream kinases Raf and MEK1/2 are
used widely in elucidating the physiologic roles of the ERK
pathways in a variety of biologic processes in cell culture
systems (Figs. 1 and 2) (12, 13). The MEK1/2 inhibitors U0126,
PD98059, and PD184352 (IC-1040) are noncompetitive with
respect to both MEK substrates, ATP and ERK1/2, which is

consistent with an allosteric mechanism of inhibition (24). They
are effective largely by preventing the activation of MEK1/2,
in addition to inhibiting MEK1/2 activity directly at higher
concentrations. The recently solved crystal structure revealed
that MEK1/2 have a unique inhibitor binding site located in an
interior hydrophobic pocket near but not in the Mg-ATP-binding
site. The binding of inhibitors induces several conformational
changes in unphosphorylated MEK1/2 that may lock them into
nonfunctional species (22). PD0325901 is a recently reported
MEK inhibitor, which was modified from PD184352 with
improvement of several pharmaceutical limitations. It has a
50-fold greater potency against MEK1 than PD184352, and
suppresses ERK1/2 activity longer.

The catalytic domains of MEK5 and MEK1 have just less
than 50% amino acid sequence identity and the MEK1/2 in-
hibitors PD98059, PD184352, and U0126 will inhibit the ERK5
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pathway through effects on MEK5. Inhibition of MEK5 occurs
at roughly 5-fold greater concentrations (7).

Recently, a benzimidazole derivative ARRY-142886 (AZD-
6244) has been reported as a highly potent and selective in-
hibitor of MEK1/2. The IC50 was determined to be 14 nM
against purified MEK1. This inhibitor is also not competitive
with ATP, which is consistent with the high specificity of this
compound for MEK1/2. It is currently in phase II clinical de-
velopment (12). A novel compound XL518 was announced by

Exelixis (South San Francisco, CA) as a potent and specific
inhibitor of MEK1/2, which has highly optimized pharmacoki-
netic and pharmacodynamic properties.

BAY 43-9006 (Sorafenib; Bayer/Onyx Pharmaceuticals,
Emeryville, CA) is a biaryl urea that inhibits Raf-1 kinase activ-
ity in vitro with IC50 value of 6 nM, and B-Raf with IC50 value
of 22 nM (25). This compound also inhibits some receptor ty-
rosine kinases, which include VEGF receptor family members,
PDGF receptor, Flt, and c-Kit, at close to the same potency,
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and other protein Ser/Thr kinases including p38α, p38β, and
RIP2 kinase (27, 14). The crystal structure of B-Raf with BAY
43-9006 shows that it binds in an allosteric site near to and
partially overlapping the ATP pocket of B-Raf in a DFG out
conformation, and it interacts with the residues of the kinase
activation loop. The interaction prevents the activation loop and
the catalytic residues from adopting a conformation that is com-
petent to bind and phosphorylate substrates. Several other Raf
inhibitors exist in different stages of clinical development in-
cluding Chir-265, PLX4032, GW5074, and ZM336372 (26).

JNK pathway inhibitors

SP600125 and CEP-1347 (KT-7515) are the two most com-
monly used inhibitors to probe JNK pathways (13). Both are
ATP competitive and have demonstrated efficacy for use in
vivo, with the successful intervention to decrease brain dam-
age (CEP-1347) or to ameliorate some symptoms of arthri-
tis (SP600125) in animal models (9). Both SP600125 and
CEP-1374 inhibit the JNK pathway; however, their targets are
different. SP600125 is an anthrapyrazolone that inhibits JNK1,
2, and 3 directly. The IC50 values are 40 nM for JNK1/2, and
90 nM for JNK3. Testing against a broad panel of protein ki-
nases has shown that SP-600125 inhibits at least 13 others with
a similar potency as the JNKs, including p38 (27). Therefore,
the activity of SP-600125 may not be attributed to the selective
inhibition of JNKs. Despite this, SP-600125 has been useful to
assess the role of JNK in cell culture and disease models, par-
ticularly in combination with p38 inhibitors described below.
CEP-1347 inhibits MAP3Ks of the MLK group, which inhibits
activation of the JNK pathway in those contexts in which MLKs
are the MAP3Ks. The in vitro and cellular potencies are sim-
ilar. Because of the role of JNK in diseases such as diabetes
and obesity, it has been important to find additional novel small
molecules that could inhibit the JNK pathway. At least two
pan-JNK inhibitors have been reported. The Celgene (Summit,
NJ) compound CC-401 has successfully completed a Phase I
trial for acute myelogenous leukemia. The Merck compound
AS602801 (Merck & Co., Whitehouse Station, NJ) may have
therapeutic potential in multiple sclerosis and fibrosis.

JIP-1 is a JNK pathway scaffold protein essential for JNK
activation in some systems. Like many substrates, JIP-1 binds
to JNK in the region generally called the common docking site
in MAPKs (28). With the identification of the key residues of
JNK required for interaction with the kinase interaction motif
of JIP-1, small peptide inhibitors (TI-JIP: RPKRPTTLNLF) de-
rived from JIP have been described (29). As expected, TI-JIP
was found to be competitive with respect to the phosphoaccep-
tor substrate c-Jun and to exhibit noncompetitive inhibition with
respect to ATP. It is not yet clear whether peptidomimetics or
small molecule inhibitors that might have clinical applicability
will be developed using information from JNK-JIP-1 interac-
tions.

p38 pathway inhibitors

Because the activation of p38 plays essential roles in the biosyn-
thesis and release of proinflammatory cytokines such as TNF-α

and interleukin-1β, blocking its activity may offer an effec-
tive therapy for treating many inflammatory diseases such as
rheumatoid arthritis and inflammatory bowel disease (2, 5–7).
Many p38 kinase inhibitors have been developed and have
been evaluated extensively in preclinical models of arthritis
(12, 13). Among them, SB203580, which is a pyridinyl imi-
dazole compound, has been used as the template for many p38
inhibitors, and it has been extremely useful to delineate the
function of p38. SB203580 inhibits the catalytic activity of p38
by binding to the ATP-binding site, but it does not prevent its
activation by MAP2Ks, based on ATP competition experiments
and crystallographic studies (30). SB203580 inhibits only p38α

and β isoforms, but not γ or δ isoforms. VX-745 (Vertex-745;
Vertex, Cambridge, MA), another p38α/β/γ inhibitor is a mod-
ified pyridinyl imidazole compound with better pharmacologic
characteristics. Although it progressed to a Phase II trial for
rheumatoid arthritis, additional development has ceased because
it crossed into the central nervous system.

A diaryl urea compound BIRB796 is a potent and selective
p38 allosteric inhibitor that bears little structural similarity to
SB203580. Structural analysis shows that BIRB796 competes
indirectly with the binding of ATP; binding requires a large
conformational change not observed previously for any of
the Ser/Thr protein kinases. BIRB796 interacts with a DFG
out conformation of p38 in which the activation loop has
been reorganized exposing a critical binding site; this structure
incompatible with ATP binding (31, 32). The specific binding
mode of BIRB796 suggests it will be a potent reagent in
the treatment of chronic autoimmune diseases. In contrast to
SB203580, BIRB796 inhibits not only p38α and p38β, but also
the γ and the δ isoforms. Other p38 inhibitors in clinical phase II
trials include VX-702 (Vertex), Scios 469 (Scios Inc., Mountain
View, CA), and PH-797804 (Pfizer Inc., New York, NY).
These compounds hold promise for the treatment of rheumatoid
arthritis and cardiovascular diseases.

Tpl2 is a MAP3K that can lie upstream of all three MAPK
pathways. It activates the translation of TNFα messenger RNA
and TNFα production through activation of MAPK pathways.
Therefore, Tpl2 inhibitors could be of value for treatment of
certain inflammatory diseases. A series of 1,7-naphthyridine-
3-carbonitriles and the related quinoline-3-carbonitrile (cyano-
quinoline) have been found to inhibit Tpl2 activity and are
promising for treatment of rheumatoid arthritis (33).

Key Experiments and Observations

X-ray crystallography is a powerful and direct tool to understand
kinase inhibitory mechanisms. Key experiments demonstrate
that inhibitors interact with multiple regions of kinases that
lead to mechanisms that may or may not be competitive with
substrates. As examples, p38 inhibitors fall into both groups.

Noncompetitive mechanism

All MEK1/2 inhibitors described above, U0126, PD098059,
PD184352, and ARRY-142886 are noncompetitive inhibitors.
From kinetic analysis, it was deduced that these inhibitors
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bind MEK1 outside of the substrate interaction sites (34). The
inhibitor binding site was revealed once the three-dimensional
structures of truncated MEK2 and MEK1 as ternary complexes
with MgATP and analogs of PD184352 were solved (22).
As shown by Ohren et al. (22), MgATP binds in a location
comparable with that in other activated protein kinases, whereas
the inhibitor binds in a binding pocket separate from but
adjacent to the MgATP site. The crystal structure shows that in
the presence of MgATP and PD184352-like compounds, the two
folding domains of unphosphorylated MEK1 adopt the closed
conformation typical of an activated protein kinase. This finding
is accompanied by marked changes in the conformation of the
kinase activation loop and helix C. The inhibition of the kinase
activity of MEK1/2 by PD 184352-like compounds is the result
of the stabilization of an inactive conformation of the activation
loop and helix C and a deformation of the catalytic site. The
presence of inhibitor in this site is thought to lock MEK1/2
into an inactive conformation that enables binding of ATP and
substrate but disrupts both the molecular interactions required
for catalysis and the proper access to the ERK activation loop.

Competitive mechanism

Most kinase inhibitors compete with ATP. SB203580 is
pyridinyl imidazole with structure shown in Fig. 2c. Young et
al. (35) first showed that SB203580 could bind to the inactive,
unphosphorylated form of p38 with a K d of about 40 nM. Bind-
ing in the active site was consistent with competitive inhibition
of p38 by SB203580. They showed that SB203580 could also
bind to activated, phosphorylated p38 and inhibit its activity. In-
hibition was ATP competitive with a Ki of 21 nM. The K m ATP
was increased from 200 µM to ∼1400 mmol/L in the presence
of 100 nM SB203580. Frantz et al. (36) compared the affinity
of SB 203580 directly for both active and inactive p38 with a
radioligand binding assay. They showed that the inhibitor could
bind equally well to inactive and active p38, which demon-
strates even more that binding of SB 203580 is independent
of p38 phosphorylation state. More direct evidence came from
the crystal structure of unphosphorylated p38 that showed a
pyridinyl-imidazole in the ATP pocket (37).

Ongoing and Future Research
Efforts

Selective kinase inhibitors are invaluable tools to dissect the
physiologic and pathophysiologic roles of protein kinases, to
identify new substrates, to identify model systems that allow
evaluation of potential clinical use, and importantly, to develop
new therapeutic agents.

Selectivity is critical for the use of protein kinase inhibitors
in basic research. Protein kinases are a large class of enzymes
related by sequence, all of which share the common capacity to
bind ATP (1). Most inhibitors developed to date are competitive
with ATP and bind in the active site. Thus, the potential for
inhibitor cross-reactivity is great. Hence, establishing whether
drug effects are caused by actions on the expected target or to

previously unrecognized targets is an important step to validate
their use.

We now understand that the entire kinase domain, not just the
active site, may provide binding sites for inhibitory interactions.
Inhibition may occur through selection of conformations that
prevent a functional active state. Allosteric modifiers offer the
possibility of high specificity and efficacy with reduced or dif-
ferent cross-reactivities relative to ATP competitive inhibitors.
With more and more kinase structures solved, the inactive forms
of kinases are becoming attractive targets for drug design, as
the inactive kinases may have more distinct active sites com-
pared with their active forms. Targeting the diverse inactive
conformations might improve the inhibition specificity. Another
approach may come from the development of nonphosphory-
latable substrate analogs to interfere with the kinase-protein
substrate association. These kinds of substrate-competitive in-
hibitors may also provide high specificity inhibitors with distinct
cross-reactivities because of the varied binding modes of protein
substrates.

Some MAPKs have several isoforms that may have different
functions. Gene knockout studies have suggested isoform-
specific roles. Thus, the development of inhibitors with the abil-
ity to interfere with one or a few isoforms as well as those that
inhibit all isoforms will be desirable to understand the biology
of these enzymes.
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Molecular recognition is critical to many fundamental processes in biology,
including enzymatic reactions, signal transduction, genetic information
processing, as well as molecular and cellular transport. The question of how
proteins selectively recognize and correctly associate with their partners is
an active research problem. For many proteins, experimental information
about the structures of their molecular complexes and the details of their
interactions are lacking. Macromolecular, structure-based computational
techniques provide a means to predict the interactions of proteins and to
investigate their recognition mechanisms. Here, we first discuss the general
mechanism of molecular recognition as a multistep process from diffusion
of one molecule toward the second to tight complex formation. We then
describe the main forces and the physical properties that govern
biomolecular interactions and introduce the principles of modeling them.
Finally, simulation methods and computational approaches for molecular
docking are briefly presented.

An understanding of the mechanisms of molecular recognition
provides the essential basis for rational structure-based drug
design and bioengineering. However, biomolecular recognition
is complex and is determined by a fine balance between dif-
ferent contributing properties such as shape, electrostatics, dy-
namics, and entropy. This complexity makes the modeling of
biomolecular recognition and the prediction of the properties of
biomolecular complexes challenging. Here, we first discuss the
factors important for biomolecular recognition that should be
considered in computational models. Then simulation methods,
such as Brownian and Molecular Dynamics, as well as other
computational techniques that are widely exploited for studying
protein–protein and protein–ligand recognition are presented.
Last, we describe the principles, approximations, and limitations
of some existing computational molecular docking approaches,
which provide a means to predict the structures of bound com-
plexes.

Biological Background

Molecular recognition is one of the most fundamental and
important processes in biology. It occurs between two or more
molecules, and it is involved in biochemical processes such
as enzymatic reactions, molecular transport in the cell, genetic
information processing, and protein assembly.

Although molecular recognition is of importance to all
biomolecules, the astounding molecular recognition properties
of the immune system have been the subject of investigations
since the nineteenth century. It is intriguing how a vast number
of chemically similar antibodies are serologically indistinguish-
able but can react with different antigens can be produced in one
species (1). Similarly, the major histocompatability complex can
recognize a huge variety of peptides. How the immune system
achieves this spectrum of molecular recognition properties is
still not fully understood. Nevertheless, studies of this molecu-
lar recognition process have been exploited practically, namely
in the design of vaccines that exploit the molecular recognition
between antibodies and cell surface antigens.

The recognition between proteins and nucleic acids has chal-
lenged scientists for a long time. RNAs, for example, are ca-
pable of enzymatic activity and make direct contributions to
substrate recognition and catalysis in ribonucleoproteins such
as the ribosome (2) and the spliceosome (3). Nearly all the
functions of RNAs are associated with the binding of proteins.
However, the question of how a protein recognizes a specific
RNA site, what effects it has on the RNA structure and dy-
namics, and how it promotes a specific RNA function are still
very demanding. It is, for example, of great interest to under-
stand how aminoacyl-tRNA synthetases achieve the specificity
needed to ensure faithful translation of the genetic code.
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An understanding of molecular recognition is of clear
importance for structure-based drug design and bioengineer-
ing. Different aspects of molecular recognition can be stud-
ied by experimental techniques such as yeast two-hybrid,
surface-plasmon resonance, atomic force microscopy, X-ray
crystallography, NMR spectroscopy, electron microscopy, and
isothermal titration calorimetry (4–10). The ability to model and
simulate molecular recognition in a computational manner is
complementary to these experimental approaches; it is not only
important for gaining a fundamental understanding of molecu-
lar recognition processes, but also it is of crucial importance for
applications such as the design of drugs.

Mechanisms of Molecular
Recognition

The mechanism of molecular recognition can be described
schematically as a multistep process. Two molecules first come
into proximity from afar. If active transport does not occur,
then this process will occur by diffusional association with
formation of a diffusional encounter complex, which is a loose
complex between the molecules. Depending on the degree of
burial of the binding sites, diffusion may occur of a small
molecule through its macromolecular receptor to the binding site
and this may require conformational changes in the receptor.
Finally, and usually after induced fit conformational changes,
the molecules will form a fully bound complex (11). The extent
to which induced fit exists as opposed to selection of a binding
conformation among a conformational ensemble of a protein is
the subject of debate (12); but presumably, it varies according
to the system, as does the extent of conformational change.

The binding process may be mediated first by long-range
electrostatic interactions between the two associating molecules
and then complemented by short-range van der Waals inter-
actions and hydrogen bonding. Water molecules can either be
displaced on binding or retained to mediate binding of the
molecules. The forces involved in the process of molecular
recognition are discussed in more detail later.

Kinetics and thermodynamics
of molecular recognition

The rate of binding of two molecules A and B and formation
of their complex AB can be quantified by the bimolecular
association rate constant (on-rate constant), kon, whereas their
unbinding is characterized by the dissociation rate constant
(off-rate constant), koff.

A + B
kon�
koff

AB

The binding affinity of two molecules can be quantified by the
equilibrium dissociation constant, Kd,

Kd = koff

kon
= [A][B]

[AB]

With the relation between Kd and the binding free energy
(Gibb’s energy), ∆G, Kd can be expressed as

Kd = C0 exp(−∆G/RT)

where R is the universal gas constant (∼8.31 JK−1 mol−1), T is
the temperature in K, and C0 is the standard concentration. The
dissociation constant is usually given in molar units (M).

The binding free energy ∆G is defined by the interplay
between two thermodynamic entities: binding enthalpy, ∆H,
and binding entropy, ∆S.

∆G = ∆H − T∆S

The phenomenon of “enthalpy-entropy compensation,” in
which one term favors binding and the other term disfavors
binding, is observed for many molecular recognition processes.
On one hand, the binding benefits from enthalpic contributions
that include electrostatic, hydrogen bonding, and van der Waals
interactions. On the other hand, the unfavorable loss of transla-
tional and rotational entropy occurs mainly due to the reduction
in the number of degrees of freedom of the molecules on their
complexation. Bimolecular binding is also disfavored by the
loss of flexibility of the molecules on binding, although it can
benefit from increased flexibility at a distance from the bind-
ing sites (allosteric effect). The displacement of water molecules
on binding may also be entropically favorable. Different sources
of entropic contributions to binding are discussed later (see the
section entitled “Entropy”).

Conformational changes on binding

The conformational flexibility of the molecules plays a very
important part in their binding. When a protein–protein complex
is modeled using the structures of the two proteins determined in
their unbound states, some key side chains or structural motifs
might be positioned to result in steric clashes or unfavorable
electrostatic interactions (13, 14). Therefore, on binding, the
intermolecular interactions should result in some degree of
induced fit. Induced fit can be defined as the collection of
conformational changes, which results in optimal interactions,
when two molecules come into contact (14).

These conformational changes in biomolecules can vary from
small-scale motions, which include bond stretching, bond angle
bending, and dihedral angle variations, to larger motions of the
main chain, which are the loops or entire domains of proteins.
Such changes occur on different timescales, which range from
picoseconds to hours, with amplitudes that extend to hundreds
of Ångstroms (15). Small changes in molecular conformation
can adversely affect molecular docking results when using rigid
molecular models. For example, Betts and Sternberg (16) have
found that RMS deviations of 0.6 Å for backbone and 1.7 Å for
side chain atoms affect protein–protein docking.

The dynamics of protein side chains occurs on the time
scale of picoseconds to milliseconds with RMS deviations
up to about 5 Å. Such motions include the rotation of side
chains between different rotamers. A “flexibility scale” for
protein side chains has been determined (17). It is known
that protein–protein interactions are critically dependent on
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“hot-spot” residues at the binding interface (18). Molecular
dynamic simulations have revealed that the hot-spot residues
are found frequently in the unbound proteins in the rotamers
observed in the protein–protein complex (19, 20). In contrast,
the side chains at the perimeter of the interface are mostly
found in nonspecific rotamers in the unbound protein, which
suggests that their final conformations are induced on binding.
It was proposed by Kimura et al. (19) that these side chains act
more as “latches” that hold the molecules together rather than
as “keys” fitting snugly into the binding pocket. According to
the mechanism of induced fit, these latches open before docking
and “fasten” to their partners later during the binding process.

The conformational rearrangements of backbone atoms and
of protein loops play a significant role in ligand recognition,
protein–protein association, DNA-binding, and so on (21–24).
For developing the docking methodology, Chen et al. (25)
and Vajda et al. (26) classified 59 protein complexes based
on their docking difficulty. The cases in which substantial
conformational changes of the backbone or loops between the
unbound and bound structures were observed were referred to
as “difficult.” Such backbone motion may be up to 10 Å or
more and can drastically modify the steric and the electrostatic
properties of the protein face presented to the partner. In some
cases, loop motion may be caused by large changes in as few
as two torsion angles (27), but sometimes the deformations are
distributed over more torsion angles (28, 29).

Large-scale domain or subunit motions are often classified
into hinge and shear motions (30). Short loops or elements
of secondary structure can serve as hinge regions. Interactions
of ligands with bending domains may cause the protein to
undergo certain conformational changes, which sometimes leads
to closure of a binding site, see Fig. 1.

The extent and the variation of the conformational changes
that can occur on molecular binding show the necessity for these
changes to be taken into account when modeling the molecular
recognition and the binding of two associating molecules.

Modeling Molecular Recognition

Modeling of the different steps of molecular recognition requires
suitable models of the corresponding forces and the energetic
contributions. These elements will be considered in the next
section.

Shape complementarity and van der
waals interactions

In 1894, Emil Fischer postulated that bimolecular recognition
is analogous to the matching of a “key” into its “lock,” in
which the “lock” refers to an enzyme and the “key” refers
to a substrate. Only the correctly shaped key (substrate) fits
into the hole (active site) of the lock (enzyme). Describing
molecular recognition in terms of structure and bonding in
the mid-1940s, Pauling defined the specificity of bimolecular
recognition, which occurs due to the mutually complementary
configurations of molecular surfaces. In other words, the surface

Figure 1 Illustration of conformational changes as result of ligand
binding into the pocket of Salmonella typhimurium O-Acetyl-Serine
Sulfhydrylase (OASS). The partial representation of the OASS structure in
the absence of the ligand (methionine) is shown in light rendering (PDB
entry 1OAS); the corresponding structure of OASS in the presence of the
ligand is shown in dark rendering (PDB entry 1D6 S). The ligand is
represented by spheres. The binding of the ligand induces conformational
changes, which lead to the closure of the binding site. It includes a
large-scale motion of the upper domain of OASS toward the binding site,
conformational change of the loop hindering the binding site, and the
change in conformation of a side-chain (Asparagine). The asparagine
adopts a different rotamer state on induced fit, which forms a
hydrogen-bond with an oxygen atom of the ligand.

of one molecule conforms closely to the surface of the other
molecule on bimolecular binding.

Molecular shape complementarity is critical to biomolecular
recognition and specificity. Even if the molecules change con-
formation on binding and water molecules are trapped at the
interface, bound complexes show high shape complementarity
(31). This shape complementarity is dependent on van der Waals
interactions between the binding molecules. Electron–electron
repulsion prevents atomic overlap and intermolecular penetra-
tion. However, induced dipole effects as atoms approach lead
to short-range attractive interactions.

The simplest approximation in modeling molecular recogni-
tion is to model just van der Waals repulsion by preventing
steric overlap (e.g., with an infinite wall potential or a geo-
metric shape description). The short-range attraction is usually
accounted for in modeling biomacromolecules with an em-
pirical energy function by means of a Lennard-Jones energy
(32, 33):

ELJ (rij ) = −Cij

r6
ij

+ Dij

r12
ij

where the first term describes the attraction and the second
term describes the repulsion between a pair of interacting atoms
where r ij is the distance between them. The coefficients C and D
depend on the type of the atoms and Dij = 0.5 Cij (r0

ij )
6, where
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r0
ij is the sum of the van der Waals radii of atoms i and j .

C ij is parameterized according to the Slater–Kirkwood equation
based on atomic polarizability and the number of outer-shell
electrons of interacting atoms (34, 35). For computational con-
venience, Lennard-Jones energies and forces are often computed
only for pairs of atoms within a defined “cutoff” radius of
about 10 Å (35).

Electrostatic interactions

Electrostatic interactions are long range, vary with distance
as 1/r , and play a significant role in molecular recognition.
Therefore, they are particularly important to model when sim-
ulating the initial diffusional step of biomolecular recognition.
Molecules are characterized not only by their net charges, but
also by their charge distributions. For modeling electrostatic in-
teractions, formal or partial charges are assigned to the atoms of
the interacting molecules. The simplest model to describe the
interactions between charges is Coulomb’s law, in which the
electrostatic energy E el of charges qA

i in molecule A and qB
j ,

in molecule B is given by

Eel =
∑
i ,j

qA
i qB

j

ε rij

where rij is the distance between atoms i and j , and ε is the
dielectric constant. The potential of a charge qi at the position
of atom j at distance rij in homogeneous dielectric ε is � =
qi/εr ij.

Weaker electrostatic interactions occur in a polar medium
such as water rather than in vacuum because of dielectric
screening. If the atoms in the system, including the water
molecules and ions of the solvent, are modeled explicitly,
then a relative dielectric constant εr is usually assigned as 1
(ε = ε0εr, where ε0 is the permittivity of free space). However,
when the molecules and the medium are treated implicitly, the
relative dielectric constant is used as a descriptor of the bulk
polarizability of the medium. Proteins tend to have a lower
relative dielectric constant than water because many dipolar
groups can be considered frozen into a hydrogen-bonded lattice
and therefore cannot reorient in an external electrostatic field.
Typical assignments of the εr for proteins range from 2 to 20.
Water, however, has a high εr around 80 because its dipoles
can reorient freely. This dielectric heterogeneity should be
accounted for in an electrostatic model of a system with protein
molecule(s) in water.

The Poisson equation (or Gauss’ Law) describes the elec-
trostatic potential of a fixed charged density of the solute
ρsolute(r). The exterior charge density of the ions in the solution,
ρexterior(r) is modeled by assuming a Boltzmann distribution.
The Poisson-Boltzmann (PB) equation is commonly applied to
molecules in aqueous solution to compute the electrostatic po-
tential of the system. The general form of the PB equation is

∇ · [ε(r)∇ · �(r)] = −4πρ(r),

ρ(r) = ρsolute(r) + ρexterior(r)

where �(r) is the electrostatic potential at position r ; ε(r) is
the position-dependent dielectric function; ρ(r) is given by the
charge density of the solute, ρsolute(r), and of the ions in the
solvent, ρexterior(r); and ∇ designates the vector differential
operator.

The PB equation may be solved numerically for macro-
molecules (for reviews, see References 36–38. The finite dif-
ference, finite element, and multigrid methods are used most
commonly to solve the PB equation. Usually, this technique is
performed by mapping the molecules onto a three-dimensional
cubic grid. To solve the PB equation, a suitable interior rela-
tive dielectric constant and definition of the dielectric boundary
should be assigned (39, 40).

Hydrogen bonding

Hydrogen bonds are specific, short-range, nonbonded interac-
tions. They occur between a proton donor of strongly polar
groups such as FH, OH, NH, and SH, and a proton acceptor that
is strongly electronegative such as F, O, or N. Weak hydrogen
bonds may also be formed by CH groups. The “attraction” of the
proton has electrostatic nature. However, quantum-mechanical
treatments reveal other contributions to hydrogen bonds. These
treatments include the short range repulsion due to the smaller
distance between acceptor and hydrogen donor than the sum of
their van der Waals radii and the attraction that originates from
charge transfer (for review, see Reference 41).

Several empirical analytic forms for the energy of a hydrogen
bond have been proposed. A general expression for the energy
of a hydrogen bond that describes their directional properties is:

Ehb = Er · Eφ
A · Eφ

B = (−Cr−m + Dr−n ) · E θ · E θ

The distance-dependent term may have values of m and n
of 10 and 12 or 6 and 8, respectively, [e.g., the latter are used
in the GRID program (42)]. The angular terms are functions of
the angles made at the donor hydrogen and at the acceptor atom
and depend on the chemical types and bonding of the hydrogen
bonding atoms.

Hydrogen bonds play an essential role in the stabilization of
secondary structures in proteins and in the interactions of macro-
molecules. In proteins, hydrogen bonds “lock” secondary struc-
ture elements such as α-helices, beta-sheets, and beta-turns.
Most hydrogen bonds occur between N-H and O=C groups in
the polypeptide chain. Because of the strong hydrogen bond-
ing abilities of water molecules to polar groups in proteins,
it is believed that the structural water molecules tighten the
protein matrix. However, evidence has been provided for the
importance of structural water molecules in increasing protein
flexibility (43).

Hydrogen bonds are of great importance for the specificity
of molecular recognition at short range. Unsatisfied hydrogen
bonding at the binding interface of two interacting macro-
molecules will disfavor binding. The charged or polar residues
at the binding interface of one macromolecule can form hy-
drogen bonds to charged groups or to polar groups of another
macromolecule. Interfacial water molecules may also mediate
molecular recognition, due to their ability to donate and accept
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hydrogen bonds. They can improve the hydrogen bonding at
the interface of two interacting molecules or facilitate confor-
mational changes. In simulations, to observe optimal hydrogen
bonding in proteins or between them on binding, it is often im-
portant to include water molecules explicitly in the system (35).

Hydrophobic effect

The hydrophobic effect refers to the favorable interactions be-
tween nonpolar surfaces immersed in water. These interactions
are considered to provide the driving force for protein folding
(44) and to make a major contribution to the stability of protein
tertiary structures. The hydrophobic effect also plays an im-
portant role in protein interactions (45). The hydrophobicity of
protein surfaces has been studied experimentally by affinity par-
titioning of proteins (46). Theoretical studies have shown that
the presence of hydrophobic patches on the surfaces of proteins
correlates with protein binding sites (47–49).

In simulations with explicit water molecules, the hydropho-
bic interactions must result from a complicated interplay of
Lennard-Jones and electrostatic interactions between the atoms
of the proteins and the surrounding water molecules. In the case
that the water is represented implicitly, the hydrophobic inter-
actions are usually modeled by an empirical term that depends
on the surface area buried on binding:

ESASA =
∑

σi ∆SASAi

where SASA indicates the solvent accessible surface area, and
σ is a coefficient that depends on the surface area definition
and the atom type (50). The SASA was described first by Lee
and Richards in 1971 (51). For computational calculations, the
“rolling ball” algorithm of Shrake and Rupley is often used (52).
The ball or sphere radius is typically 1.4 Å, which approximates
the radius of a water molecule.

The buried surface area between two interacting molecules,
A and B, is calculated as the difference between the summated
SASA of each molecule separately and SASA of the complex:

∆SASAburied =
(

A∑
1

∆SASAi +
B∑
1

∆SASAj

)

−
AB∑
1

∆SASAk

Entropy

Many biological processes such as protein folding, molecular
recognition, or more specifically ligand–protein or protein–
protein binding, are associated with changes in entropy. Entropy
is defined as a measure of “freedom” of the system. Several
types of entropy are involved in recognition processes.

On bimolecular binding, an entropic loss develops from the
reduction of the translational (Strans) and rotational (Srot) free-
dom because of the transformation of two unbound molecules
into one bound complex. Strans and Srot for the gas phase may

be calculated by the “Sackur-Tetrode” approach (53). Modifi-
cations are required to estimate Strans and Srot in other environ-
ments (54).

In addition, the loss in Strans and Srot has been found to
be compensated largely by intermolecular, mostly vibrational,
motions (Sres) in the complex. Sres is expected to be smaller for
high affinity complexes and larger for low affinity complexes
(55). Sres can be estimated using harmonic or quasiharmonic
models of the system (for more details, see Reference 56).

Intuitively, binding is expected to restrict the flexibility of
both partners and lead to a significant loss in conformational
entropy. To overcome this unfavorable loss of conformational
entropy, specific and favorable intramolecular or short-range in-
termolecular interactions such as hydrogen bonds, salt bridges,
hydrophobic interactions and so on are formed. In some cases,
the binding of the partners causes increased conformational flex-
ibility of regions distant from the actual binding site, which
results in allosteric effects (57). The change in conformational
entropy due to the protein backbone and side chains is usu-
ally estimated by considering the protein as having discrete,
isoenergetic, conformational states (e.g., side chain rotamers).
Then:

∆S ≈ kB ln(n2/n1)

where n indicates the number of states, and 1 and 2 refer to the
initial and final situations. The conformational entropy (Sconf)
is often subdivided into backbone (Sback) and side chain (Sside)
entropies. ∆Sback is determined by the probability distribution
over the dihedral angle space. The contribution of backbone
entropy is generally less significant for binding than for fold-
ing. ∆Sside is usually estimated by rotamer counting, although
more detailed probability calculations can be performed (also
discussed in Reference 58).

During molecular binding, some water molecules are “re-
leased” from the interface of the contacting molecules, which
causes a favorable entropic contribution, ∆Ssolv. The solvation
entropy is commonly computed using methods based on solvent
accessible surface areas (SASA) (58, 59). However, when bind-
ing involves highly charged molecules such as nucleic acids, the
SASA approach may not be adequate. Because of the presence
of highly charged binding partners in the solvent, additional sol-
vation entropy contributions (∆Sdielectric and ∆Sionic) should be
taken into consideration. These contributions result from order-
ing of the water dipoles via long-range electrostatic interactions
and the formation of an ionic atmosphere. Sharp et al. (60)
calculated ∆Sdielectric and ∆Sionic using a Poisson-Boltzmann
model in conjunction with van’t Hoff analysis and applied it to
drug and protein binding to DNA. Water molecules may also
be trapped at the interface with an entropic cost, which can
be estimated by considering the loss of mobility of the water
molecules compared to bulk solvent (61).

Simulation of Molecular
Recognition
The techniques appropriate for simulating a molecular recogni-
tion process depend on the time and the spatial scales of the
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simulated process or step. Here, we first discuss the use of
Brownian and molecular dynamics simulation methods and then
discuss how the level of detail can be altered in constructing
models for the simulation of molecular recognition.

Brownian dynamics simulation

The Brownian Dynamics (BD) simulation technique can be
used to simulate the diffusion and the association of molecules
in solution. BD simulations have been widely used to sim-
ulate protein–small molecule and protein–protein association
(62). This method may be exploited to simulate the first step
of molecular recognition when two molecules diffuse from a
distance. From such simulations, it is possible to compute the
structure and the diffusional encounter complex ensemble and
to calculate the bimolecular association rate constant for two
diffusing proteins or enzymes and their substrates or inhibitors.
In these calculations, the effects of mutations and variations in
ionic strength, pH, and viscosity can be investigated (63).

The general principle of BD is based on Brownian motion,
which is the random movement of solute molecules in dilute
solution that result from repeated collisions of the solute with
solvent molecules. In BD, solute molecules diffuse under the in-
fluence of systematic intermolecular and intramolecular forces,
which are subject to frictional damping by the solvent, and the
stochastic effects of the solvent, which is modeled as a contin-
uum. The BD technique allows the generation of trajectories on
much longer temporal and spatial scales than is feasible with
molecular dynamics simulations, which are currently limited to
a time of about 10 ns for medium-sized proteins.

The basic BD algorithm developed by Ermak and McCam-
mon (64) provides an approximate solution to the Langevin
equation in the highly damped diffusive limit by using the po-
sitions of a solute particle at time t , together with the forces
acting on them, to estimate the particle’s new position at time,
t + ∆t . The translational behavior of the particle is de-
scribed by:

r(t + ∆t ) = r(t ) + DF∆t/kB T + R

where F is the force that acts on the particle, D is the trans-
lational diffusion constant of the particle, and R is a random
displacement that mimics the effects of collisions of the particle
with solvent molecules. The rotational behavior of the diffusing
particle is described by a similar equation to the translational
behavior. The translational and rotational diffusion constants of
proteins can be estimated by the Stokes-Einstein relationship,
which depends on the solvent viscosity and the radius of the
protein. Larger proteins diffuse slower. The forces on a protein
are typically calculated by solution of the Poisson-Boltzmann
equation. Clashes between molecules are avoided by rejecting
any time-step displacement that causes overlap and by proceed-
ing with another stochastic step (defined by a different random
number).

For simulation of molecular recognition by BD to compute
association rate constants and for the generation of the structures
of diffusional encounter complexes, the following setup may be
used. One solute, which usually is the larger one, is positioned

at the center of simulation space. The second molecule diffuses
from randomly chosen starting points at a specified distance,
and many trajectories are generated. The probability of forma-
tion of diffusional encounter complexes is computed from these
simulations. The method of Northrup et al. (65) allows computa-
tion of the association rate constant by combining an analytical
solution to the diffusion equation with the numerical data from
the BD simulations.

The programs most widely used for simulation of the dif-
fusional encounter of two biomolecules are UHBD (66, 67),
Macrodox (68), and SDA (66, 67).

Molecular dynamics simulation
Molecular dynamics (MD) trajectories can be used to investi-
gate the structure, dynamics, and thermodynamics of biological
molecules and their complexes. The motions of the atoms in
the system are simulated according to Newton’s equations of
motion. The forces on the atoms are calculated using a molec-
ular mechanics energy function. The force field for a protein is
given by the sum of various components including bond stretch-
ing and bond angle bending, torsional potential, and nonbonded
interactions (Lennard-Jones and Coulombic interactions). Sev-
eral different algorithms may be used to generate snapshots of
the system using a time step of about 1 fs (69, 70).

The motions of proteins are usually simulated in aqueous
solvent. The water molecules can be represented either explicitly
or implicitly. To include water molecules explicitly implies
more time-consuming calculations, because the interactions of
each protein atom with the water atoms and the water molecules
with each other are computed at each integration time step. The
most expensive part of the energy and force calculations is the
nonbonded interactions because these scale as N 2 where N is
the number of atoms in the system. Therefore, it is common
to neglect nonbonded interactions between atoms separated by
more than a defined cut-off (∼10 Å). This cut-off is questionable
for electrostatic interactions because of their 1/r dependence.
Therefore, in molecular dynamics simulations, a Particle Mesh
Ewald method is usually used to approximate the long-range
electrostatic interactions (71, 72).

MD simulations are used mainly to investigate in detail the
interactions of two associating macromolecules at relatively
short distances, rather than to simulate their coming together
from afar. Thus, an encounter complex or an approximate
protein–ligand complex can be refined using MD simulations.
Indeed, MD is an important tool in macromolecular complex
structure determination in which it is used with simulated
annealing and experimental constraints. Important applications
of MD simulations include the computation of the binding free
energies and intermolecular forces.

CHARMM, AMBER, GROMOS, GROMACS, Discover,
and VMD/NAMD are some programs used widely to perform
MD simulations (http://cmm.cit.nih.gov/modeling/software.
html ).

Coarse graining of a simulation model
Most biomolecular binding events occur on timescales orders
of magnitude greater than can be attained in standard molecu-
lar dynamics simulations in which the motion of all atoms is
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simulated. One way to address this problem is to simplify the
description of the molecular system by so-called “coarse grain-
ing.” Both BD and MD can be performed with coarse-grained
and atomistic detail models. A reduced protein model in which
one pseudoatom represents one amino-acid residue has, for
example, been used in protein–protein docking studies by Cher-
fils et al. (73). Zacharias (74), in his ATTRACT method for
protein–protein docking, has used a reduced protein model with
up to three pseudoatoms per residue. The interactions between
pseudoatoms are calculated by using a soft Lennard-Jones-type
potential with parameters that reflect the hydrophilic or hy-
drophobic character of the side chain. In coarse graining, the sol-
vent may be treated either as a continuum or as coarse-grained
[e.g., by representing four water molecules by one particle as
performed in the Martini model (75)].

Coarse graining may be combined with a confinement of
the conformational space by placing the coarse grain particles
on a cubic lattice. For example, Kurcinski and Kolinski (76)
(CABS-REMC) represented the polypeptide chains by strings
of Cα beads on a cubic lattice. Side chains were represented by
up to two interaction centers, which correspond to Cβ and the
centers of mass of the remaining portions of the side groups,
respectively. The conformational space of this model is sampled
by means of a multicopy Monte Carlo method.

A major difficulty in creating coarse-grain models is their
parameterization, which often requires detailed comparison with
the results of all-atom simulations as well as experimental
data. However, the advantage is not only that fewer degrees
of freedom exist, but also that the energy landscape is generally
smoother than in an all-atom model; therefore, it is easier to
optimize configurations.

Molecular Docking: Prediction
of Bound Complexes

Whereas dynamic simulations may be used to study the process
of molecular binding and unbinding and to predict the structure
of the bound complex, many computations are aimed solely
at prediction of the structure of the bound complex. This is
the so-called “docking problem.” Although this problem can be
addressed by using simulations to mimic the physical binding
process (77), many other approaches may be used to sample
molecular arrangements and to predict the bound complex. En-
ergy minimization from systematically or randomly distributed
starting arrangements may be performed subject to a detailed or
simplified force field [e.g., for protein–protein docking, (74)].
Simulated annealing and Monte Carlo methods include temper-
ature to permit high-energy configurations to be sampled and
thereby energy barriers to be overcome [e.g., AutoDock, (78)].
Genetic algorithms and particle swarm optimization methods
are biologically inspired procedures for optimizing a function
efficiently that have been applied to small molecule docking
[e.g., GOLD (79), PLANTS (80)] and to protein–protein dock-
ing (81). They may be applied with driving “forces” for bind-
ing that ranges from simple geometric complementarity (82)
to detailed molecular mechanics type force fields. Systematic

searching is widely used. This can be facilitated by FFT meth-
ods, which were applied initially to protein–protein docking by
optimization of geometric fit (83). Because the direct calcu-
lation of the correlation between two functions results in an
order of N6 computing steps, Katchalski-Katzir et al. (83) used
Fourier Transforms to calculate the correlation function more
rapidly. With this algorithm, the computing time is proportional
to N3lnN3, where N is the number of atoms in the complex.
FFT methods have been used to optimize not only geometric fit
but also hydrophobicity complementarity (48) and electrostatic
complementarity (DOT) (84).

Optimization may be performed in continuous or discrete
space. For example, in optimizing the conformations of side
chains in proteins, a discrete rotamer representation is often
used. In 2003, Gray et al. (85) presented a docking program
RosettaDock that allows the side chain conformations of the
interface residues on both interacting partners to change. The
side chain flexibility was modeled using a simulated annealing
algorithm that searches through backbone-dependent rotamers
from the Dunbrack rotamer library (86). The side chains of
the partners are rebuilt from rotamers before docking (prepack-
ing) and only the side chains of the interface are then refined
later in docking. Additional improvements of this method, such
as implementation of a torsion minimization step to sample
off-rotamer space and information on side chain packing from
the unbound structures, are described in Reference 87. How-
ever, in some cases, which may be binding hot spots, side chains
adopt nonideal-rotamer conformations and these should be ac-
counted for (88). In the ATTRACT approach of Zacharias (74),
several conformations are considered for each side chain si-
multaneously. Side chain copy selection is coupled to energy
minimization in translational and rotational degrees of freedom
of the mobile protein partner in an iterative way. This technique
is effective for complexes in which side chain conformational
changes occur during complex formation. Similar to side chain
mobility, this approach can also be extended to treat the flexi-
bility of protein loops.

Conclusions and Future Directions

Biomolecular recognition can be described as a balanced in-
terplay of different forces and energetic contributions. The
long-range electrostatic forces together with the short-range
van der Waals interactions, shape complementarity, hydrogen
bonding, and hydrophobic effects determine the interactions of
associating molecules. The flexibility of the partners on their
binding is important for induced fit and makes an entropic
contribution to the recognition process. Modeling of the struc-
tural, dynamic, and energetic determinants provides a tool to
simulate the interactions of the macromolecules on their com-
plexation. Different computational docking programs model the
forces and the energetic contributions differently. Some dock-
ing programs mimic the diffusional association of the molecules;
others base their approach mostly on the shape complementarity
of associating partners. The varying degrees of the incorporation
of electrostatic and hydrophobic interactions and the structural
plasticity of the molecules on binding influences the accuracy
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of the prediction of the structure of the bound complex and
the ability to compute kinetic and thermodynamic parameters.
Because of the large number of degrees of freedom of biologi-
cal molecules in solution, the problem of sampling and scoring
of the docked solutions is very challenging. The computational
methods must aim at simple, computationally feasible models
that provide reasonable accuracy and help to answer the ques-
tion of how biomolecules recognize and bind with their partners
selectively and specifically. Current protein–protein docking
algorithms can provide good predictions of the structures of
complexes when the conformational changes on binding are
very limited, but they usually fail when large conformational
changes occur (89, 90); see also the CAPRI experiment for the
comparative evaluation of protein–protein docking for struc-
ture prediction (http://capri.ebi.ac.uk ). Ongoing improvements
of the computational models for biomolecular interactions in-
clude the treatment of large-scale conformational changes of the
macromolecules on binding and the modeling of solvation and
polarization effects, among others.

References

1. Suckling CJ. Molecular recognition—A universal molecular sci-
ence? Cell. Mol. Life Sci. 1991;47:1093–1095.

2. Noller HF. Ribosomal RNA and translation. Annu. Rev. Biochem.
1991;60:191–227.

3. Guthrie C. Messenger RNA splicing in yeast: clues to why the
spliceosome is a ribonucleoprotein. Science 1991;253:157–163.

4. Uetz P, Giot L, Cagney G, Mansfield TA, Judson RS, Knight JR,
Lockshon D, Narayan V, Srinivasan M, Pochart P, Qureshi-Emili,
Li Y, Godwin B, Conover D, Kalbfleisch T, Vijayadamodar G,
Yang M, Johnston M, Fields S, Rothberg JM. A comprehensive
analysis of protein-protein interactions in Saccharomyces cere-
visiae. Nature 2000;403:623–627.

5. Ito T, Chiba T, Ozawa R, Yoshida M, Hattori M, Sakaki Y. A
comprehensive two-hybrid analysis to explore the yeast protein
interactome. Proc. Natl. Acad. Sci. U.S.A. 2001;98:4569–4574.

6. Cooper MA. Label-free screening of bio-molecular interactions.
Anal. Bioanal. Chem. 2354;377:834–842.

7. Yang Y, Wang H, Erie DA. Quantitative characterization of
biomolecular assemblies and interactions using atomic force mi-
croscopy. Methods 2354;29:175–187.

8. Tong AH, Evangelista M, Parsons AB, Xu H, Bader GD, Pagé N,
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trostatic steering and ionic tethering in enzyme-ligand bind-
ing: insights from simulations. Proc. Natl. Acad. Sci. U.S.A.
1998;95:5942–5949.

12. Ma B, Kumar S, Tsai CJ, Nussinov R. Folding funnels and binding
mechanisms. Protein Eng. 1999;12:713–720.

13. Koshland D. The key-lock theory and the induced fit theory.
Angew. Chem. Int. Ed. Engl. 1994;33:2375–2378.

14. Jorgensen WL. Rusting of the lock and key model for protein-
ligand binding. Science 1991;254:954–955.

15. Brooks CL III, Karplus M, Pettitt BM. Proteins. A Theoretical
Perspective of Dynamics, Structure, and Thermodynamics. 1988.
Wiley, New York.

16. Betts MJ, Sternberg MJ. An analysis of conformational changes
on protein-protein association: implications for predictive docking.
Protein Eng. 1999;12:271–283.

17. Najmanovich R, Kuttner J, Sobolev V, Edelman M. Side chain
flexibility in proteins upon ligand binding. Proteins 2000;39:261–
268.

18. Keskin O, Ma B, Nussinov R. Hot regions in protein–protein inter-
actions: the organization and contribution of structurally conserved
hot spot residues. J. Mol. Biol. 2005;345:1281–1294.

19. Kimura SR, Brower RC, Vajda S, Camacho CJ. Dynamical view
of the positions of key side chains in protein-protein recognition.
Biophys. J. 2001;80:635–642.

20. Rajamani D, Thiel S, Vajda S, Camacho CJ. Anchor residues
in protein-protein interactions. Proc. Natl. Acad. Sci. U.S.A.
2004;101:11287–11292.

21. Arold S, O’Brien R, Franken P, Strub MP, Hoh F, Dumas C, Lad-
bury JE. RT loop flexibility enhances the specificity of Src family
SH3 domains for HIV-1 Nef. Biochemistry 1998;37:14683–14691.

22. Inga A, Monti P, Fronza G, Darden T, Resnick MA. p53 mutants
exhbiting enhanced transcriptional activation and altered promoter
selectivity are revealed using a sensitive, yeast-based functional
assay. Oncogene 2001;20:501–513.

23. Zomot E, Kanner BI. The interaction of the gamma-aminobutyric
acid transporter GAT-1 with the neurotransmitter is selectively
impaired by sulfhydryl modification of a conformationally sensi-
tive cysteine residue engineered into extracellular loop IV. J. Biol.
Chem. 2354;278:42950–42958.

24. Ehrlich LP, Nilges M, Wade RC. The impact of protein flexibility
on protein-protein docking. Proteins 2005;58:126–133.

25. Chen R, Mintseris J, Janin J, Weng Z. A protein-protein docking
benchmark. Proteins 2354;52:88–91.

26. Vajda S, Camacho CJ. Protein-protein docking: is the glass
half-full or half-empty? Trends Biotechnol. 2004;22:110–116.

27. Derreumaux P, Schlick T. The loop opening/closing motion of the
enzyme triosephosphate isomerase. Biophys. J. 1998;74:72–81.

28. Gerstein M, Chothia C. Analysis of protein loop closure. Two
types of hinges produce one motion in lactate dehydrogenase. J.
Mol. Biol. 1991;220:133–149.

29. Fitzgerald MM, Musah RA, McRee DE, Goodin DB. A ligand-
gated, hinged loop rearrangement opens a channel to a buried
artificial protein cavity. Nat. Struct. Biol. 1996;3:626–631.

30. Gerstein M, Lesk AM, Chothia C. Structural mechanisms for
domain movements in proteins. Biochemistry 1994;33:6739–6749.

31. Hubbard SJ, Argos P. Cavities and packing at protein interfaces.
Protein Sci. 1994;3:2194–2206.

32. Lennard-Jones JE. On the determination of molecular fields. ii.
from the equation of state of a gas. Proc.R. Soc. London, Ser. A.
1924;106:463–
477.

33. Lennard-Jones JE. Cohesion. Proc. Phys. Soc. 1931;43:461–482.
34. Slater JC, Kirkwood JG. The Van Der Waals Forces in Gases.

Phys Rev. 1931;37:682–686.
35. Schlick T. Molecular Modeling and Simulation: An Interdicsi-

plinary Guide. 2002. Springer, New York.
36. Fogolari F, Brigo A, Molinari H. The Poisson-Boltzmann equation

for biomolecular electrostatics: a tool for structural biology. J.
Mol. Recognit. 2002;15:377–392.

37. Bashford D. Macroscopic electrostatic models for protonation
states in proteins. Front. Biosci. 2004;9:1082–1099.

8 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Molecular Recognition, Computation and Modeling of

38. Baker NA. Poisson-Boltzmann methods for biomolecular electro-
statics. Methods Enzymol. 2004;383:94–118.

39. Wang T, Tomic S, Gabdoulline RR, Wade RC. How optimal
are the binding energetics of barnase and barstar? Biophys. J.
2004;87:1618–1630.

40. Dong F, Vijayakumar M, Zhou HX. Comparison of calcula-
tion and experiment implicates significant electrostatic contribu-
tions to the binding stability of barnase and barstar. Biophys. J.
2354;85:49–60.

41. Daune M. Molecular Biophysics: Structures in Motion. 1999.
Oxford, University Press.

42. Boobbyer DN, Goodford PJ, McWhinnie PM, Wade RC. New
hydrogen-bond potentials for use in determining energetically
favorable binding sites on molecules of known structure. J. Med.
Chem. 1989;32:1083–1094.

43. Fischer S, Verma CS. Binding of buried structural water in-
creases the flexibility of proteins. Proc. Natl. Acad. Sci. U.S.A.
1999;96:9613–9615.

44. Dill KA. Dominant forces in protein folding. Biochemistry 1990;
29:7133–7155.

45. Walls PH, Sternberg MJ. New algorithm to model protein-protein
recognition based on surface complementarity. Applications to
antibody-antigen docking. J. Mol. Biol. 1992;228:277–297.

46. Shanbhag VP. Estimation of surface hydrophobicity of proteins
by partitioning. Methods Enzymol. 1994;228:254–264.

47. Korn AP, Burnett RM. Distribution and complementarity of hy-
dropathy in multisubunit proteins. Proteins 1991;9:37–55.

48. Vakser IA, Aflalo C. Hydrophobic docking: a proposed enhance-
ment to molecular recognition techniques. Proteins 1994;20:320–
329.

49. Berchanski A, Shapira B, Eisenstein M. Hydrophobic complemen-
tarity in protein-protein docking. Proteins 2004;56:130–142.

50. Eisenberg D, Wilcox W, McLachlan AD. Hydrophobicity and am-
phiphilicity in protein structure. J. Cell. Biochem. 1986;31:11–17.

51. Lee B, Richards FM. The interpretation of protein structures:
estimation of static accessibility. J. Mol. Biol. 1971;55:379–400.

52. Shrake A, Rupley JA. Environment and exposure to solvent of pro-
tein atoms. Lysozyme and insulin. J. Mol. Biol. 1973;79:351–371.

53. Murphy KP, Xie D, Thompson KS, Amzel LM, Freire E. Entropy
in biological binding processes: estimation of translational entropy
loss. Proteins 1994;18:63–67.

54. Gilson MK, Zhou HX. Calculation of protein-ligand binding
affinities. Annu. Rev. Biophys. Biomol. Struct. 2007;36:21–42.

55. Janin J. Quantifying biological specificity: the statistical mechan-
ics of molecular recognition. Proteins 1996;25:438–445.

56. Brady GP, Sharp KA. Entropy in protein folding and in protein-
protein interactions. Curr. Opin. Struct. Biol. 1997;7:215–221.

57. Stone MJ. NMR relaxation studies of the role of conformational
entropy in protein stability and ligand binding. Acc. Chem. Res.
2001;34:379–388.

58. Jackson RM, Sternberg MJ. A continuum model for protein-protein
interactions: application to the docking problem. J. Mol. Biol.
1995;250:258–275.

59. Weng Z, Vajda S, Delisi C. Prediction of protein complexes using
empirical free energy functions. Protein Sci. 1996;5:614–626.

60. Sharp KA, Friedman RA, Misra V, Hecht J, Honig B. Salt ef-
fects on polyelectrolyte-ligand binding: comparison of Poisson-
Boltzmann, and limiting law/counterion binding models. Biopoly-
mers 1995;36:245–262.

61. Dunitz JD. The Entropic Cost of Bound Water in Crystals and
Biomolecules. Science 1994;264:670.

62. Madura JD, Briggs JM, Wade RC, Gabdoulline RR. Brownian
dynamics. In: Encyclopedia of Computational Chemistry. Schleyer

PvR, Allinger NL, Clark T, Gasteiger J, Kollman PA, Schaefer III
HF and Schreiner PR, eds. 1998. John Wiley & Sons, Chichester,
UK.

63. Gabdoulline RR, Wade RC. Biomolecular diffusional association.
Curr. Opin. Struct. Biol. 2002;12:204–213.

64. Ermak DL, McCammon JA. Brownian dynamics with hydrody-
namic interactions. J. Chem. Phys. 1978;69:1352–1360.

65. Northrup SH, Allison SA, McCammon JA. Brownian dynam-
ics simulation of diffusion-influenced biomolecular reactions. J.
Chem. Phys. 1984;80:1517–1524.

66. Madura JD, Briggs JM, Wade RC, Davis ME, Luty BA, Ilin
A, Antosiewicz J. Electrostatics and diffusion of molecules in
solution: simulations with the university of Houston brownian
dynamics program. Comput. Phys. Commun. 1995;91:57–95.

67. Gabdoulline RR, Wade RC. Brownian dynamics simulation of
protein-protein diffusional encounter. Methods 1998;14:329–341.

68. Castro G, Boswell CA, Northrup SH. Dynamics of protein-protein
docking: cytochrome c and cytochrome c peroxidase revisited. J.
Biomol. Struct. Dyn. 1998;16:413–424.

69. Verlet L. Computer “Experiments” on Classical Fluid. I. Ther-
modynamical Properties of Lennard-Jones Molecules. Phys. Rev.
1967;159:98–103.

70. Verlet L. Computer “Experiments” on classical fluids. II. Equilib-
rium correlation functions. Phys. Rev. 1968;165:201–214.

71. Ewald PP. Die Berchnung optischer und elektrostatischer Gitter-
potentiale. Ann. Phys. 1921;64:253–287.

72. Petersen HG. Accuracy and efficiency of the particle mesh Ewald
method. J. Chem. Phys. 1995;103:3668–3679.

73. Cherfils J, Duquerroy S, Janin J. Protein-protein recognition ana-
lyzed by docking simulation. Proteins 1991;11:271–280.

74. Zacharias M. Protein-protein docking with a reduced protein
model accounting for side chain flexibility. Protein Sci. 2354;12:
1271–1282.

75. Marrink SJ, Risselada HJ, Yefimov S, Tieleman DP, de Vries AH.
The MARTINI force field: coarse grained model for biomolecular
simulations. J. Phys. Chem. B. 2007;111:7812–7824.

76. Kurcinski M, Kolinski A. Hierarchical modeling of protein inter-
actions. J. Mol. Model. 2007;13:691–698.

77. Motiejunas D, Gabdoulline RR, Wang T, Feldman-Salit A, Johann
T, Winn PJ, Wade RC. Protein-protein docking by simulating the
process of association subject to biochemical constraints. Proteins.
In Press.

78. Goodsell DS, Olson AJ. Automated docking of substrates to
proteins by simulated annealing. Proteins 1990;8:195–202.

79. Jones G, Willett P, Glen RC, Leach AR, Taylor R. Development
and validation of a genetic algorithm for flexible docking. J. Mol.
Biol. 1997;267:727–748.
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Natural products have provided some of the most effective drugs for the
treatment of cancer, including such well-known drugs as paclitaxel
(Taxol™; Bristol-Myers Squibb) adriamycin, vinblastine, and vincristine.
Natural products have also provided many compounds that have led to the
discovery of new biochemical mechanisms. This review summarizes the
major natural products in clinical use today and introduces several new
ones on the cusp of entering clinical practice. The review is organized by
mechanism of action, with compounds that interact with proteins
discussed first, followed by compounds that interact with RNA or DNA.

Natural products were the original source of almost all the drugs
used by mankind before 1900, and they continue to be a major
source of new drugs and drug leads (1, 2). The reasons for
the continued importance of natural products are not hard to
discover. In the first place, a high correlation exists between
the properties of drugs and those of natural products (3, 4). In
addition, natural products usually have built-in chirality, and
they are thus uniquely suited to bind to complex proteins and
other biologic receptors. Finally, natural products have been
enormously successful as drugs and drug leads, not only in the
anticancer area but also in many other pharmaceutical areas (5).
It is thus unsurprising that several authors have gone on record
as advocating an increase in the drug discovery effort assigned
to natural products (4, 6, 7).

This review summarizes the contributions of natural products
to the discovery and development of anticancer agents. It
includes information on many natural products and natural
product analogs that are in clinical use as anticancer drugs, and
it describes some natural product drugs in late-stage clinical
trials. Because of space limitations, it is does not provide
a comprehensive listing of all natural product and natural
product–derived anticancer agents; readers interested in such
a listing should consult a recent review (8).

Overview of Natural Products
as Anticancer Agents
As of the time of writing, 178 drugs are approved world-wide
for the treatment of cancer in all of its manifestations, and 175

of these are listed together with their classifications as to source
in a recent review (8). Of the 178 approved antitumor agents,
25 (14%) are natural products, 48 (27%) are modified natural
products, and 20 (11%) are synthetic compounds derived from
a natural product pharmacophore. Natural products have thus
led to 52% of the approved drugs against the collection of dis-
eases that go by the collective name of cancer. Another 20 drugs
(11%) are biologics, with the remainder being synthetic com-
pounds. The highly significant contribution of natural products
to anticancer drug discovery is clear from these figures.

The term “natural product” describes a broad class of an-
ticancer agents, which range from complex compounds like
paclitaxel and vinblastine to relatively simple compounds such
as combretastatin-A4. Associated with these different structures
are several different mechanisms of action, some of which were
only discovered when the corresponding natural product was in-
vestigated. The following sections are divided on the basis of the
mechanism of action of the drugs rather than their source, and
consequently, any given section may include plant, microbial, or
marine-derived agents. The broadest division is between those
compounds that act by targeting proteins in some way and those
compounds that act by direct interactions with DNA or RNA.
Thus, these two broad areas provide the two major sections of
this review.

Compounds that Target Proteins

The mammalian cell cycle is a complex and carefully regulated
biologic process that leads to cell division, and faulty regulation
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of this cycle is one feature of most cancers. The cell cycle thus
offers several targets for therapeutic intervention, and several of
the proteins involved either directly or indirectly in controlling
this cycle are the targets of some important anticancer agents.
The most important targets, in terms of the number of drugs
that target them, are the proteins tubulin, topoisomerase I, and
topoisomerase II, but other proteins such as the checkpoint
kinases chk1 and ckh2 and the heat shock protein Hsp90 are
also the targets of some drugs.

The protein tubulin is an interesting and important target. It
exists in both α and β forms, and during a normal cell cycle,
these two monomeric proteins polymerize into microtubules by
noncovalent interaction; these microtubules are then involved
in the reorganization of the chromosomes into the nuclei of the
mother and daughter cells. After mitosis, the microtubules dis-
sociate to α and β tubulin monomers. Therapeutic intervention,
which controls inhibition of mitosis and eventual apoptotic cell
death, can occur either by inhibition of the assembly of tubulin
monomers into microtubules or by inhibition of the dissociation
of microtubules to α and β tubulin monomers. This process is
dynamic, and even very small perturbations in assembly and/or
disassembly of the monomers/dimers may lead to cell death,
frequently via the apoptotic cascade(s), but at agent concentra-
tions that are sometime orders of magnitude lower than those
quoted in the literature to give formal inhibition of tubulin in
vitro.

The topoisomerases are enzymes that change the topol-
ogy of DNA. Normal supercoiled DNA needs to unwind
to undergo replication, and this unwinding requires that the
DNA be cleaved and religated. This cleavage can be brought
about by a single-strand break, which is mediated by topoiso-
merase I, or a double-strand break, which is brought about by
topoisomerase II.

Other mechanisms of action involve inhibitors of the heat
shock protein Hsp-90, of checkpoint kinases, and inhibitors of
protein degradation by interaction with the proteasome.

Compounds that inhibit tubulin assembly

The vinca alkaloids

The antitumor alkaloids vinblastine (1) and vincristine (2) were
the first natural products to be used on a large scale as anticancer
agents, and they thus blazed the trail for others that came af-
terward. Vinblastine (as vincaleukoblastine) was isolated from
Catharanthus roseus (L.) G. Don, which was formerly known

as Vinca rosea L., by two independent teams during the 1950s
(9, 10), and vincristine (as leurocristine) was isolated and struc-
turally characterized by Svoboda (11) and Neuss et al. (10) in
1961 and early 1962, respectively. These alkaloids inhibit the
polymerization of tubulin to microtubules. Vinblastine is used in
combination with other agents for treatment of Hodgkin’s dis-
ease and bladder and breast cancers, whereas vincristine is used
for treatment of acute lymphocytic leukemias and lymphomas.
The semisynthetic analogs vindesine (3) and vinorelbine (4)
have been developed more recently. Vindesine, which was first
developed in the 1970s, is in clinical use; it seems to be more
active than vincristine against non-small-cell lung cancer, but
it also has a higher hematological toxicity than vincristine, so
its utility is still being evaluated (12). Vinorelbine has been
approved for treatment of non-small-cell lung cancer, and the
fluorinated analog vinflunine (structure not shown) has entered
clinical trials (13). For a recent general review of the vinca
alkaloids and their analogs, see Reference 14.

Combretastatin
The first member of this class of compounds, (–)-combretastatin
(5), was isolated from Combretum caffrum in 1982 (15). Sub-
sequent studies led to the isolation of many additional combre-
tastatins, including combretastatins A1 (6) and A2 (7), which
are two of the most active members of this class, with potent
activity as inhibitors of tubulin assembly. Additional develop-
ment by the Pettit group led to the design of combretastatin
A4 phosphate (CA4-P) (8) as a promising drug candidate. This
compound is actually a prodrug, which only functions as an
inhibitor of tubulin assembly after hydrolysis of the phosphate
was subsequently found to be an important member of a new
class of compounds known as tumor-specific vascular targeting
agents. CA4-P operates by binding to endothelial cell tubulin
and causing changes in the morphology of the endothelial cells
lining the microvessels feeding the tumors. This process causes
disruption of the blood flow, which makes the microvessels
unable to deliver oxygen to the tumor and leads ultimately to
tumor necrosis. It received orphan drug approval by the Food
and Drug Administration (FDA) in 2003 for thyroid cancer, and
the FDA has approved it for a “fast track” Phase II clinical trial
against anaplastic thyroid cancer (16).

Eribulin (E7389)
The natural product analog E7389 is not yet in clinical use,
but it is in Phase III clinical trials and hopefully will enter
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clinical use within the next few years. The natural product on
which it is based, halichondrin B (9), is a member of a relatively
large family of congeners with a polycyclic macrolide structure,
which is reminiscent of ionophores. Many years of synthetic
work by Kishi’s group at Harvard and a group at the Eisai
Research Institute in the United States led to the selection of
the two lead compounds E7389 (10) and E7390 (11) (17). These
compounds were compared in both in vitro and in vivo assays
at the National Cancer Institute (NCI) with the natural product
obtained by deep-water dredging of a producing sponge. In an
example of the skill of synthetic chemists when given what
initially seemed to be an almost impossible task, E7389 was
prepared in large quantity and entered clinical trials in 2001
as an inhibitor of tubulin assembly. It has a mechanism of
action different from that of other tubulin interactive agents; it
inhibits microtubule growth, but not shortening, and sequesters
tubulin into aggregates (18). It showed good activity against
refractory breast carcinoma in Phase II studies and entered
Phase III studies for the same indication in late August 2006.
Very recently, Hamel’s group at NCI have reported additional
investigations on the mechanism of binding of both halichondrin
B and E7389 to tubulin, which indicates that these agents may
well form small, highly unstable aberrant tubulin polymers
rather than the conventional massive stable structures found
with vinca alkaloids and the antimitotic peptides (19).

Dolastatin
The dolastatins are a class of bioactive peptides isolated by the
Pettit group from the Indian Ocean nudibranch, Dolabella au-
ricularia . A total of 18 compounds were isolated over a 20-year

period, with structures varying from relatively simple linear
peptides to cyclic peptidolactones with nonpeptide components.
Dolastatin 10 (12) was the most potent compound, with cyto-
toxicity in the subnanomolar range. It was shown to be a potent
antimitotic agent, binding strongly to the β-subunit of tubulin
(20), but it could not be isolated in sufficient quantity because
of the scarcity of the source and of the low levels of secondary
metabolites in the nudibranch. Pettit and colleagues thus de-
vised many synthetic schemes, which led to the production of
enough dolastatin 10 to go into human clinical trials as a tubu-
lin interactive agent. Although it progressed to Phase II, it did
not continue further because of a lack of activity and toxicity.
However, the base structure led to the synthesis and biologic
evaluation by various groups of a large number of related com-
pounds, and synthadotin (also known as tasidotin, 13) emerged
as a lead compound (21, 22). Synthadotin is an orally available
synthetic derivative of dolastatin 15, and it is in Phase II trials
as a tubulin interactive agent. Its discovery provides another
example of the skill of synthetic chemists and the potential of
novel natural products to be developed into drugs.

Compounds that promote tubulin
assembly

Paclitaxel (Taxol)
Paclitaxel (Taxol™; Bristol Myers Squibb 14) and its semisyn-
thetic analog docetaxel (15) are two of the most important
anticancer agents of the last 25 years. Paclitaxel was isolated
originally by Wall and Wani from Taxus brevifolia (23) and
named taxol; this name was later trademarked by Bristol-Myers
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Squibb (New York, NY), and the name paclitaxel was substi-
tuted. The semisynthetic paclitaxel analog docetaxel was pre-
pared by Potier and his collaborators (24). Paclitaxel was se-
lected as a development candidate in 1977 based on its good
activity against human tumor xenografts in nude mice. Its drug
development was challenging because of problems with solu-
bility and supply, but the supply problem was overcome by a
variety of methods (25, 26), and a formulation in ethanol and
Cremophor EL enabled clinical work to proceed (27). The dis-
covery of its mechanism of action as a promoter of tubulin
assembly (28) was important in maintaining interest in its de-
velopment, which was a particularly challenging one. As noted,
the normal function of a cell requires that microtubules be in dy-
namic equilibrium with monomeric tubulins. Paclitaxel was the
first compound found to disrupt this equilibrium by promoting
microtubule assembly.

Paclitaxel and docetaxel (15) are now used, either as single
agents or in combination with other drugs such as cisplatin, for
the treatment of ovarian cancer (29), breast cancer (30), and
non-small-cell lung cancer (31). Paclitaxel has also found an
important application as a coating in stents to prevent restenosis
(32). It and docetaxel are major drugs, with combined sales of
taxane anticancer drugs being over $3 billion in 2004.

Numerous analogs and prodrugs of paclitaxel have been
developed, and several of these are in clinical trials. Full
coverage of these compounds is beyond the scope of this article,
but additional details are provided in a recent review (33). As
of early 2007, the only new form of paclitaxel in clinical use
is the albumin-bound paclitaxel known as Abraxane (Abraxis
BioScience, Schaumberg, IL) (34).

The binding of paclitaxel to microtubules has been stud-
ied extensively. The polymeric and noncrystalline nature of the
tubulin–taxol complex prevents a direct approach by X-ray crys-
tallography, but Lowe et al. (35) could determine the structure
of tubulin at 3.5 Å resolution by electron diffraction. Using
this structure, various possible binding orientations of pacli-
taxel on tubulin have been proposed, but recent REDOR NMR

studies have established T-Taxol as the most probable confor-
mation (36). The synthesis of the highly active bridged analog
britaxel-5 (16), which is constrained to a T-Taxol conformation,
confirmed this hypothesis (37).

Epothilones
The epothilones A-D (17–20) were isolated from the myxobac-
terium Sorangium cellulosum as antifungal agents (38), but
they were found subsequently to have the same mechanism
of action as paclitaxel, which promotes the assembly of tubu-
lin into microtubules (39). The epothilones are thus of great
interest as potential antitumor agents because of their mecha-
nism of action and because they are also active against some
paclitaxel-resistant cell lines. At first glance, they would seem
to have a very different shape from paclitaxel, but molecular
modeling has shown that some significant common structural
features exist in the two base molecules (40). Originally, the
epothilones were difficult to obtain in large quantity, and a
significant amount of work was performed in academia and
industry to synthesize both epothilones A and B and their more
active precursors, epothilones C (19) and D (20). However, by
using genetic manipulation, Frykman et al. (41) cloned and ex-
pressed the polyketide gene cluster that produces epothilones A
and B. Subsequent removal of the terminal gene for the P450

enzyme and transfer to a different host enabled them to produce
crystalline epothilone D from a large-scale fermentation.

The aza-analog of epothilone B (ixabepilone, 21), which
was synthesized by Bristol-Myers Squibb, and epothilone B
(patupilone) are in Phase III trials. Epothilone D (KOS-862, 20)
and ZK-EPO (23) (42) are in Phase II clinical trials, and the
synthetic analog fludelone (22) looks very promising in animal
trials (43). However, an evaluation of the epothilones as a class
is less optimistic, concluding that “[d]isappointingly, however,
clinical activity has been limited to taxane-sensitive tumor types
(prostate cancer and breast cancer) and does not seem to be
distinctly different to the activity of taxanes. . . . Epothilones
should certainly not be considered as alternative taxanes, but
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whether epothilones are here to stay or will fade away has yet
to be determined.” (44).

Compounds that inhibit
Topoisomerase I

Camptothecin analogs
Camptothecin (24) was isolated from Camptotheca acuminata
in 1966 by Wall et al. (45). It had potent anticancer activity
in preliminary in vitro and animal assays, but its development
was hampered by its extreme insolubility in water. It even-
tually entered clinical trials in the 1970s as the sodium salt
of the carboxylic acid formed by opening the lactone ring,
but this proved to have no efficacy and it was dropped from
development. Interest in camptothecin was rekindled by the
discovery that its primary cellular target was inhibition of topoi-
somerase I (46). Extensive medicinal chemical studies then
led to the development of the two water-soluble derivatives
topotecan (Hycamtin; GlaxoSmithKline, Brentford, Middlesex,
United Kingdom, 25) and irinotecan (Camptosar; Pfizer, New
York, NY, 26). The camptothecins are unique pharmacolog-
ically in having topoisomerase I as their only target, and in
being able to penetrate mammalian cells readily, and sev-
eral analogs are in clinical trials (47). Hycamptin and Camp-
tosar are in clinical use for second-line treatment of metastatic
ovarian cancer and small-cell lung cancer (topotecan) and for
treatment of metastatic colorectal cancer in combination with
5FU/leucovorin (irinotecan) (47, 48).

Rebeccamycin
Rebeccamycin is an indolocarbazole; a comprehensive review
of this class has appeared recently (49). Compounds related
to rebeccamycin (27) are extremely interesting from a mech-
anistic standpoint, because relatively simple modifications of

the indolocarbazole skeleton generate molecules with enhanced
topoisomerase I activity. Thus, active agents can be made by
modification of the rebeccamycin skeleton using fluorine sub-
stitution, which gives rise to BMS-250749 (28); this compound
is headed for Phase I trials as a topoisomerase I inhibitor (47,
50). Second, modification of the base skeleton to include other
heterocyclic and carbocyclic rings extends the compounds into
previously unexplored chemical space. An example is demon-
strated by asymmetric phenyl substitution, which produces com-
pounds such as 29 with significant cytotoxic activity in cell
lines, blocking at G2/M or S phase in the cell cycle (51).

Compounds that inhibit
Topoisomerase II

Podophyllotoxins

Podophyllotoxin is a major constituent of the rhizome of the
American May apple, Podophyllum peltatum. It was shown as
early as 1947 to inhibit formation of the mitotic spindle, and its
structure (30) was elucidated in 1951 (52).

Podophyllotoxin is too toxic for use as an anticancer agent,
but medicinal chemical studies led to the development of etopo-
side (31) and teniposide (32) as podophyllotoxin analogs. They
differ chemically from podophyllotoxin in their stereochemistry
and glycosylation at C4 as well as being demethylated at C4’,
but their most significant difference is in their mechanism of
action. Unlike the parent compound, etoposide and teniposide
act as inhibitors of topoisomerase II rather than as inhibitors of
tubulin polymerization. Clinically etoposide (31) is used in com-
bination with cisplatin against small-cell cancer, and it is also
effective for the treatment of testicular cancer and non-small-cell
lung cancer. Teniposide (32) is used in combination with cis-
platin against neuroblastoma, with ara-C against acute lym-
phoblastic leukemia, and with carboplatin against small-cell
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lung cancer. One problem with these compounds is their lack of
water solubility, and the soluble compound Etopophos (Bristol
Myers Squibb 33) was developed to circumvent this problem. It
can be administered intravenously and is then rapidly converted
to etoposide by plasma phosphatase. For a recent general review
of the podophyllotoxins, see Reference 53.

Anthracyclines

From the perspective of the number of patients treated, one
of the most important classes of topoisomerase II inhibitors
is that of the anthracyclines, with daunorubicin (34) and its
derivative doxorubicin (adriamycin) (35) being the best known
of these agents currently in clinical use. Adriamycin is still a
major component of the treatment regimen for breast cancer, de-
spite its known cardiotoxicity (54). The mechanism of action of
these molecules is now known to be inhibition of topoisomerase
II (55), although they are also effective DNA binders (56).
Both drugs are used for the treatment of acute non-lymphocytic
leukemia, Hodgkin and non-Hodgkin lymphomas, and sarco-
mas, in addition to breast cancer. Derivatives of doxorubicin,
such as epirubicin, idarubicin, pirirubicin, and valrubicin, have
also been approved for clinical use, and the expansion of the
efficacy of doxorubicin is being explored through targeted de-
livery techniques, including both liposomally encapsulated and
monoclonal-linked derivatives.

Compounds that interact with other
proteins

Geldanamycin

The first signal transduction modulator to enter clini-
cal trials, other than a formal cyclin-dependent kinase
or protein kinase C inhibitor, was the microbial product
17-allylamino-geldanamycin (17-AAG, 36). This modulator en-
tered Phase I trials in 2001 and is currently in Phase II trials
in a variety of cancers. Geldanamycin and its derivatives bind
at the major ATP-binding site of the protein chaperone Hsp-90.
The protein chaperones are emerging as attractive targets for
cancer chemotherapy, and the reader is referred to three recent
reviews for additional information (57–59).

Staurosporine

The indolocarboxazoles first came into prominence with the
identification of staurosporine (37) and its simple derivative
UCN-01 (38) as inhibitors of components of the eukaryotic
cell cycle and of protein kinase C. Although these compounds
are related structurally to rebeccamycin, they have very dif-
ferent mechanisms of action, in that they are highly potent
but entirely nonselective inhibitors of protein kinases. UCN-01
has entered Phase I/II clinical trials against a variety of can-
cers, including leukemias, lymphomas, various solid tumors,
melanoma, and small-cell lung cancer. Its clinical development
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has been hampered by its high binding to human plasma proteins
(60, 61).

Salinosporamide

The marine bacterial metabolite salinosporamide A (39) was
isolated from the totally new genus Salinispora that mapped to
the Micromonosporaceae, which are found in marine sediments
across the tropics. It demonstrated activity as a cytotoxic protea-
some inhibitor (62) similar to that observed for the structurally
related compound omuralide (40) (63, 64), which resulted from
a spontaneous rearrangement of the microbial metabolite lac-
tacystin in neutral aqueous media. Salinosporamide has been
synthesized (65, 66) and has been fermented in saline media on
a large scale under cGMP conditions. It entered Phase I clinical
trials in May 2006.

Compounds that target DNA
or RNA

The second major class of anticancer agents consists of com-
pounds that act directly on DNA or RNA, either by intercalation,
by alkylation, or by cleavage

Actinomycin D

The first microbial-derived agent in clinical use for cancer
was actinomycin D (41) (which was systematically named as
D-actinomycin C1 and generically named dactinomycin) that
was introduced in the early 1960s. Despite extensive research
into the preparation of analogs, no derivatives have progressed
beyond clinical trials (67). Its mechanism of action is inhibition
of DNA-dependent RNA synthesis, which in turn depends on
the strong intercalation of actinomycin into double-helical DNA
(68, 69). It is used clinically in the treatment of trophoblastic
tumors in females, in metastatic carcinoma of the testis, and
in Wilms’s tumor in children (67). In recent years there have
been reports that actinomycin D may also act on the signal
transduction cascade(s) at the level of transcription factor(s), and
it will be interesting to see whether these activities rejuvenate
interest in this class of molecules (70).

Bleomycins

Another important class is the family of glycopeptolide antibi-
otics known as bleomycins (e.g., bleomycin A2 and Blenoxane;
Nippon Kayaku Co., Ltd., Tokyo, Japan) (42); the bleomycins
are structurally related to the phleomycins (71, 72). Bleomycin
was originally thought to act through DNA cleavage, because it
cleaves both DNA and RNA in an oxidative, sequence-selective,
metal-dependent fashion in the presence of oxygen. Recent stud-
ies, however, suggest that an alternative mechanism of action
may be inhibition of t-RNA from experiments reported recently
by the Hecht group (73). Bleomycins are used clinically in com-
bination therapy for the treatment of squamous cell carcinomas
and malignant lymphomas.

Mitomycins

The mitomycins (mitosanes) were discovered in the late 1950s,
and mitomycin C (43) was approved for clinical use in Japan
in the 1960s and in the United States in 1974. Its serious bone
marrow toxicity has led to extensive synthetic studies aimed at
developing a less toxic analog but without significant success;
it remains the only clinically used member of this class. It
alkylates DNA only after undergoing a one-electron reduction.
The current model postulates that mitomycin C alkylates and
cross-links DNA by three competing pathways (74). Clinically
it is used primarily in combination with other drugs for the
treatment of gastric and pancreatic carcinomas (75).

Calicheamicin

Calicheamicin (44) is a member of a large group of antitu-
mor enediyne antibiotics. It was isolated from Micromonospora
echinospora ssp. calichensis by workers at Lederle Labora-
tories (Pearl River, NY, now Wyeth) (76, 77); the structures
of the related esperamicins were published simultaneously (78,
79). Calicheamicin is one of the most potent biologically ac-
tive natural products ever discovered. It causes single-stranded
and double-stranded DNA cleavage through a unique mecha-
nism that involves reductive cleavage of the trisulfide “trigger”
followed by Bergman cyclization to a diradical. It proved to
be too potent and too toxic for direct clinical use, but it has
been used as the “warhead” in the antibody-targeted chemother-
apeutic agent Mylotarg (Wyeth Laboratories, Collegeville, PA),
which was approved by the FDA in 2000 for clinical use for
the treatment of acute myelogenous leukemia (80). Mylotarg is
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the first such antibody-targeted agent to be approved for use on
humans.

Ecteinascidin

Currently, no approved antitumor drugs directly are derived
from marine sources, but ecteinascidin (Yondelis; PharmaMar,
Madrid, Spain) was submitted to the EMEA in early August
2006 for approval as an antisarcoma agent and was recom-
mended for approval by the EMEA advisory committee in July
2007 (entered in proof) Approved in September 2007 for Sar-
coma. This compound (45) was isolated originally from the
Caribbean tunicate, Ecteinascidia turbinata (81, 82). The orig-
inal supplies for preclinical studies came from a combination
of wild harvesting and aquaculture both in sea and on land.
The supply problem was finally overcome by the Spanish com-
pany, PharmaMar, which developed a 21-step semisynthetic
route from the bacterial product cyanosafracin B (46) that could
be carried out under cGMP conditions (83). This route provided
an adequate source for advanced clinical trials and an assured
supply if the drug is approved for clinical use.

Ecteinascidin 743 has a novel mechanism of action, binding
to the DNA minor groove and alkylating the N2 position
of guanine. This process strongly inhibits the transcription of
specific genes. Ultimately it causes a p53-independent cell-cycle

block, which leads to apoptosis. It has shown a clinical benefit
rate close to 40% in Phase II studies on sarcomas (84).

Other agents

Mithramycin (47) is an antitumor antibiotic isolated from Strep-
tomyces plicatus . It currently is used to a limited extent for
the treatment of embryonal cell carcinoma of the testes and of
cancer-related hypercalcemia (85). It is reported to be a spe-
cific inhibitor of the Sp1 transcription factor in hematopoietic
cells (86).

Streptozotocin (48) is an N-nitroso urea isolated from Strep-
tomyces achromogenes . It acts as a DNA-alkylating agent (87),
and it is recommended for use in combination with doxorubicin
(35) as the drug of choice for the chemotherapy for patients
with malignant neuroendocrine pancreatic tumors (88).

Conclusions

As noted in the Introduction, natural products have served
historically as the major source of drugs and lead compounds
for the treatment of cancer, and the examples provided in
this short review indicate that important discoveries in this
area are still being made. Despite this impressive track record,
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many pharmaceutical companies have deemphasized natural
product–based drug discovery efforts in favor of approaches
such as combinatorial chemistry. Sadly de novo combinatorial
chemistry, which was expected to be a panacea for the discovery
of small-molecule drug leads over the last 15 or so years, has
so far yielded only one drug for antitumor therapy. This drug
is the orally active multikinase inhibitor, Sorafenib from Bayer
AG (Leverkusen, Germany), which was approved in 2005 (89).
The comments of Ortholand and Ganesan (4) are appropriate
here

The early years of combinatorial chemistry suffered from an ex-
cess of hype, and a major victim was natural-product screening.
Many organizations went through an irreversible shift in policy,
and prematurely discontinued their efforts in this area. We are
now seeing the backlash from this knee-jerk reaction. The early
combinatorial strategies were flawed and unproven, and have
yet to deliver any blockbuster drugs. Meanwhile, we have lost
the uniqueness of screening natural-product space as a comple-
ment to synthetic compounds. If past indicators are any guide,
there are undoubtedly many more unique and potent biologically
active natural products waiting to be discovered.

The data in this review support this statement and show
clearly that natural products continue to provide both tools
to probe biologic mechanisms and skeletons upon which to
“improve” on the properties of the natural product. Scientists are

still discovering or rediscovering the truth that natural products
are the best lead structures from which to begin a search for
novel mechanisms and novel treatments for a multitude of
diseases, not just cancer.
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β-tubulin at 3.5 Å resolution. J. Mol. Biol. 2001;313:1045–1057.
36. Paik Y, Yang C, Metaferia B, Tang S, Bane S, Ravindra R,

Shanker N, Alcaraz AA, Johnson SA, Schaefer J, et al. REDOR
NMR distance measurements for the tubulin-bound paclitaxel
conformation. J. Am. Chem. Soc. 2007;129:361–370.

37. Ganesh T, Guza RC, Bane S, Ravindra R, Shanker N, Lakdawala
AS, Snyder JP, Kingston DGI. The bioactive taxol conformation of
β-tubulin: Experimental evidence from highly active constrained
analogs. Proc. Natl. Acad. Sci. U.S.A. 2004;101:10006–10011.

38. Hofle G, Bedorf N, Steinmetz H, Schomburg D, Gerth K, Reichen-
bach H. Epothilone A and B - novel 16-membered macrolides with
cytotoxic activity: Isolation, crystal structure, and conformation in
solution. Angew Chem Int. Ed. 1996;35:1567–1569.

39. Bollag DM, McQueney PA, Zhu J, Hensens O, Koupal L, Liesch
J, Goetz M, Lazarides E, Woods CM. Epothilones, a new class
of microtubule-stabilizing agents with a taxol-like mechanism of
action. Cancer Res. 1995;55:2325–2333.

40. Giannakakou P, Gussio R, Nogales E, Downing KH, Zaharevitz D,
Bollbuck B, Poy G, Sackett D, Nicolaou KC, Fojo T. A common
pharmacophore for epothilone and taxanes: Molecular basis for
drug resistance conferred by tubulin mutations in human cancer
cells. Proc. Natl. Acad. Sci. U.S.A. 2000;97:2904–2909.

41. Frykman S, Tsuruta H, Lau J, Regentin R, Ou S, Reeves C, Carney
J, Santi D, Licari P. Modulation of epothilone analog production
through media design. J. Ind. Microbiol. Biotech. 2002;28:17–20.

42. Klar U, Buchmann B, Schwede W, Skuballa W, Hoffmann J,
Lichtner RB. Total synthesis and antitumor activity of ZK-EPO:
the first fully synthetic epothilone in clinical development. Angew
Chem Int. Ed. 2006;45:7942–7948.

43. Wu K-D, Cho YS, Katz J, Ponomarev V, Chen-Kiang S, Dan-
ishefsky SJ, Moore MAS. Investigation of antitumor effects of
synthetic epothilone analogs in human myeloma models in vitro
and in vivo. Proc. Natl. Acad. Sci. U.S.A. 2005;102:10640–10645.

44. de Jonge M, Verweij J. The epothilone dilemma. J. Clin. Oncol.
2005;23:9048–9050.

10 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Natural Products as Anticancer Agents

45. Wall ME, Wani MC, Cook CE, Palmer KH, McPhail AT, Sim GA.
Plant antitumor agents. 1. The isolation and structure of camp-
tothecin, a novel alkaloidal leukemia and tumor inhibitor from
Camptotheca acuminata. J. Am. Chem. Soc. 1966;88:3888–3890.

46. Hsiang YH, Hertzberg R, Hecht S, Liu LF. Camptothecin induces
protein-linked DNA breaks via mammalian DNA topoisomerase
I. J. Biol. Chem. 1985;260:14873–14878.

47. Pommier Y. Topoisomerase I inhibitors: camptothecins and be-
yond. Nat. Rev. Cancer 2006;6:789–802.

48. Rahier NJ, Thomas CJ, Hecht SM. Camptothecin and its analogs.
Anticancer Agents from Natural Products. Cragg GM, Kingston
DGI, Newman DJ, eds. 2005. Taylor and Francis, Boca Raton,
FL. pp. 5–21.

49. Sanchez C, Mendez C, Salas JA. Indolocarbazole natural products:
occurrence, biosynthesis, and biological activity. Nat. Prod. Rep.
2006;23:1007–1045.

50. Saulnier MG, Balasubramanian BN, Long BH, Frennesson DB,
Ruediger E, Zimmerman K, Eummer JT, St. Laurent DR, Stoffan
KM, Naidu BN, et al. Discovery of a fluoroindolo[2,3-a]carbazole
clinical candidate with broad spectrum antitumor activity in pre-
clinical tumor models superior to the marketed oncology drug,
CPT-11. J. Med. Chem. 2005;48:2258–2261.

51. Routier S, Merour J-Y, Dias N, Lansiaux A, Bailly, C, Lozach,
O, Meijer, L. Synthesis and biological evaluation of novel
phenylcarbazoles as potential anticancer agents. J. Med. Chem.
2006;49:789–799.

52. Hartwell JL, Schrecker AW. Components of podophyllin. V. The
constitution of podophyllotoxin. J. Am. Chem. Soc. 1951;73:
2909–2916.

53. Lee K-H, Xiao Z. Podophyllotoxin and analogs. In: Anticancer
Agents from Natural Products. Cragg GM, Kingston DGI, New-
man DJ, eds. 2005. Taylor and Francis, Boca Raton, FL. pp. 71–87.

54. Arcamone F. Anthracyclines. In: Anticancer agents from natural
products. Cragg GM, Kingston DGI, Newman DJ, eds. 2005.
Taylor and Francis, Boca Raton, FL. pp. 299–320.

55. Zunino F, Capranico G. DNA topoisomerase II as the pri-
mary target of anti-cancer anthracyclines. Anticancer Drug Des.
1990;5:307–317.

56. Frederick CA, Williams LD, Ughetto G, Van der Marel GA, Van
Boom JH, Rich A, Wang AHJ. Structural comparison of anticancer
drug-DNA complexes: adriamycin and daunomycin. Biochemistry
1990;29:2538–2549.

57. Isaacs JS. Heat-shock protein 90 inhibitors in antineoplastic ther-
apy: is it all wrapped up? Exp. Opin. Investig. Drugs 2005;14:
569–589.

58. Janin YL. Heat shock protein 90 inhibitors. A text book example
of medicinal chemistry J. Med. Chem. 2005;48:7503–7512.

59. Chiosis G. Targeting chaperones in transformed systems - a focus
on hsp90 and cancer. Exp. Opin. Ther. Targ. 2006;10:37–50.

60. Prudhomme M. Staurosporines and structurally related indolocar-
bazoles as antitumor agents. In: Anticancer Agents from Natural
Products. Cragg GM, Kingston DGI, Newman DJ, eds. 2005. Tay-
lor and Francis, Boca Raton, FL. pp. 499–517.

61. Sanchez C, Mendez C, Salas JA. Indolocarbazole natural products:
Occurrence, biosynthesis, and biological activity. Nat. Prod. Rep.
2006;23:1007–1045.

62. Feling RH, Buchanan GO, Mincer TJ, Kauffman CA, Jensen PR,
Fenical W. Salinosporamide A: a highly cytotoxic proteasome
inhibitor from a novel microbial source, a marine bacterium of the
new genus Salinospora. Angew Chem. Int. Ed. 2003;42:355–357.

63. Corey EJ, Li WD. Total synthesis and biological activity of lacta-
cystin, omuralide and analogs. Chem. Pharm. Bull. 1999;47:1–10.

64. Corey EJ, Li WD, Nagamitsu T, Fenteany G. The struc-
tural requirements for inhibition of proteasome function by the
lactacystin-derived β-lactone and synthetic analogs. Tetrahedron
1999;55:3305–3316.

65. Reddy LR, Saravanan P, Corey EJ. A simple stereocontrolled syn-
thesis of salinosporamide A. J. Am. Chem. Soc. 2004;126:6230–
6231.

66. Reddy LR, Fournier J-F, Reddy BVS, Corey EJ. New synthetic
route for the enantioselective total synthesis of salinosporamide A
and biologically active analogues. Org. Lett. 2005;7:2699–2701.

67. Mauger AM, Lackner H. The actinomycins. In: Anticancer Agents
from Natural Products. Cragg GM, Kingston DGI, Newman DJ,
eds. 2005. Taylor and Francis, Boca Raton, FL. pp. 281–297.

68. Kawamata J, Imanishi M. Interactions of actinomycin with de-
oxyribonucleic acid. Nature 1960;187:1112–1113.

69. Kersten W, Kersten H, Rauen HM. Action of nucleic acids on the
inhibition of growth by actinomycin of Neurospora crassa. Nature
1960;187:60–61.

70. Gniazdowski M, Denny WA, Nelson SM, Czyz M. Transcription
factors as targets for DNA-interacting drugs. Curr. Med. Chem.:
Anti-Cancer Agents 2003;10:909–924.

71. Galm U, Hager MH, Van Lanen SG, Ju J, Thorson JS, Shen
B. Antitumor antibiotics: bleomycin, enediynes, and mitomycin.
Chem. Rev. 2005;105:739–758.

72. Hecht SM. Bleomycin group antitumor agents. In: Anticancer
Agents from Natural Products. Cragg GM, Kingston DGI, New-
man DJ, eds. 2005. Taylor and Francis, Boca Raton, FL. pp.
357–381.

73. Tao Z-F, Konishi K, Keith G, Hecht SM. An efficient mam-
malian transfer RNA target for bleomycin. J. Am. Chem. Soc.
2006;128:14806–14807.

74. Kumar SG, Lipman R, Cummings J, Tomasz M. Mitomycin
c-DNA adducts generated by dt-diaphorase. Revised mechanism
of the enzymatic reductive activation of mitomycin C. Biochem-
istry 1997;36:14128–14136.

75. Remers WA. The mitomycins. In: Anticancer Agents from Natural
Products. Cragg GM, Kingston DGI, Newman DJ, eds. 2005.
Taylor and Francis, Boca Raton, FL. pp. 475–497.

76. Lee MD, Dunne TS, Siegel MM, Chang CC, Morton GO, Borders
DB. Calichemicins, a novel family of antitumor antibiotics. 1.
Chemistry and partial structure of calichemicin γ J. Am. Chem.
Soc. 1987;109:3464–3466.

77. Lee MD, Dunne TS, Chang CC, Ellestad GA, Siegel MM, Morton
GO, McGahren WJ, Borders DB. Calichemicins, a novel family of
antitumor antibiotics. 2. Chemistry and structure of calichemicin
γ J. Am. Chem. Soc. 1987;109:3466–3468.

78. Golik J, Clardy J, Dubay G, Groenewold G, Kawaguchi H, Kon-
ishi M, Krishnan B, Ohkuma H, Saitoh K, Doyle TW. Esperam-
icins, a novel class of potent antitumor antibiotics. 2. Structure of
esperamicin X. J. Am. Chem. Soc. 1987;109:3461–3462.

79. Golik J, Dubay G, Groenewold G, Kawaguchi H, Konishi M, Kr-
ishnan B, Ohkuma H, Saitoh K, Doyle TW. Esperamicins, a novel
class of potent antitumor antibiotics. 3. Structures of esperamicins
A1, A2, and A1b. J. Am. Chem. Soc. 1987;109:3462–3464.

80. Hamann PR, Upeslacis J, Borders DB. Enediynes. In: Anticancer
Agents from Natural Products. Cragg GM, Kingston DGI, New-
man DJ, eds. 2005. Taylor and Francis, Boca Raton, FL. pp.
451–474.

81. Rinehart KL, Holt TG, Fregeau NL, Stroh JG, Keifer PA, Sun F,
Li LH, Martin DG. Ecteinascidins 729, 743, 745, 759a, 759b,
and 770: potent antitumor agents from the caribbean tunicate
Ecteinascidia turbinata . J. Org. Chem. 1990;55:4512–4515.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 11



Natural Products as Anticancer Agents

82. Wright AE, Forleo DA, Gunawardana GP, Gunasekera SP, Koehn
FE, McConnell OJ. Antitumor tetrahydroisoquinoline alkaloids
from the colonial ascidian Ecteinascidia turbinata . J. Org. Chem.
1990;55:4508–4512.

83. Cuevas C, Perez M, Martin M, Chicharro JL, Fernandez-Rivas C,
Flores M, Francesch A, Gallefo P, Zarzuelo M, de la Calle F, et al.
Synthesis of ecteinascidin ET-743 and phthalascidin PT-650 from
cyanosafracin B. Org. Lett. 2000;2:2545–2548.

84. 84, Fayette J, Coquard IR, Alberti L, Ranchere D, Boyle H, Blay
J-Y. ET-743: a novel agent with activity in soft tissue sarcomas.
Oncologist 2005;10:827–832.

85. Lynch GR, Lane M. Other antitumor antibiotics. In: Cancer
Management in Man. Woolley PV, ed. 1989. Kluwer Academic
Publishers, Dordrecht. pp. 134–146.

86. Koschmieder S, Agrawal S, Radomska HS, Huettner CS, Tenen
DG, Ottmann OG, Berdel WE, Serve HL, Muller-Tidow C.
Decitabine and vitamin D3 differentially affect hematopoietic tran-
scription factors to induce monocytic differentiation. Int. Oncol.
2007;30:349–355.

87. Dolan ME. Inhibition of DNA repair as a means of increasing the
antitumor activity of DNA reactive agents. Adv. Drug Deliv. Rev.
1997;26:105–118.

88. Arnold R, Rinke A, Schmidt C, Hofbauer L. Chemotherapy. Best
Pract. Res. Clin. Gastroent. 2005;19:649–656.

89. Wilhelm S, Carter C, Lynch M, Lowinger T, Dumas J, Smith RA,
Schwartz B, Simantov R, Kelley S. Discovery and development
of sorafenib: a multikinase inhibitor for treating cancer. Nature
Rev. Drug Discov. 2006;5:835–844.

Further Reading
Cragg GM, Kingston DGI, Newman DJ, eds. Anticancer Agents from

Natural Products. 2005. CRC Press; Boca Raton, FL.

See Also
Cancer, Chemical Biology of
Chemistry of Protein Reactive Natural Products
Natural Products in Marine Organisms, Chemical Diversity of
Natural Products in Microbes, Chemical Diversity of
Natural Products in Plants, Chemical Diversity of
Natural Products, Common Biological Targets for
Natural Products, Inhibition of Protein Biosynthesis by

12 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Advanced Article

Article Contents

• Polyketides and Fatty Acid Derivatives

• Nonribosomal Peptides and Amino Acid
Derivatives

• Alkaloids

• Terpenoids

Marine Natural Products,
Chemical Diversity of
Nobuhiro Fusetani, Hokkaido University, Hakodate, Japan

doi: 10.1002/9780470048672.wecb371

Oceans provide enormous and diverse habitats for marine life. The distinct
feature of marine life is the domination of invertebrates, which account for
more than 95% of marine animals. Most marine invertebrates are sessile
and soft-bodied and lack obvious physical defenses. Instead, they have
evolved to defend by chemical means against predation and overgrowth
by other fouling organisms. In fact, their secondary metabolites have
unusual structural features and potent biologic activities, many of which are
not found in terrestrial natural products. This review focuses on bioactive
metabolites isolated mainly from marine invertebrates with a special
emphasis on the uniqueness of marine natural products.

The world’s oceans cover more than 70% of the earth’s surface
and represent greater than 95% of the biosphere. Species ranging
from 3 to 100 million are estimated to inhabit in the oceans.
All but 1 of the 35 principal phyla in the animal kingdom are
represented in aquatic environments; 8 phyla are exclusively
aquatic. Most of them are sessile and soft-bodied organisms,
most of which have evolved by chemical means to defend
against predators and overgrowth by competing species. As
expected, a variety of bioactive metabolites were found in
marine invertebrates (see a series of reviews on marine natural
products published in Natural Product Reports since 1984).

Bergmann’s revolutionary discovery of arabinose-containing
nucleosides [e.g., spongouridine (1)] from the Caribbean ma-
rine sponge Cryptothera crypta was a driving force for the
birth of a new research field, Marine Natural Products Chem-
istry, in the early 1970s (1, 2). Nearly 18,000 new com-
pounds, including polyketides, peptides, alkaloids, terpenoids,
shikimic acid derivatives, sugars, and a multitude of mixed bio-
genesis metabolites, have been discovered during the last 40
years according to MarinLit (University of Canterbury, New
Zealand). Many marine natural products have structural fea-
tures previously unreported from terrestrial sources (3). Halo-
genated, especially brominated, and sulfated compounds are of-
ten encountered as marine natural products. Arsenic compounds,
in particular arsenobetaines and arsenosugars, are distributed
widely in marine algae and invertebrates. Recently, the first pol-
yarsenic organic compound from Nature, arsenicin A (2) was
reported from the sponge Echinochalina bargibanti (4). Also,
several highly bioactive compounds with interesting modes of
action have been discovered from marine invertebrates. A con-
siderable percentage of these compounds was suggested or
found to be derived from microorganisms. Indeed, certain bi-
valves and ciguateric fishes become poisonous by feeding toxic
dinoflagellates or herbivorous ciguateric fish (5), whereas some

cytotoxic metabolites of sponges and tunicates are produced by
symbiotic microorganisms (6).

This review describes bioactive compounds isolated from
marine algae and invertebrates with an emphasis on their
uniqueness. Because of limited space, metabolites from bac-
teria, cyanobacteria, and fungi cannot be included, although
some from cyanobacterial and endosymbiotic bacterial origins
are described (some reviews on metabolites of marine bacteria,
cyanobacteria, and fungi are provided in the “Further Reading”
section). Structures and bioactivities are described for com-
pounds that represent natural product classes, but steroids and
carotenoids are not included.

Polyketides and Fatty Acid
Derivatives

A diverse array of polyketide metabolites are found in ma-
rine organisms, which range from simple oxylipins to highly
complex polyethers and macrolides. Particularly intriguing are
“ladder-shaped” polyethers of dinofragellate origin and sponge
macrolides.

Fatty acid derivatives

Oxylipins, which are a major metabolite of fatty acids, are
observed regularly in seaweeds and opisthobrachs that feed
on seaweeds. Aplydilactone (3), which is an unusual oxylipin
isolated from the sea hare Aplysisa kurodai , activates phos-
pholipase A2 (7). More than 50 halogenated C15 acetogenins,
which are derived from fatty acids, have been isolated from
red algae of the genus Laurencia; laurencin (4) was first iso-
lated from L. nipponica (8). These compounds were reported
to be antifeeding and insecticidal. Certain species of soft corals
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are known to contain prostanoids, of which the most intrigu-
ing are punaglandins [punaglandin 1 (5)], the first halogenated
prostaglandins isolated from the soft coral Telesto riisei (3).
They are antiviral and cytotoxic.

Fatty acid-derived cyclic peroxides are often found in marine
sponges of the genus Plakortis; the first example was chon-
drillin (6). 1,2-Dioxane and 1,2-dioxolane carboxylates were
also discovered from Plakortis sponges (9). These cyclic oxides
show a range of biologic activities, for example, antimicrobial,
cytotoxic, and antimalarial activities.

In addition, a variety of bioactive fatty acid derivatives have
been isolated from marine organisms, including glycoceramides
(10). Perhaps the most unusual example is a highly chlorinated
sulfolipid 7 isolated as a cytotoxic principle from the mussel
Mytilus galloprovincialis (10).

Polyacetylenes

Linear polyacetylenes are found frequently in marine sponges
of the order Haplosclerida (11). Although the chain lengths vary
from C14 to C49, likely they are to be derived from C16 fatty
acids. Polyacetylenes show a wide range of bioactivities, includ-
ing antimicrobial, cytotoxic, antiviral, and enzyme inhibitory.
Corticatic acid A (8), which is a C31 polyacetylene carboxylic
acid isolated from Petrosia corticata, is not only antimicrobial,
but also it inhibits geranylgeranyltransferase I (12).

Polypropionates

The most prominent source of marine polypropionates are
mollusks, in particular opisthobranchs (13). Among a variety
of polypropionates, the simplest one is possibly siphonarienal
(9) isolated from Siphonaria grisea , whereas such unusual
pyrone-containing metabolites as siphonarin A (10) were iso-
lated from S. zelandica . Marine polypropionates not only play
defensive roles in mollusks, but also they show antimicrobial,
antivial, and cytotoxic activities.

Polyethers

Dinoflagellates, which are unique, aquatic photosynthesizing eu-
karyotes, are classified in the kingdom Protoctista. They produce
a variety of unusual polyketides with potent bioactivities (14).
The most unique metabolites are “ladder-shaped” polyethers;
brevetoxin B (11), which was isolated from Gymnodinium breve
(currently, Karenia brevis), was the first example of this group,
and more than 15 brevetoxins have been isolated from the
same source. Ciguatoxin (12) is a causative agent of ciguat-
era, a fish poisoning in subtropical and tropical regions, first
isolated from a moray eel. It was later found to be originated
from the dinoflagellate Gambierdiscus toxicus that contains a
more complex polyether, maitotoxin (13), which is also in-
volved in ciguatera (5, 14). G. toxicus produces a variety of
polyether compounds, namely highly antifungal gambieric acid
(14). Maitotoxin, which is the most toxic natural product (LD50

value of 50 ng/kg in mice), increases membrane permeability to
Ca2+, but the detailed mechanism remains unknown. Ciguatoxin
is also highly toxic (1/10 potency of maitotoxin) and activates
voltage-gated Na+ channels, whereas brevetoxins are much less

toxic, although their mode of action is similar to that of cigua-
toxin.

A different class of “ladder-shaped” polyethers, yessotoxins
[e.g., yessotoxin 1 (15)], was isolated from toxic scallops; again
its producer is the dinoflagellate Protoceratium reticulatum
(5). The mode of action seems to be different from that of
brevetoxins and ciguatoxins.

The sponge Halichondria okadai contains a polyether
metabolite named okadaic acid (16) that was also isolated as
a causative agent of diarrhetic shellfish poisoning (DSP) from
mussels and other bivalves (14). However, the real producers
are dinoflagellates of the genus Dinophysis . It is a potent cancer
promoter that was found to be caused by inhibition of protein
phosphatases 1 and 2A at nanomolar levels. Pectenotoxins are
also involved in DSP and are produced by Dinophysis spp.;
pectenotoxin 2 (17) inhibits actin polymerization (14).

Azaspiracids [azaspiracid-1 (18)] are another class of highly
unusual polyketide polyethers originally isolated from Irish
mussels that caused azaspiracid shellfish poisoning (5). They
are produced by the dinoflagellate Protoperidinium crassipes . A
similar class of polyether toxins named pinnatoxins [pinnatoxin
A (19)] were reported from the bivalve Pinna pectinata; a
closely related species P. attenuata is known to cause food
poisoning in China. Pinnatoxins are likely of dinoflagellate
origin and activate Ca2+ channels (15).

Open-chain polyketides

Dinoflagellates of the genus Amphidinium produce highly oxy-
genated, long-chain polyketides named amphidinols [amphidi-
nol 3 (20)] that are highly antifungal and hemolytic (5). Paly-
toxin (21), which is found in zoanthids of the genus Palythoa , is
an unusual polyketide as toxic as ciguatoxin (15). Its congeners
were reported from the dinoflagellate Ostreopsis siamensis. Pa-
lytoxin is involved in several seafood poisonings and increases
membrane permeability to Na+ by acting on Na+, K+-ATPase.

Discodermolide (22) is a polypropionate-based, unique com-
pound isolated from the Caribbean deep-sea sponge Disco-
dermia dissoluta. It is immunosuppressive as well as highly
cytotoxic. More significantly, it stabilizes microtubules more
potently than taxol (2).

Macrolides

A wide range of macrolides have been isolated from marine
organisms, including dinoflagellates, sponges, bryozoans, and
tunicates. Symbiotic dinoflagellates of the genus Amphidinium
isolated from flat worms are the prolific source of highly
cytotoxic macrolides (16). Amphidinolide N (23), which is a
26-membered macrolide, is the most potent, with an IC50 value
of 0.05 ng/mL against L1210 leukemia cells, among the 34
amphidinolides isolated.

Sponges contain a diverse array of macrolides with intriguing
activities. The first sponge macrolide, latrunculin A (24), was
isolated from the Red Sea collection of Latrunculia magnifica
as an ichthyotoxic compound and later was found to inhibit
polymerization of G-actin allosterically. Swinholide A (25) is
a macrodiolide originally isolated from the Red Sea sponge
Theonella swinhoei . It is highly antifungal and cytotoxic, but
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its primary target is G-actin. Recently, it was discovered from
cyanobacteria, although its eubacterial origin was predicted
(6). Another class of macrolides that inhibit actin polymer-
ization is the tris-oxazole-containing macrolides, namely kabi-
ramides and mycaolides (1). Kabiramide C (26) was isolated
from eggmasses of a nudibranch of the genus Hexabranchus ,
whereas mycalolides are of sponge origin, which indicates kabi-
ramides were sequestered by nudibranchs from sponges. These
macrolides are potently antifungal and cytotoxic. They bind
G-actin in a molar ratio of 1:1, which thereby inhibits actin poly-
merization. Similar macrolides named aplyronines were isolated
from the sea hare Aplysis kurodai ; aplyronine A (27) shows re-
markable antitumor activity (T/C > 500% at 0.08 mg/kg against
P388 leukemia cells) as well as a similar mode of action to that
of kabiramides (7). Presumably, aplyronines are of cyanobacte-
rial origin.

Halichondrin B (28), which is a polyether macrolide isolated
from H. okadai , shows promising antitumor activity and has
entered phase I clinical trials (2, 15). It inhibits polymerization
of tubulin by binding to the colchicine domain. The macrocyclic
portion seems to be essential for the activity (2). Halichondrins
have been found in several species of sponges, which indicates
their microbial origin (6).

Spongistatins/hyrtiostatins/cinachyrolide A [spongistatin-1
(29)] are highly unusual, 35-membered macrolides isolated from
several sponges (1). They inhibit growth of tumor cells at
sub-nM levels by binding to the vinca domain of tubulin. Their
low yields and occurrence in several different sponges sug-
gest their microbial origin. Spirastrellolide B (30) was reported
recently as an antimitotic agent from the sponge Spirastrella
coccinea . It is actually a potent and selective inhibitor of protein
phosphatase 2A (12).
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Peloruside A (31), which is a 16-membered, highly oxidized

macrolide from the sponge Mycale hentscheli , induces tubu-

lin polymerization (2). 13-Deoxytedanolide (32) isolated from

Japanese sponges of the genus Mycale shows promising antitu-

mor activity. It inhibits protein synthesis by binding to a 70 S

large subunit of eukaryotic ribosome (17).

Bryostatins are medicinally important macrolides discovered

from the cosmopolitan bryozoan Bugula neritina (2). Twenty

bryostatins, which all possess a 20-membered ring, are known

to date. Bryostatin 1 (33) showed good antitumor activity; it

selectively modulates protein kinase C (12).
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Phorboxazole A (34) is an unusual oxazole-containing

macrolide isolated from a sponge Phorbas sp. (18). It is highly

antifungal and cytostatic.

Salicylihalamide A (35) is a salicylic acid-containing

macrolide enamide isolated from a sponge Haliclona sp., and

it inhibits V-ATPases at a low nM concentration. Members of

this family have been isolated from sponges, tunicates, and bac-

teria (12).

PKS/NRPS metabolites

Bengamides were isolated originally as anthelmintic agents
from a sponge Jaspis sp. Later, bengamide A (36) was found to
inhibit growth of tumor cells as well as methionine aminopep-
tidases (2).

Marine natural products of the pederin class (mycalamides,
onnamides, and theopederins) isolated from sponges are mixed
biogenesis metabolites of polyketide synthase and nonribosomal
synthase (1). In fact, biosynthesis gene clusters of this class have
been cloned recently using metagenomic techniques from the
marine sponge Theonella swinhoei (6). These compounds are
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potently cytotoxic; theopederin A (37) inhibits protein synthesis

in a similar mode of action to that of 13-deoxytedanolide.

Calyculin A (38) is an extraordinary metabolite composed

of C28 fatty acid and two γ-amino acids isolated from the

sponge Discodermia calyx . It is not only highly antifungal and

antitumor but also a potent cancer promoter that was found

to be caused by potent inhibition of protein phosphatases 1

and 2A (1). More than 15 calyculin derivatives were isolated

from several marine sponges, which indicates the involvement

of symbiotic microorganisms in the production of calyculins (6).

Pateamine (39) is a macrolide isolated from a marine sponge

Mycale sp. Its potent cytotoxicity is attributed to inhibition of

transcriptional initiation (19).

Aromatic polyketides and enediynes

Aromatic polyketides are rare metabolites in marine inverte-
brates. Naphthoquinone and anthraquinone derivatives were re-
ported as echinoderm pigments in the earlier stage of marine
natural products research. The most interesting aromatic polyke-
tides are the pentacyclic polyketides of the halenaquinone/
halenaquinol class. Halenaquinone (40) was first isolated from
the sponge Xestospongia exigua. Compounds of this class show
a variety of biologic activities, which include inhibition of ty-
rosine kinase (12, 19).

Only two groups of enediynes have been found from ma-
rine organisms; namenamicin (41) was first isolated the Fijian
tunicate Polysyncraton lithostrotum, whereas shishijimicins A
(42)-C, β-carboline-contining enediynes, were isolated from the
Japanese tunicate Didemnum proliferum, along with 41, which
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thus suggests the involvement of symbiotic microorganisms in
their production (1). As expected, these compounds inhibited
growth of tumor cells at pM levels.

Nonribosomal Peptides and Amino
Acid Derivatives
In addition to ribosomal peptides, some of which exhibit in-
teresting bioactivities as is the case of conotoxins, marine or-
ganisms; in particular, sponges and tunicates contain a wide
variety of nonribosomal peptides, many of which contain un-
usual or unprecedented amino acids. It should be noted that
these peptides show a range of biological activities.

Amino acid derivatives

Microalgae and macroalgae often contain UV-absorbing amino
acids collectively dubbed “mycosporines.” Mycosporine-glycine
(43) is most widely distributed in marine organisms that use it
for protection from UV irradiation. Domoic acid (44) is not only
a helminthic agent originally isolated from a red alga, but also
it is a causative agent of amnesic shellfish poisoning (14). It is a
potent agonist of glutamate receptors. Dysiherbaine (45), which
is a novel betaine isolated from the sponge Dysidea herbacea ,
is a potent non-MNDA-type agonist with very high affinity for
kainate receptors (20).
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Girolline (46), which is a potent cytotoxin isolated from
the sponge Pseudaxinyssa cantharella, inhibits protein synthe-
sis (2).

Bromotyrosine derivatives
Bromotyrosine-derived metabolites are often encountered in
marine sponges of the families Aplysinidae and Pseudocer-
atidae, in particular Pseudoceratina (= Psammaplysilla) pur-
purea . They show a variety of biological activities, which
include antimicrobial, enzyme inhibitory, and antifouling ac-
tivities. Psammaplysin A (47) is antimicrobial, cytotoxic, and
antifouling, whereas psammaplin A (48) is an inhibitor of hi-
stone deacetylase (2). The marine sponge Ianthella basta syn-
thesizes at least 25 bastadins that are linear or cyclic peptides
composed of four bromotyrosine residues [bastadin 5 (49)] and
show antimicrobial, cytotoxic, and enzyme inhibitory activities
as well as interaction with Ca2+ channels (21).

Linear peptides

Sponges and tunicates frequently contain unusual linear and
cyclic peptides; those from the former source were reviewed
in 1993 and 2002 (22, 23). To avoid duplication, this review
focuses on bioactive peptides isolated from other sources and
new findings. Gymnangiamide (50) is the first described peptide
from a hydroid (24). This pentapeptide from Gymnangium
regae contains three previously unknown amino acids. Although
moderately cytotoxic, its structure is reminiscent of dolastatin
10 (51), which is a powerful antitubulin agent of the sea
hare Dolabella auricularia (2). Actually, dolastatins are of
cyanobacterial origin. Dysinosin A (52) is a novel inhibitor of
factor VIIa and thrombin, which was isolated from a new genus
and species of Australian sponge of the family Dysideidae (12).
Perhaps the most intriguing linear peptide is polytheonamide B
(53), which is a potent cytotoxin discovered from T. swinhoei
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(25). It is composed of 48 amino acid residues, most of which
are unusual amino acids. More significantly, it has the sequence
of alternating D- and L-amino acids.

Cyclic peptides
Most cyclic peptides have been isolated from sponges and tuni-
cates. Azumamides A (54) through E, which are cyclic tetrapep-
tides isolated from the sponge Mycale izuensis , are the most
recent addition to the list of cyclic peptides. They strongly in-
hibit histone deacetylase (12). Dolastatin 11 (55), which is a
cyclic depsipeptide isolated from D. auricularia, stabilizes actin
filaments as in the case of jaspakinolide/jaspamide. Kahalalide F
(56) is a cyclic depsipeptide isolated from the sacoglossan mol-
lusk Elysia rufescens . It shows promising antitumor activity and

has entered Phase II clinical trials, but its mode of action is not
clear (2). Dolastatins and kahalalides likely are sequestered by
the mollusks from cyanobacterial diets. Ascidian peptides often
contain thiazole/thiazoline and oxazole/oxazoline amino acids
as represented by patellamide A (57) isolated from Lissoclinum
patella (3). These cyclic peptides show cytotoxic activity. Prob-
ably the most well-known ascidian peptide is didemnin B (58)
isolated from Trididemnum solidum. This depsipeptide showed
remarkable antitumor activity and entered clinical trials, but
it was dropped because of side effects (2). It inhibits protein
synthesis. Aplidine (dehydrodidemnin B) (59) isolated from
Aplidium albicans is more promising as an anticancer drug,
although it shows multiple modes of action (2).
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Alkaloids

Marine organisms produce a wide range of alkaloids with
potent bioactivities, which include such specific classes as
3-alkylpiperidine, guanidine, indole, polyamine, pyridoacridine,
and pyrrole-imidazole alkaloids. Their biological activities vary
from antimicrobial to neurological.

3-alkylpiperidines
A variety of 3-alkylpiperidine-derived compounds have been
obtained from sponges belonging to five families of the order
Haplosclerida (26). They show a range of bioactivities, for
example, cytotoxic, antimalarial, and antifouling. It is likely
that 3-alkylpiperidines are produced by sponge cells but not by
symbiotic microorganisms.

The first 3-alkylpiperidine derivative reported is halitoxin
(60), which was isolated from Haliclona sp. Similar polymeric
alkylpyridines are also known from several sponges. In addition

to the polymers, various types of metabolites of 3-alkylpyridines
or 3-alkylpiperidines have been isolated, namely, macrocyclic
bis-3-alkylpiperidine [telomerase-inhibitory cyclostellettamine
A (61)] (12). Bis-quinolizadine [petrosin A (62)] and bis-1-
oxaquinolizadine macrocycles [xestospongin C (63)] isolated
from Petrosia seriata and Xestospongia spp., respectively, also
belong to this group. The former is ichthyotoxic, whereas the
latter is a potent vasodilator as well as an inhibitor of IP3 recep-
tor. Halicyclamine (64), which was isolated from Haliclona sp.,
is another group of macrocyclic bis-3-alkylpiperidines, whereas
sarain A (65), which was isolated from Reniera sarai , has a
more complex polycyclic core. These compounds are moder-
ately cytotoxic.

The most well-known group of 3-alkylpiperidine alkaloids is
the manzamines. Manzamine A (66), which is the first member
of this group, was isolated from an Okinawan Haliclona sp.
More than 20 manzamines have been isolated from sponges
of eight different genera. Manzamine A is highly cytotoxic,
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antituberculosis, and antimalarial, but its mode of action remains
unknown (27).

Pyrrole-imidazoles

The pyrrole-imidazole alkaloids are found exclusively in ma-
rine sponges, in particular in the families Agelasidae, Axinel-
lidae, and Halichondridae (28). Oroidin (67), which was dis-
covered from Agelas oroides , is the building block of about
100 metabolites of this family, which can be divided into
those derived from different modes of cyclization, for example,
(–)-dibromophakelin (68) isolated from Phakellia flabellate and
ageladine A (69) from Agelas nakamurai , and those derived
from different modes of dimerization, namely sceptrin (70),
which is isolated from Agelas sceptrum, palau’amine (71)
from Stylotella aurantium and massadine (72) from Stylissa
massa . Quite recently, a dimer of massadine (oridin tetramer)

named stylissadine A was isolated from Stylissa caribica . The
pyrrole-imidazole alkaloids show a range of bioactivities, which
include antimicrobial, cytotoxic, antagonistic to receptors, imm-
nosuppressive, enzyme inhibitory, and antifouling.

Pyridoacridines and related alkaloids

Pyridoacridines are highly colored polycyclic alkaloids mainly
isolated from sponges and tunicates (29). They are divided
into four groups, the simplest of which is styelsamine D (73),
which was isolated from the ascidian Eusynstyela latericius . The
pentacyclic pyridoacridines are also classified into two groups
as represented by amphimedine (74), which was isolated from
a sponge Amphimedon sp., and ascididemin (75), which was
isolated from a tunicate Didemnum sp., respectively. Dercitin
(76) is a thiazole-containing pentacyclic alkaloid isolated from
a sponge Dercitus sp., whereas cyclodercitin (77), which was

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 11



Marine Natural Products, Chemical Diversity of

N
H

H
N

N
H

H
N

N
H

H
N

N
H

H
N

N
H

H
N

N
H

N
H

H
N

N
H

H
N

N
H

H
N

N
H

H
N

N
H

H
N

HO

OH
S

HOMeHN

OH

O
−

H
N

O
NH

HN

NH
H
N

O

O
O

O
N
H

H
N

N
H

H
N

N
H

OH NHMe

H2N

H2NH2N

H2N

H
NN

H

H
NN

H

H
NN

H

H
N

N
H

OH NHMeNHMe
HOHN

NH

HN
H
N

O

O

O

O

N
H

H
NN

H O

O

HO

N
H

H
N

O

NHMeO

NHMe

O

MeHN

O

MeHN

O

OH

O

O O

O

O

O

O

O

O

O

O

O O

O

O

O

O

O

O

O

O

O

O

O

O

O

O

O

O

O

O

O

O

O

O

O

O

O

O O

O

O

O

O

O

O

+

5353

isolated from a sponge Stelletta sp., is a member of the hex
acyclic group. The most complex octacyclic pyridoacridines
are represented by eudistone A (78), which was isolated from
Eudistoma sp.

Alkaloids related to pyridoacridines are known also from
sponges and tunicates. Discorhabdin C (79), which is the first
marine pyrroloquinoline alkaloid, was isolated from the sponge
Latrunculia cf. bocagei . More than 20 alkaloids of this class are
known at moment (30). Additional examples of this family are
batzelline A (80) from a deep-sea sponge of the genus Batzella
and wakayin (81) from an ascidian Clavelina sp.

Marine pyridoacridines show a wide range of biological activ-
ities, namely antimicrobial, antiviral, antiparasitic, insecticidal,
antitumor, and enzyme inhibitory (12, 29, 30).

Pyrrole alkaloids
Highly substituted pyrroles are often found in sponges, ascid-
ians, and mollusks (30). Lamellarins A (82)-D are the first
metabolites of this group that were reported from a mollusk
Lamellaria sp., followed by the discovery of more than 50 al-
kaloids of this class from sponges and ascidians. Polycitone A
(83) was isolated from a tunicate Polysitor sp., whereas storni-
amide A (84) was isolated from a sponge of the genus Cliona .
The most recent addition to this class is dictyodendrins A (85)
through E isolated as telomerase inhibitors from the sponge Dic-
tyodendrilla verongiformis (12). Various bioactivities have been
reported for lamellarins and related compounds, which include
antitumor, antiviral, and enzyme inhibitory.

Indole alkaloids
Many indole-containing metabolites have been reported from
marine organisms, some of which were already mentioned. This
section focuses on important indole-containing substances that
belong to structural classes not mentioned above. These alka-
loids show antimicrobial, antiparasitic, antitumor, and enzyme
inhibitory activities (27). Dragmacidin (86) is a novel bis-indole
isolated from a deep-sea sponge Dragmacidon sp., whereas an-
other deep-sea sponge Spongosorites ruetzleri contains a similar
bis-indole, topsentin (87).

β-Carboline-containing metabolites are known from sponges
and tunicate. Eudistomins were the first β-carboline alka-
loid isolated from marine organisms. Eudistomin K (88),
which is a novel oxathiazepine ring containing βcarboline, was
isolated from the tunicate Eudistoma olivaceum, whereas a
guanidine-containing grossularine 1 (89) was from the tunicate
Dendrodoa grossulatia (27).

Physostigmine alkaloids are often contained in bryozoans.
The highly unusual constituent is securine A (90) isolated
from Securiflustra securifrons from the North Sea. Another
interesting physostigmine is urochordamine A (91) isolated as
a larval settlement inducer from the ascidian Ciona savignyi
(30). Neosurugatoxin (92), which is a causative agent of “ivory
shellfish poisoning” isolated from the gastropod Babylonia
japonica , is a reversible nicotinic acetylcholine antagonist (14).
Its bacterial origin has been suggested. Finally, diazonamide A
(93) is a highly unusual cytotoxic metabolite of the tunicate
Diazona angulata. It inhibits tubulin polymerization (2).

Guanidine alkaloids

Many guanidine-containing compounds have been reported
from diverse marine organisms (31). No doubt exists that the
most well-known guanidine alkaloid is tetrodotoxin (94), which
is a causative agent of puffer fish poisoning (14). It is highly
toxic because of inhibition of voltage-gated Na+ channels. Pro-
duction of tetrodotoxin by bacteria of such genera as Pseudoal-
teromonas and Vibrio was reported. Similarly, saxitoxin (95)
causes paralytic shellfish poisoning. Bivalves accumulate the
toxin from dinoglagellates, for example, Alexandrium catenella,
A. tamarense, and Gymnodinium catenatum. Its mode of ac-
tion is similar to that of tetrodotoxin. More than 30 saxitoxin
derivatives are known to date.

Ptilomycalin A (96) is a novel polycyclic guanidine alka-
loid isolated from the sponge Ptilocaulis spiculifer (31). It is
highly cytotoxic, antifungal, and antiviral. The related alkaloids
were reported from the Mediterranean sponge Crambe crambe
that also contains other types of guanidine alkaloids such as
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crambescin A (97). Batzelladines are a similar class of alka-
loids isolated from a sponge Batzella sp.; batzelladine A (98)
shows anti-HIV activity.

Variolin B (99), which is a pyridopyrropyrimidine alkaloid
isolated from the sponge Kirkpatrichia varialosa, is strongly
cytotoxic, antifungal, and antiviral (30). It inhibits cyclin-
dependent kinases (12).

Polyamine alkaloids

Stellettadine A (100), which is isolated from a sponge Stelletta
sp., represents the first polyamine alkaloid with an arcaine back-
bone (32). Similar alkaloids [e.g., stellettazole A (101)] are also
known from the same source. These compounds show larval

settlement-inducing, antifungal, and enzyme inhibitory activi-
ties. Isoprenylated polyamines are encountered occasionally as
metabolites of soft corals as represented by sinulamide (102),
which inhibits H,K-ATPase (12).

Quinolines and isoquinolines

Aaptamine (103), which is a cytotoxic benzonaphthyridine al-
kaloid isolated from the sponge Aaptos aaptos , induces differ-
entiation in chronic leukemia cells (33). Schulzeine A (104)
is a novel dihydroquinoline alkaloids isolated from the sponge
Penares schulzei that inhibits glycosidases (12).

Sponges and tunicates contain tetrahydroisoquinoline alka-
loids (30). Renieramycin A (105) from a sponge Reniera sp.
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represents the first example of this particular class of alkaloids
isolated from marine organisms. Ecteinascidins, in particular
ecteinascidin 743 (106), which was isolated from the tuni-
cate Ecteinascidia turbinata , are promising as anticancer leads.
Ecteinascidin 743 cleaves DNA chains and is in clinical tri-
als (2).

Quinolizidines and indolizidines

Only a few compounds of these classes of alkaloids have been
reported from marine organisms. Clavepictine B (107), which
was isolated from the ascidian Clavelina picta, is marginally cy-
totoxic. Stellettamine A (108), which is an indolizidine deriva-
tive from a sponge Stelletta sp., is antifungal and cytotoxic. It

also inhibits calmodulin (12). Lepadiformine (109), which has
a similar structural feature isolated from the tunicate Clavelina
inoluccensis , inhibits K+ channels (33).

Steroidal alkaloids

Steroidal alkaloids belong to a rare class of marine natural prod-
ucts. Plakinamine A (110), which is an antimicrobial metabolite
from a sponge Plakina sp., is the first steroidal alkaloid iso-
lated from marine organisms. Cephalostatins and ritterazines
are unprecedented dimeric steroidal alkaloids isolated from the
hemichordate Cephalodiscus grichristii and the tunicate Rit-
terella tokioka , respectively (1, 30) .They are specific to marine
metabolites. Cephalostatin 1 (111) and ritterazine B (112) are
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highly cytotoxic, but their mode of action remains to be eluci-
dated.

Although unlikely steroids or triterpenoids, zoanthamines
found in zoanthids of the genus Zoanthus should be mentioned
here. Zoanthamine (113) represents the first example of 10
metabolites of this class. Norzoanthamine has been best studied
and found to suppress the production of IL-6 (15).

Terpenoids

Although those similar to terrestrial terpenoids are found com-
monly in marine organism, in particular in algae, several ter-
penoids with new or modified skeletons have been isolated
frequently from algae, sponges, and cnidarians. Halogenated

terpenoids are often contained in algae, whereas sulfated ter-
penoids and steroids are distributed widely in sponges.

Monoterpenoids and Sesquiterpenoids

Red algae contain highly halogenated monoterpenoids such as
114, which is an antifeeding constituent isolated from Plo-
camium cartilagineum (34, 35).

Several halogenated sesquiterpenes with various skeletal
types were reported from red algae of the genus Laurencia ,
for example, elatol (115), which is a chamigrane sesquiter-
pene that has antifeeding and antifouling activities from L. ob-
tusa . A series of linear and cyclic sesquiterpenes with an
1,4-diacetoxybutadiene functionality [e.g. caulerpenyne (116)]
have been isolated as antifeeding agents from green algae of
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the order Caulerpales (35). Coelenterates are a rich source
of sesquiterpenes of 20 skeletal types, which include ∆9(12)-
capnellane (117), an antifeeding metabolite isolated from Cap-
nella imbricata (36).

Sponges produce furanosesquiterpenes of various skeletal
types, such as furodysinin (118) from Dysidea herbacea and
nakafuran-8 (119) from D. etheria , the latter of which is an-
tifeeding. Similarly, mixed shikimate-mevalonate metabolites
are often encountered as sponge metabolites; the first example
is avarol (120), which was isolated from Dysidea avara . Sev-
eral related compounds have been isolated from dictyoceratid

sponges. They show a wide range of bioactivities, for example,
antimicrobial, antitumor, anti-inflammatory, and enzyme in-
hibitory.

Diterpenoids

Brown algae are rich in diterpenoids, which can be classified into
three groups, namely “xenicanes,” “extended sesquiterpenes,”
and “dolabellanes,” which are represented by dictyotadial (121)
from Dictyota crenulata , spatol (122) from Spatoglossum schmit-
tii , and amijidictyol (123) from Dictyota linearis , respectively.
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These terpenes are involved in chemical defense. Red algae con-
tain brominated diterpenes of several established skeletal types.

Spongian diterpenes are a chemical marker for dictyoceratid
and dendroceratid sponges (37). The first example of a spon-
gian diterpene is isoagatholactone (124) isolated from Spongia
officinalis . In addition to those possessing a basic spongian
skeleton, a wide variety of rearranged spongian diterpenoids
have been reported, which include gracilin B (125) from Spon-
gionella gracilis . Many spongian diterepenes are antimicrobial
and cytotoxic.

Again, soft corals and gorgonians are a rich source of diter-

penoids of 19 structural classes, some of which are specific

to them (35, 36). Besides tobacco plants, cembranoid diter-

penes are limited to soft corals. Lophotoxin (126) isolated from

sea whips of the genus Lophogorgia is a sodium channel in-

hibitor (3). Xenicin (127) from the soft coral Xenia elongata

and briarein A (128) from the gorgonian Briareum asbestinum

represent non-cembranolide diterpenes. Diterpenoids of these

classes show antimicrobial, cytotoxic, and insecticidal activities.
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Pseudopterosin A (129), which is a diterpene glycoside iso-
lated from the sea whip Pseudopterogorgia elisabethae, shows
anti-inflammatory activity by inhibiting release of leukotriene
B2 from leukocytes (2, 35). A more interesting class of diter-
penes includes sarcodictyn A (130) and eleutherobin (131),
which were isolated from the soft corals Sarcodictyon roseum
and Eleutherobia sp., respectively. These diterpenoids show po-
tent cytotoxicity by stabilizing microtubules (2, 35).

Ageladine A (132), which is a 9-methyladenine derivative of
diterpene isolated from a sponge Agelas sp., is antimicrobial
and inhibitory against Na, K-ATPase (12). A novel, chlorinated
diterpenoid, chlorolissoclimide (133), which was isolated from
the ascidian Lissoclinum forskalii , inhibits eukaryotic protein
synthesis (38).

Isocyanoterpenes and related terpenoids

Isocyanide-containing natural products are rare; they have been
reported only from cyanobacteria, Penicillium fungi, marine
sponges, and nudibranchs (35, 39). Sesquiterpenoid and diter-
penoid isocyanides are found in a limited species of sponges
and nudibranchs that prey on these sponges. Axisonitrile-1
(134) isolated from the sponge Axinella cannabina is the
first isocyanide-containing marine natural product. Isocyanop-
upukeanane (135) was isolated originally from the nudibranch
Phyllidia verrucosa and later from a sponge Ciocalypta sp.
Kalihinol A (136) and 7,20-diisocyanoadocane (137) were iso-
lated from the sponges Acanthella carvenosa and Adocia sp.,
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respectively. Isocyanoterpenes are often accompanied by thio-
cyanates, isothiocyantes, and formamides. These terpenoids
show a wide range of bioactivities, which include antimicro-
bial, cytotoxic, ichthyotoxic, antifouling, and antimalarial. The
carbonimidic dichloride group is considered to be equivalent
to isocyanide, and the first sesquiterpenoid that contains this
moiety 138 was isolated from the sponge Pseudoaxinyssa pitys .

Terpenoids that contain carbonimidic dichloride show similar
bioactivities to those of isocyanide counterparts.

Sesterterpenoids, triterpenoids,
and steroids
Variabilin (139), which is a C25 tetronic acid isolated from
the sponge Ircinia valiabiris , represents the class of furano-
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sesterterpenes derived from sponges (34). Bioactivities include
antimicrobial, cytotoxic, antifouling, and antifeedant.

Manoalide (140) is perhaps the most well-known marine ses-
terterpene isolated from the sponge Luffariella variabilis . It is
antimicrobial, anti-inflammatory, and PLA2 inhibitory (2, 12,
35). Several sesterterpenes of the scalarane class [e.g., scalara-
dial (141)] have been isolated from dyctioceratid sponges,
many of which show anti-inflammatory activity (12). Dysid-
iolide (142), which is an unusual sesterterpene isolated from
the sponge Dysidea etheria, is the first natural product inhibitor
of cdc25A (12). Mycaperoxide A (143), which is a norsestert-
erpene peroxide isolated from Mycale sp., showed promising
antimalarial activity (9).

Probably one of the most interesting marine triterpenoids is
the squalene-derived polyethers found in red algae of the genus
Laurencia . Among the nearly 30 metabolites of this class, thyr-
siferyl 23-acetate (144) shows the most potent cytotoxicity (40).
It selectively inhibits protein phosphatase 2A. The other class
of triterpenoid polyethers has been isolated from sponges of
the families Halichondridae and Axinellidae (40). Sipholenone
B (145), which was isolated from Siphonochalina siphonella,
represents the first example of this class. Adociasulfate-2 (146)
is a member of the triterpenoid hydroquinone sulfates isolated
from a sponge Haliclona (aka Adocia) sp. that is the only known
natural product inhibitor of kinesin (12, 19).

Didemnaketal C (147) is an unusual heptaprenoid isolated
from an ascidian Didemnum sp.; its methanolysis product,
didemnanaketal B (148), inhibited HIV-1 protease (12).

Sugars

Several unusual polysaccharides have been isolated from
sponges (11), among which the most unusual is axinelloside A
(149), which has been isolated recently as a potent telomerase
inhibiter from Axinella infundibula (12). It resembles bacterial
lipopolysaccharides.
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Numerous important bioactive compounds have been, and continue to be,
isolated worldwide from natural sources. These compounds include both
primary and secondary metabolites isolated mainly from plants, as well as
from the animal and mineral kingdoms. The recent development of new
bioassay methods has facilitated progress in the BDFI (bioactivity-directed
fractionation and isolation) of many useful bioactive compounds from
natural sources (1). These active principles could be developed or
additionally modified to enhance the biologic profiles as clinical trials
candidates. Many natural pure compounds have become medicines,
dietary supplements, and other useful commercial products. This article
summarizes research on many different useful compounds isolated or
developed from plants with an emphasis on those discovered recently by
the laboratories of the authors as antitumor and anti-HIV clinical trial
candidates.

From ancient times, many crude herbs have been used as
remedies for various diseases. In Asia, these therapies in-
clude traditional Chinese medicine (TCM), Japanese–Chinese
medicine (Kampo), Korean–Chinese medicine, Jamu (Indone-
sia), and Ayurvetic medicine (India). In Europe, phytother-
apy and homeopathy have found medicinal use. These herbal
therapies generally are classified as “alternative medicines” in
America. Alternative medicine, which comes mainly from the
aforementioned traditional and folk medicines used worldwide,
also is being combined with conventional medicine (West-
ern medicine), which results in integrative medicine. In TCM,
crude herbal drugs formerly were divided into three cate-
gories: upper-, middle-, and lower-class medicines. Upper-class
medicines usually are not toxic, have moderate physiologic ef-
fects, and often are used to maintain good health. Thus, they
sometimes are called supplementary drugs. Both upper- and
middle-class medicines are used as therapeutic drugs, but the
former medicines are not as toxic as the latter. Lower-class
medicines can contain very toxic substances, which can be used
judiciously as medicines. TCM prescriptions usually mix herbs
that belong to these three categories, according to a unique prin-
ciple (2). The experience gained by using TCM for centuries

provides a rich source of information for modern research in
drug discovery.

Anticancer and Antitumor
Compounds

Suffness and Douros (3) suggested the following definitions to
avoid confusion of terminology. Cytotoxicity is used when com-
pounds or extracts show in vitro (in cells) activity against tumor
cell lines. Antitumor or antineoplastic indicates that the mate-
rials are effective in vivo (in animals) in experimental systems.
Anticancer refers to compounds that are active clinically against
human cancer.

The development of novel, clinically useful anticancer agents
is highly dependent on the bioassay screening systems, as
well as the sample sources. Two bioassay types have been
used: cell-based and mechanism of action-(MOA)-based. Ini-
tially, cell-based assays used primarily L1210, P388, and
nasopharyngeal (KB) cells in preliminary screening for anti-
tumor activity. Screening against a panel of human cancer cell
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lines was implemented to discover agents active against dif-
ferent types of cancer. For active agents, the in vitro studies
are followed by in vivo xenograft studies to ensure efficacy.
New MOA-based bioassay systems aimed at particular molec-
ular targets also have revolutionized the discovery of poten-
tial drug candidates. Important anticancer drug targets include
tubulin, DNA topoisomerases I and II (topo I and topo II),
cyclin-dependent kinases (CDKs), growth and transcription fac-
tors, and so forth.

Higher plants have yielded many effective, clinically use-
ful anticancer drugs, including those derived from Catharan-
thus alkaloids, Taxus diterpenes, Camptotheca alkaloids, and
Podophyllum lignans. Research in this area has been reviewed
extensively (3–13).

The seminal discoveries of taxol (tubulin-interactive) and
camptothecin (topo I-interactive) by Wall and Wani (14–16)
represent how natural products have influenced the additional
development of natural product-derived and synthetic entities.
The following discussion of the discovery and development of
current important antineoplastic compounds will be organized
by plant species.

Catharanthus species

Catharanthus alkaloids, particularly vinblastine (A1) and vin-
cristine (A2), are well known anticancer drugs, which are used
clinically to treat Hodgkin’s lymphoma and acute childhood
lymphoblastic leukemia, respectively. These alkaloids interact
with tubulin, a protein necessary for cell division, and are in-
hibitors of mitosis (the process of cell division).

Originally, these compounds were isolated from Catharan-
thus roseus (L.) G. Don [formerly known as Vinca rosea (Apoc-
ynaceae family)], which is used as folk medicine in Madagascar
to inhibit milk secretion and as a hypotensive agent, astringent,
and emetic. Moreover, native people in England and the West
Indies have used this species to lower blood sugar.

Numerous synthetic analogs have been designed to have
activity against other tumor types or to have fewer side effects.
Among them, navelbine (vinorelbine) (A3) was developed by
Burroughs Wellcome (17) and is used against non-small cell
lung and advanced breast cancers. This synthetic analog of
A1 has an eight-membered, rather than a nine-membered, C
ring, and a dehydrated D ring (18). Eldisine (vindesine) (A4)
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is another structurally modified analog, which is used against
acute lymphoblastic leukemia, breast cancer, and malignant
melanoma.

EC145 (A5), a folic acid conjugate of desacetyl vinblastine
monohydrazide, represents a new generation of receptor-specific
targeted chemotherapy and is undergoing Phase I anticancer
clinical trials (19). Phase II trials for bladder and kidney cancers
are underway with vinflunine (A6), a bifluorinated vinorelbine
derivative (20, 21).

Taxus species

Taxol (paclitaxel) (B1), a taxane diterpene isolated from the bark
of the Pacific yew tree Taxus brevifolia Nutt. (Taxaceae family),

is used extensively in patients with advanced and metastatic

ovarian and breast tumors, particularly tumors that are refractory

to standard chemotherapy. Initially, supply problems severely

limited the full exploration of its antineoplastic potential. How-

ever, the semisynthesis of B1 from 10-deacetylbaccatin III (B2),

which is isolated from needles of the European yew tree, Taxus

baccata L., provided an alternative renewable resource to re-

solve the supply problems.

Wall and Wani (22) are the pioneers in taxol discovery. To

date, around 400 taxoids have been isolated from the Taxus

species. Taxus alkaloids were reviewed recently in the book

Taxus, genus Taxus edited by Itokawa and Lee (23). Biologic
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activity and the chemistry of taxoids from the Japanese yew
also have been reviewed (24).

B1 interacts with cellular tubulin via promotion of micro-
tubule assembly and inhibits mitosis. It is active against breast,
brain, tongue, endometrial, and ovarian, as well as other, cancers
(25, 26). The clinically used analog docetaxel (taxotere) (B3)
is synthesized from the more readily available B2. Taxotere is
used particularly against non-small cell lung cancers.

Extensive structure–activity relationship (SAR) studies have
led to many related antineoplastic taxane analogs, including
ortataxel (B4), an orally administered taxoid in Phase II clinical

trials (27). SAR studies of ring C-secotaxoids were published

recently (28).

In addition, conjugates between taxol and various other com-

pounds, such as 3,17β-estradiol (29), various fatty acids (30),

or a biodegradable polymer (poly-L-glutamic acid, paclitaxel

polyglumex) (31, 32), seek to improve drug targeting or tissue

distribution. The laboratories of the authors have conjugated

taxoids with other anticancer agents, including epipodophyllo-

toxins (B5) (33) and camptothecin (B6) (34). A recent review
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provides an overview of novel formulations of taxanes, includ-
ing many in clinical trials, developed to overcome the solubility
issues with B1 and B3 (35).

Camptotheca species
Camptothecin (CPT, C1) is a potent antitumor pentacyclic alka-
loid isolated from Camptotheca acuminata Decne. (Nyssaceae
family) and originating in China (36, 37). Interest in CPT was
sparked by the discovery that its primary cellular target is DNA
topo I (38). 10-Hydroxycamptothecin (C2), which also occurs
naturally, has a better therapeutic index and is used in China
for treating many cancers.

Poor water solubility of the natural products led to the de-
velopment of the semisynthetic, more water-soluble analogs

topotecan (Hycamptin, C3) and irinotecan (Camptosar, C4),
which are used primarily for the treatment of advanced ovarian
and metastatic colorectal cancers, respectively (39). Some CPT
analogs, such as C5, synthesized in the laboratories of the au-
thors showed greater topo I inhibition than CPT (40). Additional
CPT analogs also are of interest in combination regimens as ra-
diation sensitizers (41). Two epipodophyllotoxin-campothecin
conjugates, C6 and C7, from the laboratories of the authors
exhibit dual mechanisms of action, being both topoisomerase
I/II-inhibitory (42). They have improved in vitro anticancer pro-
files (42) and are active against etoposide- and camptothecin-
resistant KB cells (KB7D and KB/CPT100, respectively).

Clinical application and perspectives on the CPTs have been
discussed in several excellent reviews (43–45). New CPT
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analogs in anticancer clinical trials include DB-67 (a silatecan
or 7-silylcamptothecan, C8) (46) and rubitecan (9-nitrocampto-
thecin, C9) (47).

Podophyllum species

The genus Podophyllum (Berberidaceae family), including the
American P. peltatum L. (American mayapple) and Indian or
Tibetan P. emodi Wall (syn. P. hexandrum Royle), has been

used for centuries for its medicinal properties. Podophyllin,
a resin obtained from an alcoholic extract of Podophyllum
rhizome, has been used for a long time as a remedy for warts
and was listed in the U.S. Pharmacopoeia from 1820 to 1942,
when it was removed because of undesirable toxicity (48).

Podophyllotoxin (D1) is an aryltetralinlactone cyclolignan
with a flat, rigid five-ring skeleton; it was isolated in 1880 from
rhizomes of P. peltatum. It was found to show antineoplastic
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activity, but it is highly toxic and failed the U.S. National Can-
cer Institute (NCI) Phase I clinical trials as an antitumor drug
in the 1970s. Chemical modification of D1 led to successful
development of the clinically useful anticancer drugs etopo-
side (D2) and teniposide (D3). These compounds inhibit cellular
DNA topo II and are used to treat small cell lung and testicular
cancers and lymphomas/leukemias. Etopophos (etoposide phos-
phate, D4) is a clinically used, water-soluable phosphate ester
of etoposide. It lessens the chance of precipitation of the drug
during intravenous administration.

Limitations of D2, including myelosuppression, drug re-
sistance development, and poor water solubility, prompted
extensive SAR studies. Using drug improvement principles, sev-
eral series of 4-alkylamino and 4-arylamino epipodophyllotoxin
analogs were synthesized and showed increased inhibition of
DNA topo II activity and increased cytotoxicity in D2-resistant
cell lines (49–51). From the preclinical development in the lab-
oratories of the authors, GL-331 (D5) (52), which contains a
p-nitroanilino moiety at the 4β position of D2, emerged as a
clinical trials candidate. Compared with D2, GL-331 has ad-
vantages of better water solubility, easier manufacturability,
and fewer side effects. It also shows cytotoxic activity against
D2-resistant cancer cell lines. GL-331 progressed to Phase IIa
clinical trials as an anticancer drug (53).

The rational design of improved D2-analogs has made use
of several new computational strategies (52, 54–56). In 2004,
Gordaliza et al. (57) reviewed the distribution, sources, applica-
tion, and new cytotoxic derivatives of D1. More recently, Lee
and Xiao (58) also have reviewed podophyllotoxins and related
analogs, including GL-331, to demonstrate how plant natural
products can lead to successful preclinical drug candidates.

Cephalotaxus species

The genus Cephalotaxus (Cephalotaxaceae family) contains
coniferous evergreen trees and shrubs that are indigenous to
Asia. Historically, the bark has long been used in TCM for
various indications.

Powell et al. (59–61) originally isolated the antitumor alka-
loids homoharringtonine (E1) and harringtonine (E2). Subse-
quently, Chinese investigators discovered that alkaloids from
C. fortunei Hook. F possess antitumor activity (62). Conse-
quently, E1 was obtained from the Chinese evergreen tree C.
harringtonia K. Koch var. harringtonia (63), and other active

alkaloids were isolated from various Cephalotaxus species (64,
65). Interestingly, the parent compound, cephalotaxine (E3), is
devoid of antitumor activity.

E1 has been investigated in anticancer clinical trials at the
U.S. National Cancer Institute (NCI), particularly for the treat-
ment of myeloid leukemia (66, 67). However, its side effects
still remain an issue. Thus, the authors have continued to study
new natural constituents of Cephalotaxus species and to de-
velop new analogs on the basis of SAR studies, as presented in
a review by Itokawa et al. (68).

Colchicum species

The alkaloid colchicine (F1) isolated from the medicinal plant
Colchicum autumnale L. (Liliaceae family) still is used to treat
gout and familial Mediterranean fever. F1 and thiocolchicine
(F2) (SCH3 rather than OCH3 at C-10), which is more stable
and more potent but slightly more toxic, are mitotic inhibitors
that inhibit polymerization of tubulin (69). Although they show
antileukemic activity, they are too toxic to use as anticancer
agents, which prompts the synthesis of new, less toxic analogs.

Replacing the C-7 acetoamide group on the B ring with
various oxygen-containing groups [ketone (F3, thiocolchicone),
hydroxyl (F4), and ester (F5, F6)] (70) led to compounds that
were equally or more active in vitro than F2. The C-ring con-
tracted colchinol-7-one thiomethyl ether or allo-ketone (F7) was
equipotent with the seven-membered ring natural product F1.
Three-related, ring-contracted colchicinoids (F8–F10) showed
excellent activity in drug-sensitive and drug-resistant KB cell
lines (71).

The above synthetic colchinoids have three methylated phe-
nolic groups in the A ring, which are needed for full potency as
tubulin/mitotic inhibitors. Removing one or two of the methyl
groups reduces potency, and tridemethylated colchicines and
thiocolchicines (F11–F14) no longer interact with tubulin but
rather are a new class of DNA topo II inhibitory agents (72).
They show in vitro activity against bone and breast cancers (73).

Salvia species

Salvia officinalis L. (Labiatae family) is native to Europe and
America, but the roots and rhizome of S. miltiorrhiza Bunge
(called Tanshen) have been used widely in China for treating
various cardiac (heart) and vascular (blood vessel) disorders,
such as atherosclerosis or blood-clotting abnormalities. This
plant exhibits hypotensive effects, causes coronary artery va-
sodilation, and inhibits platelet aggregation. Accordingly, it
should not be used in combination with warfarin. Tanshen
also has been applied for hemorrhage, dysmenorrhea, miscar-
riage, swelling, inflammation, chronic hepatitis, and insomnia
(74, 75). Clinically available preparations of a S. miltiorrhiza/
Dalbergia odorifera mixture may have potential as an anti-
anginal drug (76).

Tanshinone diterpenoids, including tanshinone I (G1) and
tanshinone IIA (G2), are bioactive compounds from S. milti-
orrhiza (77). Sodium tanshinone sulfate (G3) is a water-soluble
derivative of G2, is used clinically to treat angina pectoris and
myocardial infarction, and exhibits strong membrane-stabilizing
effects on red blood corpuscles. In addition, novel seco-
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abietane rearranged diterpenoids were isolated recently from
this species (78).

Other studies have shown that S. miltiorrhiza exerts clear
cytotoxic effects and strongly inhibits the proliferation of liver
cancer cells (79). Various tanshinones were tested in SAR stud-
ies against several human tumor cells, namely nasopharyngeal

(KB), cervical (Hela), colon (Colon 205), and laryngeal (Hep-2)
cell systems (74, 75).

Neo-tanshinlactone (G4), also originally isolated from Tan-
shen, has a unique and different structure compared with other
compounds from S. miltiorrhiza Bunge. Preliminary studies
of this compound showed unique specific activity against the
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MCF-7 breast cancer cell line but insignificant activity against
other cell lines in the tested panel. Extended bioassay stud-
ies showed that G4 is quite active against estrogen receptor
positive (ER+) human breast cancer cell lines (MCF-7 and
ZR-75-1) but inactive against ER negative (ER–) human breast
cancer lines (MDA MB-231 and HS 587-T) (80). This finding
is significant because more than 60% of breast cancer cases
in postmenopausal women are ER+. Compared with the breast
cancer drug tamoxifen citrate, G4 was 10-fold more potent and
20-fold more selective against two ER+ cell lines (80). It also
was potent against an ER– cell line that overexpresses the pro-
tein HER2+, which plays a key role in regulating cell growth
and affects 25–30% of breast cancer patients (80). These re-
sults indicate that G4 is an excellent candidate for additional
development toward anti-breast cancer clinical trials.

To that end, synthetic analog studies have identified a com-
pound (G5) with comparable or better anticancer activity and
certain structural features that are critical to the anticancer ac-
tivity of this compound type (81).

Cocculus species

Cocculus trilobus DC. (Menispermaceae family), found in the
mountains of east Asia, has folkloric uses as a diuretic, an
analgesic, and an anti-inflammatory crude drug.

Sinococuline (H1) was isolated as an antitumor principle
from the stems and rhizomes (82). It also has in vivo activity

against P388 leukemia. H1 likely is a general cytotoxic rather
than a cell-specific agent (83).

Maytenus species

Maytenus illicifolia Mart. ex Reiss. (Celastraceae family), more
commonly known as “Cangorosa,” is found in South Amer-
ica where it is used for its analgesic, antipyretic, antiseptic,
and anticancer properties and for birth control, particularly in
Paraguay.

Bioactivity-directed fractionation and isolation by various re-
search groups has led to the isolation of various active prin-
ciples. Kupchan et al. (84, 85) first identified antileukemic
maytansinoids, for example, maytansine (I1), from the African
plant M. ovatus [later renamed M. serrata (Hochst. ex A. Rich.)
R. Wilczek]. Although it advanced to Phase II clinical trials,
testing then was suspended because of neurotoxicity. The re-
lated maytanprine (I2), isolated from M. diversifolia (Maxim.)
Ding Hou, has been investigated for growth-inhibiting and
apoptosis-inducing activities in K562 leukemia cells (86). Cyto-
toxic monotriterpenes include pristimerin (I3) and isotingenone
III (I4) from M. illicifolia (87), as well as the triterpene dimers
dihydroisocangorosin A (I5) and cangorosin B (I6) (88, 89).
The authors also have identified cytotoxic sesquiterpene pyri-
dine alkaloids, including emarginatines B (I7) and F (I8), from
M. emarginata (Willd.) Ding Hou (90, 91).

Recently, new triterpenes were isolated from M. chuchu-
huasca R. Hamet and Colas (92), along with sesquiterpenes
from the same plant (93). New compounds also were re-
ported from M. ilicifolia (94). In addition, antitumor promoting
sesquiterpenes were isolated from M. cuzooina Loes. (95).

Curcuma species (turmeric)

The turmeric rhizome is a main ingredient of curry powder. It
gives color and flavor to food, and it has aromatic, stimulant, and
carminative properties. This herb is used traditionally in India to
treat biliary disorders, anorexia, cough, diabetic wounds, liver
disorders, rheumatism, and sinusitis and in China for abdominal
pains and jaundice. Turmeric has a protective effect on the liver,
stimulates bile secretion in animals, and is recommended for use
in liver disorders.

The major pigment in Curcuma species (Zingiberaceae fam-
ily) is the yellow phenolic diarylheptanoid curcumin (J1).
Curcumin and its analogs have potent antioxidant and anti-
inflammatory effects, cytotoxicity against tumor cells, and
antitumor-promoting activity (96). The biologic effects and tar-
gets of curcumin, as well as its possible roles in cancer preven-
tion and therapy, have been reviewed recently (97, 98).

Several synthetic curcumin analogs, including J2, showed
potent antiandrogenic activities against two human prostate
cancer cell lines, PC-3 and DU-145 (99). In expanded
in vitro testing, these synthetic curcumin derivatives showed an-
tiprostate cancer activity superior to that of hydroxyflutamide,
the currently available and preferred anti-androgen for treating
prostate cancer (100). In continuing work in the laboratories
of the authors, dimethoxy-4-ethoxycarbonylethylenyl-curcumin
(J3) showed potent anti-androgenic activity and therefore is
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a promising prostate cancer drug candidate (101, 102). A re-
cent review from the laboratories of the authors discusses the
design and development of curcumin analogs as promising can-
didates for chemotherapy of prostate cancer (103). In addition,
the sesquiterpene curcumol (J4), obtained from Curcuma aro-
matica Salisb., was effective against cervical cancer (104).

Euphorbia species

Euphorbia kansui Liou (Euphorbiaceae family) is distributed
widely in northwest China. The dried roots of the plant are
known as “kansui” and classified as a lower-class medicine.
It is used as an herbal remedy for ascites (abdominal fluid
accumulation) and cancer in China.

Ingenol diterpenoids are among the bioactive chemical con-
stituents. Kansuiphorins A–D (K1–K4) were isolated as
cytotoxic principles of E. kansui by the laboratories of the au-
thors (105, 106). In particular, K1 and K2 demonstrated potent
antileukemic activity against P-388 leukemia in mice (105).
A related ingenol-type diterpene (DBDI, K5) showed unique
suppression of mast cell activation, a process that occurs dur-
ing inflammation, and thus, might have the potential to treat
allergic diseases (107). In other pharmacological studies, two
isolated ingenols from an immuno-enhancing E. kansui extract

increased immune activity in a dose-dependent manner (108).
Three new cytotoxic diterpenoids, yuexiandajisus D (K6), E
(K7), and F (K8), were isolated from the species E. ebrateo-
lata Hayata. (109). In additional studies, K6 showed moder-
ate cytotoxicity against additional (HCT-8 and Bel-7402) cell
lines (110).

Anti-HIV Compounds

Acquired immunodeficiency syndrome (AIDS), a degenerative
disease of the immune system, is caused by the human im-
munodeficiency virus (HIV) and results in life-threatening
opportunistic infections and malignancies. Antiviral and im-
munomodulating natural products have been investigated as
treatments for AIDS (111).

Lomatium suksdorfii (coumarin
derivatives)

Suksdorfin (L1), a dihydroseselin-type angular pyranocoumarin
isolated from Lomatium suksdorfii Coult. Rose (Apiaceae fam-
ily) was identified as a lead anti-HIV natural product through
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BDFI (112). Substitution of two camphanoyl esters for the ac-
etate and isovaleroyl groups in the natural product lead to the ex-
tremely potent lead compound 3′R,4′R-di-O-(−)-camphanoyl-
(+)-cis-khellactone (DCK) (L2) (113).

After additional synthetic modification to improve potency,
4-methyl DCK (L3) and then 3-hydroxymethyl-4-methyl DCK
(L4) were found. The latter compound was selected as a clinical
trial candidate (114).

Furthermore, a positional isomer of DCK, 3′R,4′R-di-O-(−)-
camphanoyl-2′,2′dimethyldihydropyrano(2,3-f)chromone (DCP)
(L5) is even more promising because most DCP analogs are ac-
tive against drug-resistant HIV strains, although DCK analogs
are not. Adding an ethyl group at the 2-position of DCP de-
creased toxicity to cells compared with DCP, so, to date, the
most likely clinical trials candidate in the DCP series is 2-ethyl
DCP (L6) (114, 115).

The DCK and DCP compounds exert their antiviral activity
by blocking the HIV reverse transcriptase (RT), however, at
a later step than that affected by the clinically approved RT
inhibitors, such as AZT. Thus, these compounds have a novel
mechanism of action compared with current drugs. DCK and

DCP compounds could be useful in the treatment of AIDS,
although additional investigation is merited and needed (116).

Syzigium claviflorum (triterpene
betulinic acid derivatives)

Triterpenes represent a structurally varied class of natural prod-
ucts existing in many plant species. Thousands of triterpenes
have been reported with hundreds of new derivatives described
each year. Some naturally occurring triterpenes exhibit moder-
ate anti-HIV-1 activity and, therefore, provide good leads for
additional drug development because of their unique mode of
action and chemical structures. Research has identified anti-HIV
triterpenes that block HIV entry, including absorption (gly-
cyrrhizin) and membrane fusion (RPR103611); inhibit viral
reverse transcriptase (RT) (mimuscopic acid) and protease (gan-
oderiol, geumonoid); and act during viral maturation (DSB, see
more description below) (117).

Two lupane triterpenes, betulinic acid (M1) and platanic
acid (M2), from Syzigium claviflorum Wall. (Myrtaceae family)
were reported first to reduce HIV IIIB reproduction by 50%
in H9 lymphocytes (118). Afterwards, many derivatives were
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synthesized and studied for anti-HIV activity. Dimethyl succinyl
betulinic acid (DSB, M3) was found to be the most useful
candidate as an anti-HIV agent (119, 120).

DSB is the first in a new class of drugs to treat HIV
infection. Its novel viral target—maturation—is unlike that
of any currently approved anti-AIDS drug. DSB disrupts the

late-stage viral maturation processes of HIV and causes the viral
core structure to be defective and noninfectious (121).

DSB was discovered originally by the Natural Products Re-
search Laboratories (NPRL), University of North Carolina, di-
rected by the author (K.H.L.) (119), and then licensed to Pana-
cos Pharmaceuticals, Inc. (Watertown, MA) for development.
Panacos has named the compound Bevirimat and lists it as the
lead antiviral product of the company.

During 2004, two Phase I studies and a Phase I/II study
of M3 were completed. In the Phase I studies, the drug was
well tolerated and showed good anti-HIV levels in the body.
In the Phase I/II study, M3 showed activity in HIV-infected
patients and significantly reduced viral blood levels (known as
viral load) (122, 123). Another 2004 milestone was that the U.S.
Food and Drug Administration (FDA) granted Fast Track Status
for M3.

The Phase IIa study demonstrated the antiviral potency
of M3, following once-daily oral dosing for 10 days in
HIV-infected subjects not on other antiretroviral therapy. Vi-
ral load was reduced significantly compared with placebo. On
day 11, following complete dosing, the median reduction at the
200-mg dose was a 91% decrease. In the Phase IIa trial, M3 was
well tolerated, all adverse experiences were mild or moderate,
and no dose-limiting toxicity was identified (122, 123).

Subsequently, studies have shown that M3 can be admin-
istered successfully in a tablet form rather than by an oral
solution. Also, two drug interaction clinical trials of M3, in com-
bination with the approved HIV drugs ritonavir and atazanavir,
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have been completed and showed little likelihood of signifi-
cant adverse drug–drug interactions when used in combination
therapy (124).

In summary, M3 shows potent viral load reduction, a strong
safety profile (with no evidence of organ toxicity or clinical
intolerance), no evidence of clinically significant drug interac-
tions, and, quite importantly, no evidence of rapid resistance
development, which is a primary cause for antiretroviral treat-
ment failure (125–127).

Phase IIb clinical trials began in 2006 and still are ongoing.
One of the trial goals will be to determine an optimal dose of
M3. These trials will involve HIV-infected patients who are
failing current therapy and will be randomized, blinded, and
placebo-controlled (124).

In Phase III clinical trials targeted for 2007/2008, combina-
tion therapy studies will be performed in a total of 300 to 500
patients at a commercial dose. The target for New Drug Appli-
cation (NDA) is 2008/2009 (124). The efficient clinical trials
progress of M3 continues to mark it as a leading new treatment
for AIDS.

Active Compounds Isolated from
Well-Known Folkloric Medicine
In addition to anticancer and anti-HIV agents, various types
of active compounds that are active against other diseases

and disorders (e.g., malaria, inflammation, and so forth.) also
have been isolated from natural sources, especially well-known
folkloric medicine. These compounds and their plant sources
are described below.

Artemisia annua (qinghao, artemisinin
derivatives)

Qinghao (Sweet Wormwood) is the dried aerial parts of the herb
Artemisia annua L. (Asteraceae family), which has been used
in China for centuries to treat fever and malaria. Artemisinin
(N1) (Qing Hao Su) (128), the active principle, directly kills
Plasmodium falciparum (malaria parasites) with little toxicity to
animals and humans. Thus, it is a clinically effective, safe, and
rapid antimalarial agent (129, 130). The novel endo-peroxide
link is essential for the antimalarial activity.

Artemether (N2) and arteether (N3) are the most well-studied
analogs among many synthetic derivatives and are used in
malaria-prone regions, particularly India (131). Artemether
and sodium artesunate (a hemisuccinate derivative of dihydro-
artemisinin) (N4) have been added by the World Health Orga-
nization to its Model List of Essential Medicines (132).

The laboratory of the authors has synthesized analogs re-
lated to artemisinin (133). Recently, an antimalarial synthetic
trioxolane drug development candidate called OZ-277 (N5, also
known as RBx11160) (134) has sparked great interest and has
progressed to Phase II clinical trials in India, Thailand, and
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Africa. Modification and pharmacological studies are ongoing
(135–137). A recent review discusses artemisinin and related
antimalarials (138).

Ginsengs: Asian, American, Sanchi,
and Siberian

Ginseng is the root of Panax ginseng C.A. Meyer (Asian gin-
seng) (Araliaceae family). In Oriental medicine, it has enjoyed
a strong reputation since ancient times for being tonic, regener-
ating, and rejuvenating. The genus name Panax is formed from
the Greek pan (all) and akos (remedy). This panacea (panakeia)
was believed to be the universal remedy. Wild ginseng is scarce

and has been replaced by cultivated ginseng or “true” gin-
seng. Species include American ginseng (P. quinquefolium L.),
cultivated in North America; Japanese ginseng (P. japonicus
(Nees.) C.A. Mey., widely distributed in Japan; San-chi gin-
seng (P. notoginseng (Burk.) F.H. Chen), reputed as a tonic
and hemostatic in China; and Siberian ginseng (Eleutherococcus
senticosus Maxim.).

Asian ginseng (Panax ginseng C.A. Meyer)

M any compounds have been isolated from the root of Asian
ginseng: polysaccharides, glycopeptides (panaxanes), vitamins,
sterols, amino acids and peptides, essential oil, and polyalkynes
(139–141). About 30 saponins (called ginsenosides) isolated
from the root are dammarane triterpenoids, which generally
contain three or four hydroxyl (OH) groups [a 3β,12β,20(S )
trihydroxylated-type (protopanaxadiol-type) and a 3β,6α,12β,
20(S ) tetrahydroxylated-type (protopanaxatriol-type)], which
are attached to various sugars. The individual saponins (e.g.,
ginsenosides Rb1−2, Rc-f, Rg1−3, and Rh1−2, O1–O11) differ
in the mono-, di-, or tri-saccharide nature of the two sugars at-
tached at the C-3 or C-6 and C-20 hydroxy groups. In some
cases, the C-20 hydroxy group is absent (e.g., in ginsenoside
Rg5, O12) or the C-12 hydroxy group also is attached to a
sugar.

Traditionally, ginseng is used to restore normal pulse and
remedy collapse, to benefit the spleen and liver, to promote
production of body fluid, to calm nerves, and to treat dia-
betes and cancer. Regarding the last two effects, ginsenoside
Rh2 (O11) has been found to lower plasma blood glucose in
streptozotocin-induced diabetic rats (142), and recently, ginseng
and its constituents have been studied for cancer prevention and
anticarcinogenic effects against chemical carcinogens. Ginseno-
side Rg3 (O9) and Rg5 (O12) were found to reduce significantly
lung tumor incidence, and Rg3 (O9), Rg5 (O12), and Rh2 (O11)
showed active anticarcinogenic activity (143). In addition, ef-
fects of ginseng on quality of life have been discussed (144).
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American ginseng (Panax quinquefolium L.)
American ginseng contains almost the same components as
Panax ginseng (139). Thus, it could be used for the same
medical conditions as Asian ginseng. However, in Chinese the-
ory, some differences exist: American ginseng is “cool” and
is used mainly to reduce the internal heat and promote the
secretion of body fluids, whereas Asian ginseng is “warm.” Cor-
respondingly, differences in biologic activity also exist (140):
American ginseng stimulates the production of human lympho-
cytes, whereas Asian ginseng does not have a significant effect,
and Siberian ginseng enhances production.

The main chemical difference between Asian and American
ginseng is in the presence or absence of ginsenoside Rf (O6) and
24(R)-pseudoginsenoside F11 (O13). Ginsenoside Rf is found
in Asian ginseng but not in American ginseng, and although
24(R)-pseudoginsenoside F11 is abundant in American ginseng,
only trace amounts are present in Asian ginseng (141, 145–147).

Sanchi ginseng [Panax notoginseng (Burk.)
F.H. Chen]
This ginseng exerts a major effect on the cardiovascular system.
It dilates the coronary vessels and reduces vascular resistance,
which results in increased coronary flow and decreased blood
pressure. Chinese traditional medicine used this ginseng to arrest
bleeding, remove blood stasis, and relieve pain. Recent studies
have shown that, in the treatment of angina pectoris, this herb
can produce a 95.5% improvement in symptoms. The herb
usually can stop bleeding in cases of respiratory bleeding or
vomiting of blood.

P. notoginseng contains saponins similar to those found
in P. ginseng , both ginsenosides and notoginsenosides. Cer-
tain saponins of both types, including notoginsenosides K, R1,
and U (O14–O16), showed immunological adjuvant activity
(stimulated immune response against antigens) (148, 149). An-
other important bioactive constituent of P. notoginseng is the
non-protein amino acid dencichine (O17), which can increase
platelets and stop bleeding (150).

Siberian ginseng (Eleutherococcus senticosus
maxim.)
Siberian ginseng is harvested from its natural habitat in Russia
and northeast China and has been used in China for over 2000
years. It is not a true ginseng like Panax ginseng or P. quin-
quefolia , but it does belong to the same Araliaceous family.
Siberian ginseng has its own bioactive ingredients with unique
and proven medicinal values. It possesses significant adapto-
genic action (antistress and antifatigue) and is recommended as
a general tonic. Because of its nonspecific mechanisms of ac-
tion, Siberian ginseng has a broad range of clinical applications.

The root contains polysaccharides, phenolics (coumarins,
lignans, and phenylpropionic acids), and glycosides. Some
members (e.g., eleutheroside K, O18) of the latter group
are specifically triterpenoid in nature, whereas others, includ-
ing isofraxoside (eleutheroside B1, O19), glycosides of sy-
ringaresinol (e.g., eleutheroside E, O20), and the ethyl ether
of galactose (eleutheroside C, O21), belong in a miscellaneous
series. Eleutherosides E (O20) and B (O22, also called syringin)
are two major glycosides and typically are used as marker
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compounds associated with bioactivity, particularly antifatigue
action (151). A new lignan glycoside eleutheroside E2 (O23)
was isolated recently from E. senticosus (152).

Ganoderma lucidum (fungus)

Chinese people consider Ganoderma lucidum (Polyporaceae
family) as the “Miraculous King of Herbs.” It is highly regarded
for its medicinal properties, which include promoting the heal-
ing ability of the human body, strengthening the immune sys-
tem, and increasing longevity. Accordingly, Ganoderma works
in the treatment of cancer because it helps cleanse the body from
toxins and strengthen the immune system. It also enhances liver
detoxification, thus improving liver function and stimulating the
regeneration of liver cells.

The chemical composition includes polysaccharides and
lanosteroid triterpenes. In the former class, many polysaccha-
rides have been linked to immune-stimulating effects (153–155).
The latter class contains over 130 different triterpenoids with
diverse pharmacological activities (156). Examples of the poly-
oxygenated triterpene structures are ganoderic acids B (P1), C2

(P2), and D (P3), as well as ganoderiol F (P4), ganodermanon-
diol (P5), and ganodermanontriol (P6).

Because of its widespread use as a health food as well as for
medicinal purposes, the quality control of G. lucidum is quite
important, and modern analytical methods are being established
for the quantitative determination of major triterpenoids, includ-
ing P1–P3, as marker compounds (157).

Cordyceps sinensis (Tung Chung Hsia
Tsao)

Vegetable caterpillars are called “Tung Chung Hsia Tsao” in
Chinese, which translates as “winter worm and summer grass.”
They result from the infection of large underground caterpillars
by a fungus. An entomopathogenic fungus grows in the larva
of the sphinx moth in autumn. Although the larva hibernates
underground through the winter, the fungus kills the infected
host and grows throughout the cadaver. In summer, a rod-like
stroma of the fungus grows out from the mummified shell of
the dead host, looking like a sprouting, dark blue to black grass.
The mycelia of Cordyceps sinensis (Berk.) Saccar. (Clavicipi-
taceae family) that colonize the larvae of Hepialus armoricans
(Hepialidae family) are representative vegetable caterpillars and
are highly valued in the Chinese traditional medicinal system.
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Initial records of using vegetable caterpillars as medicine
date back to the Ming dynasty in China and appear in
“Pen-Tsao-Kang-Mu” (Compilation of Materia Medica) in 1596.
This fungus is regarded as a popular and effective medicine for
treating numerous illnesses, promoting longevity, relieving ex-
haustion, and increasing athletic power. More recently, their
physiologic activities, including immunostimulating and antitu-
mor effects, have encouraged their medicinal use.

In traditional medicinal practices, wild-harvested mycelia are
considered to have higher therapeutic benefits and, therefore,
command higher prices than cultivated fungus. Native occur-
rence of the fungus is confined to the highlands of the Hi-
malayan region, in addition to some provinces of China with
cold, arid environments. Several mycelial formation products
grown in artificial media are available commercially as health
food supplements in the United States and Canada.

A comprehensive review (158) recently discussed the chem-
ical constituents and pharmacological actions of the Cordy-
ceps species. Chemical constituents include cordycepin (Q1,
3′-deoxyadenosine) and other adenosine analogs, ergosterol
derivatives (Q2–Q4), and peptides, including cyclic peptides
such as cordycepeptide A (Q5) (159). These compounds likely
contribute to the antitumor, antibacterial, antifungal, and anti-
inflammatory activities. Regarding the latter activity, Q1 has
been found to inhibit platelet aggregation (160). C. sinensis also
contains polysaccharides, which account for anti-inflammatory,

antioxidant, antitumor, antimetastatic, immunomodulatory, hy-
perglycemic, steroidogenic, and hypolipidemic effects (158,
159). New diphenyl ethers (cordyols A–C, Q6–Q8) were dis-
covered recently in Cordyceps (161). Q6 was associated with
significant anti-HSV (herpes simplex virus) activity (161).

Conclusion

Based on the above successful examples, new drugs derived
from natural product leads will be discovered continuously, and
modern medicinal chemistry-based molecular modification will
play an important role in developing the new leads into use-
ful drug candidates. Highly efficient bioactivity-directed frac-
tionation and isolation, characterization, analog synthesis, and
mechanistic studies are prerequisites for the development of new
plant-derived compounds as clinical candidates for world-class
new medicines. Drug discovery also will benefit from the
discovery of new biologic targets and the continual improve-
ment of bioassay technology (162–169). The development of
new, effective, and safe world-class drugs from medicinal
plants, which have been appreciated for centuries for treating ill-
ness, will be long lasting, as they are the best and most effective
source for generating new medicines by use of modern scientific
technology.
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Natural products, the remarkable collection of small molecules made by
living organisms in an idiosyncratic manner, have made important
contributions to organic chemistry, biology, and medicine. Although
natural products contain a mother lode of molecular diversity, all of their
structures reflect an evolutionary history and a biosynthetic production
from a limited set of starting materials and reactions. The structures of
natural products differ quantifiably from the small molecules usually found
in the screening libraries used in high-throughput assays. Deeper structural
analysis often reveals that natural products bind important biological
targets with an exquisite degree of shape and charge complementarity. In
addition, natural products often employ a variety of stratagems to disguise
reactive functional groups until they are needed. Biosynthetic pathways for
natural products resemble those used to construct more common
biomolecules; the main themes are reactions that couple monomers into
larger molecules and the lavish use of redox chemistry not just to create
skeletons but also to cross-link them and decorate them with oxygen-based
functionality. Although the historic contributions of natural products to
chemistry, biology, and medicine are clear, their current use, especially in
drug discovery, seems less clear. However, efforts to explore new areas of
biological diversity, mine genomes, and study the natural roles of natural
products are rejuvenating natural products research and illuminating its
future.

The study of natural products was a paradigm for chemical
approaches to biological problems long before the field of chem-
ical biology originated. These small molecules, especially those
with pronounced biological activity, not only spurred the de-
velopment of organic chemistry as early chemists tried to dis-
cover the basis of their remarkable properties, but also they
connected organic chemistry to biology and medicine. Virtu-
ally all of our early medicines—and a significant fraction of
today’s therapeutic agents—had their origin in natural prod-
ucts (1). This overview describes the distinguishing features of
these small molecules, explores how this traditionally organic
chemistry-based field was transformed by insights from genetics
and biochemistry, and highlights some promising future direc-
tions.

What are Natural Products?
“Natural product” is such a familiar term to most chemists and
biologists that it is easy to forget that is describes a group of

compounds with breathtaking molecular diversity and biolog-
ical activity. Two natural products easily can seem to have
little, if anything, in common, so what distinguishes natural
products from other small molecules? In the past, describing
a natural product was fairly straightforward: It was an organic
molecule obtained from a living (or formerly living) organism
that had a limited distribution in nature. Biosynthetic production
and sporadic occurrence were the key defining features. But as
we have learned more about natural products, this seemingly
clear definition has become more ambiguous as illustrated by
three molecules: tryptophan, psilocin, and serotonin (Fig. 1).
All prokaryotes and some eukaryotes biosynthesize tryptophan,
and all organisms incorporate tryptophan into their proteins. Its
widespread distribution excludes it from being a natural product,
and it is usually called a primary metabolite. Psilocin, which
is biosynthesized from tryptophan, is best known as the hal-
lucinogenic principle of “magic mushrooms,” and its limited
distribution in a group of small mushrooms, not to mention its
role in pre-Columbian religious rituals in Mexico, make it a
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classic natural product (2). Serotonin, which is also biosynthe-
sized from tryptophan, is a well-known human neurotransmitter,
and its regulation is an important therapeutic target for depres-
sion and other conditions. Psilocin and serotonin bind some of
the same receptors in the human brain, although to very dif-
ferent effect (3). But many organisms, including bacteria and
plants, make serotonin for various purposes, and its classifica-
tion depends on context. In humans, it is a neurotransmitter; in
barnacle larvae looking for a place to settle, it is a natural prod-
uct (or settling pheromone); and the difference has more to do
with the scientists conducting the study than the molecule be-
ing studied (4). Is there a fundamental difference between these
three molecules that have very similar structures, share large
parts of their biosynthetic pathways, and bind common cellu-
lar targets? In addition to the ambiguities introduced by the
limited-distribution test, our increased understanding of natural
products has made even “coming from a living organism” am-
biguous. Is the product of a biosynthetic pathway reconstituted
in a test tube rather than a living organism a natural product?
If a pathway found in nature were altered in some way, say
by introducing a different enzyme for one step, then does it
still produce a natural product? If enzymes from many different
pathways are combined, then does this new pathway produce
a natural product? It seems likely that in the future, the term
“natural product” will embrace any small molecule produced
by a (genetically encoded) biosynthetic pathway whether the
pathway is common or rare in nature or even created in the
laboratory.

Even the usual classifications of natural products by their pro-
ducing organism—plant, microbial, and marine natural products
are the major divisions—are breaking down under genetic in-
sights. The important plant natural products podophyllotoxin
(the basis of the anticancer agent etoposide) and camptothecin
(from which the anticancer agents topotecan and irinotecan
are derived) were each shown to be made by a fungus that
lives inside its plant host (5–7). Similarly, patellamide, a po-
tential anticancer agent from an ascidian, is actually made by
a cyanobacterium living inside the ascidian (Fig. 1) (8). The
discovery of these hidden producers, along with other develop-
ments, has greatly increased the focus of contemporary natural
products research on microbial sources.

The Structures of Natural Products

At the most fundamental level, natural products differ from
other small molecules because of their evolutionary history.
Natural products—or, more accurately, the genes that produce
them—have undergone countless rounds of alteration, selection,
and amplification that have honed their biological activities to
better fulfill evolutionary selection criteria. This evolutionary
reworking of their structural features has created what one
recent commentator described as “the extraordinary advantages
of small molecule natural products as sources of agents, which
interject themselves in a helpful way in various physiological
processes” (9).

Synthetic molecules, especially those prepared by medicinal
chemists, also have selection criteria, but they usually involve

synthetic accessibility, drug-like properties, or elaborations on
a successful model. Whereas natural products generate their
molecular diversity from a relatively limited set of starting
materials and reaction types, as will be discussed shortly,
synthetic molecules can stem from much larger sets of starting
materials and reactions. Several studies have compared natural
products and synthetic molecules and concluded that natural
products contain relatively more carbon, hydrogen, and oxygen
and less nitrogen and other elements than synthetics (10). In
contemporary synthetic molecules, drug-like properties (how
they are absorbed, distributed, metabolized, and eliminated) are
enhanced by having molecular weight cutoffs (500 daltons is
popular), limited hydrogen bonding potential, and solubility
criteria (11). Most natural products actually conform to these
rules, but notable exceptions of clinically useful compounds that
greatly exceed the molecular weight guideline and have greater
water solubility than recommended can be found (Fig. 2).

For any small molecule to possess sufficient binding energy to
be a potent ligand (a dissociation constant in the 10−7 to 10−9 M
range), its structural features must organize the molecule’s
electrostatic, hydrogen-bonding, and hydrophobic interactions
to complement those of its binding partner. Successful nat-
ural and synthetic molecules achieve these conformationally
restricted structures in rather different ways. Natural products
often achieve this rigidification by forming macrocycles, hav-
ing polycyclic structures, and minimizing gauche interactions
(Fig. 2). Synthetic molecules favor possessing aromatic rings
and minimizing the number of rotatable bonds. Natural products
generally have more sp3-hybridized carbons and stereogenic
centers (Fig. 2). Morphine, a molecule with an ancient if oc-
casionally troubled involvement with humans, illustrates the
exquisite level of three-dimensional conformational control to
project hydrophobic surfaces and hydrogen bonding partners in
all directions that can be achieved by natural products. In more
elaborate comparisons with many molecular parameters, natu-
ral products and synthetics occupy rather different regions of
“chemical space.”

A less appreciated aspect of natural products is their ex-
traordinary repertoire of strategies employed to carry out their
biological roles. They are, for example, masters of disguising
reactive functionality. Sometimes the disguise can be as simple
as converting a reactive aldehyde into an intramolecular hemi-
acetal, but it can also involve much more elaborate schemes.
Some spectacular examples of this “wolf in sheep’s clothing”
approach can be found in a structurally diverse family of natu-
ral products called DNA-targeting agents. These molecules must
move through a biological milieu—including the cell and nu-
clear membranes—with many molecules that are much more
reactive than DNA and then damage DNA beyond easy repair.
Calicheamicin initiates a complex set of reactions to carry out
this destructive mission by unmasking a thiol, which under-
goes an intramolecular conjugate addition, which sets up the
aromatization of the enediyne fragment, which generates an
aromatic diradical, which damages both DNA strands (Fig. 2)
(12). Although calicheamicin’s molecular gymnastics might
seem unduly complicated, calicheamicin linked to an antibody
that directs it to cancer cells has shown therapeutic efficacy
as an anticancer agent in several clinical trials (13). Not all
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DNA-targeting agents rely on masking their reactivity. CC-1065
uses shape complementarity with specific DNA sequences to en-
hance its reactivity to carry out a disabling alkylation (Fig. 2)
(14). It accelerates the reaction in the appropriate biological
context through the exquisite alignment of the reacting partners.

Biosynthetic Pathways

Biochemistry has revealed nature’s two main themes in carry-
ing out the chemistry of life: 1) coupling reactions that join
similar (or identical) small molecules into the larger molecules
needed to store information, form cellular structures, and carry
out catalytic functions and 2) redox reactions such as the largely
oxidative reactions our bodies use to get energy from small
molecules and the largely reductive reactions our bodies use
to build up small molecules. Not surprisingly, the biosynthe-
sis of natural products reprises these two reaction types. Al-
though many natural product biosynthetic pathways employ
a single theme—either coupling or redox chemistry—some
use both. These two-stage pathways typically begin with the
coupling-mediated assembly of a multimer followed by the
redox-mediated maturation of the initially formed product. In
these hybrid pathways, redox-mediated maturation reactions
decorate the core structure assembled by the coupling path-
way. Nature also uses redox reactions to build core structures,
an approach rarely employed for the same purpose in labora-
tory synthesis. These general observations are expanded in the
examples below.

Coupling reactions
A coupling reaction, broadly defined, joins two fragments with
the accompanying loss of a small molecule (or ion). In one
well-known coupling reaction, the nucleophilic amino group of
one amino acid reacts with the electrophilic carboxyl carbon
of a second amino acid to form an amide bond with the loss

of water (Fig. 3). Proteins, RNA/DNA polymers, lipids, and
polysaccharides are all produced by different monomer-joining
coupling reactions. Major classes of natural products—terpenes,
polysaccharides, nonribosomal peptides, and polyketides—are
also produced by coupling reactions, most of which feature a
phosphate in some form as the ejected fragment. The details of
the coupling reaction for these different classes vary depend-
ing on the subunits to be joined and the nature of the ejected
fragment. The ejected fragment is a good leaving group, mean-
ing that the bonds being formed are stronger than those being
broken, and its release provides an entropy compensation for
joining the two substrates.

Terpenes are formed by coupling double-bond isomers of
the same momoner, isopentenyl pyrophosphate (IPP), with loss
of a pyrophosphate ion (15, 16). Three such coupling reac-
tions join four IPPs, each with five carbon atoms, to make
geranylgeranyl-pyrophosphate, the C20-precursor of diterpenes
such as taxol (Fig. 3). Linear terpene precursors, which differ
only in the number of IPP units joined, can be assembled by a
few polyprenyl synthase enzymes, as the monomers are identical
and the only variable is how many monomers to link together. In
subsequent steps, these linear polyenes undergo cation-induced
cyclizations to create the starting frameworks for terpenes and
their derivatives.

The coupling reaction used to build polysaccharides, such
as the sugar fragment in vancomycin (Fig. 2), from hexose
and pentose monomers is conceptually similar to the terpene
pathway, except the leaving group is a nucleoside diphosphate
(a ribosylpyrophosphate) rather than inorganic pyrophosphate,
and the sugars to be joined can have considerable variety. This
variability in the substrates requires a larger set of coupling en-
zymes, or glycosyltransferases, each of which selects specific
glycosyl donor and acceptor cosubstrates (17). Genomic anal-
yses highlight the consequences of this increased specificity.
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Figure 2 The structures of natural products. The antibiotic vancomycin, the analgesic morphine, the hormone estradiol, the immunosuppressant
rapamycin, and the DNA damaging agents CC-1065 and calicheamicin are shown. The synthetic cholesterol-lowering drug atorvastatin is shown for
comparison. The electrophilicity of the cyclopropane ring in CC-1065 (indicated by the block arrow) is activated by a change in the torsional angle of the
indicated bond that occurs upon DNA binding. The activation sequence of calicheamicin is shown at the bottom; the result is a reactive aromatic diradical
that damages both strands of DNA.

Streptomyces avermitilis , a bacterium with a completely se-
quenced genome (18, 19), has three times as many predicted
glycosyltransferases than predicted polyprenyl synthases.

The amino acid monomers of nonribosomal peptides (20) like
vancomycin (21) (Fig. 2) are also linked using a phosphate-
displacing coupling reaction with an adenosine monophos-
phate (AMP) leaving group. Unlike terpene and polysaccharide
biosynthesis, the overall coupling process has two distinct re-
actions connected by a stable intermediate (Fig. 3). In the first
reaction, the aminoacyl-adenylate is transferred to a “carrier
protein” to which it is tethered through an aminoacyl thioester
bond, and in the second reaction, the amine of an aminoacyl co-
substrate reacts with the thioester to form a peptide bond (22).
Both reactions have good leaving groups—either AMP or a thi-
olate. This two-step process resembles the ribosomal assembly
of peptides with the amino acid bound to a carrier protein by a
thioester bond in the nonribosomal case or to a tRNA by an ester
bond in the ribosomal case. Tethering substrates to intermediate

carrier protein domains may be required for proper direction-
ality of chain assembly, a role that is fulfilled by elongation
factors during ribosomal peptide synthesis.

Nonribosomal peptide synthetases (NRPSs) function simi-
larly to the ribosome in a second way: They act processively
to build a peptide chain. In both cases, the amine group of the
incoming aminoacyl monomer attacks the (thio)ester bond that
links the nascent peptide to its carrier, which translocates the
chain while elongating it by one monomer (22).

The polyketides (23) form the only major class of natural
products that has monomer couplings that do not involve the
loss of phosphate; like the nonribosomal peptides, the monomer
couplings use a thioester intermediate. These molecules, which
have biosynthetic pathways much like those of fatty acids, are
assembled from the alpha-carboxylated two- and three-carbon
metabolites malonyl-CoA and methylmalonyl-CoA (22). In
these monomers, the alpha-carboxyl group is a caged form of
carbon dioxide, and decarboxylation yields a thioester enolate
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that attacks a downstream thioester to form a carbon–carbon
bond (Fig. 3). In this coupling reaction, decarboxylation not
only provides the attacking nucleophile, but also it serves as
the driving force for unidirectional assembly. Although the cou-
pling reactions for polyketides and nonribosomal peptides differ,
the enzymes that assemble them function by similar processive
logic: The incoming monomer attacks the nascent chain, which
translocates it while elongating it by one monomer.

Unlike many of today’s software designers, nature priori-
tizes compatibility across platforms, which leads to numerous
molecules that are formed by hybrid pathways. Just like the
lipoproteins, glycoproteins, and glycolipids from primary cel-
lular pathways, hybrid natural products originate from variants
of these chemically compatible coupling reactions in which a
donor monomer of one type gets linked to an acceptor monomer
of a different type. For example, vancomycin (Fig. 3) is a hybrid
between a nonribosomal peptide and a polysaccharide in which
the key bond is formed by a coupling enzyme that links the
peptide residue 4-hydroxyphenylglycine to the hexose monomer
UDP-glucose (24).

Redox reactions

Redox chemistry occurs in natural product biosynthesis in at
least three ways: building core structures, cross-linking core
structures, and adding functionality to core structures. Just as the
coupling reactions in natural product pathways resemble those
from macromolecular synthesis, redox transformations in natu-
ral product pathways have counterparts in primary metabolism,
which indicates that the genes in natural product pathways and
those in primary metabolic pathways have common ancestors.
Examples to illustrate the distinctions between building cores,
cross-linking cores, and decorating cores are discussed below.

Podophyllotoxin (Fig. 1) was the basis for a successful an-
ticancer drug because of its ability to prevent tubulin poly-
merization, although etoposide, the successful drug developed
from it, actually works by inhibiting topoisomerase II and
thereby preventing DNA replication (25). Podophyllotoxin’s
skeleton is assembled through a very common redox reaction,
the one-electron oxidation of coniferyl alcohol and a coupling
of two such radicals (26, 27) (Fig. 4). This basic structure then
undergoes a reduction, aromatic and aliphatic hydroxylations,
and modifications of its aromatic substituents to give podophyl-
lotoxin (27). The initial one-electron oxidation of a phenolate
anion is also used to build the skeleton of morphine (Figs. 2
and 4) (28).

An example of oxidative cross-linking takes place during van-
comycin biosynthesis; three cytochrome P450 enzymes—which
use the same heme cofactor as the cytochromes from the pri-
mary metabolic electron transport chain—cross-link aromatic
rings in its scaffold to form its rigid cup-like shape (29, 30).

Cytochromes P450 that decorate cores with oxygen-based
functionality are commonly found in biosynthetic pathways.
For example, these enzymes hydroxylate the reduced polycyclic
scaffold of the diterpene taxol and install functional groups
that are required for target binding and increase its hydrophilic-
ity (31).

Modifying naturally occurring pathways

The most frequently encountered natural product biosynthetic
pathways—those producing polyketides, nonribosomal pep-
tides, polysaccharides, and terpenes—are all highly “evolvable”
because they have a biosynthetic logic that is highly suscepti-
ble to small changes and rearrangements. François Jacob, one
of the fathers of molecular biology, described these changes
as “molecular tinkering” to emphasize the way nature cobbles
together a workable solution through small alterations and re-
arrangements of previously existing materials (32). The “evolv-
ability” of natural product biosynthetic pathways takes on two
forms: modularity, in the case of polyketides, nonribosomal
peptides, and polysaccharides, and plasticity, in the case of
terpenoids. Researchers have taken advantage of these same
features to engineer new pathways that produce new products.

As mentioned above, polyketides are assembled processively
by logic that resembles ribosomal peptide synthesis. But a
fundamental difference is found: Whereas the ribosome is a
“factory on wheels” that translocates along an mRNA template,
polyketide synthases (PKSs) are multidomain enzymatic assem-
bly lines that function both as the template and the synthesizer.
Like assembly lines in factories, PKSs are modular, and each
module (a set of domains) adds a single monomer to the growing
polyketide chain. Researchers have exploited this modularity to
alter or replace modules in the PKS that produces the backbone
of erythromycin and have generated a library of “programmed”
derivatives that differ at specific positions (33). A complemen-
tary approach, in which a library of artificial two-module PKSs
was constructed, led to the production of new polyketide frag-
ments and set the stage for future efforts to construct “synthetic”
polyketide pathways from a standard set of biosynthetic build-
ing blocks (34). The former approach resembles the mutational
component of the evolutionary approach used by nature, and
efforts to introduce the component of selection are likely to im-
prove the future prospects of “synthetic” pathway construction.

The coupling reaction described above for terpene pathways
results in a linear C5n chain, whereas terpenoid natural prod-
ucts have a staggering array of shapes and topologies. The
cyclic skeletons characteristic of terpenes are formed from these
methylated precursors by enzymes called terpene cyclases (35).
Terpene pathways are plastic in two ways: Relatively few mu-
tations in these cyclase enzymes can lead to skeletons of dif-
ferent topology, and the redox enzymes that add oxygen-based
functionality to these skeletons are often promiscuous. By ex-
ploiting the plasticity of terpene cyclases, seven mutants of the
gamma-humulene synthase have been designed in which 1-5
amino acid substitutions led to the production of seven new
products with a wide range of topologies (36).

The Future of Natural Products
Chemistry

Although the historical contributions of natural products to the
development of chemistry, biology, and medicine are clear,
their role in the future development of these fields is cloudy.
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On the negative side, most large pharmaceutical companies
have either greatly reduced or completely oxidized their nat-
ural product drug discovery programs; but on the positive side,
researchers are finding new ecological niches containing dra-
matically new natural products, developing methods to mine
genomic sequences for new natural products, and discovering
new ways to connect natural products with ecology (Fig. 5).

New geographical and phylogenetic
niches

Natural products chemistry has, like most things, evolved in fits
and starts—periods of rapid advances followed by consolida-
tion. The periods of rapid advance have always been associated
with the opening up of new ecological niches to natural prod-
ucts research. In recent times, the opening up of the marine
environment to natural products research spurred a few decades
of truly heroic natural product discoveries. Marine natural prod-
ucts such as halichondrin B and ecteinascidin 743, analogs of
which are in anticancer trials, were identified (37). Today, the
most impressive remaining frontiers are largely microbial, and
exploring the marine environment with suitably modified micro-
biological techniques has led to an increasing flow of molecules
that are both novel and potentially useful. One example is the

proteasome inhibitor salinsoporamide, which was isolated from
the marine actinomycete Salinispora tropica CNB-440 (38–40).
The recently sequenced genome of this organism reveals a
wealth of new molecules, which highlights the potential of ma-
rine microenvironments as a source of molecular diversity and
showcases the biosynthetic prowess of this new actinomycete
genus (41). Likewise, the discoveries of new molecules like
jamaicamide (42) and curacin (43) demonstrate the promise of
marine cyanobacteria as a source of natural products (44). Some
of the most impressive molecular diversity may not be found
in the ocean but in the soil beneath our feet. Myxobacteria, the
source of the tubulin-binding anticancer drug epothilone (45),
are proving to be one of the richest sources of new natural
products (46, 47).

Genome mining

The ability to connect natural products to the genes that produce
them has had two important consequences. The first conse-
quence was stimulating genetic and biochemical studies into
natural product biosynthesis, which increased our knowledge of
the inner workings of these pathways dramatically and set the
stage for the modification of existing pathways and the con-
struction of new pathways.
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The second consequence was to create a new approach
to natural product discovery based on bioinformatics. Instead
of screening culture extracts to identify hits in an assay, a
function-based approach, a research group scanned the genome
of a bacterial strain to identify loci that encode natural product
biosynthetic genes, a sequence-based search, and then isolated
a new natural product from one of these loci, ECO-02301 (48).
This effort was notable not only because the new molecule was
identified by genomics rather than by screening but also because
bioinformatics played an important role in accelerating the
process of structure elucidation. Given the rapidly decreasing
cost of genome sequencing and the increasingly powerful ability
of bioinformatic analysis to predict natural product structure
from gene sequence, genomics and bioinformatics are likely to
play a more prominent role in future natural product discovery
efforts.

Clues from ecology
The potential of natural products to serve as human medicines
has always been the major driver of natural products research,

and the relentless emphasis on their roles in treating human dis-
eases has had the effect of largely separating natural products
from the biological contexts in which they evolved and func-
tioned. We know much more about the unnatural uses of natural
products than we do about their intended uses. For example, the
number of articles retrieved by searching for “taxol and cancer”
(∼9500) greatly exceeds the number retrieved by searching for
“taxol and ecology” (three, two of which deal with the possible
extinction of the taxol producer to make anticancer medica-
tions). Chemical ecology, the subfield of chemical biology that
studies molecular interactions between organisms, places natu-
ral products in their evolutionary biological context, and natural
products chemistry and chemical ecology have extensive over-
laps. Both ecology and natural products chemistry are becoming
increasingly focused on microbiology. As the great insect ecol-
ogist E. O. Wilson wrote in Naturalist , his autobiography, “if I
could do it all over again and relive my vision in the twenty-first
century, I would be a microbiologist” (49) As ecologists dis-
cover new types of microbes and study their roles in interspecies
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interactions, natural products chemists will acquire the produc-
ers of fascinating new molecules.

One example is the role of actinomycetous bacteria in main-
taining an insect–fungal mutualism. Leafcutter ants, New World
ants that strip foliage from plants, take the vegetation to large
underground colonies where the partially chewed leaves are fed
to a fungus (50). In this mutualistic relationship, the fungus eats
the leaves, and the ants eat the fungus. Another fungus, which
attacks the food fungus, poses a grave threat to the ant colony.
Ants protect their food fungus in several ways, including carry-
ing a symbiotic bacteria that produces a selective fungicide, a
natural product that selectively kills the antagonistic but not the
food fungus (51). Each of the 39 species of leafcutter ants has
its own species of food fungus, its own species of antagonis-
tic fungus, and its own symbiotic bacteria to make antifungal
compounds with appropriate activity. It is likely that exploring
this mutualistic relationship, and possibly other insect–bacteria
mutualisms, will lead to a deeper understanding of the roles of
microbes in maintaining symbioses, new natural products and
their biosynthetic pathways, and possibly even new compounds
with therapeutic efficacy.
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Chemists have learned to imitate the principles of biologic chemistry in the
quest to produce artificial enzymes, artificial receptors, and, ultimately,
artificial living cells. The field of natural products chemistry is concerned
chiefly with discovering the structures of the molecules produced in living
systems as well as the paths by which they are produced. Biomimetic
chemistry takes nature as a model and extends what exists in biology into
what is possible. This process includes using hydrophobic effects in water
to achieve selective reactions and making new amino acids and new
nucleotides to generalize the properties of proteins and nucleic acids.
Potent new catalysts are based on the chemistry performed by coenzymes
using bifunctional acid–base catalysis and the water exclusion achieved by
natural enzymes. Exciting new areas include molecular machines, mimics of
the chemical senses, and work on the origin on earth of the homochirality
observed in biomolecules. The studies using nature as a model have
enriched chemistry greatly and furnished interesting insights into
biochemistry.

Since the beginning of time, people have learned about the
world by observing nature and by imitating aspects of what
we have learned. This observation is true particularly of what
we see in living creatures. For example, people observed birds
and insects in flight and dreamed of being able to fly. Our
most important clue was wings . We adopted this idea in the
successful invention of airplanes. However, birds and insects
power their flight by flapping the wings; this concept proved
less useful. Nature has limitations, and one of them is that a
powered propeller—and even more so a jet engine—were not
practical for living creatures. Thus, we did not mimic birds
slavishly; we adopted the central idea of their ability to fly and
added ways to power the flight that nature could not achieve.
As Philip Ball said (1): “A jumbo jet is not just a scaled up
pigeon.”

Chemists have also taken many lessons and inspirations from
natural chemistry; but, again, they have adapted their ideas so
as not to be limited by the special requirements of natural chem-
istry. For example, nature designs proteins in three dimensions
by folding linear polypeptide chains. This design indicates that
genetic information is one dimensional, as is the sequence of
nucleotides in genes. Although it might be interesting to use
such a scheme in a mimic of an enzyme, chemists generally
plan and then synthesize their three-dimensional structures, an
option not open to nature.

Natural Products

In this brief article, I will focus on the ways we have learned
from the chemistry of the life process itself. However, I must
first call attention to another part of natural chemistry that has
an effect on chemical thinking: the field called the Chemistry
of Natural Products. Chemists have explored nature and have
discovered several special types of chemicals: sugars, fats, ter-
penes, alkaloids, acetogenins, amino acids, heterocyclic coloring
matters, macrocyclic lactones, steroid hormones, and so on.
(2). These compounds have been produced by living organ-
isms and they are secreted by or isolated from them. This field
is concerned with the substances of nature and the biochemical
processes by which they are formed.

Chemists have devoted much effort to exploring this natural
world of chemistry as well as to determining structures; the nat-
ural world has stimulated the extension of the chemical world
into models and analogs of the natural chemicals. The field
of organic chemistry was influenced heavily by the types of
chemical structures found in natural products; many medicinal
compounds are still invented by using natural products as mod-
els for analogs. Chemists have also invented important polymers
once nature showed us the natural polymeric carbohydrates,
polypeptides, nucleic acids, and the polymers such as rubber
that are produced from natural materials.
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Biomimetic chemistry

The field concerned directly with imitating the chemistry of life
processes has been called biomimetic chemistry or bio-inspired
chemistry. The two terms differ in how close the mimic is to
the natural process. As the author of this article, I will favor
biomimetic, a word I coined (3).

Chemistry in water

A most important difference between human-made chemistry
and living chemistry is that the latter occurs in water. Most
chemical processes use organic solvents, which dissolve the
components better; but water has special properties that are
appreciated increasingly. Most significantly, the hydrophobic
effect in water is the force that causes membranes, micelles, and
liposomes to form, which pushes hydrocarbon chains together
to diminish the high-energy hydrocarbon/water interface. The
hydrophobic effect is also a major reason that hormones bind
to receptors and substrates bind to enzymes, and it causes
the folding of polypeptide chains into the three-dimensional
structure of proteins by promoting the clustering of hydrocarbon
side chains in the protein interior away from water.

Chemists now use water as a solvent for synthetic reactions,
which takes advantage of the selectivities that the hydrophobic
effect can induce (4). Many enzyme mimics (vide infra) also
use water as the medium to promote substrate binding into
the catalyst. Of course, water as a solvent also has important
environmental advantages over volatile organic solvents. It
remains to be seen how much impact the special properties
of water as a solvent will have within chemical synthesis and
manufacturing.

Molecular recognition and self-assembly

Small molecules such as hormones and allosteric effectors
can bind to proteins selectively—including enzymes—and can
modify their properties. Indeed, such binding is a common
mechanism for the regulation of biologic effects; living cells do
not simply run all processes as rapidly as possible. These natural
processes have engendered a biomimetic field of molecular
recognition and self-assembly, in which chemists develop such
selective binding systems for analysis and as part of molecular
devices. As mentioned above, medicinal chemists invent new
molecules to bind to important receptors and enzymes, which
imitate the natural ligands.

Proteins are assembled in living cells from amino acids,
guided by the information in DNA that is passed on through
RNA. Generally, chemists are inspired to generalize and extend
such natural processes. A particularly interesting example is the
synthesis of unnatural amino acids and the development of ways
in which they can be incorporated into new kinds of proteins by
modifying the biologic protein synthesis machinery (5). Some of
these novel protein types promise to have new useful properties.

Nature appreciation

Another kind of generalization of natural chemistry involves
viewing the natural chemistry in context by observing how

well other related structures could perform the function of
their natural models. In other words, why were these particular
biologic molecules selected? A good example is the study of
generalized forms of DNA.

In one example, some of the heterocyclic bases were modified
drastically and were replaced by substituted benzene rings, and
yet the base-pairing process of DNA was still observed (6). In
other studies, the deoxyribose of DNA was replaced by other
sugars, in some cases with an improvement in binding properties
(7). As such, the 2-deoxyribose in DNA was replaced by the
isomeric 3-deoxyribose to observe how the binding properties
were affected (8). Interestingly, the resulting isoDNAs did not
pair well with their isoDNA partners, or with the normal DNA
partner that had the appropriate base sequences. This result
clarified why 2-deoxyribose was selected for DNA even though
the 3-deoxy isomer could be formed more easily under prebiotic
conditions. However, the isoDNA base did pair well with its
conjugate RNA, which furnishes insight into the difference
between DNA–DNA pairing and DNA–RNA pairing (9).

The coenzyme thiamine pyrophosphate (1) plays a central
role in many parts of metabolism (Fig. 1). Its mechanism
of action involves the formation of a thiazolium zwitterion
2 that was stabilized by a carbene resonance form 3 (10).
This discovery opened up studies of the chemistry that such
“stabilized carbenes” could catalyze, as chemists realized that
the otherwise impossible chemistry that thiamine pyrophosphate
catalyzes in nature could be generalized and adapted for useful
synthetic processes.

However, another study was an example of nature
appreciation—the structure of thiamine was varied to learn what
was special about the particular thiazolium derivative that was
natural thiamine (11). As a chemical catalyst—ignoring the
question of what effect changes would have on the ability of
the coenzyme to bind to the proteins that have evolved to use
it—thiamine proved to be the optimal relative to other related
structures because of a balance of catalytic ability and chemical
stability. The anion 4 derived from an imidazolium ring instead
of a thiazolium ring was a weaker catalyst but was more stable
in water (10). [The imidazolium anion and its dihydro deriva-
tive have proven to be very useful metal ion ligands, including

Figure 1 Thiamine, vitamin B1, is the cofactor, as its pyrophosphate
ester, for many important biologic reactions. These reactions involve the
formation of an anion 2 that is stabilized by resonance with a carbene form
3. The related species 4 and derivatives have been developed as important
ligands for metal ions in chemical synthesis.
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in catalysts for olefin metathesis (12). This chemistry was de-
veloped as an outgrowth of the understanding of how nature
uses thiamine in biology.]

Enzymatic selectivity involves geometric
control

Enzymes operate by different rules than we normally use in
synthetic chemistry. In nonenzymatic reactions, the intrinsic
reactivity of the substrate dominates the chemistry. If we want
to reduce a ketone, an aldehyde group in the same molecule will
be more reactive. To obtain selectivity for the ketone group, we
would need to block the aldehyde somehow. Moreover, if we
want to oxidize a saturated carbon to form an alcohol, usually
we would find the product alcohol oxidizes more readily, so the
final product would be a ketone or aldehyde. Also, if we want
to oxidize an isolated saturated carbon, a carbon–carbon double
bond better not exist in the molecule or it would oxidize more
readily. Generally, our synthetic procedures involve blocking
such side reactions in some way. Enzymatic reactions have no
such problems.

In the enzyme that oxidizes lanosterol to convert it ultimately
to cholesterol (Fig. 2), three unactivated methyl groups are
oxidized, whereas two double bonds and a secondary carbinol
are left untouched initially. This selectivity reflects geometric
control in the enzyme, and it is perhaps one of the strongest
lessons that chemists have learned from nature. The enzyme
binds the substrate in such a position that the oxidizing group
of the enzyme, an iron oxo species, can reach the hydrogens
on the inactivated methyl groups but cannot reach the more
reactive double bonds or secondary carbinol (it is oxidized at
some point later to permit decarboxylations, but then reduced
again).

This general principle has inspired chemists to create en-
zyme mimics that perform biomimetic reactions that are also
directed by geometric control (13). Selective attack on particular
carbons of steroid substrates occurs as a function of the geom-
etry imposed by binding, as in the enzyme. In one example,
a carbon–carbon double bond was left untouched whereas
a saturated inactivated carbon was oxidized, as in natural
enzymes (14).

Of course, enzymes use geometry to control not only posi-
tions of reaction in a substrate but also selectivity in the forma-
tion of chiral centers and selectivity among substrates. It is fair
to say that chemists were inspired to develop ways to produce
optically active compounds as single enantiomers by observ-
ing how nature produces single enantiomers of amino acids and
sugars, and essentially every natural compound that can exist

as two enantiomers. Again, the secret in enzymatic reactions
is geometric control of the processes where the chiral centers
are produced because of the geometry of the enzyme–substrate
complex. Such enantiomeric selectivity is the target of much
modern synthesis.

A particular example from our laboratory is observed in
compound 5, in which a basic amino group held rigidly on
a mimic of the coenzyme pyridoxamine phosphate is able to
convert ketoacids to amino acids with high enantioselectivity
(15) (Fig. 3). This reaction is modeled closely to the way in
which transaminase enzymes achieve the same goal.

Enzymes can perform bifunctional
acid–base catalysis

Many enzymes use coenzymes to achieve the detailed transfor-
mations they catalyze; but the enzyme proteins themselves also
supply important elements of the catalysis. Enzyme proteins are
the source of the entire catalytic effect when coenzymes are not
involved. As one common process, acid and base groups in en-
zymes perform proton transfers that are critical to the catalytic
mechanism. A particularly informative example is observed in
the enzyme ribonuclease A, which catalyzes the cleavage of
RNA (16). The catalytic process (Fig. 4) involves the imida-
zole ring of the amino acid histidine that removes the proton
from the 2-hydroxyl of the ribose. A different protonated his-
tidine transfers a proton to the RNA to promote the cleavage
process. Studies with D2O–H2O mixtures established that the
two proton transfers occur at the same time (17).

This reaction taught chemists the importance of simultaneous
bifunctional catalysis, if it can be achieved. To avoid entropy
problems, such bifunctional catalysts should have both catalytic
groups in the same molecule, which are held in the correct po-
sition to participate in the simultaneous process. In ribonuclease
A, the curling up of the peptide chain brings histidine-12 and
histidine-119 close enough to let them participate in this way,
even though they are separated by over 100 residues in the pep-
tide chain. In a second step of the biologic process, the cyclic
phosphate produced in the first step is hydrolyzed by the en-
zyme, again using the same two histidine side-chain imidazole
groups.

We created a mimic of the cleavage of the cyclic phosphate
by this enzyme by attaching two imidazole groups to a cy-
clodextrin molecule in well-defined positions (18). In water,
the cyclodextrin bound a cyclic phosphate substrate—not, how-
ever, one derived from RNA—and performed the cleavage of
the cyclic phosphate by using the two imidazoles as the enzyme
does. That is, one functioned as a base, which delivered water

Figure 2 In the first steps of the conversion of lanosterol to cholesterol, an enzyme, cytochrome P-450, oxidizes the three methyl groups that will be
removed while leaving the rest of the molecule untouched, because of geometric control that is typical in enzymes.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 3



Nature: A Model System for Chemists

Figure 3 A mimic of the enzyme transaminase achieves high stereoselectivity in the product amino acid because of geometric control by the attached
basic chain.

Figure 4 The enzyme ribonuclease A cleaves RNA using the imidazole group of histidine 12 as a base and the imidazolium group of histidine 119 as an
acid in a simultaneous two-proton transfer process. Studies discussed in this article indicate that the process is not as simple as shown.

to the phosphorus, and the other one, protonated, which func-
tioned as a proton donor group in the hydrolysis reaction. The
best catalyst in this process was one in which the proton was
being delivered to the phosphate anion group, which formed a
five-coordinate phosphorane intermediate. In a subsequent fast
step, this went to the final hydrolysis product, with the proton
ending up on the OH group that is formed in the hydrolysis.

We also examined the reaction rate in different mixtures
of D2O and H2O, and we saw that the proton transfers were
simultaneous, not sequential (19). Remarkably, the detailed
data were almost identical with those observed in the enzyme
process, which raised the question of whether the enzyme
also used a mechanism proceeding through a five-coordinate
phosphorane intermediate, rather than going to the ring-opened
product directly. We examined another biomimetic system to
explore this question.

We studied the reaction of a tiny fragment of RNA, uridyluri-
dine 6, catalyzed by high concentrations of imidazole buffer (20)
(Fig. 5). This buffer imitated the imidazole and imidazolium
groups of the enzyme. In the enzyme, the effective concentra-
tion of these groups is high because of substrate binding right
next to them. The products of the buffer-catalyzed reaction were
uridine 7 and uridine cyclic phosphate 8, just as in an enzymatic
cleavage process. However, we also saw that the buffer cat-
alyzed an isomerization of the phosphate diester 6—originally
attached to the 3-oxygen of uridine—to an isomer 9 in which it
had migrated to the 2-oxygen.

The chemistry of phosphate reactions, and in particular the
nonequivalence of the five groups in a phosphorane, requires

that such a migration proceed through a phosphorane interme-
diate that undergoes pseudo-rotation to permit the migration
(21). Our other kinetic studies made it clear that the cyclization
process went through the same phosphorane intermediate.

We have proposed that the normal enzymatic hydrolysis
process also proceeds through such a phosphorane intermediate,
but isomerization does not occur because pseudo-rotation is
not permitted in the enzyme (22). Complete agreement does
not exist with our proposal (23). In this case, the biomimetic
model system was not based only on nature’s enzyme, it pointed
to possible aspects of the natural enzyme that had not been
considered previously. Thus we had learned something from
nature, and we returned the favor by learning something that
could give insight into nature itself.

Water exclusion by enzymes

Natural enzymes are large molecules, which raised the question
of what particular advantages such large catalytic systems could
have. This question stimulated Klotz and Suh to study large
synthetic polyamines as enzyme mimics (24). The compounds,
derived by polymerizing aziridine, are available commercially in
various sizes and with different degrees of polydispersity. Klotz
and Suh used a large polyaziridine with extensive cross-links,
and in some cases they added alkyl chains to form a hydropho-
bic region. In his independent research, Suh pursued this area,
examining other polymers as well such as polystyrene (25).
Also, Hollfelder et al. examined this system quantitatively and
concluded that there was a medium effect in the polyamines
with added hydrocarbon chains (26).
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Figure 5 Imidazole buffer catalyzes both the hydrolysis of uridyl-uridine, a simple RNA fragment, and also its isomerization. This finding indicates that a
phosphorane intermediate is involved, and it suggests that such a process may also be used by the enzyme ribonuclease itself.

Generally, their studies involved hydrolytic and fragmenta-
tion reactions. We took up the study of such systems as mimics
for transaminase enzymes and showed with the polyaziridines
that we achieve very large accelerations of the conversion of ke-
toacids to amino acids (27). This result reflected several ways
in which these polyamines mimic enzymes.

First of all, transaminations involve many steps in which
protons are added and subtracted from the reacting species and
the reaction intermediates. In enzymes such as ribonuclease,
normally imidazoles are used to perform such proton transfers.
Their pKas are close to the operating pH for the enzyme, which
makes them both the strongest base and the strongest acid that
can exist in free form. A stronger base would be protonated
by the medium and a stronger acid would be deprotonated. It
can be shown that the catalytic result of increased acid or base
strength does not make up for the loss of concentration of the
free acid and base species.

The polyaziridines have their nitrogens so close to each other
that they titrate over the range of pH 13 to pH 3, so they are
half-protonated at pH 8 and have the strongest base and acid
groups possible, just as in enzymes that use imidazole with a
pKa near neutrality. Of course the polyaziridines achieve this
not with special basic groups, just with the effect of neighboring
charges that make it harder to add more positive charge.

We also saw that the potency of the polyaziridines as enzyme
mimics was increased strongly when hydrophobic chains were
added to some of the nitrogens (described in Refs. 24–27 and
28–30), which was evident in two ways. First of all, with the hy-
drophobic core that these chains produced, we achieved strong
binding in water solution of ketoacids that carried hydropho-
bic components. The binding was much better, as reflected in
a Michaelis Km, for indolepyruvic acid—that produced trypto-
phan on transamination—than for pyruvic acid that produced
alanine, which is not surprising. Perhaps more interestingly, the
hydrophobic chains increased the rate constants significantly
for reaction of the complex (28), which reflects a medium ef-
fect that is invoked often for natural enzymes. Water is to some
extent an enemy of rate because acids, bases, and substrates
often need to lose their bound waters to react. In nature, this
problem is solved by performing the reactions in the hydropho-
bic interior of the enzymes away from the external water. The
hydrophobic chains in our enzyme mimic performed the same
function, which excluded water from the reaction site.

The transformations themselves involved reactions of ke-
toacids with a pyridoxamine unit, either covalently attached to
the polymer or reversibly bound to the hydrophobic core (29),
which converted the ketoacids to amino acids, and the pyri-
doxamine was converted to a pyridoxal unit either covalently
attached to the polymer or reversibly dissociated from the poly-
mer. This reaction was modeled directly on the transamination
process observed in natural enzymes. However, the second part
of a full transamination in nature is the reaction of the pyridoxal
with a different amino acid, which runs the transamination back-
ward to form the pyridoxamine again while converting the new
amino acid into its corresponding ketoacid. We found that such
a process was too slow in our biomimetic system and could not
compete with the rapid aldol condensation of the ketoacids with
the pyridoxal.

To solve this problem, we used a mimic of a different enzyme,
dialkylglycine decarboxylase (30). In this enzyme, pyridoxal
phosphate reacts with an alpha-disubstituted glycine to perform
an irreversible decarboxylation (Fig. 6) while converting the
pyridoxal species to a pyridoxamine. We imitated this with
our model transaminations using pyridoxal species that carry
hydrophobic chains, and we were able to achieve as many as 100
catalytic turnovers. Thus, we could imitate one enzyme—the
ordinary transaminases—by also imitating another enzyme that
solved the turnover problem.

As we read more about disubstituted glycines, we learned
that some such species are delivered by carbonaceous chondritic
meteorites, and with partial enantioexcesses. This information
offered a clue as to how biologic homochirality could have
originated on earth (see below).

Figure 6 The mechanism used in the oxidative decarboxylation of alpha
disubstituted glycines by an enzyme, which, in mimics, solved the problem
of converting pyridoxal species to pyridoxamine species in biomimetic
transaminase systems.
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Cells as organized chemical systems
A living organism is more than just a collection of enzymes
and other important species—it is an organized collection. The
components of the cell are compartmentalized into organelles
such as the nucleus, and the cell is structured additionally by
internal and external membranes. This powerful type of system
still waits to be fully mimicked.

Molecular machines
Living systems can convert chemical energy into mechanical
motion. The most obvious examples are the motion in muscle
contraction and the motion exhibited by flagella in bacteria and
in sperm cells. These models from nature have stimulated a
few chemists to try to mimic such properties with promising
results (31, 32). We do not yet know what practical benefits such
mimics will bring, but the creation of molecular machines by
imitating those in nature is an exciting adventure. It is part of the
fundamental change that chemistry itself is undergoing. Instead
of being concerned only with the properties of pure chemical
substances, the chemistry of the future will be concerned with
the properties of organized multimolecular systems. It is an
exciting prospect, which is stimulated by our observation of
the wonderful properties of nature’s organized multimolecular
system: the living cell.

Energy from sunlight
Nature performs a process, called photosynthesis, that is of great
interest to chemists and that has stimulated several attempts to
model it. Many ideas about the future sources of energy on earth
involve the large amount of energy that sunlight delivers. Fossil
fuels—petroleum and coal—are derived from plants that stored
chemical energy derived from sunlight and the animals that ate
those plants. Although producing artificial photosynthesis is a
fascinating challenge for chemists, it is not yet clear that it is
a more practical way to obtain energy than “letting nature do
it” with growing plants. However, the details of photosynthesis
also inspire other approaches.

During photosynthesis, an electron of chlorophyll is pumped
to a higher energy orbital by light absorption while a hole is
created in the orbital that contained the electron previously.
In photosynthesis itself, the excited electron produces the bio-
logic reducing agent required for the chemistry of photosynthe-
sis, while also generating phosphate anhydrides such as ATP.
Meanwhile, the hole from a second chlorophyll—whose pho-
toexcited electron fills the hole in the electron-deficient first
chlorophyll—picks up an electron from the oxidation of water,
which generates molecular oxygen. However, biologic photo-
synthesis requires water and carbon dioxide; water in particular
is in demand for many other uses. Thus, it is more appealing for
human energy generation from sunlight to use the combination
of an excited electron and a hole to produce an electrical current,
to use the photovoltaic effect. This process does not consume
water, so it can be carried out in deserts without competing
with agriculture. Many scientists are now trying to produce
practical photovoltaic devices. Perhaps not always consciously
modeled in nature, the processes do involve the same step as in
photosynthesis—the photoexcitation of an electron.

The chemical senses

Among biologic organisms, the ability to detect specific chem-
icals in the environment is universal—to find food, to avoid
danger, and to find receptive mates. In higher animals, this abil-
ity is lodged to some extent in the sense of taste, but it chiefly
occurs in the sense of smell. One of the most baffling aspects
of such chemical senses is the ability of animals to detect, se-
lectively, substances that were created newly by chemists. How
could the genetic code produce a specific receptor for every
possible compound, with compounds numbering in the millions
and with more continually being created? The solution to this
puzzle by nature, brilliantly discovered by Axel (33) and Buck
(34) in their Nobel Prize-winning work, was multiplexing. In
principle, a finite group of receptors could react to a compound,
but not all with the same strength of reaction. Thus a fingerprint
was created, which reflects the different strengths of reaction of
each receptor to the chemical. Every chemical, old or new, could
elicit a different pattern of such signals and thus be perceived
differently.

Eric Anslyn (35) has mimicked and adapted this principle
for the detection and analysis of chemicals in a nonbiologic
application. This principle promises the same ability to detect
a great range of chemicals by using a multiplexed group of
chemical detectors; but the different strengths of signals this
group are transmitted to a computer, not to a brain.

The origin of life on earth

Nature has inspired chemists to mimic not just the details we
understand, but also some important details about which we can
only speculate. Chemists are making major efforts to understand
how life could have begun on earth. Nature has presented us
with the puzzle, in the form of biology as it now exists.

The L amino acids in proteins, the D carbohydrates, the
nucleic acids, all are found to be homochiral, as observed as
a single enantiomer. When the opposite enantiomers are found
in biology, they are used for different functions, such as the
D amino acids in some bacterial cell walls. Ordinary chemical
reactions that create a new chiral center from optically inactive
precursors normally produce a racemic mixture unless some
chiral catalyst is present to direct the process. How did it get
started before chiral catalysts such as enzymes were present?

Various theories exist, but one with considerable support
takes note of the fact that some meteorites have brought to
earth amino acids that are partially enantiomeric, with 3–15%
enantiomeric excess of the L-amino acids (36). They are not
normal amino acids, but they have a methyl group on the alpha
carbon in place of the usual hydrogen so they cannot racemize.
It is believed that they are formed as racemates in interstellar
space, but then are deracemized partially by circularly polarized
light emitted by synchrotron processes at neutron stars.

Chemists have been inspired to study how these partially
enantiomeric “seeds” could induce the formation of normal
biologic molecules—amino acids and carbohydrates—under
credible prebiotic conditions ((36, 37), and unpublished work).
Furthermore, chemists have been inspired to research how low
levels of enantiopurity can be amplified into high levels—such
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as a 95 to 5 ratio of L-phenylalanine starting with only a 50.5
to 49.5 ratio—under credible prebiotic conditions (38, 39).

Such studies—and others attempting to understand how spon-
taneous chemistry in the primitive earth could have formed
living cells—are not inspired directly by information about how
life originated, but they are inspired by nature as we see it,
which is populated as it is by life forms. The work does not
aim to show how life originated, which is an historical ques-
tion. However, it tries to develop the scientific evidence that can
support a reasonable hypothesis of how it may have started.

Artificial life

Another important goal of modern chemistry is directly inspired
by nature: the hope to produce artificial life, or at least some
systems that share many of the attributes of life. The ultimate
goal of biomimetic chemistry is to mimic life itself, not in
the form that it now has but in alternate forms. Chemists
have generalized so many types of substances—novel polymers,
novel carbohydrates and amino acids, novel hormones and
enzyme inhibitors—that to generalize natural chemistry is one
of their most characteristic activities. Can they generalize life
itself? Time will tell.

Other authors

A good fraction of modern chemistry, which includes medicinal
chemistry, derives some of its inspiration from a consideration
of nature as a model. It is impossible, in this brief article,
to describe more than a fraction of the efforts. For additional
work in the spirit of biomimetic chemistry, the following is
a list of some authors not yet mentioned whose independent
work should be consulted. Even here, this list is certainly
not complete: Jacqueline Barton, Steven Benkovic, Albrecht
Berkessel, Thomas Bruice, Jik Chin, Jean Chmielewski, E.
J. Corey, Donald Cram, Peter Dervan, Francois Diederich,
Mark Distefano, Jean Frechet, Samuel Gellman, John Groves,
Andrew Hamilton, Donald Hilvert, Barbara Imperiali, Makoto
Komiyama, Jean-Marie Lehn, Arthur Martell, Julius Rebek,
Jean-Pierre Sauvage, Alanna Schepartz, Dieter Seebach, Donald
Tomalia, and Steven Zimmerman.
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Natural glycoproteins often contain heterogeneous oligosaccharide chains,
which make it difficult to elucidate the structure–activity relationship of the
carbohydrates of these glycoproteins. Neoglycoproteins were developed to
overcome such a problem. Neoglycoproteins are proteins modified with
carbohydrates of defined structures. The modification can be random or
specific and can use chemical or enzymatic methods. The protein
functional groups most often used are α/ε-amino groups, β/γ-carboxyl
groups, γ-carboxylamides, sulfhydrils, and phenols. In some cases, existing
glycans on glycoproteins can be modified to make the glycan structures
homogeneous. Alternatively, glycopeptides or glycoproteins can be
synthesized totally de novo, without using any natural proteins, peptides, or
oligosaccharides. In addition to providing homogeneous carbohydrate
structures on a single protein, neoglycoproteins also provide a multivalency
effect (glycoside clustering effect). The use of neoglycoproteins greatly
promoted the understanding of the roles of carbohydrates in biologic
systems, which led to some clinically important development.

Glycosylation is one of the most complex posttranslational mod-
ification of proteins (1). It is well known that glycans attached
to glycoproteins are heterogeneous, even at a single glycosy-
lation site of a glycoprotein from a single type of cells. Two
reasons for this heterogeneity are that multiple possibilities of
linking two monomeric units of carbohydrates exist and that
carbohydrates have the ability to form branched structure rou-
tinely. Branched structures are especially pervasive on the cell
surface glycoconjugates. These factors cause great difficulties
in elucidating the biologic roles of carbohydrates in glycopro-
teins and have hampered considerably the progress in this area
of research in comparison with proteins and nucleic acids. To
partially alleviate such a problem, neoglycoproteins (2) were de-
vised. In neoglycoproteins, carbohydrates attached to proteins
are of a known structure and the level of attachment can be
varied more broadly than that found in natural glycoproteins.
The latter aspect actually is very important in manifesting the
“cluster effect” (multivalency effect) (3, 4), for example, a lin-
ear increase in valency that produces logarithmically increasing
effects. Production of neoglycoproteins needs not start from
natural proteins or glycoproteins but can be designed totally
de novo. The de novo approach often is used to attain the de-
sired “cluster effect” more precisely than the random attachment
of sugars to proteins. Most of methodologies for the preparation
of neoglycoproteins are chemical, but incorporation of enzy-
matic and molecular biologic methods increasingly are gaining
popularity. In this article, the emphasis is placed primarily on

protein derivatives (neoglycoproteins), but some examples of
peptide derivatives and microarrays also are included.

Historical Background

The first neoglycoproteins (without being referred to as such)
were prepared by Avery and Goebel, who used sugar-derivatized
proteins to raise antibodies directed toward carbohydrates
(5, 6). Typically, carbohydrates by themselves are poor anti-
gens. Avery and Goebel demonstrated that by conjugating car-
bohydrates to proteins, antibodies against carbohydrates can
be raised more efficiently than by carbohydrates alone. Avery
and Goebel used diazotized p-aminophenyl or p-aminobenzyl
derivatives of sugars for conjugation to tyrosyl side chains of
protein (diazo-coupling). Using a similar approach, Monsigny
and colleagues (7, 8) prepared (GlcNAc)n–BSA to determine the
binding specificity of wheat germ agglutinin. Iyer and Goldstein
(9) also used the diazo-coupling technique, but Buss and Gold-
stein (10) improved the coupling efficiency by first converting
the anilino-group of the glycoside aglycon into the isothio-
cyanate group by reacting it with thiophosgene so that the sugar
derivatives will react with the amino groups of proteins rather
than with the phenolic groups of proteins. Lee and colleagues
(11–14) used thioglycosides that contained various functional
groups to conjugate to proteins, and the term “neoglycopro-
tein” was introduced at this time. Thioglycosides were chosen
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to improve the stability of the carbohydrate–protein links in
biologic systems because most glycosidases are incapable of
cleaving thioglycosidic links. In addition, unlike earlier neogly-
coproteins, the new type of neoglycoproteins did not contain the
hydrophobic aryl group, which often causes undesirable nonspe-
cific binding, and the retention of the positive charges of amino
groups avoided a disturbance of the charge distribution of the
protein. These neoglycoproteins were used for the identification
of the sugar binding specificities of plant and animal lectins.
Synthesis of neoglycoprotein also was stimulated greatly by the
advent of sodium cyanoborohydride (NaCNBH3) to conduct re-
ductive amination (15–17). Contrary to sodium borohydride,
NaCNBH3 preferentially reduces the Schiff base (aldimine)
so that the modifying carbohydrate reagents, either reducing
oligosaccharides or ω-aldehydo glycosides, would not be wasted
and much higher yields could be attained. Reducing oligosac-
charides were attached conveniently to amino groups of proteins
just by mixing the reagents in a suitable buffer, although the
reducing terminal sugar would become acyclic and the over-
all reaction time could be a week or longer. Later on, several
amine–borane complexes were used in lieu of NaCNBH3 (18).

Neoglycoproteins have been used as ligands in numerous
studies. More recent uses include: substrates for glycosyltrans-
ferases, lectin isolation media, and probes for lectins in biologic
systems. The techniques for preparation of neoglycoprotein have
been advancing steadily, and they now approach the level of the
complete de novo synthesis of glycoproteins (19). This type of
neoglycoproteins with precise glycosylation sites allows much
more focused applications of glycoconjugates.

Preparation of Neoglycoprotein
From Natural Proteins

Most neoglycoproteins are prepared using natural proteins—
either nonglycosylated or glycosylated. A summary of chemical
principles of various conjugation methods is shown in Fig. 1.

Via tyrosyl groups of proteins

The classic method of Avery and Goebel (5, 6) and Tillett
et al. (20) used diazotized aminobenzyl derivatives of carbo-
hydrate to conjugate to Tyr groups of globulins and albumins.
Aminophenyl glycosides had been used in a similar fashion to
prepare BSA derivatives as mentioned above (8). Such products
can be very colorful because of the highly conjugated bonding
system. However, usually only a limited number of Tyr groups
exist in typical proteins, and the diazo coupling is not totally
specific to phenolic side chains. Moreover, the chemical sta-
bility of products also is a problem. It should be noted that
the modification of Tyr often results in the inactivation of en-
zymes and other biologically active proteins. The introduction
of an aromatic ring for each glycosylation site also consider-
ably increases the hydrophobicity of the product, which results
in decreased solubility and increased undesirable nonspecific
interaction.

A unique approach of carbohydrate–protein conjugation was
reported in the case of chitosan. The target protein first is

oxidized with tyrosinase to yield o-quinone groups, which can
be conjugated readily to chitosan (21). This approach should be
applicable to amino-terminated glycosides also.

Via amino groups of proteins

This approach is by far the most popular approach for the
preparation of neoglycoproteins because of the ready surface
availability of the ε-amino group of Lys side chains and the
higher reactivity of ε-amino groups in most proteins.

Reducing oligosaccharides can be conjugated directly to
the amino groups by the reductive alkylation (or reductive
amination) method (15) between the carbonyl group of sugars
and the amino groups of proteins if a prolonged reaction time is
no objection. The slow reaction rate in the reductive amination
is because of the extremely low concentration of the acyclic
form of sugars in solution that provides the reactive aldehyde
group. In the case of oligosaccharides, a compounding effect is
a decrease in reactivity as the molecular weight increases. This
problem can be overcome by providing the ω-aldehydo group
in the aglycon (13, 18), which allows the completion of the
reuctive alkylation overnight. Another alternative is to reduce
the reducing terminus and then use mild periodate oxidation
to generate aldehyde group(s) from the acyclic sugar. When
oligosaccharide lactones (prepared from bromine oxidation of
the reducing oligosaccharides) were used to conjugate to BSA,
many days also were required to complete the reaction (22).

Many other reactive derivatives of mono- or oligosaccharides
for reactions other than reductive alkylation have been de-
vised (Fig. 1). For example, isothiocarbamate was derived from
p-aminophenyl glycosides (10). Glyconate was used to conju-
gate to the amino groups of proteins (23). For more complex
reactions, methyl imidate (derived from cyanomethyl thioglyco-
sides), for example, would react with amino groups to form an
amidino link, which has an even higher pKa than the ε-amino
group (12). Various activated form of ω-carboxyl glycosides
have been used (24–26) to modify amino groups. It should be
noted that although amidation converts the amino group into a
neutral amide group, reductive alkylation and amidination retain
the positive charge of the original amino group, and the protein
integrity is better preserved. When the number of amino groups
is high (such as in BSA), it is possible to attach a greater number
of glycan chains than normally observed in natural glycopro-
teins.

Via sulfhydryl groups

If a protein contains a surface-oriented free side chain of
cysteine, ω-haloacetyl that contains glycoside or glycopeptide
can be reacted to form thioether (19, 27). ω-Maleimidoalkyl
glycosides or maleimidated glycopeptides (28) also can be
used in the same way. However, a free surface-oriented SH
in natural proteins/glycoproteins is rather rare in number, and
hence the scope of this type of neoglycoprotein preparation also
is limited.If glycosylation is desired at a specific site and if
a Cys can be introduced in the peptide sequence by genetic
engineering, it may allow a custom-designed neoglycoprotein
with site-specific glycosylation. It also is possible to modify the
amino groups in protein with haloacetyl or maleimide groups
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that then can react with thiolated carbohydrate derivatives (e.g.,
1-thio-oligosaccharides) to form a thioether link. In this case,
the number of glycan attachments (on the amino groups) can
be far greater compared with the naturally available number of
SH side chains.

An alternative to thioether formation is to form a disulfide
bond between thioglycoside and the Cys–SH group of protein
(29) or by disulfide exchange between disulfide glycoside and
Cys–SH (30). The glycan attached via the disulfide bond, how-
ever, has a real risk of being detached by a reductive/oxidative
cleavage or a sulfide exchange in biologic systems and, thus, is
less desirable.

Via special affinity

Chen and Wold (31, 32) used the unique affinity of avidin/
streptavidin for biotin to prepare neoglycoproteins. Glycosides
that contain a biotin terminus could be bound so tightly to avidin
(Kd < 10−13 M) that they could be considered virtually cova-
lently bound. The limitation of this method, however, is that
the maximum number of glycan attachments is dependent on
the valency of avidin, which is four, and the attached glycans
face diverse directions. Interestingly, the fourth binding site of
avidin turned out to be very difficult to fulfill. The model of
biotinylated glycan and avidin also was used to study glyco-
sylation processing (33). It should be noted that avidin itself
is a glycoprotein that contains heterogeneous oligosaccharides
and that its nonglycosylated recombinant version (NeutralLite)
(34) is more suitable for the preparation of definitive neoglyco-
proteins.

Via enzymatic action

A transglutaminase reaction was found to be useful in the prepa-
ration of neoglycoproteins. For example, ω-amino glycosides
were used as a substrate for transglutaminase for the addition
of carbohydrates to glutamine side chains (35, 36). The success
of this reaction, however, seems somewhat unpredictable.

Some endo-β-hexosaminidase were found to be useful in
neoglycoprotein preparation. Although the normal function of
these enzymes is to cleave the bond between the two Glc-
NAc residues next to asparagines of the N -glycan attachment
site, they can perform an en block transfer of oligosaccha-
rides (e.g., Man9–GlcNAc) to a GlcNAc-terminated acceptor
quite effectively under certain conditions (Fig. 2). Endo-A and
endo-M have been used to transfer Man9–GlcNAc (endo-A)
or a biantennary complex-type oligosaccharide (endo-M) to the
GlcNAc–Asn site of glycoproteins, which can be generated by
the hydrolytic action of the endo-β-hexosaminidase (37–39).
Whereas endo-A is active only on high-mannose-type glycans,
endo-M accepts complex-type glycans as a substrate as well,
more effectively for biantennary than triantennary structures.
Endo-M has been used for modification of eel calcitonin effec-
tively (38, 39). In either case, the acceptor GlcNAc need not be
attached to the Asn. GlcNAc itself and its glycosides are known
good acceptors.

A very interesting and useful application of endo-A was re-
ported recently by Wang and coworkers (40, 41). Based on the
knowledge that some endo-glycosidase effectively can trans-
fer oxazoline derivatives of GlcNAc-oligosaccharides, Wang
and coworkers used endo-A on the oxazoline derivative of
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Man9–GlcNAc (and other similar oligosaccharides) to transfer
the oligosaccharide in 80–90% yield (Fig. 2).

De Novo or Semisynthetic
Preparation of Neoglycoprotein

The advancement in the techniques of the chemical synthesis of
oligosaccharides and peptides (including molecular engineering)
elevated the neoglycoprotein preparation to the de novo synthe-
sis level, which opened a wide range of application possibilities.

Via incorporated Cys in the peptide

When a Cys can be incorporated into the peptide sequence by
means of bioengineering, thioaldoses can be attached via a disul-
fide bond with the newly introduced SH group in the protein.
In a recent example (29), asparagine (N -297) of IgG–Fc was
replaced with Cys and its SH group was used to form a disulfide
bond with thio-oligosaccharide (29). When 1-thio-derivative of
Man3GlcNAc2 was attached to the thio-modified IgG by such
a scheme, the Fc-mediated IgG potency increased several fold
over that of the IgG that contains the natural Fc. The distance
of glycan to the peptide backbone attached by this method is
approximately the same distance as in the natural N -glycan.

Via native chemical ligation

The technique of native chemical ligation (NCL) or expressed
protein ligation (EPL) (42) tremendously expanded the scope of
peptide/protein synthesis. This approach also has been adopted
for the construction of neoglycoproteins. For complete synthetic
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Figure 3 Illustration of ‘‘native chemical ligation’’ (45).

approaches to the preparation of defined glycoproteins, several
excellent reviews (19, 43, 44) exist. The basic principle of
NCL is illustrated in Fig. 3 (45). In this article, only a few
examples are mentioned. Macmillan and Bertozzi (46) used
Escherichia coli -expressed peptides and chemically synthesized
glycopeptides to construct GlyCAM-1, a natural ligand for
L-selectin. Similarly, Tolbert et al. reported chemical ligation
of synthetic glycopeptides with E. coli expressed and TEV
protease-cleaved peptides (19).
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Chemoenzymatic synthesis

One prototypic example of chemoenzymatic synthesis is the
preparation of “glycotentacles” (36). First, cyclic peptides
that contain several glutamine residues were synthesized. Gal-
terminated glycan chains were attached to the glutamine residues
by transglutaminase reaction, which then was sialylated en-
zymatically with sialyltransferase to obtain NeuAc(α-2,3-)Gal
terminated glycans. This approach provides flexibility in the
size of the cyclic peptide and the choice of glycan structures. As
mentioned earlier, the transglycosylation by endo-A was facili-
tated greatly when the reducing terminal GlcNAc was converted
chemically to its oxazoline derivative first (41, 47). A synthetic
mucin based on a poly (α-L-glutamic acid) backbone decorated
with p-aminophenyl-glycoside of LacNAc followed by sialyla-
tion with sialyl transferase was prepared as an anti-influenza
agent (48).

Although the use of glycosyl transferases require more ex-
pensive sugar nucleotides, the exquisite specificities offered by
these enzymes sometimes override the cost concerns. Glyco-
syltransferase often are used in terminal modifications such as
sialylation and fucosylation.

Other techniques and reagents

The ease of “click chemistry” (49) has attracted many applica-
tions in the area of neoglycoconjugates. The principle of “click
chemistry” is illustrated in Fig. 4. The conjugation based on
click chemistry can be performed between either the ω-azido
glycoside and an ω-alkyn group on a protein or vice versa (50).
The popularity of “click chemistry” resides in its ease of oper-
ation, its indifference to reaction conditions (solvent, pH), and
its high yields. A traceless Staudinger ligation was reported for
a carbohydrate–protein conjugation (47).

A related reaction using the Diels–Adler cycloaddition of a
diene-containing glycoside and a maleimide-equipped protein
gives neoglycoproteins at ambient temperature in good yield
(51). Preparation of “diene” glycosides may be the limiting step
in this application.

Squaric acid esters (Fig. 5a) sometimes are used to link gly-
cans to proteins (52, 54–56). N-Acetyl-chito-oligosaccharides
were linked to silk fibroin by reacting solubilized silk fibroin
with cyanuric chloride-activated oligosaccharides (Fig. 5b).

NMR analysis of the product indicate that Tyr and Lys were
modified (53). A homobifunctional p-nitrophenyl ester was pro-
posed for the preparation of neoglycoproteins (26). In this
method, one of the active ester groups is used to react with
the ω-aminoalkyl glycoside and the product thereof then will
be conjugated to a protein or other amino-bearing material.

A clever approach to prepare (by one-pot synthesis) pyroglu-
taminylated glycosylamine useful in constructing neoglycocon-
jugates was reported (57). The reducing end of an oligosaccha-
ride first reacts with an α-amino-group of a glutaminyl deriva-
tive; then, the glycosylamine formed is stabilized by cyclization
that involves the γ-carboxyl group. The reaction scheme is
shown in Fig. 6.

Applications of Neoglycoproteins

Cluster effect (or multivalency effect)

In addition to providing structurally well-defined glycans on
a protein carrier, neoglycoproteins offer a platform for pre-
senting multiple copies of glycans in a limited confine. The
first indication of the effectiveness of the clustering of sugars
on neoglycoprotein was observed in the study of neoglycopro-
teins binding by rabbit liver membrane (11). The binding of
BSA-based neoglycoproteins that carry several different sugars
by rabbit liver membrane revealed that Gal–BSA was bound
very effectively but neoglycoproteins of other sugars (GlcNAc,
Man, L–Fuc) were totally ineffective, which indicates that the
sugar binding is specific for Gal. The more astounding finding
was that when the number of Gal on BSA increased linearly,
the binding affinity increased logarithmically, which resulted in
a subnanomolar binding affinity (as KI) at the Gal content of
about 40 residues per molecule of BSA. The monomeric Gal
derivative had an affinity of only ca. mM in KI. This effect
was demonstrated more dramatically by the synthetic oligosac-
charide mimetics of natural Gal-terminated N-glycans of mono-,
di-, and tri-antennary structures (58), in which a 2- and 3-fold in-
crease in valency brought about a ca. 1000- and 1,000,000-fold
increase, respectively, in the binding affinity. Other examples of
cluster effect are binding intricately synthesized pentameric and
decameric clusters of galabiose- (Galα4Gal-)containing struc-
tures to Shiga-like toxin (59) and Man-containing dendritic

O

Glyc
N3 Peptide

CuI, TBTA, Et3N 
AcCN

O

N
N

N

Peptide

Glyc

O

N3Glyc
Peptide

O

N

NN

Peptide

Glyc
CuI, TBTA, Et3N 

AcCN

Figure 4 Principle of ‘‘click chemistry’’ applied to neoglycoprotein preparation.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 5



Chemistry of Neoglycoproteins

NH2 Pr

NHGlyc O

O

NHNH

O

Pr

Glyc O

O

OMe

O O

H2NHN

Glyc O

O

NHNH

O

Glyc OH

N

NN

Cl

Cl Cl

Glyc O N

NN

Cl

Cl

NH

Glyc O N

NN

Cl

Pr

C

O

C

C

O
(a)

(b)

Figure 5 Squaric acid (52) and cyanuric acid (53) as linkers in neoglycoproteins.

O

OH

H2N CO R

HOOC

NH CO R

HOOC

O

N

O

CO R

O

R = NH(CH2)nCOOH

DMF, 50°, 5h
HOBt

30 min

Figure 6 Preparation of glycoconjugate by one-pot reaction (57).

ligand to DC–SIGN (60). The cluster effect (or multivalency
effect) now is applied widely to many carbohydrate-binding
systems. A term AVIDITY (originally a serological term) some-
times is used to express the overall affinity of a ligand formed
by the clustering of a monomeric ligand (61). The cluster effect
is assessed quantitatively in a few publications (61–63).

Vaccines
Avery and Goebel (5, 6) and Tillett et al. (20) constructed
their neoglycoproteins for raising vaccines against carbohydrate

groups. The attachment of carbohydrates to proteins apparently

made the carbohydrates more antigenic. The preparation and

the use of neoglycoproteins for antibody generation is a very

important endeavor (64). In fact, many vaccines currently in

use (Heamophilus b conjugate, meningococcal 4-valent con-

jugate, and pneumococcal 7-valent conjugate) are neoglyco-

proteins in one form or another (65, 66). The antigenicity of

dextran-chicken serum albumin was studied with respect to gly-

can size and density (67).
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Lectin specificity and glycosyltransferase
substrates

The groups of Monsigny and colleagues (7, 8) and Iyer and
Goldstein (9) prepared neoglycoproteins for specificity studies
of plant lectins (7, 8). The specificity studies later were extended
to animal lectins (4, 68–70) with excellent results.

Neoglycoproteins can serve as substrates for glycosyl-
transferases in the chemo-enzymatic preparation of more
complex glycan structures. In addition, neoglycoproteins
are useful as substrates in the assay for glycosyltrans-
ferases. Examples are β-1,4-galactosyltransferases (71, 72) and
α-fucosyltransferase (73).

Isolation Media and Probes

Many animal lectins have been isolated and purified using neo-
glycoprotein conjugated to agarose beads. C-type lectins are es-
pecially amenable to purification using neoglycoprotein-affinity
gel because of the ease of elution simply by using EDTA-
containing buffers. The examples include the use of GlcNAc–
BSA–Sepharose for chicken hepatic lectin (74) and Man–BSA–
Sepharose for alligator hepatic lectin (70).

Neoglycoproteins also are useful as probes for sugar-binding
proteins. Fucose-specific adhesins on germ tubes of Candida al-
bicans were demonstrated with fluorescein-labeled BSA deriva-
tives bearing different sugars (75). More recent and elegant
application was the use of de novo-designed glycoproteins to
study the ER-quality control process as related to the activity
of glucosyltransferase (76). T-antigen bearing neoglycoprotein
was found to be useful as probes for breast carcinoma (77).

Glycoarrays

Microarrays of glycans (glycoarrays), which can be regarded as
a special form of neoglycoconjugates, are proving to be a pow-
erful tool for glycomics (78–81). Many above-mentioned con-
jugation methods and some other methods have been used in the
construction of glycoarrays (82). For example, amino-terminated
glycosides were reacted with carboxyl derivatives on a glass
slide (amide formation) (83, 84) and reducing oligosaccharides
were reacted with hydrazide (13, 85) or aminoxy groups (82) on
glass. In the case of neoglycolipid (NGL), oligosaccharides were
conjugating to 1,2-dihexadecyl-sn-glycero-3-phosphoethanol-
amine (DHPE) and the resulting NGL was adsorbed directly on
a solid surface (86). A modified version of NGL uses aminoxy
derivatives of DHPE (87). In a recent report, sulfation specifici-
ties of glycosaminoglycan interactions with growth factors and
chemotactic proteins were probed with microarrays (88).
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Peptide neurotransmitters and peptide hormones, collectively known as
neuropeptides, are required for cell–cell communication in
neurotransmission and for regulation of endocrine functions.
Neuropeptides are synthesized from protein precursors (termed
proneuropeptides or prohormones) that require proteolytic processing
within secretory vesicles that store and secrete active neuropeptides. This
article describes the application of chemical biological approaches
advantageously used to define protease pathways involved in neuropeptide
biosynthesis. Activity profiling of proteases, combined with mass
spectrometry, has allowed identification of the novel cathepsin L cysteine
protease pathway for neuropeptide biosynthesis, which contributes to
neuropeptide production with the subtilisin-like prohormone convertase
pathway. Furthermore, proteomic approaches for identifying proteases and
protein systems present in secretory vesicles define the protease pathways
and the functional protein systems that jointly operate in the secretory
vesicle for production and secretion of active neuropeptides.
Neuropeptidomic approaches allow defined primary structural analyses of
neuropeptides. Future studies that gain understanding of protease
mechanisms for generating active neuropeptides will be instrumental for
translational research to develop therapeutic strategies for health and
disease.

Neuropeptides for Cell–Cell
Communication in Nervous
and Endocrine Systems

Neuropeptides mediate neurotransmission as peptide neuro-
transmitters and mediate cell–cell communication as peptide
hormones for endocrine regulation of target cellular systems.
The term “neuropeptides” refers to this large, diverse class of
peptide neurotransmitters and peptide hormones that typically
consist of 3–40 residues. More than 100 different neuropeptides
exist, and new neuropeptides are yet to be discovered.

The unique primary sequence of each neuropeptide defines its
selective and potent biological actions. The same neuropeptides
often serve important functions in both the nervous system as
neurotransmitters (Fig. 1) and as peptide hormones in periph-
eral endocrine systems. For example, enkephalins function as
neurotransmitters in the brain and are involved in peripheral
actions, including regulation of intestinal motility and immune

cell functions (1, 2). ACTH (adrenocorticotropin hormone) is
present in the brain where it functions as a neuromodulator; fur-
thermore, ACTH is a prominent peptide hormone released from
the pituitary gland for control of glucocorticoid production in
the adrenal cortex (3). Neuropeptides such as β-endorphin, NPY
(neuropeptide Y), galanin, CRF (corticotropin releasing factor),
vasopressin, insulin, and numerous others (Table 1) mediate
diverse physiological functions that include analgesia, feeding
behavior and blood pressure regulation, cognition, stress, water
balance, and glucose metabolism, respectively (4–8).

Proteolytic processing for neuropeptide
biosynthesis

Proneuropeptide (prohormone) precursors

Neuropeptides are derived from larger protein precursors known
as proneuropeptides or prohormones. Proneuropeptides refers
to protein precursors of peptide neurotransmitters as well as
peptide hormones, whereas prohormones refers primarily to
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Figure 1 Peptide neurotransmitters in the brain. Neuropeptides in the brain function as peptide neurotransmitters to mediate chemical communications
among neurons. Neuropeptides are synthesized within secretory vesicles that are transported from the neuronal cell body via the axon to nerve terminals.
The proneuropeptide (or prohormone) is packaged with the newly formed secretory vesicle in the cell body, and proteolytic processing of the precursor
protein occurs during axonal transport and maturation of the secretory vesicle. Mature processed neuropeptides are contained within secretory vesicles at
the synapse where activity-dependent, regulated secretion of neuropeptides occurs to mediate neurotransmission via neuropeptide activation of
peptidergic receptors.

Table 1 Neuropeptides in the Nervous and Endocrine Systems

Neuropeptide Regulatory Function

ACTH steroid production
α-MSH skin pigmentation, appetite
beta-endorphin analgesia, pain relief
calcitonin calcium regulation
cholecystokinin learning, memory, and appetite
CRF (corticotropin releasing factor) ACTH secretion
enkephalin analgesia, pain relief
galanin cognition
glucagon glucose metabolism
insulin glucose metabolism
NPY obesity, blood pressure
PACAP neuronal differentiation
somatostatin growth regulation
vasopressin water balance

Peptide neurotransmitters and hormones are collectively termed neuropeptides.
Neuropeptides typically consist of small peptides of approximately 3–40 residues. Several
neuropeptides and several of their regulatory functions are listed; these neuropeptides and
others function in multiple roles as physiological regulators (too numerous to list in this
short table). Abbreviations are adrenocorticotropin hormone (ACTH), α-melanocyte
stimulating hormone (α-MSH), neuropeptide Y (NPY), and pituitary adenylate
cyclase-activating peptide (PACAP).

endocrine peptide hormone precursors. To encompass peptide
functions in both the nervous and endocrine systems, the termi-
nology of “neuropeptide” and the respective “proneuropeptides”
will be used in this article to refer to “neuroendocrine” functions
of neuropeptides.

Proneuropeptide precursors share distinct and common fea-
tures. Notably, the small active form of each neuropeptide is
a segment present within its full-length precursor protein. A
proneuropeptide may contain one copy of the active neuropep-
tide, as represented by proNPY, progalanin, and provasopressin

(Fig. 2) (9–11). Alternatively, a precursor may contain mul-
tiple related copies of the active neuropeptide. For example,
proenkephalin contains four copies of (Met)enkephalin, one
copy of the related (Leu)enkephalin, and one copy each of the
ME-Arg-Gly-Leu and ME-Arg-Phe (Fig. 2) (12–14). Proteol-
ysis of these precursors, especially tissue-specific proteolytic
mechanisms, is required for biologically active neuropeptides
to be generated.

Although each proneuropeptide precursor possesses a dis-
tinct primary sequence, proteolytic processing occurs at dibasic
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Figure 2 Proneuropeptides: structural features for proteolytic processing. Neuropeptides are synthesized as proneuropeptide precursors, also known as
prohormones, that require proteolytic processing to liberate the active neuropeptide. Proteolytic processing occurs at dibasic and monobasic sites, as well
as at multibasic sites. The precursor proteins may contain one copy of the active neuropeptide, such as the proneuropeptides for NPY, galanin, CRF, and
vasopressin. Some proneuropeptides such as proenkephalin contain multiple copies of the active neuropeptide; proenkephalin contains four copies of
(Met)enkephalin (ME), one copy of (Leu)enkephalin (LE), and the related opioid peptides ME-Arg-Phe (H) and ME-Arg-Gly-Leu (O).

residue sites that commonly flank the NH2 and COOH termini
of neuropeptides within their precursors (Fig. 2). The diba-
sic residues Lys–Arg (KR) most often flank the neuropeptides;
however, the dibasic sites Lys–Lys, Arg–Arg, and sometimes
Arg–Lys also occur. Processing sometimes occurs at monoba-
sic Arg sites as well as at multibasic residue sites. Processing
at non-basic residues occurs occasionally. Overall, proteolytic
processing is a key process required for the biosynthesis of
numerous active neuropeptides from inactive precursors.

Proteolytic processing of precursors
for neuropeptide biosynthesis
Biosynthesis of neuropeptides begins with the translation of
the respective mRNAs to generate the preproneuropeptide or
preprohormone precursors. Proteolytic processing begins co-
translationally at the rough endoplasmic reticulum (RER) where
the NH2-terminal signal peptide of the preproneuropeptide is
cleaved by signal peptidase. The resulting proneuropeptide or
prohormone is routed through the Golgi apparatus and is pack-
aged into newly formed secretory vesicles together with pro-
cessing proteases. As the secretory vesicle matures, proteolytic
processing occurs so that the mature secretory vesicle contains
processed, biologically active neuropeptide that awaits cellular
stimuli for regulated secretion.

Proteolytic processing at the dibasic or monobasic sites of
proneuropeptides occurs primarily within regulated secretory
vesicles (15–18). Cleavage at the COOH-terminal side of the

paired basic residues results in peptide intermediates with basic
residue extensions on their COOH-termini, which must then be
removed by Lys/Arg carboxypeptidase to generate the mature
neuropeptide (Fig. 3). Alternatively, cleavage of the precursor
at the NH2-terminal side of dibasic residue sites will generate
peptide intermediates with basic residue extensions on their
NH2-termini, which then will be removed by aminopeptidase
B to generate the active neuropeptide. Processing may also
occur between the dibasic residues, which then will require both
carboxypeptidase and aminopeptidase exopeptidase activities to
generate the final neuropeptides.

Neuropeptides may also undergo post translational modifica-
tion that modifies the biological activities of peptides. Activities
of the neuropeptides may be altered by disulfide bond forma-
tion, glycosylation, COOH-terminal α-amidation, phosphoryla-
ton, sulfation, and acetylation (6, 7). This article, however, will
focus on protease mechanisms for neuropeptide biosynthesis.

Biochemical properties expected of proteases
for neuropeptide production
Elucidation of proteases in brain and neuroendocrine tissues
is complicated because of the many different cell types and
the presence of proteases in many subcellular compartments
of these cells. To ensure that authentic proteases are identified
for producing an active peptide, the neuropeptide field has
used key criteria for successful elucidation of proteases that
generate peptide neurotransmitters and hormones. These criteria

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 3



Neuropeptides, Chemical Activity Profiling and Proteomic Approaches for

Figure 3 Cysteine protease and subtilisin-like protease pathways for proneuropeptide processing. Distinct cysteine protease and subtilisin-like protease
pathways have been demonstrated for pro-neuropeptide processing. Recent studies have identified secretory vesicle cathepsin L as an important
processing enzyme for the production of the endogenous enkephalin opioid peptide. Preference of cathepsin L to cleave at the NH2-terminal side of
dibasic residue processing sites yields peptide intermediates with NH2-terminal residues, which are removed by Arg/Lys aminopeptidase. The
well-established subtilisin-like protease pathway involves several prohormone convertases (PC). PC1/3 and PC2 have been characterized as neuroendocrine
processing proteases. The PC enzymes preferentially cleave at the COOH-terminal side of dibasic processing sites, which results in peptide intermediates
with basic residue extensions at their COOH-termini that are removed by carboxypeptidase E/H.

are as follows: 1) The processing protease must be present
in the organelle site where production of the active peptide
occurs, primarily in secretory vesicles; 2) the protease must
possess the appropriate substrate cleavage specificity to generate
the active peptide; and 3) the protease inhibition or gene
knockdown should reduce production of the active peptide.
Application of these criteria has led to elucidation of the
recently identified cysteine protease pathway and serine protease
pathways, mediated by cathepsin L and proprotein convertases,
respectively, for neuropeptide production (Fig. 3).

Chromaffin granules: model neurosecretory
vesicles for proneuropeptide processing
proteases

Elucidation of protease pathways for neuropeptide biosynthesis
has been facilitated in the field with the use of isolated chromaf-
fin secretory vesicles, a well-established model neurosecretory
vesicle system used for investigation of proteases that synthe-
size neuropeptides and small-molecule neurotransmitters (19).
Chromaffin secretory vesicles contain proneuropeptide precur-
sors that undergo proteolytic processing to generate enkephalin,
NPY, galanin, somatostatin, VIP, and other neuropeptides.
These vesicles were used to identify the cathepsin L as a novel
proneuropeptide processing enzyme using chemical biological
approaches and have identified prohormone convertase process-
ing enzymes (20–23).

Chemical biology for activity-based
profiling and identification of proteases

Recent achievements in the development of active-site directed
affinity probes for proteases and other enzyme classes provide
direct chemical labeling of proteases of interest in the bio-
logical system (24–27). These specific activity probes allow
joint evaluation of selective protease inhibition concomitant
with labeling of relevant protease enzymes for more analy-
ses. Moreover, activity-based probes that selectively label the
main protease subclasses—cysteine, serine, metallo, aspartic,
and threonine—can provide advantageous chemical approaches
for functional protease identification. Activity probe labeling
of proteases allows direct identification of enzyme proteins by
tandem mass spectrometry. Such chemical probes directed to
cysteine proteases have been instrumental for identification of
the new cathepsin L cysteine protease pathway for neuropeptide
biosynthesis, as summarized in this article.

Activity-based chemical profiling
identifies the cathepsin L cysteine
protease pathway in secretory vesicles
that contributes to neuropeptide
biosynthesis

Activity-based profiling of active cysteine proteases identified
cathepsin L as a proenkephalin processing protease in secre-
tory vesicles. The activity probe DCG-04, the biotinylated form
of E64c that inhibits cysteine proteases, was used for specific
affinity labeling of the 27 kDa protease enzyme of the “prohor-
mone thiol protease” (PTP) complex (18, 22), which represents
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the major proenkephalin (PE) processing activity in chromaffin
secretory vesicles (20, 21). The high molecular weight of the
PTP complex of approximately 180–200 kDa (21) suggested the
presence of several protein subunits because proteases typically
possess lower molecular masses than that of native PTP. Stud-
ies then were targeted to identify the catalytic subunit of PTP
responsible for PE-cleaving activity.

The activity probe DCG-04, combined with differential la-
beling in the presence of CA074, allowed identification of the
27 kDa protein as the active protease subunit of the PTP com-
plex (18, 22). Two-dimensional gels resolved DCG-04-labeled
proteins of 27–29 kDa (Fig. 4), which was identified as cathep-
sin L by mass spectrometry of tryptic peptides. Confirmation
of the localization of cathepsin L in secretory vesicles was
demonstrated by immunofluorescence confocal microscopy and
immunoelectron microscopy, which illustrated the presence of
cathepsin L in enkephalin and neuropeptide-containing secre-
tory vesicles. The secretory vesicle function of cathepsin L
contrasts with its well-known lysosomal function for degra-
dation of proteins. These findings suggested a new biological
function for cathepsin L in secretory vesicles for producing the
enkephalin and related neuropeptides.

Gene analyses of Cathepsin L in
neuropeptide biosynthesis by protease
gene knockout and gene expression
approaches

Cathepsin L knockout mice
Cathepsin L-deficient mice show decreased levels of enkephalin
in the brain, with reduction by approximately one half (22).
In addition, enkephalin brain levels are also reduced by about
one half in PC2-deficient mice (28). These results support dual
roles for both cathepsin L and PC2 in enkephalin production.
Ongoing studies indicate multiple neuropeptides that are sub-
stantially decreased by more than 50% in the brain and en-
docrine tissues of cathepsin L knockout mice (Funkelstein et
al., submitted for publication). With the observed alterations
in brain neuropeptides, it will be of interest in future studies
to assess the behavioral effects of the loss of neuropeptides
in cathepsin L knockout mice. Cathepsin L knockout mice are
viable and show phenotypes of hair loss and cardiac myopathy
(29, 30). The mechanism for these functional effects of cathep-
sin L deficiency could possibly involve neuropeptides. New
and continued investigations of neuropeptides in cathepsin L
knockout mice will provide knowledge of the relative roles of
cathepsin L in the production of particular neuropeptides.

Cellular gene expression of cathepsin L
for enkephalin neuropeptide production
in the regulated secretory pathway
Cellular routing and trafficking of cathepsin L to secretory vesi-
cles for proneuropeptide processing was demonstrated by the
coexpression of cathepsin L with proenkephalin in neuroen-
docrine PC12 cells (derived from rat adrenal medulla) (31).
Expression of cathepsin L resulted in its trafficking to secretory
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Figure 4 Activity-based profiling for identification of proenkephalin cleaving activity as cathepsin L. Activity-based profiling (APB) uses the strategy of
labeling the active site of active proteases, often with an inhibitor-related probe, to identify proteolytic activity. Inhibition of proenkephalin cleaving activity
by the cysteine protease inhibitor E64c in isolated chromaffin secretory vesicles (also known as chromaffin granules) allowed affinity labeling of the 27 kDa
active protease enzyme proteins by a biotinylated form of E64 known as DCG-04 (Panel a). The inhibitor-labeled proteins were separated by
two-dimensional gels (Panel b) and subjected to peptide sequencing by mass spectrometry, which revealed the identity of the proneuropeptide processing
activity as cathepsin L.
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vesicles that contain enkephalin and chromogranin A. Further-
more, cathepsin L expression resulted in cellular processing of
proenkephalin into (Met)enkephalin that undergoes regulated se-
cretion from PC12 cells. Cathepsin L generated high molecular
weight PE-derived intermediates (of about 23, 18–19, 8–9, and
4.5 kDa) that represented PE-derived products in vivo (20). Such
results demonstrated a cellular role for cathepsin L in the pro-
duction of (Met)enkephalin in secretory vesicles for its regulated
secretion.

Cathepsin L cleavage specificity indicates
the subsequent aminopeptidase B
exopeptidase step for neuropeptide
production
Studies of the cleavage specificity of cathepsin L demon-
strated that it prefers to cleave on the NH2-terminal side of
dibasic residue processing sites of enkephalin-containing pep-
tide substrates BAM-22P and Peptide F (22) and to cleave at
the N-terminal sides of dibasic residues within peptide-MCA
substrates (32). The cleavage specificity of cathepsin L re-
sults in enkephalin intermediate peptides with NH2-terminal
basic residue extensions, which are then removed by Arg/Lys
aminopeptidase. Secretory vesicles from adrenal medullary
chromaffin cells (33) and from pituitary (34) contain Arg/Lys
aminopeptidase activity for neuropeptide production.

Recent molecular cloning studies have identified aminopepti-
dase B as an appropriate Arg/Lys aminopeptidase (35). Molec-
ular cloning of the bovine aminopeptidase B (AP-B) cDNA
defined its primary sequence that provided production of spe-
cific antisera to demonstrate localization of AP-B in secre-
tory vesicles that contain cathepsin L with the neuropep-
tides enkephalin and NPY. AP-B was also found in several
neuroendocrine tissues by western blots. Recombinant bovine
AP-B (35) and rat AP-B were compared. Recombinant bovine
AP-B showed preference for Arg-MCA substrate compared with
Lys-MCA. AP-B was inhibited by arphamenine, an inhibitor
of aminopeptidases. Bovine AP-B showed similar activities
for Arg-(Met)enkephalin and Lys-(Met)enkephalin neuropeptide
substrates to generate (Met)enkephalin, whereas rat AP-B pre-
ferred Arg-(Met)enkephalin. Furthermore, AP-B possesses an
acidic pH optimum of 5.5–6.5 that is similar to the internal pH
of secretory vesicles. The significant finding of the secretory
vesicle localization of AP-B with neuropeptides and cathepsin
L suggests a role for this exopeptidase in the biosynthesis of
neuropeptides.

These findings indicate differences in the cleavage specificity
of cathepsin L for the N-terminal side of dibasic residues within
proneuropeptides, compared with cleavage at the C-terminal
side of dibasic residue processing sites by the prohormone con-
vertases 1 and 2 (PC1/3 and PC2) (15–17, 23). These differences
result in the requirement for different exopeptidases follow-
ing endoproteolytic processing by cathepsin L compared with
PC1/3 or PC2. Although cathepsin L cleavage of neuropeptide
precursors results in peptide intermediates extended with basic
residues at their N-termini that can be removed by aminopep-
tidase B, PC1/3 and PC2 cleavage at the C-terminal side of
dibasic residues of proneuropeptides results in peptide products

containing C-terminal basic residue extensions that are removed
by carboxypeptidase E. These dual protease pathways provide
alternative routes for cellular processing of proneuropeptides
into active peptide neurotransmitters and hormones.

Chemical biology defines the novel
cathepsin L cysteine protease pathway
combined with the prohormone
convertase subtilisin-like pathway
for neuropeptide production
Significantly, the approach of activity profiling for cysteine pro-
teases has established cathepsin L as a new protease pathway
for neuropeptide biosynthesis. Together with current knowledge
in the field, these data demonstrate the existence of two dis-
tinct protease pathways for converting proneuropeptides into
active peptide neurotransmitters and hormones. These dual path-
ways consist of the newly discovered cysteine protease pathway
for proneuropeptide processing, which consists of cathepsin L
followed by Arg/Lys aminopeptidase (aminopeptidase B), and
the previously known proprotein convertase (PC) family of
subtilisin-like proteases (15–17) that process proneuropeptides
with carboxypeptidase E (Fig. 3). Elucidation of these two pro-
tease pathways resulted from the application of the biochemical
criteria required for processing proteases.

Cathepsin L: member of clan CA
and the C1A papain subfamily
Properties of cathepsin L may be compared among papain-like
cysteine cathepsins (36–39) for understanding its role in produc-
ing neuropeptides. Cathepsin L belongs to the C1A subfamily
of Clan CA (36). Clan CA was formed based on recognition of
the first cysteine protease papain. The crystal structure of pa-
pain shows two structural domains separated by an active-site
cleft. The N-terminal domain is comprised of α-helices, and the
C-terminal domain contains a β-barrel.

Clan CA is composed of twenty families. Family C1 within
clan CA is divided into two subfamilies that consist of C1A
(papain subfamily) and C1B (bleomycin hydrolase subfamily)
groups. The larger subfamily C1A consists of secreted and
lysosomal proteases that include the animal cysteine cathepsin
proteases cathepsins B, H, and L as well as the plant proteases
papain, chymopapain, and actinidain.

A division within the C1A subfamily exists between the
papain-like proteases and the cathepsin B-like proteases. In-
cluded among the papain-like proteases are cathepsins O, H,
L, K and S. Cathepsin O is divergent, whereas the others are
more closely related. Among the cathepsin B-like proteases are
dipeptidyl-peptidase I and the endopeptidases from Giardia .

The distinction between exopeptidases and endopeptidases
is merged for some members of the subfamily C1A. Dipep-
tidylpeptidase I acts principally as an exopeptidase, removing
N-terminal dipeptides, but may have some endopeptidase ac-
tivity. Cathepsins B and H both possess endopeptidase activity
but also possess exopeptidase activities. Cathepsin B acts as a
peptidyl-dipeptidase, releasing C-terminal dipeptides. Cathepsin
X is a carboxypeptidase.
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The proteases that enter the secretory or lysosomal pathways
are synthesized as precursors, with N-terminal propeptides and
signal peptides (36–39). Most members of family C1 have
propeptides similar to that of papain. The propeptides act by
blocking the active site. Papain-like propeptides are indicated
by the ERFNIN motif. Propeptide inserts relative to papain
occur within the catalytic domain in other family members.
Cathepsin B contains the “occluding loop” that carries the
histidine residues important for peptidyl-dipeptidase activity.
Most members of subfamily C1A are monomeric. In the case
of cathepsin L, it exists as a single-chain form (∼28 kDa on
SDS-PAGE) and as a heavy-chain and light-chain form (∼24
and ∼4 kDa, respectively, on SDS-PAGE).

The specificity subsite that is dominant in most proteases of
subfamily C1A is S2, which commonly displays a preference
for occupation by a bulky hydrophobic side chain. Cathepsin L
possesses such S2 subsite preference for aromatic residues in
the P2 position.

These properties contribute to the function of secretory vesi-
cle cathepsin L as a processing enzyme that produces neuropep-
tides.

Neuropeptides in mice deficient in PC2,
PC1/3, and CPE: evidence for other
processing enzymes

PC2 and PC1/3 prohormone convertases

A review of neuropeptide data from PC2 and PC1/3 knockout
mice shows that the majority of neuropeptides studies are par-
tially reduced in the knockout compared with wild-type controls.
These results indicate roles for PC2 and PC1/3 in neuropep-
tide production. Importantly, the partial reduction of neuropep-
tides examined in PC2- and PC1/3-deficient mice also indicates
possible roles for other proteases for processing proneuropep-
tides, such as cathepsin L in secretory vesicles for neuropeptide
production that has been discussed in this article. Thus, the
chemical biology approach has identified the novel cathepsin L
cysteine protease pathway as a candidate route for neuropeptide
production.

More specifically, to integrate data from PC2- and PC1/3-
deficient mouse studies with recent data that demonstrate a
candidate role for cathepsin L in neuropeptide production, re-
sults of neuropeptides studied in PC2- and PC1/3-deficient mice
are summarized here. In PC2 knockout mice, many neuropep-
tides were partially reduced, with the exception of α-MSH that
was nearly obliterated. PC2-deficient mice show increases in
the POMC-derived peptide hormones ACTH and β-endorphin
(1–31), which identifies them as substrates for PC2 (40). Among
the POMC-derived peptide hormones, only α-MSH was nearly
completely absent in the PC2 knockout (40). NPY was un-
changed in the brain but was decreased in ileum and was
increased in adrenal (41). Somatostatin was increased in the
brain and was unchanged in the intestine; (Met)enkephalin was
partially decreased in the brain but was not altered in adrenal
and intestinal tissues. (41). No changes in VIP, galanin, or CRF
were observed in PC2-deficient mice. Insulin in the pancreas
was reduced by 75% compared with wild-type controls, and

somatostatin-14 was reduced (42). Partial reductions in the neu-
ropeptides CCK (43), nociceptin (44), and neurotensin (45) have
been observed in PC2-deficient mice.

In PC1/3-deficient mice, reduction of GnRH by about 80%
was observed as well as decreases in GLP-1 and GLP-2 (46).
Reduction in processing of proinsulin to insulin was observed
in PC1/3-deficient mice (47). Interestingly, no change in vaso-
pressin occurred, and little change in POMC-derived peptide
hormones were observed in the PC1/3-deficient mice compared
with wild-type controls (48).

These findings demonstrate several features with regard to
the selective roles of PC2 and PC1/3 in determining the pro-
duction of neuropeptides. Firstly, PC-deficient mice may show
changes in several neuropeptides but not all neuropeptides. Sec-
ondly, neuropeptides may show tissue-specific differences in
PC-deficient mice. Thirdly, a particular tissue region may show
selective alterations among different neuropeptides in each of
the PC-deficient mice. These results demonstrate the roles of
PC2 and PC1/3 in neuropeptide production. Notably, partial
reductions of many neuropeptides in mice deficient in PC2
or PC1/3 are consistent with the presence of other process-
ing enzymes such as the newly identified cathepsin L protease
pathway for neuropeptide production.

Carboxypeptidase E
After the actions of PC1/3 and PC2 for cleavage at the
C-terminal side of paired basic residues (Fig. 3), the result-
ing peptide products contain basic residues at the C-termini
that are then removed by carboxypeptidase E (CPE). Studies of
CPEfat/fat mice that contain mutant, inactive CPE, showed that
these animals show altered neuropeptide production (49–55).
Studies of CPE peptide substrates in the fat/fat mice have been
facilitated with specific isolation of peptides with C-terminal
basic residues by the anhydrotrypsin affinity column for en-
richment of CPE substrates (49–53). Analyses of such CPE
substrates have demonstrated that numerous neuropeptides use
CPE for their biosynthesis (49–55).

Analogously, it will be important to evaluate cathepsin
L-generated peptide products that serve as substrates for the sub-
sequent aminopeptidase B (AP-B) step. Significantly, the AP-B
substrates contain basic residues at their N-termini; these sub-
strates do not contain basic residues at their C-terminal as CPE
substrates do. Therefore, although the anhydrotrypsin affinity
column can be used to isolated CPE substrates, selective anal-
yses of AP-B peptide substrates will require other approaches
for isolation and analyses. It will be of interest in future stud-
ies to characterize AP-B neuropeptide substrates generated by
secretory vesicle cathepsin L.

Neuropeptidomics: LC-MS/MS tandem
mass spectrometry analyses
of neuropeptides

Primary structure analyses of neuropeptides are essential for
understanding the structure–function features of neuropeptides.
The development of mass spectrometry (MS) tools and ap-
proaches for identifying neurological peptides has become es-
sential for defining neuropeptide structures that correspond to
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biological activities—this field has been termed “neuropep-
tidomics.” Combined LC-MS/MS (liquid chromatography tan-
dem mass spectrometry) provides separation of neuropeptides
by the high resolving power of chromatography for specific
mass measurements by tandem mass spectrometry that de-
fines neuropeptide structures. Neuropeptide analyses may be
achieved by several types of mass spectrometers including
MALDI-TOF (matrix-assisted laser desorption time-of-flight),
ESI-Trap (electrospray ionization ion-trap), and ESI-qTOF
(quadrupole-time-of-flight instruments). Neuropeptides may be
directly analyzed by MS without proteolysis (by trypsin) to
gain information about the endogenous biological peptide.
Trypsinization and MS analyses can also enhance neuropeptide
structural analyses, typically using standard shotgun proteomic
approaches (56, 57). Furthermore, quantitative neuroproteomics
advantageously provide information about how designated sys-
tems of neuropeptides may be regulated (48, 50, 58).

Neuropeptidomic analyses have several advantages compared
with traditional radioimmunoassay or antibody-based methods
used for neuropeptide characterization. First, neuropeptides are
identified directly by mass spectrometry approaches as specific
molecular species rather than indirectly through binding to anti-
bodies. Second, mass spectrometry is capable of rapid sequential
analysis of multiple peptide species in a single experiment.
Finally, the vast information content of simple experiments
provides significant knowledge about possible components and
interactions among the neuropeptide processes in biological sys-
tems.

Peptides have been investigated by neuropeptidomic ap-
proaches with considerable success in mammalian tissues in-
cluding hypothalamus (48, 50, 58), pituitary (49), islets of
Langerhans (60), brain extracellular fluids (61), and synapto-
somes (62). In each of these studies, significant new informa-
tion on potential neuropeptides and precursors was obtained.
The extension of these studies to biological tissues has encom-
passed MALDI analysis of tissue sections (63) and even single
mammalian cells (64). Studies have developed quantitative eval-
uation of neuropeptides using labeled and label-free methods.
Because many proneuropeptides are processed by common pro-
tease processing pathways (i.e., Fig. 3), new neuropeptides and
their precursor proteins may be predicted from genomic and
protein databases (65). In addition to mammalian systems, neu-
ropeptidomics analyzes nonmammalian model species including
Aplysia (66), Apis (67), C. elegans (68), Drosophila (69), and
Tribolium castaneum (70). Indeed, bioinformatics applications
for neuropeptidomics have been most well developed in non-
mammalian studies of neuropeptides.

It is predicted that defining neuropeptide structures by neu-
ropeptidomics will reveal novel peptide neurotransmitters and
hormones that possess biological activities. With the numerous
peptidergic receptors, largely G-protein coupled receptors, with
unknown functions, it is clear that increased focus on endoge-
nous neuropeptide ligands can facilitate knowledge of peptide
mechanisms for neurotransmission and endocrine communica-
tion.

Proteomics of Secretory Vesicles for
Defining Proteases and Related Systems
for Neuropeptide Biosynthesis
Direct proteomic approaches can be used to identify protease
enzyme proteins, as well as protein categories in the biological
system, that are present in secretory vesicles for neuropeptide
production and secretion. Knowledge of the secretory vesi-
cle proteome can advance our understanding of neuropeptide
biosynthetic mechanisms that operate within this organelle.

Recent examination of proteins in model chromaffin se-
cretory vesicles revealed several functional protein categories
that together support secretory vesicle production of neuropep-
tides and bioactive catecholamines for cell–cell communication
(Fig. 5) (71). Protein systems involved in vesicular neuropep-
tide biosynthesis were examined in proteomic studies of sol-
uble and membrane fractions of dense core secretory vesicles
purified from neuroendocrine chromaffin cells. Proteins were
separated by SDS-PAGE, and proteins from systematically sec-
tioned gel lanes were identified by microcapillary LC-MS/MS
(µLC-MS/MS) of tryptic peptides (71). Proteomic results re-
vealed functional categories of prohormones, proteases, cate-
cholamine neurotransmitter metabolism, protein folding, redox
regulation, ATPases, calcium regulation, signaling components,
exocytotic mechanisms, and related functions.

Several proteases of different mechanistic classes were iden-
tified by proteomics of secretory vesicles. These proteases in-
cluded the subtilisin-like prohormone convertases 1 and 2 along
with the metalloprotease carboxypeptidase E (CPE), which par-
ticipate in prohormone processing (15–17). CPE has also been
proposed to function as a prohormone sorting receptor (72).
Regulators of PC1 and PC2 were found to consist of proSAAS
and 7B2 (73, 74), respectively. Interestingly, cathepsin B (cys-
teine protease) (75) and cathepsin D (aspartic protease) (76)
were identified, which indicates a novel location for these previ-
ously known lysosomal proteases. The localization of cathepsin
B in these secretory vesicles has been confirmed by immuno-
electron microscopy (77). Cystatin C was identified in the mem-
brane and soluble components, which may participate in the
regulation of cathepsins L and S; cystatin C is a member of the
cystatin superfamily of protease inhibitors (78, 79). Ubiquitin, a
highly conserved 76 amino acid protein that is covalently linked
to proteins targeted for degradation by the ubiquitin-proteosome
system (80, 81), was identified; furthermore, ubiquitin-binding
protein S27A was also identified. These findings may pos-
sibly be interpreted to suggest that ubiquitin-targeted protein
degradation by proteosomes may occur in secretory vesicles.
TIMP, tissue inhibitor of metalloproteinase, was also present
(82). These identified protease system components were mostly
present in both soluble and membrane fractions.

Furthermore, membrane-selective functions were implicated
by proteomic data of these secretory vesicles. The membrane
fraction exclusively contained an extensive number of GTP
nucleotide-binding proteins related to Rab, Rho, and Ras signal-
ing molecules (83, 84), together with SNARE-related proteins
and annexins that are involved in trafficking and exocytosis of
secretory vesicle components (85, 86). Membranes also pref-
erentially contained ATPases that regulate proton translocation
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Figure 5 Proteomics reveals functional secretory vesicle protein systems for neuropeptide biosynthesis, storage, and secretion. Chromaffin secretory
vesicles (also known as chromaffin granules) were isolated and subjected to proteomic analyses of proteins in the soluble and membrane components of
the vesicles. Protein systems in secretory vesicle function consisted of those for 1) production of hormones, neurotransmitters, and neuromodulatory
factors, 2) generating selected internal vesicular conditions for reducing condition, acidic pH conditions maintained by ATPases, and chaperones for
protein folding, and 3) vesicular trafficking mechanisms to allow the mobilization of secretory vesicles for exocytosis, which uses proteins for
nucleotide-binding, calcium regulation, and vesicle exocytosis. These protein systems are coordinated to allow the secretory vesicle to synthesize and
release neuropeptides for cell–cell communication in the control of neuroendocrine functions.

(87). These results implicate membrane-specific functions for
signaling and exocytosis that allow secretory vesicles to pro-
duce, store, and secrete active neuropeptides for the control of
physiological functions.

The protein systems used in these chromaffin vesicles, which
represent dense core secretory vesicles (71), resemble those of
brain synaptic vesicles (88) and secretory vesicles in the liver
(89). Proteomic studies provide inference for secretory vesicle
protein systems used for functions of these vesicles, including
their biogenesis, that are required for production of enkephalin
and related neuropeptides in brain and endocrine tissues.

Secretory vesicles at synaptic nerve terminals in the brain
are essential for chemical neurotransmission among neurons.
Proteomic studies of synaptic proteins have revealed their reg-
ulation by brain injury (90), brain-derived neurotrophic factor
(BDNF) (91), and drug regulation by morphine (92). The pro-
tein systems that support secretory vesicle exocytosis of peptide
neurotransmitters and receptor activation at synaptic junctions
of neurons function in concert to achieve neuropeptide-mediated
communication in neural circuits.

Future Perspectives—Chemical
Approaches for Elucidating
Neuropeptide Mechanisms for
Translation into Therapeutic
Applications

It is extremely important to apply knowledge of protease mecha-
nisms for neuropeptide biosynthesis to small-molecule strategies
for the development of therapeutic agents that can modulate the
production of specific peptide neurotransmitters or hormones.

Current and future research using new approaches and tools, as
discussed in this article, can provide insight into selective phar-
macological approaches for exogenous therapeutic regulation of
neuropeptide actions. Numerous health and disease conditions
are regulated by neuropeptides.

Proteases are essential for the conversion of inactive propro-
tein precursors into the active neuropeptides. Two main protease
pathways have been elucidated for processing proneuropep-
tides and hormones: the recently discovered cysteine protease
cathepsin L with aminopeptidase B and the well-established
subtilisin-like serine proteases that consist of prohormone con-
vertases 1 and 2 followed by carboxypeptidase E/H. En-
dogenous regulators modulate these two protease pathways
as endogenous peptide inhibitors, activators, and in vivo se-
cretory vesicle proteins. Neuropeptides in CSF (cerebrospinal
fluid) in neurological diseases can monitor brain nervous ac-
tivity because neuropeptides represent active neurotransmission
(93, 94).

Knowledge of specific regulators for particular neuropeptides
can lead to future translational research for small-molecule reg-
ulation of prohormone convertases and cathepsin L pathways
in the control of physiological functions. For example, regu-
lation of opioid peptide production—enkephalin, β-endorphin,
and dynorphin—may lead to new drugs for analgesia and pain
relief. Specific small-molecule control of hypothalamic NPY
in the control of feeding behavior may lead to improvement in
obese conditions. Regulation of hypothalamic CRF and pituitary
ACTH production is important for the control of steroid biosyn-
thesis in the adrenal cortex for metabolic regulation. PC-related
proteases have been implicated in sterol and lipid metabolism,
tumor progression, atherosclerosis, and other physiological and
disease conditions (5–8).

Application of chemical biology and proteomic approaches
for understanding protease mechanisms in the biosynthesis of
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neuropeptides in health and disease is an exciting area of
research for neuropeptide regulation of neuroendocrine systems.
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Measuring chemical events in neurotransmission is challenging because fast
measurements of small amounts of neurotransmitters and neuromodulators
are needed to track the dynamics of chemical changes accurately. In this
article, we outline the basics of three popular methods for measuring
neurochemical changes: electrophysiology, microdialysis, and
electrochemistry. Electrophysiological techniques measure changes in
membrane potentials associated with neurotransmission. These methods
are often used to measure receptor-gated ion channel currents and are
popular for neuropharmacology studies. Microdialysis is a sampling
technique that can be used to monitor basal levels of neurotransmitters
directly. When coupled to a separation technique, microdialysis is
advantageous because it can be used to detect virtually any compound in
the brain. Electrochemical techniques are popular because microelectrodes
allow rapid, direct detection of neurotransmitters with minimal tissue
disturbance. Although the analytes must be electroactive, electrochemistry
has been used successfully to monitor neurochemical changes in various
preparations, from single cells to behaving animals. Future research in
monitoring neurochemical events will include improving the temporal
resolution, spatial resolution, and selectivity of measurements.

Neurotransmission is the transfer of an informational signal, a
chemical messenger, between two neurons. The traditional pic-
ture of synaptic transmission is shown in Fig. 1. A terminal from
one neuron forms a synapse with a dendrite of another neuron.
After the neurotransmitter is synthesized in the perikaryon of
the terminal, it is packaged into specialized synaptic vesicles.
The vesicles range in size from about 50 nm to 100 nm and can
store between 3000 and 30,000 neurotransmitter molecules (1).
An action potential propagating to the terminal changes the cell
membrane potential and can induce the fusion of vesicles to
the synaptic membrane. This fusion results in exocytosis, the
coordinated release of transmitter molecules into the synapse
(Fig. 1). Transmitters can then bind to postsynaptic receptors
and activate signaling pathways through GTP-binding proteins
or open gated ion channels, which leads to localized changes
in membrane potential (2). Membrane potentials, ionic currents,
and action potentials can be measured using electrophysiology
techniques.

Released neurotransmitters can have fates other than bind-

ing postsynaptic receptors. Transmitters can bind to presynaptic

receptors that act as a feedback loop to regulate additional

release of the chemical messengers. Transporters take up neu-

rotransmitters back into the neuron and clear them from the

extracellular space. Neurotransmission can also be ended by

enzymatic degradation of transmitters, although this process is

kinetically slower than uptake. Although the traditional picture

of neurotransmission is of short-range signaling, neurotrans-

mitters can also diffuse out of the synapse and act at distal

targets, which allows longer distance signaling (3). This pro-

cess is called volume transmission, and extracellular detection

methods such as microdialysis and microelectrodes detect these

extrasynaptic concentrations.
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Figure 1 General concept representation of synaptic transmission. Vesicles that contain neurotransmitter molecules dock to the cell membranes and
release their contents into the synapse by exocytosis. Neurotransmitters can diffuse across the synapse and bind to postsynaptic receptors or can diffuse
out of the synapse. This extrasynaptic neurotransmitter can bind to presynaptic receptors, diffuse away and activate receptors on distal neurons, or be
cleared from the extracellular space by transporters.

Electrophysiology

Electrophysiological techniques measure changes in potentials
associated with neurotransmission. The potential of the neu-
ronal membrane is controlled by ionic concentrations, which
are regulated by the active transport of ions. As postsynaptic
dendrites receive neurotransmitter signals, receptor-gated Na+

and Ca+ channels are activated, which allows influx down the
ionic gradient. Membrane depolarization occurs as cations en-
ter the cell. Once the depolarization reaches a certain threshold,
successive Na+ and Ca2+ ion channels open along the axon in
a domino fashion to propagate the electrical signal. This prop-
agation of voltage is called an action potential, and it will not
occur unless a threshold depolarization is reached. After maxi-
mal depolarization, Na+ and Ca2+ ion channels begin to close,
and simultaneously, K+ ion channels open and K+ effluxes out
of the nerve cell. This process reverses the polarization, and
because of the length of time the K+ channels stay open, the
abundance of cations outside the cell causes a hyperpolarization
of the membrane potential.

Transmembrane movement of ions is controlled by gated ion
channels and can be represented by a simple RC circuit, in
which the ion channels act as resistors and the cell membrane
acts as a capacitor. Hodgkin and Huxley, who won the 1963
Nobel Prize for Physiology or Medicine for their work, quanti-
fied these transmembrane voltage changes in the axon of a giant
squid and determined the time-dependent behavior of Na+ and
K+ channels. Current electrophysiological studies measure neu-
rogenic changes through various intracellular and extracellular
techniques. Although these techniques are diverse, common in-
tracellular techniques include the two-electrode voltage clamp,
patch clamp, and whole cell methods that measure ion chan-
nel currents and common extracellular techniques that measure
voltage changes outside cells.

Two-electrode voltage clamp
Voltage clamp methods typically involve two micropipette elec-
trodes that impale the cell; one electrode measures voltage
changes, whereas the other applies a stimulating voltage. Trans-
membrane voltage is clamped at a constant voltage eliminating
capacitive current, and allowing conductance to be measured,
which is proportional to voltage. The clamped voltage then
is varied in a stepwise fashion with each step resulting in a
change in ion current, which is measured. For this reason, volt-
age clamp techniques are useful in studying voltage-gated ion
channels. In a typical experiment, voltage steps are applied to
an oocyte or insect muscle cell, and the effects of the addition
of pharmacological agents on ion channel currents are tested.
For example, Fig. 2a shows voltage clamp recordings of inward
calcium channel currents in parasitic nematode muscle cells af-
ter a series of depolarizing steps (4). The current versus voltage
graph shows the maximal current was induced by a step to
0V. The study showed that bathing a voltage-clamped cell in
the nematode neuropeptide, AF2, increased the inward calcium
currents, which suggests that the neuromuscular function of the
parasitic nematode was modulated by AF2. Such studies can be
useful for identifying possible target sites for drugs that act at
voltage-gated channels.

Patch clamp
Some of the most popular electrophysiology methods currently
used are patch clamp techniques, in which individual ion chan-
nels can be studied. Unlike the two-electrode methods described
above, these methods use a single electrode to measure voltage
changes. A glass pipette electrode with a flat, open tip is placed
onto a cell, and piece of membrane that contains an ion channel
is “sucked” into the pipette tip. This action allows the direct
current of ions moving through channels to be measured. Al-
though the pipette tip has a high resistance, negative pressure
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Figure 2 a) Two-electrode voltage clamp experiment. The cell potential was held at −35 mV, depolarizing steps from −35 to +20 mV were made (top
left), and resultant inward currents from Ca2+ channels were measured for each step (bottom left). The right graph shows an I-V curve for nematode
muscle Ca2+ ion channels. (Data reprinted from Ref. (4) by permission of Macmillan Publishers Ltd.) b) Whole cell experiment. Representative trace of an
individual EPSC before (left) and after (right) application of an adenosine A2A receptor agonist CGS 21680. The agonist causes the ESPC amplitude to
decrease. (Data reprinted from Ref. (5) by permission of Elsevier.) c) Inside-out experiment. A continuous single-channel current is shown from in an
inside-out membrane patch of a rat cultured hippocampal neuron before and after addition of diazepam. The top trace shows currents induced by 5µM
GABA. The bottom four traces show currents induced after a 1µM solution of diazepam is introduced. A gradual increase in single-channel current
amplitude occurs. (Data reprinted from Ref. (8) by permission of Macmillan Publishers Ltd.)

is applied to form a seal with a gigaohm resistance, which is
commonly referred to as a gigaseal. The pipette tip is usually
filled with a solution that approximates intracellular fluid. Two
types of experiments can be performed once the pipette elec-
trode is in place: voltage clamp or current clamp. Similar to
two-electrode voltage clamp methods described above, in volt-
age clamp mode the membrane potential is held at a constant
voltage, and current through the ion channels is measured. In
current clamp mode, the current is kept constant, and voltage
changes are measured. To identify which types of channels con-
tribute to the signal, electrophysiology techniques are commonly
used in conjunction with pharmacology experiments, in which
drugs are applied to block specific channels. Several configura-
tions of this method correspond to whole cell, outside-out and
inside-out models (Fig. 3).

Whole cell model

In the whole cell model, a gigaseal is formed as the pipette is
attached to the cell, and then a more dynamic suction is applied,
which causes the interior of the cell to be sucked into the pipette
tip (Fig. 3a). This action allows current and conductance of the
entire cell to be measured. Therefore, the whole cell model
measures changes caused by many ion channels on the entire
cell membrane. Additionally, the liquid content of the cell will
mix and equilibrate with the solution in the pipette, which allows
pharmacological agents to be administered into the cell. Of the
patch clamp techniques, the whole cell method is the most
common and can be used to determine how pharmacological
agents affect the total conductance of neurons.

An example of a whole cell study is shown in Fig. 2b.
Excitatory postsynaptic currents (EPSCs), which are caused
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Figure 3 Schematic of a) whole cell, b) outside-out, and c) inside-out
patch clamp methods.

by the movement of positive ions into the postsynaptic cell
through glutamate-mediated channels, were monitored. This
study examined whether adenosine receptor activation could
modulate EPSCs. Whole cell patch clamp was performed on
neurons in striatal rat brain slices. Figure 2b shows an EPSC
evoked by electrical stimulation before and after application
of an A2A adenosine receptor agonist. The decreased ampli-
tude of the EPSC after the adenosine receptor agonist is ap-
plied suggests that adenosine receptor activation inhibits glu-
tamate channel-mediated EPSCs (5). Many researchers also
study inhibitory postsynaptic currents (IPSCs) mediated by
gamma-aminobutyric acid-(GABA-)-gated chloride channels.
For example, whole cell patch clamp was used to differentiate
two different types of IPSCs in substantia gelatinosa neurons
of the mouse spinal cord (6). IPSCs with a fast decay had a
different pharmacological profile than those with a slow decay.

Whole cell methods continue to be popular for neuropharma-
cology studies because they allow researchers to understand the
complex actions and regulation of receptors gating ion channels.

Outside-out model

In the outside-out model, the pipette is attached to the entire
cell as in the whole cell model, followed by a sharp pull that
causes the cell membrane to break and reseal with the pipette tip
(Fig. 3b). With the extracellular region exposed, channel activity
as a response to different external stimuli can be probed. This
configuration is less common than the inside-out method. Using
an outside-out method, single-channel opening activity has been
recorded while various neurotransmitters were released. For
example, this patch clamp method was used as a detector for
capillary electrophoresis separations of GABA, glutamate, and
NMDA (7).

Inside-out model

In the inside-out model, gigaseal formation is followed by a
sharp pull, which detaches the cell membrane and exposes the
inner membrane of the cell to the bathing solution. The por-
tion of the membrane that was on the inside of the cell is
then on the outside of the pipette, whereas the outer portion
is in equilibrium with the fluid inside the pipette (Fig. 3c). This
configuration is useful for studying the effects of intracellular
molecules or drugs on individual ion channels and has been used
in pharmacology experiments to study ligand-gated ion channel
activity. For example, benzodiazepines, which are used to treat
anxiety, are thought to augment synaptic inhibition in the cen-
tral nervous system. Inside-out patch clamp was used to study
the effect of the benzodiazepine, diazepam, on single-channel
conductance (8). Diazepam caused a seven-fold increase in the
conductance of GABAA chloride channels from rat cultured hip-
pocampal neurons (Fig. 2c). This study demonstrates that the
inside-out method can provide information about the effect of
drugs on the current of a particular ion channel. Inside-out patch
clamp has also been used to study pain sensory transduction in
rat ganglion neurons through capsaicin-activated ion channels
(9). Capsaicin is known to activate certain cation channels and
cause severe pain. One study used patch clamp to determine that
12-(S)-hydroxyeicosatetraenoic acid (HPETE), a lipoxygenase
product, was an endogenous activator of capsaicin channels. The
inside-out technique is widely used to study various channels,
both inhibitory and excitatory, and various preparations from
retinal neurons to central neurons. For example, inside-out patch
clamp has been used to study the photoresponse of rat intrinsi-
cally photosensitive retinal ganglion cells (ipRGCs), which are
photoreceptors that control pupil response (10). In this study,
inside-out recordings showed that ipRGCs are photosensitive.
This study gives insight into the complex cascade of events
that lead to vision.

Extracellular methods

With intracellular methods, the change in voltage caused by
the fluctuation of ions across the cell membrane is measured.
However, transmembrane ion concentration fluxes also generate
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Figure 4 Electrically evoked single-unit tactile responses recorded with microwire multielectrode arrays in rat hippocampus CA1, primary somatosensory
cortex, and ventral posteromedial nucleus brain regions. (Upper) Raster plot of single-unit spikes before and after electrical current stimulation to whiskers.
Each row is a separate trial. (Lower) Summed activity for all trials in 1-ms bins that demonstrate a response to electrical stimulation. The graphs show
different latencies in firing for the three different regions. [Data reprinted from Ref. (13). Copyright (2007) National Academy of Sciences, U.S.]

an electric field in the extracellular space, and these changes in
electrical activity can be measured by extracellular recordings.
Both invasive and noninvasive techniques are routinely used.
Extracellular techniques can be used in many preparations,
including awake, behaving animals.

In a typical invasive setup, a wire electrode or an array of
wires is implanted into the brain, and changes in potential
are measured. Electrodes that are directly next to a neuron
will record voltage changes when that neuron fires. This setup
has been used to measure neuronal firing patterns in animals
performing complex behaviors, such as drug self-administration
(11). These studies have shown that dopamine neurons fire
as predictive signals of reward and will fire in response to
cues that have been previously associated with rewards (12).
Multielectrode arrays have also been used to map the response
of different neurons to external stimulations. For example,
Nicolelis et al. have used multichannel electrodes to map tactile
responses of an anesthetized rat (13). Figure 4 demonstrates the
neuronal response to stimulation of the infraorbital nerve, which
carries information from the whisker’s mechanoreceptors to the
brain. Typical data is shown, in which firing patterns before and
after the stimulus (dashed line, time 0) are given for multiple
trials (top of figures) and then binned to get average firing rates
(histograms). The results show that the hippocampal neurons
have a longer latency to fire but are activated for longer than
the neurons in the somatosensory cortex and thalamic ventral
posteromedial nucleus. Such studies help identify and interpret
the neuronal pathways that process tactile stimulation.

In a noninvasive setup, surface electrodes are placed on
the surface of the skin and can be used to study individual
or multiple neurons. Additionally, many studies look at mo-
tor units, which are α motor neurons and all muscle fibers
that the neuron innervates. For example, stable recordings of
single motor unit potentials can be made using electromyo-
graphy (14). Surface electrodes are of interest in electroen-
cephalography (EEG) measurements, in which electrodes are
placed on the scalp. Noninvasive EEG measurements are par-
ticularly useful in human studies. For example, EEG recordings
have been used to study adenosinergic neurotransmission in
homeostatic sleep–wake regulation in humans (15). These stud-
ies found that adenosinergic neurotransmission plays a role in
non-rapid-eye-movement sleep homeostasis.

Summary and future directions
Intracellular patch clamp methods provide a sensitive, high-
resolution approach to studying ion channels. Patch clamp stud-
ies are particularly useful in pharmacological studies, such as
identifying receptor agonists and antagonists. Studies can be
performed in brain slices or in vivo. However, several perva-
sive problems with patch clamping exist. Patch clamping is
inherently an invasive technique, and morphological changes
in the cell can occur during the clamping process that inter-
fere with the overall function of the ion channel investigated
(16). Although patch clamp methods are robust and have pro-
vided information about the function of ion channels, they are
labor-intensive, require a high degree of technical skill, and
are low-throughput. Therefore, a research topic of current in-
terest is developing automated, high-throughput patch clamp
methods. For example, a planar patch clamp electrode, which
uses a planar substrate rather than a pipette to determine cur-
rent for whole cells, has been developed. Planar patch clamp
requires less skill and allows higher throughput measurements
to be made (17). Interest in developing methods to screen ion
channels as drug targets has led to the commercial availability
of automated planar patch clamp systems (18). Additional de-
velopment of these high-throughput methods is expected to lead
to widespread adoption of these techniques.

With extracellular measurements, action potential firing adja-
cent to an electrode gives information about neuron output and
synaptic input. These methods are good for measuring neuronal
activity of awake, behaving animals. The use of implantable
electrodes provides high resolution of single neurons, whereas
nonimplantable electrodes sample a larger surface area, which
causes them to have a lower resolution. However, noninva-
sive measurements are the most useful for higher order animals
and humans. Signals from extracellular recordings are much
smaller and harder to detect than with intracellular methods. For
example, the number or type of neurons that are firing at a given
time can be difficult to determine (19). Additionally, action po-
tentials are often obscured or unsynchronized, and extracellular
recordings can be a summation of multiple neuronal signals.
However, with the development of better computer programs
and bioinformatics capabilities for data analysis, these problems
can be overcome (20). Additional integration of both intracellu-
lar and extracellular methods will provide a more holistic picture
of neurotransmission.
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Microdialysis

Microdialysis has served as a powerful tool in the direct mea-
surement of cerebral neurotransmitters. It can be used as a
qualitative technique to monitor changes in neurotransmitters or
as a quantitative technique to determine actual neurotransmitter
concentrations such as basal levels. Measurements are made us-
ing a probe sheathed with a semipermeable membrane, which
allows extracellular molecules of a low molecular weight, such
as neurotransmitters, to pass but excludes larger molecules such
as proteins. The probe is perfused with artificial cerebral spinal
fluid, and molecules diffuse across the membrane according to
their concentration gradients. Fluid fractions are collected at the
probe outlet. Fractions are typically analyzed using separation
techniques, such as high-performance liquid chromatography
(HPLC) or capillary electrophoresis (CE). Microdialysis can
provide both highly selective and sensitive analysis of neuro-
chemical changes, but the temporal resolution has been limited
traditionally to 5–20 minutes (21, 22). Continuous sampling
of chemical events allows processes such as drug metabolism
and neurotransmitter release to be studied. Microdialysis also is
useful for studying neurotransmission in various preparations,
including in behaving animals.

Microdialysis Theory

In microdialysis, a solution isotonic to that being sampled is
perfused through an inlet tube of the probe (Fig. 5). A concen-
tration gradient is established on each side of the membrane
between the perfusate and the sampling region. This gradi-
ent causes neurochemicals from the sampling region to diffuse
through the membrane, and the compounds are collected for
analysis at the outlet of the probe. Analyte removal from the
sampling region keeps the concentration gradient intact and al-
lows continual sampling of the extracellular space. This process
is highly dependent on flow rate of perfusion.

At typical flow rates, the concentration in the dialysate, Cout,
is less than the actual concentration in the extracellular fluid,
Cext (23). The ratio of Cout/Cext is defined as relative recov-
ery, R, and must be considered for probe calibration and sam-
pling optimization. In vitro, R is easily calculated because the
dialysate and the extracellular fluid are homogenous; therefore,
probe calibration is easily obtained. However, in in vivo studies,
calculation of R is difficult because of the active removal of neu-
rotransmitters by uptake and tortuosity. Movement of analytes is
impeded by tissue that surrounds the probe, and this movement
cannot be easily accounted for with in vitro calibrations. There-
fore, the most common method to determine concentrations in
vivo is the zero-net flux method, in which known analyte con-
centrations are added to the perfusate (Cin), and then the analyte
concentration is measured at the probe outlet (Cout). The differ-
ence between analyte concentration at the inlet and outlet is
used to establish the actual analyte concentration in the tissue,
and the relative recovery rate can be calculated. This calibration
method can be used to estimate basal levels of neurotransmit-
ters. For example, the zero-net flux method has been used to
determine that basal concentrations of dopamine are approxi-
mately 1–3.5 nM (24, 25). Although basal level concentrations

Figure 5 Microdialysis probe. Artificial cerebral spinal fluid is perfused
through the inlet, and small molecules can diffuse across the membrane.
Fluid is collected at the outlet and analyzed.

of neurotransmitters can be determined with this method, the
contribution of tissue damage to the microdialysis signal cannot
be neglected. Because microdialysis is an invasive technique, a
traumatized layer of tissue will be next to the probe, which in-
fluences the rate of neurotransmitter release and uptake. Bungay
et al. have suggested in the case of dopamine that trauma leads
to an underestimation of extracellular dopamine concentration
and have proposed a quantitative model to correct for that (23).

Microdialysis coupled to
high-performance liquid
chromatography

Detection of neurotransmitters in microdialysate samples has
been achieved traditionally by coupling microdialysis sampling
to highly sensitive analysis methods such as high-performance
liquid chromatography (HPLC). HPLC is a type of column
chromatography, which separates the collected mixture of ana-
lytes and resolves them into individual components. Therefore,
multiple chemical species can be identified in a given sample.
Monitoring changes in concentrations over time gives insight
into a wide range of processes such as transporter function,
effects of pharmacological agents, and behaviorally evoked neu-
rotransmitter changes.

Glutamate is the most abundant excitatory neurotransmitter in
the nervous system. Under normal conditions, glutamate trans-
porters remove extracellular glutamate into glial cells. However,
during disease or ischemia, a lack of oxygen delivery to cells,
excess glutamate can accumulate and result in excitotoxicity.
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Figure 6 Effects of intrathecal magnesium sulfate on ischemia-induced release of glutamate in the dialysate collected from the spinal cord of rabbits. Data
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placebo group (open circles), but administration of MgSO4 before ischemia is induced prevents the increase (triangles). A sham group in which ischemia is
not induced is also shown (circles). (Data reprinted from Ref. (28) by permission of Lippincott, Williams, and Wilkins.)

Microdialysis studies have played an important role in under-
standing the relationship between glutamate levels and ischemic
events. Glutamate has been shown to increase during a stroke,
which contributes directly to neuron damage and additional vul-
nerability to ischemia (26, 27). Subsequently, methods to reduce
glutamate release during an ischemic event have been of in-
terest. Recent microdialysis studies indicate that spinal cord
necrosis can be reduced by administering magnesium sulfate
to the area experiencing ischemia (28). Figure 6 shows typical
data where microdialysis samples were collected and glutamate
concentration quantitated every 10 minutes. Intracerebral occlu-
sion of the aortic artery caused ischemia and glutamate levels
to increase (open circles). However, when MgSO4 was admin-
istered, glutamate did not rise during ischemia, similar to the
sham control group. Therefore, microdialysis gives information
about how pharmacological treatments could be used to prevent
glutamate excitotoxic damage during ischemia.

The neurotransmitter dopamine is of particular interest be-
cause of the role it plays in brain processes related to move-
ment, cognition, reward, and addiction. Changes in basal levels
of dopamine have been monitored using microdialysis to un-
derstand the effects of drugs of abuse, such as cocaine, on
neurotransmission (29). Dopamine levels have also been mea-
sured in different behavioral paradigms. For example, using
the zero-net flux method, Chefer et al. have demonstrated an
increase in basal dopamine levels in the nucleus accumbens
following cocaine stimulation (30). Moreover, they coupled lo-
comotor response to novelty with dopamine levels in response
to cocaine. Male rats were screened as either high responders or
low responders to environmental stimuli, and high responders
showed the greatest increase in dopamine after cocaine. More
studies have investigated the effect of drugs, such as cocaine,
morphine, and amphetamine, on dopamine levels to determine
genetic factors in behavior response and drug abuse (29).

Microdialysis coupled to capillary
electrophoresis

Recently, several groups have used capillary electrophoresis
(CE) instead of HPLC as an analysis method for microdial-
ysis samples. The chief advantage of CE is that high-speed
separations of very small sample volumes can be achieved.
The improved temporal resolution allows samples to be ana-
lyzed every 10 seconds, which facilitates better understanding
of the dynamics of neurotransmitter changes during behavior.
This method has enabled the online analysis of microdialysis
samples using capillary electrophoresis and eliminated the need
to store fractions. The disadvantage is that samples must be
derivatized to make them fluorescent so that highly sensitive
laser-induced fluorescence can be used for detection.

Microdialysis coupled to CE was used to detect changes in
amino acids, such as glutamate, during exposure of rats to a
predator fox odor (31). Figure 7 shows that large changes
in glutamate were observed after presenting the fox odor,
particularly in a subset of rats that were high responders. These
changes lasted only a few minutes. The data are compared
with a similar experiment that measured glutamate changes
in response to the presentation of the fox odor with typical
microdialysis–HPLC with only 10-minute temporal resolution
(32). The magnitude and duration of the glutamate change are
more accurately tracked with the higher temporal resolution CE
method. Microdialysis–CE has been used to study amino acid
neurotransmitters during learning (33) and catecholamines such
as dopamine and norepinephrine during the sleep–wake cycle
(34). Future research in this field includes miniaturizing the CE
detection on a chip (35) to make the technique more amenable
to wide-scale implementation.
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Figure 7 Glutamate changes in the nucleus accumbens after presentation
of the predator fox odor 2,5-dihydro-2,4,5-trimethylthiazoline. Data are
shown as a percentage of basal levels, and presentation of the fox odor
causes glutamate to increase. Microdialysis coupled with CE data (solid
circles) are compared with previous studies of microdialysis coupled with
HPLC (open triangles). Microdialysis coupled to CE provided information
not previously found with HPLC because of increased time resolution.
(Data adapted from Ref. (31) by permission from Blackwell Publishing.)

Summary and future directions

Although microdialysis is sensitive and selective, it is an in-
vasive technique that causes trauma and tissue damage, such
as edema and adulteration of the blood–brain barrier and glu-
cose metabolism in areas near probe insertion. Consequently,
interpretation of results garnered from microdialysis has been
controversial. Several studies indicate cerebral blood flow and
glucose metabolism recovery within 24 hours (27), and many
studies delay measurements after probe implantation to allow
tissue recovery. However, recent studies that compare dopamine
levels at the insertion point and 1mm adjacent to this area
indicate permanent changes in tissue because of trauma (36).
Furthermore, neuronal loss and tissue disruption have been ob-
served through light and electron microscopic analysis (37).

Nevertheless, microdialysis measurements agree well with
other methods used to measure neurochemical changes such as
microelectrode techniques (38). For example, pulse voltammet-
ric methods have determined basal concentrations of dopamine
to be approximately 1.5 nM (39), compared with 1–3.5 nM esti-
mated with microdialysis measurements (24, 25). Undoubtedly,
efforts to minimize tissue damage should be made to ensure
accurate results. However, microdialysis has seen widespread
use because the data on chemical changes has consistently pro-
vided insight into brain functions and pathologies. The efforts
to improve temporal resolution for microdialysis will allow it to
be used to track chemical changes specific to certain behaviors.
Microdialysis may also see more use in the future as a diag-
nostic tool in human neurosurgery for monitoring neurotrauma
(40).

Electrochemical Techniques

Electrochemical detection is one of the most common meth-
ods for neurotransmitter monitoring. Many neurotransmitters are

electroactive, including dopamine, norepinephrine, epinephrine,
and serotonin, and can be detected directly using microelec-
trodes. The small size of typical microelectrodes, from 7 to
30µm in diameter, results in less tissue damage than the im-
plantation of larger probes, such as microdialysis probes or
conventional electrodes. Three of the most common methods of
voltammetric detection for neurotransmitters are amperometry,
high-speed chronoamperometry, and fast-scan cyclic voltamme-
try. In each of these methods, a voltage waveform is applied
to the electrode. When the potential is sufficient, electroactive
neurochemicals can be oxidized or reduced, and a current is
measured that is proportional to the concentration of analyte at
the electrode surface. The range of voltages that can be used is
finite because of the possible oxidation or reduction of physio-
logical solutions and oxygen, which limit detection to the range
of about −1 V to 1.5 V. The shape of the potential waveform
applied in each technique is unique, and the resulting chemical
information is different for each method (41).

Constant potential amperometry

Amperometry applies a constant potential to the microelectrode
that will oxidize the analyte at the electrode surface (Fig. 8a).
The current is limited solely by the mass transport rate to
the electrode. Measurements can be made with extremely high
temporal resolution, typically 500Hz, because time resolution
is not limited by the electrochemistry at the electrode. However,
little analyte selectivity occurs with amperometry because a
change in the concentration of any molecule electroactive at
the applied potential will alter the measured signal.

One major use of amperometry is to measure the efflux of
neurotransmitters from individual cells (42). Because the cell
type and the molecule being released is known, selectivity is
not an issue for these experiments. This technique, developed
by R. Mark Wightman, is now widely adopted and involves
placing a microelectrode directly above a cell (42). A secre-
tagogue known to stimulate release is applied, and vesicular
release is monitored with high temporal resolution. Recently,
amperometry has been used to show that ionic secretagogues
can influence the exocytotic release of specific neurotransmit-
ters. An example experiment is shown in Fig. 8d, in which
dopamine release is monitored after application of K+ to iso-
lated dopaminergic retinal neurons (43). Typical data consists of
multiple peaks, each of which is representative of neurotrans-
mitter release from a single vesicle (Fig. 8d). The area under
the peak is proportional to the total number of molecules in that
vesicle and can be calculated. The amount of dopamine released
from retinal cells was calculated to be about 32,000 molecules
per vesicle (43). Recent studies have shown that small features
detected with amperometry are caused by incomplete vesicular
release associated with vesicle fusion (1, 44). Amperometry is
a good method for studying basic mechanisms of neurotrans-
mission or the effects of drugs on neurotransmitter release from
single cells.

Chronoamperometry

For high-speed chronoamperometry, a recurrent square wave-
form is applied to the electrode, with potentials sufficient
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Figure 8 Electrochemical techniques. Applied potential versus time and resulting current versus time graphs for a) amperometry, b) high-speed
chronoamperometry, and c) fast-scan cyclic voltammetry. The dotted circle in b) shows where currents are measured after the charging current has
decayed. Panels d–f show real data from experiments using each of the techniques. Amperometry data (d) show a current increase that corresponds to
detection of electroactive species. Each peak is representative of dopamine release from a single vesicle in retinal neurons, and the area under each peak
was used to quantitate the number of molecules released. (Data taken from Ref. (43) by permission from the American Chemical Society.) e) Dopamine
concentrations measured by chronoamperometry. Upward-facing arrows indicate time of dopamine injection; downward-facing arrows indicate time of
nomifensine injection. Curve A is dopamine detected after injection of 30 pmol of DA in normal tissue, whereas traces B and C are after the dopamine
uptake inhibitor nomifensine was administered. Uptake rate is reduced by nomifensine as seen by the increased concentration and the slower return to
baseline after injection. (Data from Ref. (47) used by permission from Elsevier.) f) Cyclic voltammetry data of dopamine concentrations from
cocaine-seeking rats. The cyclic voltammogram (inset) verifies that dopamine is being detected. The trace shows the current at the dopamine oxidation
potential, converted to concentration based on calibration data. The first triangle indicates when the rat approaches the lever, and the second shows when
it presses the lever to receive an intravenous injection of cocaine. The dopamine increase before the introduction of cocaine shows that one role of
dopamine is as an anticipatory signal for reward. (Data reprinted from Ref. (51) with permission from Macmillan Publishers Ltd.)

enough to oxidize the analyte of interest and subsequently re-
duce the analyte to the initial form. Rapidly changing the poten-
tial causes an inherent charging current at the electrode surface,
but this current is dissipated quickly because of the micron size
of the electrode. Therefore, the current measured at the end of
the step, after the charging current has decayed, is proportional
to the analyte concentration (Fig. 8b). The ratio of the peak
reduction current to the peak oxidation current is a measure of
the reversibility of the electrochemical reaction and can be used
to differentiate between some molecules. However, this selec-
tivity is limited, and positively identifying the analyte solely by
this technique is difficult. The chronoamperometry waveform is
typically repeated at 5–25Hz.

Greg Gerhardt pioneered a chronoamperometry method that
has been used to observe diffusion and uptake parameters in the
rat brain (45). In this technique an exogenous neurotransmitter,
such as dopamine, is introduced into the brain by pressure ejec-
tion or iontophoresis. The microelectrode is a known distance
from the ejection pipette, so the analyte concentration detected
at the microelectrode is a function of extracellular diffusion
and uptake by the dopamine transporter. Because an exoge-
nous neurotransmitter is introduced, the analyte being detected
is known, and selectivity is not a problem. After a dopamine

ejection, Gerhardt’s group could compare dopamine uptake rates
of wild-type rats and rats that had been treated with nomifen-
sine, a dopamine uptake inhibitor (46, 47). They found that
nomifensine slowed dopamine uptake rates, as seen by the
slower return to baseline in Fig. 8e, and that uptake inhibition
increased the concentration of dopamine detected at the elec-
trode. This study was extended to compare dopamine uptake
rates with rats that had their transporters disabled during devel-
opment (47, 48). Recently, chronoamperometry has also been
used to show that mice lacking brain-derived neurotrophic factor
have slower serotonin clearance caused by impaired serotonin
transporter function (49).

Fast-Scan Cyclic Voltammetry

With fast-scan cyclic voltammetry (FSCV), a potential ramp
is applied from a reductive holding potential to an oxidative
potential and back (Fig. 8c). Scan rates for FSCV are usu-
ally between 200 and 1000 V/s, so a scan can be completed
in less than 10ms. A typical repetition rate is 10 Hz, and the
electrode is held at the holding potential between scans, which
allows for adsorption of the analyte to the electrode. Similar
to chronoamperometry, the changing potential at the electrode
surface during FSCV causes large charging currents. Because
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the charging current is relatively stable at carbon electrodes,
the current before analyte introduction can be subtracted from
the current after analyte introduction. This method is known as
background-subtracted FSCV, and it is best used for measuring
concentration changes. The data collected is a plot of current
versus voltage, called a cyclic voltammogram, which gives a
chemical signature of the molecule detected. The peak loca-
tions and shapes help differentiate between different molecules,
which gives this method the most selectivity of any of the elec-
trochemical techniques discussed here. Some molecules, such
as dopamine and norepinephrine, however, have similar CVs
and are difficult to resolve.

R. Mark Wightman’s lab used carbon-fiber microelectrodes
to pioneer the use of FSCV in measuring dopamine concentra-
tion changes with high temporal resolution. Early experiments
focused on measuring dopamine concentration changes after
electrical stimulation of the dopamine cell bodies (50). In more
recent studies, behaviorally evoked dopamine concentrations
have been measured. One example is the detection of dopamine
in rats when cocaine was self-administered (Fig. 8f) (51). The
subsecond temporal resolution allowed the observation that ex-
tracellular dopamine increased continuously for about 4 seconds
before the lever press for cocaine administration and after the
lever press. This observation shows that one role of dopamine
is as an anticipatory signal (51). FSCV has also been used to
measure other neurotransmitters, such as serotonin (52) and
norepinephrine (53), in vivo and in brain slices. Our lab has
recently extended the use of FSCV to detect the neuromodula-
tor adenosine successfully. In vivo detection of adenosine and
dopamine simultaneously was achieved, and the temporal res-
olution allowed us to demonstrate that adenosine accumulation
was slower than dopamine (38, 54). Fast-scan cyclic voltam-
metry is the best choice for detecting neurotransmitters that
undergo volume transmission in vivo because the cyclic voltam-
mogram provides a means to identify the species detected and
the high temporal resolution allows correlation with behavior.

Summary and future directions
The main advantages of electrochemical methods for neuro-
transmitter detection are the high temporal resolution, the high
sensitivity, and the small size of the microelectrode. The differ-
ent electrochemical techniques have varying levels of selectiv-
ity; however, these methods are not as selective as separation
methods coupled to microdialysis. The majority of studies have
used a combination of anatomical knowledge, pharmacology,
and electrochemistry to identify the analyte being detected. Most
electrochemical methods are best for measuring fast changes
and do not give information about basal levels. A major disad-
vantage of the electrochemical techniques is that the method is
limited to the direct detection of electroactive molecules. New
innovations are constantly being made to minimize these lim-
itations. For example, enzyme electrodes are being developed
for the indirect detection of nonelectroactive species. Enzymes
are immobilized in a polymer coating, and the microelectrode
detects an electroactive by-product, such as peroxide, from en-
zymatic activity (55, 56). Research continues into reducing the
size of electrodes and increasing the number of molecules that
can be detected simultaneously.

Conclusions and future of the field
Measuring neurochemicals is challenging because the brain is
a complex matrix. Most studies have concentrated thus far on
determining the effects of a single neurotransmitter. However,
future research in this field inevitably will begin to exam-
ine interactions between various neurotransmitter systems, and
techniques will be needed to measure multiple compounds.
Separations-based methods, such as microdialysis, are partic-
ularly suited for this challenge. In addition, many researchers
are starting to use multiple techniques for a single experiment.
An example of this use is the combination of electrochemistry
and electrophysiology techniques that can be now employed si-
multaneously at the same electrode (57). Another challenge is
to reduce the amount of damage done to tissue from invasive
techniques. Methods to microfabricate microdialysis probes or
reduce the size of microelectrodes would be useful for maintain-
ing tissue integrity. Noninvasive techniques, such as imaging,
are becoming more prominent, especially for human studies.
Many of the most popular methods, such as functional magnetic
resonance imaging, measure changes in oxygen levels and blood
flow but do not directly measure neurotransmitters (58). Positron
emission tomography measures changes in receptor occupancy,
a more direct measure of neurotransmission (59), but advances
are needed to synthesize more positron-emitting ligands for
different receptors. Imaging methods for cellular activity are
also becoming more popular. For example, fluorescence reso-
nance energy transfer (FRET) can be used to detect binding
at receptors (60). However, these studies remain fairly com-
plicated and often require genetic engineering of FRET-based
pairs into a system. Optical probes, such as quantum dots or
fluorescence-based dyes, may also soon see widespread use in
detecting chemical changes in cell culture or brain slices.

The biggest advances for in vivo experiments will be in the
area of designing better techniques for behaving animals. For
electrochemistry, several groups have explored a wireless sys-
tem of data collection in which the controls for electrochemistry
and data are collected in instrumentation that can be placed in
a backpack on the rat (61). The data then is sent wirelessly to
a computer, so that the animal is not tethered to the computer.
Similarly, telemetric electrophysiological systems are being de-
veloped that will enable wireless collection of unit recordings
(62). These systems can be used to record spikes of neuronal
activity in small behaving animals, such as birds. Integrated sys-
tems that measure both behavioral activity and neurochemical
changes will also continue to be developed. Making measure-
ments of neurotransmitters will continue to be challenging, but
new techniques will lead to better insight into the basic neuro-
biology and regulation of neurotransmission.
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The nervous system is composed of networks of cells that engage in
coordinated circuits to permit neural function. Within these precise neural
circuits, communication between individual cells is primarily chemical in
nature. Neurotransmitter release via exocytosis of neurotransmitter-filled
synaptic vesicles is a fundamental step in this process. Here we overview
the biochemical processes that regulate exocytotic neurotransmitter release
by focusing on three key stages: 1) loading of neurotransmitter into
synaptic vesicles, 2) synaptic vesicle docking and priming reactions, and
3) calcium triggering of the vesicle fusion reaction. We also introduce the
controversial topic of fusion-pore modulation as it pertains to the release of
neurotransmitter. Lastly, we discuss current methods for detecting and
quantifying neurotransmitter release.

Biological Relevance
of Neurotransmitter Release

The process of information flow between neurons is termed
synaptic transmission, and in its most basic form it is charac-
terized by unidirectional communication from the presynaptic
to postsynaptic neuron. The process begins with the initiation
of an electrical impulse in the axon of the presynaptic neu-
ron. This electrical signal—the action potential—propagates to
the axon terminal, which thereby stimulates the fusion of a
transmitter-filled synaptic vesicle with the presynaptic termi-
nal membrane. The process of synaptic vesicle fusion is highly
regulated and involves numerous biochemical reactions; it cul-
minates in the release of chemical neurotransmitter into the
synaptic cleft. The released neurotransmitter diffuses across the
cleft and binds to and activates receptors on the postsynaptic
site, which thereby completes the process of synaptic transmis-
sion.

Neurotransmitter release is not assured in response to synaptic
stimulation. Rather, the process of vesicle fusion for individual
release-competent vesicles is probabilistic. This process confers
a discrete probability (between 0 and 1) that a given synapse will
release neurotransmitter after an action potential (the synaptic
release probability). For the majority of synapses in the central
nervous system, the release probability at a defined synaptic
contact is below 0.3, which leads to the often-quoted statement
that the release process is “reliably unreliable” (1). Despite this
fact, it has been demonstrated that some central nervous sys-
tem synapses (in a variety of brain regions) do exhibit release
probabilities as high as 0.9 (2–4). This higher synaptic release

probability could be explained by more release-competent vesi-
cles and/or because the vesicular release probability of the in-
dividual release-competent vesicles is higher. Moreover, release
probability is highly dynamic; it incorporates several forms of
short-term plasticity (5).

Although this article focuses almost exclusively on the es-
sential aspects of release of classic small-molecule neuro-
transmitters from neurons of the central nervous system, it is
appropriate to mention that the neurotransmitter release pro-
cess encompasses several additional salient facets. Release of
neurotransmitters from neurons can occur at various locations
on the neuron (e.g., axo-dendritic, axo-somatic, axo-axonal,
dendro-dendritic, and, in the case of the neuromuscular junc-
tion, from axon to muscle). In addition, neurotransmitter release
can occur from various different cell types (e.g., neuroendocrine
cells and glial cells), in which case it can be debated whether
the use of the term neurotransmission is truly appropriate. Re-
lease of neuropeptides is typically from dense-core vesicles
rather than small synaptic vesicles, but many mechanisms par-
allel those for classic neurotransmitters. A group of diffusible
messengers that includes nitric oxides, endocannabinoids, and
hydrogen peroxide is often classified as retrograde neurotrans-
mitters. However, these messengers are synthesized de novo
rather than stored in vesicles and released, and thus they will
not be considered here. Finally, even in the case of release of
classic neurotransmitters from neurons of the central nervous
system, highly specialized synapses have been described and
investigated in great detail (e.g., ribbon-type synapses of the
retina and Calyx-type synapses in the auditory pathway). These
collective special considerations, although not adequately dis-
cussed herein, serve as excellent examples of the wide diversity
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of signaling mechanisms employed by the nervous system to
achieve information transfer.

Biological Chemistry
of Neurotransmitter Release

Within the presynaptic terminal, neurotransmitter-filled vesicles
are clustered tightly in high numbers. The first electron micro-
graph images of synapses in which clusters of synaptic vesicles
could be seen clearly were obtained in the mid-1950s (6, 7). This
work coincided with the classic experiments of Bernard Katz
and colleagues on the quantal nature of neurotransmission at the
frog neuromuscular junction and thus greatly strengthened the
foundation for the quantal hypothesis of neurotransmitter release
(8–10). Together, these findings led to the vesicle hypothesis,
for example, that a single synaptic vesicle is the morphological
correlate of a quantum of neurotransmitter (10).

Synaptic vesicle morphology and
organization into functional pools

As judged by electron micrograph images, small synaptic vesi-
cles have a clear core and are approximately 35–50 nm in diame-
ter (11–13). By contrast, dense core vesicles, which are found in
neuroendocrine cells and for the storage of neuropeptide trans-
mitters in the nervous system, can be as large as 300–400 nm
in diameter. Within the presynaptic terminal, synaptic vesicles
seem to be morphologically identical at near nanometer resolu-
tion. However, three distinct functional pools can be identified
based on the differential ability of synaptic vesicles to be re-
cruited for fusion. The vesicles that are docked at the membrane
surface in a region called the active zone and that have under-
gone a series of priming reactions to achieve fusion competence
represent the readily releasable pool (RRP) (14). It is believed
that release of neurotransmitter will occur predominantly (if not
exclusively) from this vesicle pool. Because the synaptic vesicle
priming reactions may be reversible, a small subset of the mor-
phologically docked vesicles may exist in the unprimed state
and therefore would be unavailable for release (15).

After the fusion of a synaptic vesicle, the RRP is refilled
from the recycling pool of synaptic vesicles. For central nervous
system synapses (e.g., synapses of hippocampal neurons), the
recycling pool of synaptic vesicles consists of approximately
30 vesicles, approximately three to five times the number of
RRP vesicles (15, 16). During repetitive synaptic stimulation,
the rapid refilling of the RRP from the recycling pool sustains
continuous neurotransmitter release. An overview of the synap-
tic vesicle cycle is shown in Fig. 1.

The third and largest synaptic vesicle pool is termed the re-
serve pool and does not contribute to neurotransmitter release
under normal physiological conditions. It is proposed that re-
serve pool vesicles are only recruited with extremely intense
extended bouts of synaptic stimulation, conditions under which
the recycling pool of vesicles is depleted (17). When vesicle
pool sizes are expressed as percentages of the total synaptic
vesicle cluster, these percentages hold well across many synapse

Figure 1 Overview of the synaptic vesicle cycle. (a) Within the
presynaptic terminal, synaptic vesicles are filled with neurotransmitter by
the action of specific vesicular neurotransmitter transporters. (b)
Neurotransmitter-filled vesicles translocate to the active-zone membrane
where they undergo docking. (c) Docked vesicles transition to a
release-competent state through a series of priming or prefusion reactions.
(d) Invasion of an action potential into the presynaptic terminal and
subsequent calcium influx induces rapid fusion of the synaptic vesicle
membrane with the terminal membrane, which thereby releases the
neurotransmitter into the synaptic cleft. (e) Spent vesicles are internalized
by clathrin-mediated endocytosis and are recycled for reuse, which thus
completes the synaptic vesicle cycle. SV, synaptic vesicle; CCV,
clathrin-coated vesicle; EE, early endosome. NOTE: The use of arrows
indicates a temporal sequence of events. Physical translocation of synaptic
vesicles is unlikely to occur between the docking and fusion steps.

types and species. The RRP typically represents 1–2%, the re-
cycling pool 10–20%, and the reserve pool 80–90% of the total
vesicle cluster (18).

The synaptic vesicle as an organelle for
neurotransmitter storage and release

Glutamate, gamma amino butyric acid (GABA) and glycine,
acetylcholine (Ach), and monoamines are examples of major
small-molecule neurotransmitters in the nervous system. Al-
though each neurotransmitter has a distinct structure and biolog-
ical activity, all share the common feature of being concentrated
into synaptic vesicles before release from the presynaptic bouton
of the neuron. In this respect, the synaptic vesicle is an organelle
specialized for storage and release of neurotransmitter. Further-
more, the synaptic vesicle contains numerous proteins (both
transmembrane and vesicle-associated) that are key players in
the biochemical reactions that lead to release of neurotransmit-
ter. The very recent detailed molecular characterization of the
synaptic vesicle as a model trafficking organelle, including some
of the first available estimates of key synaptic vesicle protein
copy numbers (13), reemphasizes the fact that the synaptic vesi-
cle is center stage in the consideration of the neurotransmitter
release process (Table 1).

Although the synaptic vesicle landscape is dominated by an
array of proteins, it is of note that synaptic vesicles that contain
different neurotransmitters are thought to have largely similar
overall protein composition. For example, all synaptic vesicles
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Table 1 Estimated copy number per vesicle and proposed functions for selected major
synaptic vesicle proteins∗

Synaptic vesicle protein Copies per vesicle Proposed function

Synaptobrevin/VAMP2 70 Priming
Synaptophysin 32 Vesicle recycling?
Synaptotagmin 1 15 Calcium sensor
Neurotransmitter transporter 9–14 Neurotransmitter loading
Rab3A 10 Docking?, priming
Synapsins 8 Regulation of vesicle mobility?
SV2 2 Priming, transporter?
Proton pump (V-ATPase) 1 Neurotransmitter loading

∗Estimates of protein copy number per vesicle originally reported by Takamori et al. (13).

require proteins that are essential for membrane trafficking and
fusion. The best-studied synaptic vesicle proteins include the
transmembrane proteins synaptotagmin, synaptophysin, synap-
tobrevin (also referred to as vesicle associated membrane pro-
tein or VAMP), and synaptic vesicle protein 2 (SV2), as well
as the peripherally associated synapsins and the Rabs that are
attached through lipid modifications. The proton pump is also a
key synaptic vesicle component and is critical for establishing
the electrochemical gradient across the synaptic vesicle mem-
brane (low pH in the lumen) to power neurotransmitter uptake
into the synaptic vesicle lumen. The synaptic vesicle proton
pump is unique in that only one copy per vesicle of this multi-
protein complex exists, and this proton pump complex is by far
the largest component of the synaptic vesicle (13, 18).

The neurotransmitter phenotype, (i.e., what type of neuro-
transmitter is stored and ultimately will be released from the
synaptic bouton) is determined by the identity of the neurotrans-
mitter transporter that resides on the synaptic vesicle membrane.
Although some exceptions to the rule may exist; all synap-
tic vesicles of a given neuron normally will express only one
transporter type and thus will have a defined neurotransmit-
ter phenotype (this concept is enveloped in what is known as
Dale’s principle; see also Reference 19). To date, four major
vesicular transporter systems have been characterized that sup-
port synaptic vesicle uptake of glutamate (VGLUT 1-3), GABA
and glycine (VGAT), acetylcholine (VAChT), and monoamines
such as dopamine, norepinephrine, and serotonin (VMAT 1 and
2). Vesicles that store and release neuropeptides do not have
specific transporters to load and concentrate the peptides but,
instead, are formed with the peptides already contained within.

Synaptic vesicle docking and priming
reactions

Synaptic vesicle attachment or “docking” occurs in the active-
zone region of the presynaptic terminal. This specificity for
synaptic vesicle attachment implies a recognition mechanism
between the synaptic vesicle and the active zone. In this con-
text, some or perhaps all molecules responsible for synaptic
vesicle docking might be expected to exhibit preferential en-
richment or exclusive localization to the active-zone region.
Despite intense efforts and numerous candidate molecules, the

precise molecular mechanisms of synaptic vesicle docking re-
main poorly characterized at this time. The cytosolic protein
Munc18 (which represents the major mammalian version of the
sec1/munc18-like or SM family of proteins) is gaining accep-
tance as an important docking molecule (20), although no clear
model for Munc18 function has emerged. Munc18 is proposed
to provide the molecular link between the active-zone region
and synaptic vesicles. It almost certainly links to the presynap-
tic membrane via a direct interaction with the N-terminal region
of syntaxin (21); however, the interaction by which Munc18 can
also link with synaptic vesicles has proven highly elusive. No
additional putative interacting partners have been validated as
essential for synaptic vesicle docking. This fact may indicate
redundancy in synaptic vesicle docking mechanisms. Alterna-
tively, very recent evidence that demonstrates that syntaxin is
required for synaptic vesicle docking (22), despite prior evi-
dence to the contrary (23, 24), may largely explain the notable
lack of progress in unraveling synaptic vesicle docking mech-
anisms to date, although this controversial finding demands
additional validation. Notably, neither syntaxin nor Munc18 are
preferentially enriched in the active zone; therefore, it is likely
that some other protein participates to impart the regional speci-
ficity. Such a role has been ascribed to the Munc13 protein,
which is reported to be concentrated at active zones (25) and
to function upstream of syntaxin in the docking of synaptic
vesicles (22).

Priming can be defined as the transition of synaptic vesi-
cles from the docked state into the state of release com-
petence. The available evidence supports a critical role for
soluble N -ethylmaleimide-sensitive factor attachment protein
receptor (SNARE) proteins in the biochemical interactions
that underlie synaptic vesicle priming. Our current understand-
ing of intracellular membrane trafficking—including synaptic
vesicle fusion—has developed from a general model known
as the SNARE hypothesis (26). In this model, the forma-
tion of parallel-aligned α-helices between vesicle SNAREs and
target-membrane SNAREs results in the formation of a remark-
ably stable SNARE complex (27). In the case of synaptic vesicle
fusion, the synaptic vesicle protein synaptobrevin serves as the
vesicle SNARE, whereas SNAP-25 (synaptosomal-associated
protein of 25 kDa) and syntaxin on the presynaptic plasma
membrane serve as the target-membrane SNAREs. These three
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SNARE proteins assemble into a heterotrimeric SNARE com-
plex (or core complex). The crystal structure of the core com-
plex revealed a bundle of four α-helices, one each contributed
by synaptobrevin and syntaxin and two contributed by SNAP-25
(28). The process of SNARE complex assembly proceeds from
N-terminal to C-terminal direction in what is commonly referred
to as a “zippering” action, which brings the C-terminal mem-
brane anchors of the transSNAREs together (29). This action is
proposed to force the closely apposed membranes together to
initiate fusion.

The transition from unstructured monomeric SNAREs to the
assembled SNARE complex likely proceeds by multiple sequen-
tial steps rather than at once, and zippering can only occur when
all SNAREs are aligned in parallel. One model proposes that
initially an acceptor complex forms between SNAP-25 and syn-
taxin on the plasma membrane (30–32). Only then would the
acceptor complex interact with the vesicular SNARE synapto-
brevin, aligning the N-terminal ends in parallel, first in a loose
conformation, and then undergoing N-terminal to C-terminal
zippering. The partially zippered SNARE complex is arrested
in a partial fusion or prefusion state and awaits the influx of
calcium to activate the neuronal calcium sensor and stimulate
the completion of the fusion reaction. These processes are sum-
marized in Fig. 2. One important open question is how SNARE
zippering might become arrested before completion. Recent ev-
idence supports a role for complexins at this step. Complexins
are enriched in the presynaptic compartment, are crucial for
highly synchronous evoked neurotransmitter release, and ex-
hibit direct binding to the SNARE complex (33, 34). Although
much evidence on complexin function is conflicting or con-
troversial, most available evidence is consistent with a model
in which complexins help to stabilize the partially zippered
SNARE complex by direct binding but prevent full SNARE
assembly and/or completion of fusion before the arrival of the
calcium trigger (34–37). However, complexins do not merely
function as inhibitory fusion clamps; it has been demonstrated
that complexins are capable of both inhibitory and facilitating
functions and thus are well suited to impart exquisite con-
trol in the final stages of calcium-dependent neurotransmitter
release (34).

Although little doubt remains that the formation of the
SNARE complex is the critical step in synaptic vesicle priming,
several other proteins have been implicated as important reg-
ulators of the priming reactions. Two prominent examples are
Munc18 and Munc13; these crucial proteins apparently func-
tion in both synaptic vesicle docking and priming. The available
evidence is largely compatible with an essential role for both
Munc18 and Munc13 in facilitating priming by regulating the
proper assembly of the SNARE complex, which may be accom-
plished by the stabilization of the putative SNAP-25/syntaxin
acceptor complex mentioned previously. It is unclear whether
there is convergence exists between Munc18 and Munc13 in
their respective modes of action in this context. To add an-
other layer of complexity, Munc13 also has been shown to
antagonize the action of a soluble protein called Tomosyn
(38). Tomosyn contains a C-terminal SNARE motif through
which it can form a tight complex with SNAP-25 and syn-
taxin and effectively deter the formation of the prototypical

Figure 2 Biochemical reactions in the formation of the SNARE core
complex. (a) Diagram of the vesicle SNARE synaptobrevin and the plasma
membrane SNAREs syntaxin and SNAP-25. (b) Syntaxin must switch from
a closed to an open conformation to assemble with SNAP-25 to form an
acceptor complex for the vesicle SNARE synaptobrevin. Munc18 and
Munc13 may function to stabilize (or facilitate the formation of)
syntaxin/SNAP-25 heterodimers. (c) The initial heterotrimeric SNARE
complex is in a loose conformation and transitions to a tight conformation
via an N- to C-terminal ‘‘zippering’’ of the parallel-aligned SNARE motifs,
which brings the synaptic vesicle and active-zone membrane together.
Fusion is arrested at a prefusion stage in which it is proposed that only one
leaflet of the fusing bilayers is merged. (d) The final fusion step is triggering
rapidly by action potential invasion into the terminal, which leads to
calcium influx and activation of the calcium sensor synaptotagmin.
Calcium-bound synaptotagmin mediates the completion of fusion via
calcium-dependent SNARE and phospholipid binding.

neuronal SNARE complex (39). Thus, Tomosyn serves as a
negative regulator of vesicle fusion. Munc13 either prevents
the formation of the Tomosyn-containing SNARE complexes
or disrupts Tomosyn-containing SNARE complexes to liber-
ate SNAP-25/syntaxin heterodimers, which then would become
available to bind to synaptobrevin on the synaptic vesicle. Ei-
ther model is again consistent with a positive regulatory role
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for Munc 13 in synaptic vesicle priming. Other putative regula-
tors of synaptic vesicle priming include RIM, Rab3, and SV2,
although the exact mechanisms for how these proteins regulate
priming are much less defined at this time.

Triggering of the synaptic vesicle fusion
reaction

Once synaptic vesicle docking and priming is completed, the
final triggering of vesicle fusion with the presynaptic terminal
membrane occurs rapidly in response to action potential inva-
sion of the terminal. This step is highly dependent on calcium
ions, which enter the terminal through voltage-gated calcium
channels (40–42). The idea that calcium entry into the termi-
nal is a key step in the neurotransmitter release process formed
the basis of what is known as the “calcium hypothesis” (43).
Although the identity of the molecular calcium sensor for neuro-
transmission was not known at the introduction of the calcium
hypothesis 40 years ago, it is now widely accepted that the
calcium-dependent triggering of synaptic vesicle fusion is im-
parted by the synaptic vesicle protein synaptotagmin (44–46).

The work of Dodge and Rahamimoff (47) initially detailed
the quantitative dependence of neurotransmitter release on ex-
ternal calcium concentration at the neuromuscular junction. The
relationship was reported to be highly nonlinear with an approx-
imately fourth-order cooperativity. Remarkably, these findings
are in near perfect agreement with a more modern study of the
relationship between neurotransmitter release and intracellular
calcium concentration at a central nervous system synapse (48).
Although the basis for the cooperativity of release is not yet
clear, multiple calcium coordination sites exist with the tandem
C2 domains of synaptotagmin, which suggests that this coopera-
tivity of release may originate with the intrinsic calcium-binding
ability of the synaptotagmin protein itself. This suggestion is
supported by studies that show that mutations in the synapto-
tagmin C2 domains alter the apparent degree of cooperativity
(45, 49).

How does synaptotagmin trigger synaptic vesicle fusion in
response to calcium influx and binding? Synaptotagmin en-
gages in calcium-stimulated binding of both SNARE complexes
and membrane phospholipids (50–52). Although still debated,
available evidence supports a model of synaptotagmin action
in which calcium binding to the C2 domains causes mem-
brane penetration and induction of positive membrane curvature.
This buckling of the active-zone membrane locally reduces the
energy barrier for fusion, which allows the fusion process to pro-
ceed to completion (53). A direct interaction of synaptotagmin
to the SNARE complex is important in this model (calcium- de-
pendent and/or -independent) to ensure that the local membrane
buckling is targeted appropriately to the membrane beneath the
vesicle; thus, the SNARE binding and phospholipid penetration
activities of synaptotagmin likely work in concert to liberate
neurotransmitter (52–55).

Vesicle fusion and neurotransmitter release in response to
action potentials is termed evoked release (the main focus of this
article); however, it is important to note that action potentials
are not absolutely required for liberation of neurotransmitter.
Spontaneous release events (also referred to as spontaneous

miniature events or “minis” for short) occur in the absence
of an overt stimulus (8). Evoked and spontaneous synaptic
vesicle fusion likely share many commonalities, including the
involvement of the same neuronal SNARE complex. However,
perturbations to SNAREs can differentially affect evoked and
spontaneous events, which suggests that the fusion reactions
mediating evoked and spontaneous release events might differ
to some extent (56–58).

Regulation of neurotransmitter release
via modulation of the fusion pore

Although the molecular components of the neuronal fusion
pore remain largely unknown, modulation of the fusion pore
has been proposed as a mechanism for regulating release of
neurotransmitter. Specifically, two modes of release can be
summarized: 1) a classic full-fusion model in which the fusion
pore completely dilates and the vesicle fully collapses into
the plasma membrane of the active zone (59), which thereby
releases a vesicle’s full complement of neurotransmitter, and 2)
a kiss-and-run model in which a narrow fusion pore is stabilized
transiently but then closed rapidly (60). In the kiss-and-run
model, the presence of a narrow fusion pore is hypothesized
to restrict neurotransmitter efflux, and it thereby might reduce
quantal size (61). The prevalence of kiss-and-run-type fusion
events has been debated intensely; particularly, the prevalence
of these events in central nervous system neurons (which
we focus on here) has been debated, with some studies of
hippocampal neurons estimating greater than 80% of all fusion
events being of this type at low firing frequencies (62) and
others reporting negligible kiss-and-run in the same preparation
(63). The most recent and direct study to date reported only a
3% rate of occurrence for kiss-and-run at the specialized Calyx
of Held synapse (64). Thus, although its frequency is widely
debated, it is generally accepted that a nonclassic mode of fusion
that is reasonably well described by the kiss-and-run model does
in fact exist.

Does kiss-and-run-type fusion influence neurotransmitter re-
lease at central nervous system synapses? This topic is a current
topic of research that is yet to be resolved; even the very exis-
tence of kiss-and-run exocytosis in the central nervous system is
still controversial. It is worth noting that most current methods
for detecting alterations to fusion pore size and/or conductance
at central nervous system synapses have been unable to provide
simultaneous direct measurements of neurotransmitter release.
Thus, a marked absence of evidence exists to support the idea
that fusion pore modulation can modulate the amount of neu-
rotransmitter released during vesicle fusion. Of the studies that
have achieved the technical feat of measuring neurotransmitter
release during kiss-and-run-type fusion events, one study using
a nonphysiological manipulation found no evidence for modu-
lation of quantal size at glutamatergic central nervous system
synapses (65), and another study detected, in a subset of re-
lease events, a predominant flickering fusion pore mechanism
in which each flicker released only 25–30% of the total neuro-
transmitter contained within a vesicle at dopaminergic central
nervous system synapses (66). It is likely that much of the
controversy surrounding kiss-and-run can be resolved through
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advancements in technical approaches for measuring neuro-
transmitter release.

Methods for Quantification
of Neurotransmitter Release

To quantitate neurotransmitter release, we ideally would use
approaches that can make noninvasive, selective, analytical
measurements in situ with millisecond temporal resolution and
micron or better spatial resolution. Each of these criteria has
been fulfilled by one or more currently available methodolo-
gies. However, to date, no single technique is universally suited
to all contexts of neurotransmitter-release quantification. Thus,
compromises are made in the criteria that are less important to
maximize the criteria that are most important to the biological
question at hand. In choosing a technique, perhaps the first ques-
tion is, what type of biological preparation is most appropriate
for the study? Advantages of in vitro preparations make these
preparations better suited for some lines of work, but advan-
tages of in vivo preparations are better for others. Importantly,
some techniques are better suited for some biological prepara-
tions than others. Table 2 lists the preparations in which each
of the techniques discussed below have been most commonly
employed.

Radiolabeled neurotransmitters
One approach that has been used quite widely to quantitate
neurotransmitter release employs radiolabeled (tritiated) neuro-
transmitter analogs (e.g., Reference 67). First, tissue is incubated
in a buffer solution that contains tritiated neurotransmitter. Dur-
ing this time, the radiolabeled transmitter is taken up into cells
by endogenous plasma-membrane transporters and packaged
into vesicles by vesicular transporters. The tissue preparation
then is rinsed in buffer to remove extracellular radiolabeled
transmitter leaving only that which was taken up into cells.
This stored transmitter is then released over time by exocytosis.
To quantitate its release, the tissue is continuously perfused with
buffer, and time-dependent aliquots are collected. Radioactivity
is measured in the aliquots with a scintillation counter and is
used as an index of endogenous neurotransmitter release. Rather
than estimate absolute neurotransmitter release, this method is
typically used to compare the relative release between two or
more conditions.

Electrophysiological methods
Electrophysiological techniques have high temporal (millisec-
ond) and spatial (micron) resolution. They are carried out
at discrete electrodes and so obtain information from a sin-
gle spatial location or from a finite number of locations if a
multiple-electrode system is used. These recording techniques

Table 2 Tools for the quantification of neurotransmitter release and the biological preparations in which they have been used∗

In vitro In vivo Human
Cell culture Tissue slice Anesthetized Awake

Interference reflection microscopy (IRM)

Total internal reflection fluorescence (TIRF)

Radiolabeled neurotransmitters

Fluorescent styryl dyes

SynaptopHlourins

False fluorescent neurotransmitters (FFNs)

Patch-clamp capacitance

Electrophysiological biosensors (sniffer patch)

Postsynaptic potentials

Amperometry

Fast-scan cyclic voltammetry

Electrochemical biosensors

High-speed chronoamperometry

Push-pull perfusion sampling

Microdialysis

Positron emission tomography (PET)

Magnetic resonance imaging (MRI)

∗Note that this summary is not meant to impose limitations on the potential use of the techniques, but it highlights the scope in which they are
routinely used currently.
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use fairly standard electrophysiology recording resources and
capabilities to measure neurotransmitter release, and so they
are widely used.

Postsynaptic electrophysiological recordings detect the neuro-
physiological response of a target cell following release of neu-
rotransmitter and represent the least deviation from a standard
electrophysiological-recording experiment. These recordings are
usually carried out at a patch-clamp electrode using a voltage
clamp to measure postsynaptic currents (68), but the current
clamp can be used if measurement of postsynaptic potentials is
preferred. Selectivity of the responses for the neurotransmitter of
interest can be achieved with appropriate pharmacological iso-
lation by using a cocktail of antagonists for other neurotransmit-
ters and/or with electrophysiological isolation (by manipulating
the holding potential). Postsynaptic signals can be detected for
both spontaneous and evoked neurotransmitter release events.
The frequency of spontaneous postsynaptic events is often used
as an index of neurotransmitter release. Information can also be
obtained from the amplitude of postsynaptic responses; how-
ever, this metric encompasses both changes in neurotransmitter
release (presynaptic effects) and changes in synaptic strength
(postsynaptic effects). Presynaptic effects are usually inferred
from experiments where postsynaptic responses are evoked by
paired pulses of extracellular electrical stimulation separated by
tens of milliseconds. The paired–pulse ratio (PPR), that is the
amplitude of the response to the second pulse divided by that
of the first, is believed to be a reflection of release probabi-
lity, with low PPR signifying high release probability (argued
to be because of depletion of ready-releasable vesicles on the
first pulse; see Reference 5). Thus, changes in PPR are taken to
indicate changes in the amount of neurotransmitter release that
can be evoked by an electrical impulse.

During neurotransmitter release events from a cell, the sur-
face area of its plasma membrane changes; it increases during
fusion and decreases during subsequent endocytosis. Because
the plasma membrane acts as an electrical capacitor, these
dynamics can be detected as changes in the total membrane
capacitance. Thus, membrane capacitance measurements with
whole-cell or cell-attached patch clamp can be used to quanti-
tate exocytosis (69). Using voltage clamp, a sine wave com-
mand signal is applied, and the current is measured with a
lock-in amplifier to derive the instantaneous capacitance. With
these recordings, individual exocytotic events can be detected.
In cell-attached preparations, conductance of fusion pores that
form within the patch can be measured simultaneously.

The electrophysiological biosensor or “sniffer patch” (70)
uses an outside-out patch excised from a donor cell, which has
high-density expression of ionotropic receptors for the neuro-
transmitter analyte of interest. Ideal donor cells are those in
which the receptor has been stably overexpressed and low ex-
pression of other potential interfering receptors is detected. The
electrode, incorporating the patch, is placed close to a puta-
tive release site, and channel conductance within the patch is
measured in voltage-clamp mode. The neurotransmitter detec-
tion range of this technique is quite narrow, around the EC50

of the receptor, but it can be broadened somewhat by increas-
ing the density of receptor expression in the patch. Nonetheless,
the detection limit is, by definition, in the physiological range.

The sensor response is nonlinear with analyte concentration, but
it can give quantitative information with appropriate calibration.

Electrochemical methods

Electrochemical detection involves the induction of a change in
redox state (electrolysis) by application of an electrical potential
to an electrode (71). Compounds that can be readily detected by
this means are termed electroactive. Under physiological condi-
tions, these compounds tend to be in their reduced state in the
nervous system because of the rich level of antioxidants (e.g.,
ascorbic acid) and, thus, can be oxidized by application of a
positive potential to the electrode. The evolved electrons are
detected at the electrode in the form of electrical current. This
current is proportional to the number of electroactive molecules
at the surface of the electrode, and therefore it is proportional
to their concentration in the bulk solution. By implanting an
electrode in the extracellular space close to the release site and
detecting changes in the local (extracellular) concentration of
the neurotransmitter, neurotransmitter release can be monitored.
The key advantage of this approach is the high temporal reso-
lution that can be in the millisecond domain. Neurotransmitters
that can be detected this way include dopamine, norepinephrine,
epinephrine, serotonin, and melatonin.

Several variants of this technology differ by the voltage com-
mand waveform applied to the electrode to induce electrolysis.
The simplest waveform is a constant direct-current potential.
This form is known as constant-potential amperometry. This
technique yields a constant readout of neurotransmitter fluctu-
ations in real time and provides the fastest available chemical
monitoring. For example, using constant-potential amperome-
try, data has been acquired in the high microsecond range that
is sufficient to resolve release during multiple partial fusion
events (flickering) (66). However, the disadvantage of this type
of electrochemical detection is that it lacks chemical selectivity.
Thus, its use is limited to environments where the identity of
the analyte is predictable (see Reference 71).

Another commonly used waveform is a square wave where
the electrode is held at a nonoxidizing potential and transiently
pulsed to an oxidizing potential. An example of this form is
high-speed chronoamperometry, which uses oxidizing pulses
that typically last for around 100 ms and are repeated each
second. This method provides information (current) both on
the oxidation of compounds at the surface of the electrode
and on the reduction of the oxidized material. This additional
information that is obtained during each measurement aids in
the identification of the analyte.

To improve chemical selectivity, a triangular input waveform
can be used that separates compounds into resolvable peaks.
This form—cyclic voltammetry—can be carried out with high
temporal resolution using high scan rates to allow the waveform
to be completed in a short time. In fast-scan cyclic voltammetry
(also known as fast cyclic voltammetry), waveforms last around
10 ms, and measurements are typically made every 10–200 ms.

The newest generation of electrochemical-based biological
detection devices is the biosensors. These devices combine the
high spatial and temporal resolution of an electrochemical mi-
crosensor with a biologically selective recognition element. In
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current devices, this element is most often an enzyme that is se-
lective for the neurotransmitter of interest. The enzyme exists in
a polymer layer that is embedded on an electrochemical probe.
When the analyte binds to the enzyme, a chemical coreaction is
initiated that generates an electroactive reporter molecule. The
reporter molecule is detected by the electrochemical probe using
constant-potential amperometry and thus transduces the biolog-
ical signal to an electrochemical signal. This approach has three
main advantages over other electrochemical sensors. First, the
range of possible analytes is not limited to those that are elec-
troactive. In fact, it is advantageous for the analyte not to be
electroactive so that its direct detection at the electrochemical
sensor does not interfere with detection of the reporter molecule.
Second, the selectivity of the probe is conferred by a recogni-
tion element that can be highly specific. Third, this technology
lends itself to upgradeability; new recognition elements can be
incorporated into probes as they are developed.

Optical methods
Optical methods offer the benefit of extremely high spa-
tial resolution, in the nanometer range. Moreover, unlike
electrode-based techniques (e.g., electrophysiological and elec-
trochemical methods) these measurements can be made over a
wide area; that is, rather than obtaining a single time-dependent
measurement, multiple parallel processes can be monitored si-
multaneously at discrete spatial loci (e.g., Reference 72). Cur-
rently, optical methods for quantification of neurotransmitter
release are not widely used in vivo because of insufficient
deep-brain optical access. However, a rapidly growing move-
ment is working to develop these tools for use in systems
neuroscience (e.g., using techniques that can penetrate deep
enough to measure from superficial cortical layers or fiber optics
to access deeper regions).

Fluorescent styryl dyes such as FM1-43 have been used to
approximate neurotransmitter release by measuring rates of ex-
ocytosis (16, 72, 73). These dyes reversibly label endosomal
membranes and can be taken up into intracellular synaptic vesi-
cles during endocytosis in systems in which vesicle recycling
takes place. Typically, tissue is incubated in the fluorescent dye
and then stimulated to promote vesicle cycling and therefore up-
take of the dye. The preparation then is washed in fresh buffer
to remove dye that remained extracellular. Using fluorescent
microscopy, vesicle dynamics can be tracked. Neurotransmit-
ter release is estimated from the rate of destaining (because of
exocytosis) usually during stimulation.

Optical imaging of neurotransmitter release has also been
conducted using genetically expressed fluorescent proteins that
are fused to vesicular proteins. The prototypical fluorescent
fusion protein for this method is synaptopHlourin (74). Synap-
topHlourin is a pH-sensitive green fluorescent protein mutant
(ecliptic pHlourin) fused to the (lumenally exposed) C-terminus
of synaptobrevin; it can be introduced to a cell by transfection or
constitutively expressed in transgenic animals. At low pH, the
fluorescence of the pHlourin is quenced by more than ten fold.
Thus, before neurotransmitter release from a synaptic vesicle
that expresses a synaptopHlourin, the pHlourin moiety resides
in the vesicular lumen where it has minimal fluorescence be-
cause of the acidic environment. However, following fusion,

extracellular fluid enters through the pore, diluting the proton
concentration (i.e., increasing pH) and permitting the pHlourin
to fluoresce. The fluorescence is quenced again after endocytosis
as the recycled vesicle is acidified. Thus, this system produces
transient fluorescence that indicates the time after fusion, before
endocytosis.

Very recently, neuroscientists and chemists from Columbia
University have collaborated to develop false fluorescent neuro-
transmitters (FFNs) (75). These molecules are hybrids between
neurotransmitter analogs and fluorophores. The goal of this ini-
tiative is to produce fluorescent compounds that are substrates
for neurotransmitter plasma and vesicular transporters so that
their compartmentalization parallels that of endogenous neuro-
transmitters. In the context of quantification of neurotransmitter
release, this method has the advantage over styryl dyes and
synaptopHlorins in that it tracks neurotransmitter dynamics per
se rather than monitoring exocytosis. Thus, it has the poten-
tial to measure transmitter kinetics during partial fusion, for
example, in kiss-and-run, and can distinguish between synap-
tic vesicles that contain neurotransmitter and synaptic vesicles
that are “blanks.” Furthermore, unlike imaging styryl dyes, this
method can be used to measure neurotransmitter release in
systems in which vesicle recycling is not used, such as neu-
rosecretory cells or cells that release neuropeptides.

Forms of reflection microscopy, at the interface between the
plasma membrane of a cell and a glass coverslip, can also be
used to track exocytosis and the events leading up to it. In total
internal reflection fluorescence (TIRF) microscopy (76), a laser
is directed toward the interface at an incident angle greater than
the critical angle for total reflection of the light. An evanescent
wave is generated that penetrates a small distance into the cell
(about half the excitation wavelength: ∼200 nm) that can excite
fluorophores. Because the excitation light is reflected at a high
incident angle, interference with detection of emitted light is
minimal, and the signal-to-noise ratio of this technique is high.
If vesicles are fluorescently labeled, then their mobility can be
tracked while they are close to the plasma membrane during
docking, priming, and exocytosis (76). Interference reflectance
microscopy (IRM) also has the capacity to monitor vesicles
close to the plasma membrane (77). However, this technique
has the advantage that a fluorophore is not required.

Sampling methods

Although most methods for quantifying neurotransmitter release
discussed here make in situ measurements, some advantages ex-
ist when moving material to a remote location for analysis, for
example, sampling. The primary advantage is that this method-
ology is not constrained to a single analytical tool, and detection
schemes can be tailored to the needs of the particular experi-
ment and to measure multiple analytes simultaneously. In fact,
any tools of analytical chemistry can be used, including those
that cannot easily be miniaturized into an in situ device, for
example, gas chromatography or mass spectroscopy. Sampled
material is often analyzed offline, but online analysis can be
achieved by coupling a detector to the sampling-device outlet
if desired.
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Microdialysis sampling (78) is conducted using a probe that
has an inlet and outlet tube joined via a semipermeable mem-
brane (often a concentric design with the inlet inside the out-
let tube). The membrane has a molecular-weight cutoff high
enough that it is permeable to small-molecule and peptide neu-
rotransmitters. Buffer (usually artificial cerebrospinal fluid) is
perfused through the inlet tube past the membrane. When the
probe is implanted in the brain, neurotransmitters in the ex-
tracellular space diffuse across the membrane into the probe
down their concentration gradient. An equilibrium between the
extracellular and intraprobe neurotransmitter concentration is
accomplished, which is dependent on the flow rate, membrane
size, and other factors. The ratio between the analyte concen-
tration inside the probe and that on the outside at equilibrium is
the relative recovery. Under most experimental conditions, the
relative recovery is below 100%, and thus the neurotransmitter
concentration in the dialysate is an underestimate of the absolute
extracellular concentration. To better measure the absolute basal
transmitter level, the no net flux method can be used in which
the analyte of interest is perfused through the probe at different
concentrations. When the analyte concentration is higher in the
inlet than outside the probe, a net flux moves out of the probe,
and the concentration will be lower in the outlet than the inlet.
Conversely, when the analyte concentration is lower in the inlet
than outside the probe, a net flux moves into the probe (and the
concentration will be higher in the outlet than the inlet). There-
fore, the point of no net flux (which can be interpolated if not
measured directly) represents the condition in which the inlet
concentration matches the concentration of the analyte outside
the probe.

Another means of sampling is push–pull perfusion (79) using
a probe with discrete inlet and outlet tubes. With this method, a
small amount of cerebrospinal fluid is pulled directly from the
brain through the outlet tube and replaced with artificial cere-
brospinal fluid administered via the inlet tube. This approach
has greater spatial resolution than microdialysis; and because
cerebrospinal fluid is collected directly, no concern develops
about incomplete recovery.

One of the largest drawbacks of these techniques is the time
it takes to collect sufficient material for an analytic sample.
Typically, this time has been on the order of tens of minutes, and
thus these techniques are best suited for measuring steady-state
levels of neurotransmitter and slow signal changes. However,
in recent years, the temporal resolution has been improved
significantly to the level of seconds by using capillary and
microfluidic devices for sample collection combined with online
separation and detection (79, 80).

Neuroimaging
Neuroimaging is the least invasive means to measure neuro-
transmitter release and can be used in living animals or humans
without surgical procedures. These techniques permit monitor-
ing over a large area (e.g., the whole brain) in three dimensions
with millimeter spatial resolution and temporal resolution in
seconds to minutes (81).

Positron emission tomography (PET) detects and spatial lo-
calizes radioactive sources, and it can be used to quantitate neu-
rotransmitter release by measuring displacement of radiolabeled

ligands (usually antagonists) from neurotransmitter receptors.
The radioligand is administered systemically and is sequestered
in tissue by selective binding to its receptor. On radioactive
decay, a positron is emitted that collides with an electron (anni-
hilation) and produces two photons (gamma rays) that travel in
opposite directions. The scanner has a ring of gamma detectors
that senses the arrival time of the photons. From the position in
the ring and the difference in time of flight between the pho-
tons, the location of the annihilation within the plane of the ring
can be calculated. The third dimension can be reconstructed by
conducting serial measurements in adjacent “slices.” Thus, PET
provides a spatial map of the radioligand throughout the brain,
which can be updated every few minutes. When an increase in
endogenous neurotransmitter release occurs, the radioligand is
displaced from receptors, and the tissue radioactivity level is
reduced. Note that because this method relies on competitive
displacement of a receptor-bound radioligand, increases but not
decreases in endogenous neurotransmitter levels (i.e., increases
but not decreases in the rate of ongoing neurotransmitter release)
can be detected.

Magnetic resonance imaging (MRI) is included here because
it is the least invasive method for gleaning information about
neurotransmission in living humans. However, it should be
noted that the inferences about neurotransmitter release are
extremely indirect. This technique is used to measure, on a
timescale of seconds, local hemodynamic changes that are
assumed to correlate with neurotransmission. The experiment is
carried out in a high-level magnetic field (>1 tesla). Excitation
by radio-frequency pulses alters the spin axis of hydrogen nuclei
(protons; including those in water), which can be measured as
changes in the field strength. The dynamics of relaxation of the
proton spin axis back to equilibrium follows two time constants
that account for spin–lattice relaxation (T1) and spin–spin
relaxation (T2) and depend on tissue molecular interactions.
Spin–lattice relaxation is the realignment of the proton spin
axis in the longitudinal axis of the magnetic field (z -axis),
and spin–spin relaxation is that in the transverse (xy) plane.
With the appropriate pulse sequence, a blood–oxygen-level
dependent (BOLD) signal, the hemodynamic response, can be
extracted from the T2 signal and is used to infer regional brain
activity. These types of measurements are typically made during
sensory stimulation, in behavioral or cognitive tasks (functional
MRI; fMRI) or after administration of pharmacological agents
(pharmacologic MRI; phMRI).
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Nitric oxide (NO) is an essential signaling molecule for many eukaryotic
organisms. NO is produced in vivo by the enzyme nitric oxide synthase
(NOS) from the amino acid L-arginine. The apolar gas readily diffuses across
cell membranes, where it binds to the heme of soluble guanylate cyclase
(sGC), the principle NO receptor. Once activated, sGC converts GTP to
cGMP at a rate that is several-hundred–fold above the basal level. This
NO/cGMP signaling cascade modulates several physiologic processes
including vasodilation, platelet aggregation, and neurotransmission.
Although the cGMP-dependent affects of NO remain active areas of
research, additional cGMP-independent responses to NO also are being
investigated. Endogenous levels of NO can modulate protein function by
S-nitrosation, a covalent modification that has been implicated in the
transcriptional regulation of genes involved in the immune response and in
apoptosis.

In biologic systems, nitric oxide (NO) functions as both a critical
cytotoxic agent and an essential signaling molecule. The toxic-
ity of the diatomic gas has long been accepted; however, nitric
oxide was not known to be a physiologically relevant signal-
ing molecule until it was identified as the endothelium-derived
relaxing factor (EDRF) (reviewed in Reference 1). Since this
discovery, the enzymatic synthesis of NO and the signaling
pathways that it regulates have been the focus of many studies.
In higher eukaryotes, nitric oxide synthase (NOS) produces NO
from L-arginine (reviewed in References 2–4). Despite several
years of research, the NOS catalytic mechanism remains a topic
of investigation, but commonly it is accepted that NO is essen-
tial for several physiologic processes. Many signaling responses
that NO modulates are mediated by the NO-induced activation
of the heme protein soluble guanylate cyclase (sGC). NO binds
to sGC at a diffusion-controlled rate and leads to a several-
hundred-fold increase in the synthesis of the second messenger
cGMP from GTP (5, 6). Other diatomic gases either do not bind
(dioxygen) or do not activate sGC significantly (carbon monox-
ide). This characteristic provides selectivity and efficiency for
NO even in an aerobic environment, which is critical because
of the high reactivity of NO. The NOS/sGC pathway is impor-
tant for maintaining homeostasis, and many diseases have been
linked to the dysfunction in NO signaling (reviewed in Refer-
ence 7). Studies on cGMP-dependent NO responses continue to
expand, and other roles for the gas are emerging in both prokary-
otic and eukaryotic organisms. In higher eukaryotes, protein
S -nitrosation, an oxidative modification of cysteine residues, is

implicated in an increasing number of cGMP-independent sig-
naling systems (reviewed in Reference 8), whereas in bacteria,
a class of potential heme-based NO sensors recently has been
identified and proposed to participate in two-component signal
transduction pathways (9).

Background and Significance

NOS is regulated highly to ensure that NO concentrations do
not reach toxic levels and to control properly the processes
that respond to the signaling molecule. At high concentrations
(low mM), NO in an aerobic environment can damage DNA,
oxidize critical heme proteins, and covalently modify essential
biologic molecules (10–12). To deter these events, the expres-
sion, cellular localization, and activity of NOS is regulated
highly (reviewed in Reference 3). All three isoforms, endothe-
lial, neuronal, and inducible NOS (eNOS, nNOS, and iNOS),
are regulated at the transcriptional level. Both eNOS and nNOS
are expressed constitutively, and iNOS is induced with the ap-
propriate immunostimulatory signals. The isoforms critical to
signal transduction pathways (eNOS and nNOS) generate low
nanomolar levels of NO and are regulated in vivo by the binding
of calcium and calmodulin. NO produced by NOS can diffuse
rapidly across a cell membrane to activate sGC, a hemoprotein
that has evolved to bind NO selectively even in the presence
of oxygen (µM) (Fig. 1). In addition to NO, cGMP produc-
tion by sGC is regulated by the nucleotides GTP and ATP
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Figure 1 Nitric oxide signal transduction pathway. NO synthesized by NOS diffuses across cell membranes to a target cell. NO activates sGC, which leads
to an increase in cGMP synthesis. The oxidation products of NO also can react with protein thiols, which leads to protein S-nitrosation.

(13, 14), which are present at ∼0.2 and ∼1.7 mM, respectively,
in vivo (15). The efficient binding of NO by sGC allows for
the rapid production of cGMP, which then binds to phospho-
diesterases (PDE), ion-gated channels, and cGMP-dependent
protein kinases (cGK) to regulate several physiologic functions
including vasodilation, platelet aggregation, and neurotransmis-
sion (16–18). The amplitude and duration of these cGMP effects
are regulated additionally by the activity of PDE, the enzyme
that hydrolyzes cGMP (reviewed in Reference 19).

The importance of this signaling pathway has been demon-
strated in mouse models in which the triple NOS knockouts
exhibit characteristics consistent with nephrogenic diabetes in-
sipidus (20). Knockouts of the sGC β1 subunit exhibit elevated
blood pressure, reduced heart rate, and dysfunction in gas-
trointestinal contractility (21), and studies on mice deficient of
the sGC α1 subunit indicate that the protein is essential for
NO-mediated pulmonary vasodilation (22). Additionally, sev-
eral diseases have been linked to defects in the NO signaling
pathway. Independent of cGMP production by sGC, NO also
can affect biologic processes by covalently modifying and/or
oxidizing proteins. Here, we summarize the best-characterized
physiologic responses to NO.

cGMP-dependent signaling

NO is important for the function of the cardiovascular system
and is critical for blood pressure regulation. In vascular smooth
muscle cells, cGMP can bind to and activate cGK, specifically
the type Iα and Iβ isoforms. These isoforms are splice vari-
ants of the same gene that has different sensitivities to cGMP.
During activation, cGK phosphorylates the large conductance
Ca2+-activated K+ channel (23) and IRAG (IP3 receptor asso-
ciated cGMP kinase substrate) (24), which are involved in the
regulation of extracellular Ca2+ entry and intracellular Ca2+ re-
lease, respectively. The release of Ca2+ into the cytosol leads
to smooth muscle contraction by the activation of a myosin

light chain kinase (MLCK) that phosphorylates the myosin light
chain (MLC) (reviewed in Reference 25). Smooth muscle con-
traction also is regulated by myosin light chain phosphatase
(MLCP), the protein that dephosphorylates MLC. cGKI phos-
phorylates and inhibits Rho A, a GTPase that activates Rho
kinase. Rho kinase inhibits the activity of MLCP, and there-
fore the cGMP-dependent inhibition of Rho A contributes to
smooth muscle relaxation (26). Vasodilation also is modulated
by PDE5, a major cGMP-hydrolyzing PDE. This protein is im-
portant for inducing relaxation under low Ca2+ conditions and
has become an important drug target because the inhibition of
PDE5 leads to increased levels of cGMP after NO-induced sGC
stimulation (19).

sGC activation also is important for the immune response.
Human platelets generate cGMP after NO activation of sGC,
which leads to the inhibition of platelet activation or aggrega-
tion. This effect is mediated primarily by cGMP activation of
cGKI. Many targets for activated cGKI have been proposed,
including the vasodilator stimulated phosphoprotein (VASP).
Phosphorylation of VASP correlates with the binding of fib-
rinogen to glycoprotein IIb/IIIa, expression of P-selectin, and
platelet adhesion (reviewed in References 16 and 27). Small
molecule sGC activators (28–30) have been shown to inhibit
platelets and are potential antithrombic agents that could be
used to treat cardiovascular diseases.

cGMP-independent signaling

The oxidative addition of NO to a thiol, termed S -nitrosation,
is a posttranslational modification that can modulate protein
function. With high concentrations of NO, this modification
can alter protein function indiscriminately; however, only a
limited number of proteins are S -nitrosated in vivo (8). This
selectivity of nitrosothiol formation suggests that a mechanism
of regulation of SNO formation and/or decay exists; however,
the details of this regulation are unknown.
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The S -nitrosation of proteins has been implicated in reg-
ulating apoptosis, protein expression, and tissue oxygenation
(31–33). For example, low levels of NO can inhibit apoptosis
via the S -nitrosation of caspase proteases, which contain a cys-
teine residue that is essential for catalytic activity (33). Further-
more, this process may be regulated by the protein thioredoxin,
the primary intracellular oxidoreductase that may function as
a nitrosotransferase (34). S -nitrosation also inhibits the DNA
binding activity of NF-kB transcription factors, which effects
protein expression (31), and S -nitrosohemoglobin has been im-
plicated in the regulation of blood flow and tissue oxygenation
(reviewed in References 32 and 35).

Interestingly, both NOS and sGC have been shown to be
S -nitrosated by low levels of NO (36–38). In NOS, this nitro-
sation occurs at zinc tetrathiolate cysteines that are critical for
maintaining a functional dimer. Modification of these cysteines
leads to the formation of inactive monomers, which could be a
means of regulating NO production in vivo (37). S -nitrosation
of sGC results in the inhibition of NO-stimulated activity (38).
This mechanism of desensitization may account for the clinical
condition known as NO tolerance, which is an ongoing problem
in the treatment of heart disease.

No Chemistry

NOS

Mammalian NOS is a P-450-like enzyme that catalyzes the ox-
idation of L-arginine to L-citrulline and NO. This process is
a two-step reaction that leads to a five-electron oxidation of
L-arginine. The enzyme requires NADPH and O2 as substrates
for both reaction steps, and iron protoporphyrin IX (heme),
FMN, FAD, and tetrahydrobiopterin (H4B) as protein-bound
cofactors. NOS is active as a homodimer and contains an
N-terminal oxygenase (or heme) domain, a C-terminal flavopro-
tein reductase domain, and a central calmodulin binding region

(4) (Fig. 2a). The heme domain of NOS (NOSheme) can be iso-
lated, and it binds heme, H4B, and L-arginine. This domain is
functional if provided with reducing equivalents such as sodium
dithionite (39, 40). The crystal structures of eNOSheme (41) and
iNOSheme (42) show how substrate and cofactors bind within
the active site and identify residues that are important for H4B
binding and dimerization, including a zinc tetrathiolate at the
bottom of the dimer interface that stabilizes subunit binding
and is involved in maintaining the integrity of the H4B binding
site (43). The reductase domain binds to NADPH, FMN, and
FAD and provides electrons to the heme active site for catalysis,
a process that is controlled by Ca2+/calmodulin binding.

In the first step, L-arginine is hydroxylated to form
N ω-hydroxy-L-arginine (NHA) (Fig. 2b). This reaction mech-
anism is analogous to those catalyzed by cyctochrome P-450s,
which involves a proposed high-valent oxo-iron intermediate
that could transfer an activated oxygen species to a substrate.
In the second reaction step, the 3-electron oxidation of NHA
produces L-citrulline and NO. It has been proposed that this
step involves the attack of a ferric peroxide intermediate on
the guanido carbon; however, experimental evidence is not
sufficient to distinguish between this and other proposed mech-
anisms (reviewed in Reference 2). The most controversial ques-
tions about the NOS mechanism concern the source of the
electrons in each reaction step and cofactor stoichiometry.

NO can have a short half-life in aqueous solution, which
may seem problematic for it to reach its intracellular target. A
second-order dependence exists on NO autoxidation shown in
the rate law below (reviewed in Reference 44).

ν = k [NO]2[O2]

Consequently, at nanomolar signaling concentrations, the life-
time of NO is sufficient for it to reach sGC. The end-products
of NO decomposition are nitrite (NO2

−) and nitrate (NO3
−).

NO and reaction intermediates along the decomposition path-
way can react with several intracellular molecules, but reactions

Figure 2 Nitric oxide synthase. (a). Domain architecture of NOS. The heme domain binds Zn2+ (gray box), heme (gray parallelogram), and H4B
(white box). The reductase domain binds FMN, FAD, and NADPH (white boxes). CaM (white box) is between the heme domain and the reductase domain.
(b). Two-step reaction scheme for NO synthesis by NOS.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 3



Nitric Oxide, Biological Targets of

with heme cofactors and cysteines are the most relevant to its
function as a signaling agent and also contribute to its toxicity.

Reactions with heme

Perhaps the best-characterized interactions are between NO and
the heme proteins hemoglobin and myoglobin. NO binds to
FeII-unligated globins on the order of 107 M−1 s−1 and leads
to the formation of a stable 6-coordinate FeII–NO complex
(45). These 6-coordinate complexes can be very stable and
thereby inhibit the function of heme proteins by blocking the
coordination site. NO also can react with FeII–O2 complexes,
which often leads to heme oxidation (FeIII-heme) and the
formation of NO3

−. With hemoglobin and myoglobin, this
reaction occurs on the same order of magnitude as simple NO
binding to the ferrous heme (10).

The affinity of NO for ferric heme is significantly lower
than for the ferrous heme (46), but reductive nitrosylation of
proteins has been observed (47). In this reaction, one equivalent
of NO reduces the heme to FeII, and a second equivalent of
NO rapidly binds to the unoccupied coordination site. This
reaction also can generate the nitrosating agent NO+, which can
react subsequently with free thiols. In fact, the S -nitrosation of
hemoglobin and nitrophorin, a protein involved in NO storage
and delivery in some bloodsucking insects, has been observed
after exposing NO to the ferric form of the proteins (48, 49).
As the ferric heme is the physiologically relevant state for
nitrophorins, it is likely that this reaction occurs in vivo.

It is evident from these reactions that O2 binding to sGC
would reduce the ability of the enzyme to function as a selective
NO sensor. The mechanism of sGC activation by NO and the
ability of NO to discriminate against O2 currently are under
investigation.

sGC activation and ligand discrimination

sGC is a heterodimeric protein that consists of two homologous
subunits, α and β. The most commonly studied isoform is the
α1β1 protein; however, the α2 and β2 subunits also have been
identified (50, 51). sGC contains an N-terminal heme binding
region, a predicted PAS-like region, and a C-terminal catalytic
domain (reviewed in Reference 52) (Fig. 3a). Truncations
of the sGC heme domain as well as sGC-like homologues
discovered in bacteria (9) have facilitated the study of the heme
environment and ligand binding (53–55).

NO binds to the heme of sGC at a diffusion-controlled rate
to form an initial 6-coordinate complex, which rapidly converts
to a 5-coordinate ferrous nitrosyl complex (Fig. 3b) (52). The
breaking of the Fe–His bond is thought to be critical to the
activation of sGC by NO; however, recent data has shown
that the NO coordination to the heme is not sufficient for full
activation (13, 56). A low-activity FeII–NO complex can be
formed in the presence of stoichiometric amounts of NO, and
this species is identical spectroscopically to the highly active
form of the enzyme that is formed in the presence of substrate
or excess NO. Based on these observations, two mechanisms
of NO activation have been proposed. One proposal is that
excess NO activates the ferrous nitrosyl complex by binding to
nonheme sites on the protein (13). The second proposal involves
excess NO binding to the heme to form a transient dinitrosyl
complex, which then converts to a 5-coordinate complex with
NO bound in the proximal heme pocket (56).

The ability of sGC to select against O2 binding is impor-
tant for it to function as a NO sensor because O2 is present
at much higher levels than NO in vivo and FeII–O2 and FeIII

proteins react rapidly with NO. Interestingly, some bacterial
sGC-like homologues also bind O2 and NO. These proteins were
named heme nitric oxide/oxygen binding (H-NOX) proteins (re-
viewed in Reference 57). The crystal structure of the O2-binding
H-NOX from Thermoanaerobacter tengcongensis (Tt .) with O2

a1

a1

b1

b1 a1 b1

+NH3

+NH3

H-NOX
Domain

PAS-like
Domain

Catalytic
Domain

COO−

COO−

NO

NO

HisHis

ActivatedBasal

(a)

(b)

Figure 3 Soluble guanylate cyclase. (a). Domain architecture of sGC. sGC consists of two homologous subunits, α1 and β1. Each subunit contains an
N-terminal H-NOX domain, a central predicted PAS-like region, and a C-terminal catalytic domain. Heme (gray parallelogram) binds to the H-NOX domain
on the β1 subunit. (b). NO activation of sGC. NO binds to the sGC heme, which leads to the formation of a 5-coordinate ferrous nitrosyl complex and
activates the protein several-hundred–fold above the basal level.
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bound was reported recently (54, 55). This structure shows
that a distal pocket tyrosine interacts with bound O2 though
an H-bond. Whereas the crystal structure of the O2, excluding
H-NOX from Nostoc sp., shows that no hydrogen bond donor
exists in the distal heme pocket (53), sequence analysis predicts
that polar residues capable of interacting with O2 are absent in
sGC. Mutagenesis studies that introduced a Tyr into the dis-
tal pocket of the β1 H-NOX domain produced a protein that
was capable of binding O2 (58); however, the same mutation
in full-length sGC did not facilitate O2 binding (59, 60). This
finding indicates that the presence of a distal pocket Tyr may
be involved in stabilizing FeII–O2 complexes in H-NOX pro-
teins, but other factors are involved in ligand discrimination in
sGC. The size and overall polarity of the heme distal pocket
and the strength of the proximal Fe–His bond have been pro-
posed as mechanisms of discriminating against O2 binding (57).
The crystal structures of the H-NOX proteins also have facili-
tated the study of sGC activation. Specifically, the differential
pivoting and bending in the H-NOX heme during NO or CO
binding may account for the varying degree of activation in-
duced by the two ligands (200-fold versus 4-fold, respectively)
(53). However, details about how movement in the H-NOX do-
mains affect the catalytic domain may remain unresolved until
the full-length structure is elucidated.

Reactions with cysteine

Many pathways exist to generate a nitrosothiol in vitro by the
1-electron oxidation of NO. Nitrosothiols can be formed via the
reaction of a thiol with N2O3, a nitrosating agent that is an inter-
mediate in the decomposition of NO in aerobic solution, or via
the direct reaction of NO with a thiol to form an addition com-
plex (SNO−) followed by a 1-electron oxidation. S -nitrosation
of a protein thiol also can occur by a trans-S -nitrosation
event from a low molecular weight nitrosothiol, such as
S -nitrosoglutathione, or from a nitrosated protein cysteine (8).
Whereas the in vivo mechanism of protein S -nitrosation is un-
known, a protein-mediated trans-S -nitrosation mechanism is an
attractive possibility because of the specificity it could impart
on the reaction. Additionally, the same protein could catalyze
both the nitrosation and denitrosation of a specific cysteine. A
report showing that the protein thioredoxin can transnitrosate
caspase-3 selectively and reversibly lends support to this pro-
posal (34).

Chemical Tools and Techniques

Enzymology

The study of an enzyme requires a functional assay, or a quan-
titative method for measuring the conversion of substrate to
product. To develop this method the enzyme substrate(s) and
product(s) must be identified. Isotopically or radiolabeled com-
pounds can facilitate this identification. NO was identified first
as an intermediate in the L-arginine to NO2

−/NO3
− pathway

by incubating macrophage cells with L-[guanido-15N2]arginine
(61). Similar experiments showed that L-arginine was the

precursor in this pathway (62, 63), that L-citrulline was an
additional product (63), and that L-arginine conversion to
L-citrulline was coupled with NO formation (64). Chromato-
graphic methods to separate substrate from product, radioim-
munoassays (RIA), or enzyme-linked immunosorbent assays
(ELISA) can be used for the sensitive detection of reaction prod-
ucts and/or substrate. Reaction stoichiometry, turnover number
(k cat), and K M for substrate can be determined. Additionally,
reaction intermediates and possible transition states can be in-
vestigated by rapid quench methods, design of rational based
inhibitors, and isotope exchange experiments.

Spectroscopy of heme proteins
Iron porphyrin complexes, or heme, have diverse functions in
biologic systems. Specifically the iron(II) complex of protopor-
phyrin type IX is a cofactor critical to the production of NO by
NOS and the subsequent activation of sGC by NO. The highly
conjugated π-system of these porphyrins gives these proteins
their characteristic color and facilitates the study of the biologic
systems they regulate. Several methods can be used to study the
ligation state and heme environment of these proteins. Briefly,
electronic absorption, resonance Raman, and electron paramag-
netic spectroscopy will be discussed; however, several useful
techniques are used to investigate heme proteins (reviewed in
Reference 65).

Electronic absorption spectroscopy can be used to determine
the general structure of porphyins and their derivatives. The
oxidation and coordination state of the iron and the identity of
the amino acid that ligates the heme can be examined by com-
paring the absorption spectrum of the protein of interest with
the spectra of known heme proteins (45, 65). General charac-
terization with electronic absorption spectroscopy indicated that
NO and CO, but not O2, bind to the sGC heme moiety (66).
Dynamic studies of ligand binding and dissociation also can be
examined with this technique on µsec–msec time scales with
standard stopped-flow systems.

Heme proteins have been studied extensively with resonance
Raman (RR) spectroscopy, a method that can be used to ex-
amine the environment around a heme cofactor and to confirm
the atoms that coordinate to the metal center. A Raman spec-
trum contains peaks of scattered light where the observed fre-
quency shifts correspond to the various vibrational frequencies
of the scattering molecules. Specifically, the oxidation state of
the heme is indicated by the electron density marker, ν4, in
the 1350–1380 cm−1 region, and ν2, ν3, and ν10 are the spin
and coordination state markers (65). Different ligation states of
sGC (67) and NOS (68, 69) have been characterized with this
technique. Interestingly, the resonance Raman spectra of sGC
FeII–NO and FeII–CO complexes are influenced by the presence
of GTP and known sGC allosteric activators (70, 71). This in-
fluence indicates that conformational changes exist at the heme
pocket during substrate and activator binding that may correlate
with activation.

Electron paramagnetic resonance (EPR) is a powerful tool for
studying radicals such as NO. This method specifically detects
molecules with unpaired electrons. The g-value, a dimensionless
parameter determined from an EPR spectrum, is influenced
by the spin and orbital angular momentum of the unpaired
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electron (65, 72). The application of EPR to the structural study
of metalloproteins and electron transfer systems has expanded
because of the development of pulsed-EPR techniques and
high-field/high-frequency spectrometers coupled with advances
in rapid-freeze quench systems. Typically, EPR experiments are
performed around 9 GHz (X-band), but studies also are done at 2
GHz (L-band), 4 GHz (S-band), 24 GHz (K-band), and 35 GHz
(Q-band) frequencies (72). EPR studies with sGC confirmed
that the nitric oxide radical was binding to the heme moiety
and that the sGC FeII–NO complex was 5-coordinate (73). EPR
also provided the first direct evidence that the H3B• radical is
formed during the NOS reaction and supports the involvement
of the cofactor in the electron transfer mechanism (40).

Future Directions for the Field
of No Signaling
Despite significant advances in our understanding of NO as
a signaling agent, many questions remain unanswered. Details
about the mechanism of NO production by NOS, sGC acti-
vation by NO, and downstream effects of cGMP are active
and relevant areas of research. In addition to these areas of
research, the number of studies on cGMP-independent NO ef-
fects has increased significantly (8). Studies have shown that
several proteins are modified by NO in vivo and in vitro, and
future experiments may reveal how this modification is regu-
lated. Progress in these fields can lead to the development of
drugs to treat several maladies ranging from cardiovascular and
neurodegenerative diseases to asthma.

Research into the function of NO in bacterial systems also is
expanding. NOS-like proteins have been identified in several
prokaryotic organisms including Bacillus subtilis and Strep-
tomyces turgidiscabies . These NOSs lack the flavoprotein re-
ductase domain and calmodulin binding motif seen in mam-
malian NOS but have been shown to generate NO under single
turnover conditions (74). A wide range of bacteria also has
nitrite reductases, which generate NO as part of denitrifying, as-
similatory, and dissimilatory pathways (75). This endogenously
produced NO is known to regulate several transcription factors
via S -nitrosation (76, 77); however, the existence of heme-based
physiologic receptors for NO has yet to be proven. Recently,
two classes of potential NO receptors have been identified in
bacteria. These classes include globin-like proteins and sGC-like
homologues called H-NOX proteins (9, 78). Some microbial
globin-like proteins bind O2 and are thought to be involved in
the nitrosative stress response (78). Interestingly, the H-NOX
proteins from obligate aerobic bacteria bind NO but not O2 (58).
The genes that code for these proteins are found in the same
operons as those that predicted histidine kinases or diguanylate
cyclases. This finding suggests that a functional interaction be-
tween the H-NOX and kinase or cyclase may be mediated by
NO (9).
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Nuclear Magnetic Resonance (NMR) spectroscopy is a powerful method to
determine the structure of biomacromolecules and their complexes in
solution. It allows determination of the dynamics of proteins, RNA, DNA,
and their complexes at atomic resolution. Therefore, NMR spectroscopy
can monitor the often transient weak interactions in the interactome of
proteins and the interaction between proteins and small-molecule ligands.
In addition, intrinsically unstructured proteins can be investigated, and first
reports of structure determination of membrane proteins in the
immobilized state (solid state) are developing. This review will introduce
the fundamental NMR observables as well as the methods to investigate
structure and dynamics, and it will discuss several examples where NMR
spectroscopy has provided valuable information in the context of Chemical
Biology.

Chemical Biology

Research in Chemical Biology is dedicated to the design and
targeted synthesis of novel molecules of small or large molecu-
lar weight to investigate how they maintain, modulate, regulate,
or interfere with cellular function or even change the func-
tion, morphology, and differentiation status of entire cells. The
structure–function relationship that leads to the understanding
and prediction of cellular function is at the heart of chemical
biology. Molecules exert function through their chemical prop-
erties, which are determined by the dynamic spatial arrangement
of their atoms, their interactions with other molecules, their sta-
bilities against degradation, and their localization within the cell.

Chemical Biology encompasses more aspects than the devel-
opment of novel high-affinity ligands for targets of pharmaceu-
tical interest alone. However, if the latter is understood as the
art of developing novel chemical entities toward new drugs,

∗Both authors have contributed equally.

then Chemical Biology has a tremendous impact on the under-
standing of key properties of molecules that may induce specific
cellular responses or help maintain cellular function.

NMR Spectroscopy

Nuclear magnetic resonance (NMR) spectroscopy is a nonin-
vasive and nondestructive spectroscopic technique that allows
determination of the constitution and relative configuration of
molecules, the characterization of the dynamic three-dimensional
(3D) conformation of molecules, and their interaction with
other molecules. NMR spectroscopy detects the characteris-
tics of nuclear spins; the most commonly studied nuclei are
the spin-1/2-particles 1H, 13C, 15N, and 31P. NMR observables
sensitively depend on their chemical surroundings of individ-
ual atoms. Therefore, NMR spectroscopy can derive informa-
tion about the conformational dynamics and interactions of
molecules in solution and at ambient temperature. In addition,
thermodynamic and kinetic information about the interaction of
molecules can be derived on a per-atom basis.
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Figure 1 Number of protein structures solved by NMR spectroscopy from the protein database http://www.pdb.org/ ; structures are sorted by molecular
weight of the complex.

Biomolecular NMR spectroscopy is applicable to both liquid-
and solid-state samples. Liquid-state NMR spectroscopy, in
which molecules are dissolved in a variety of different solvents
and studied at ambient temperatures, is a powerful tool to derive
information on the structure of proteins and nucleic acids, as
well as their complexes with each other and small molecules,
ions, and solvents. Liquid-state NMR can be applied not only
to native folded states of proteins, but also to intrinsically
unstructured proteins as well as proteins in their unfolded state
and under nonphysiological conditions (i.e., in organic solvents).
Figure 1 provides an overview on the number of protein
structures determined by liquid-state NMR spectroscopy.

NMR spectroscopy can detect the conformational dynamics,
which are also referred to as conformational switching of RNA
molecules that coexist in different stable states. Solid-state NMR
spectroscopy investigates molecules as powders or crystals and
has become a powerful tool for the investigation of membrane
proteins and their complexes with small peptide agonists. In ad-
dition, protein amyloid fibers and polymers can be investigated.

Furthermore, NMR spectroscopy can study intrinsically un-
structured proteins and noncoding RNAs uniquely, which in-
cludes their structural transitions induced when encountering
molecular targets. The technique can be applied to systems un-
der defined conditions (in vitro), but proteins can also be investi-
gated within cells (in vivo). NMR can monitor the concentration
fluxes of complex mixtures, which are extracted from tissue or
within body fluids. These fluxes are important for understand-
ing the metabolic state of an organism (metabonomics). In this
context, NMR has been applied to characterize the metabonome
of entire organisms such as Caenorhabditis elegans .

In this review, we present the basic observables and tools
in liquid-state NMR spectroscopy followed by examples of the
application of NMR in chemical biology. We will focus on the
application of NMR spectroscopy to study proteins in solution.

Basic NMR Observables

In NMR spectroscopy, signals of NMR-active nuclei with spin
1/2 (e.g., 1H, 13C, 15N, 19F, and 31P) have Lorentzian line shapes

with center peak positions referred to as chemical shift δi. Their
linewidths at half height Γ i

1/2 depend on the overall corre-
lation time for rotational tumbling τc of the molecule that is
proportional to the size of the molecule, and on possible lo-
cal conformational or chemical exchange processes. Figure 2
shows the one-dimensional (1D) proton spectrum of a small
molecule, which is an inhibitor of the kinase p38, dissolved
in dimethyl sulfoxide (DMSO). The integral of each signal
corresponds to the number of different protons that cannot be
superimposed by symmetry operations or that are equivalent be-
cause of dynamic averaging. Magnetically nonequivalent atoms
generate higher-order spectra; this phenomenon will not be dis-
cussed here.

Expansions of three regions in the spectrum on the right
hand side of (Fig. 2) show how protons display different line
shapes according to their chemical environments. The protons in
exchange with residual water in the DMSO solvent, such as the
urea protons (H1 and H2), exhibit exchange broadened signals
(Fig. 2a), whereas nonexchangeable protons (e.g., H3) (Fig. 2b)
have sharp signals. The aromatic protons are coupled to each
other through scalar J-couplings (vide infra), which results in
the higher-order spectrum with a complex peak pattern shown
in (Fig. 2c).

In the following five paragraphs, the basic NMR observables
will be introduced briefly, for a more thorough introduction
we recommend “Spin dynamics, basics of nuclear magnetic
resonance” by Malcolm H. Levitt (1) or “NMR: the toolkit”
by Peter Hore et al (2).

Chemical shift

The most important NMR parameter is the chemical shift δi,
which is derived from the Larmor frequency of a given nucleus
i that resonates in a magnetic field. The chemical shift is
measured in parts per million (ppm) relative to a reference
compound.

The Larmor frequency of a given nucleus depends on the
gyromagnetic ratio γ (a physical property of the nucleus) and
the magnetic field. The electron density that surrounds the
nucleus results in an additional magnetic field that opposes the
external field and thereby slightly alters its Larmor frequency.
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This modulation of the main field is referred to as shielding,
and the shift of the NMR frequency leads to characteristic
chemical shift values for the different functional groups or
certain environments.

The NMR signal of a nucleus will appear at an average
chemical shift value. In case of the three protons of a methyl
group, such averaging comes about from fast rotation around
the CC-bond that connects the methyl group to the rest of the
molecule; the rotation leads to identical chemical shifts for the
three protons. Slow molecular motions on the NMR timescale
(see the section entitled “Dynamic information from line shape
analysis”) can lead to one nucleus having two peaks due to
two different conformations. On the intermediate timescale, the
averaged NMR signal will be broadened and may disappear.
Thus, the NMR chemical shift values are very sensitive probes
of the local structure and conformation.

Different methods exist that predict protein secondary struc-
ture elements from chemical shift values [e.g., Chemical Shift
Index (CSI) (3) and Probability-based protein Secondary Struc-
ture Identification using combined NMR chemical-shift data
(PSSI)] (4). These methods are based on the statistics of
database analysis of chemical shift values from a range of pep-
tides and proteins of known secondary structure. Chemical shifts
have also been used to predict backbone torsion angles by soft-
ware such as Torsion Angle Likelihood Obtained from Shifts
and Sequence similarity (TALOS) (5).

More recently, software has been developed that predicts
1H, 13C, and 15N chemical shift values of proteins from either
3D structure files, for example, SHIFTS (6), SHIFTX (7),
and SPARTA (8), or from the mere amino acid sequence
using SHIFTY (9). First results have been reported on the de
novo structure determination of proteins using fragment-based
chemical shift predictions and molecular modeling (10, 11).

Spin-spin coupling (J-coupling constant)

The nJ-coupling, which is also known as the indirect spin-spin-
coupling or scalar coupling, develops from interactions between
electrons and nuclear spins of atoms n bonds apart, where
there is a slight energetic preference for the nuclear spin to
have the same direction as the nearest electron spin. Briefly,
this phenomenon is known as the Pauli Exclusion Principle
(stating that two fermions cannot occupy the same quantum
chemical state simultaneously) that leads to tiny but measurable
energy differences depending on the spin states of covalently
bonded atoms. The J-coupling will split the NMR signal of each
nucleus into multiplets depending on its number of NMR active
neighbors (i.e., the amount of different spin states available
within the coupled spin system). Typically, scalar couplings are
observed for nuclei that are connected by up to three bonds.
In rigid systems such as aromatic rings, however, they may
even be observable across up to five bonds. The size of the
coupling between two nuclei is termed the J-coupling constant.
The multiplicity of a signal is determined by the number of
chemically equivalent nuclei that couple to the nucleus of
interest by through-bond interactions, usually one, two, or three
bonds apart.

Vicinal 3J-coupling constants provide valuable information
for the determination of biomacromolecule conformation. The
structural information is derived from Karplus equations (12)
that provide empirical relationships between dihedral bond an-
gles, and the 3J-coupling. Karplus equations obey the following
general formula:

3J(φ) = A · cos2 φ + B cos φ + C

where φ defines the torsion angle; and A, B, and C are either
empirically calibrated or calculated from quantum chemistry. A
given 3J-coupling may correspond to up to four different tor-
sion angles, but this ambiguity can be resolved by measuring
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complementary 3J couplings that describe the same torsion an-
gle. For example, the protein backbone torsion angles φ and ψ,
which are indicative of secondary structure, can be defined and
stereochemistry can be determined for diastereotopic groups.

Interestingly, J-couplings can also be conveyed via hydro-
gen bonds. In this case, the J-couplings are referred to as
2hJ-couplings where “2h” signifies the correlation of two non-
covalently bound nuclei. The occurrence of 2hJ-couplings can
be used to detect hydrogen bonds directly in proteins (13, 14)
as well as in double-stranded DNA and RNA (15).

Dipolar coupling and nuclear overhauser
effect

The Nuclear Overhauser Effect (NOE) (16) provides distance
information about atoms that are spatially close. The mag-
netization is transferred through space and develops from
dipolar interactions between noncovalently bound nuclei. The
efficiency of this transfer is measured by the dipolar coupling
DAB, which is also known as the direct dipole–dipole cou-
pling. Magnetic transfer develops from interactions between
two nuclei each possessing a magnetic moment that creates
a local magnetic field that will be sensed by the neighboring
nucleus. The interaction strength of two magnetic dipoles de-
pends on the internuclear distance (1/rAB

3) and the orientation
(P2(θ) = (3·cos2θAB−1)/2, where θAB is the angle between the
internuclear vector that connects A and B and the external mag-
netic field.

In isotropic solution, the dipolar coupling is averaged to zero
through molecular rotational tumbling with a characteristic cor-
relation time τc. Yet, on shorter timescales, fixed orientations
of the internuclear vector in the magnetic field persist and in-
duce dipolar relaxation effects. This interaction between dipoles
causes relaxation by transfer of magnetization between dif-
ferent NMR active nuclei and is called the NOE. The NOE
decreases with the internuclear distance by rAB

−6 and increases
with the gyromagnetic ratio (γAγB)2. Therefore, the NOE effect
is strongest between protons as they have large gyromagnetic
ratios, and NOEs are generally observed between protons that
are situated within 5 Å of each other.

Residual dipolar coupling

In contrast to NOEs that provide short-range intermolecular
distance information, Residual Dipolar Couplings (RDCs) pro-
vide long-range information about the relative orientation be-
tween bond vectors. Dipolar couplings that are averaged out in
isotropic solution can be partially reintroduced by dissolving the
(asymmetric) biomolecule of interest in an anisotropic medium.
The interaction between the biomolecule and the anisotropic
medium will weakly align the biomolecule relative to the ex-
ternal magnetic field. Initially, the anisotropy of the magnetic
susceptibility of biomolecules, often with paramagnetic centers,
was exploited to align the biomolecule; now, external align-
ment media include liquid crystals, phages, stretched gels, and
lipid bicelle solutions (17). However, the development of para-
magnetic tags is also becoming a tool for biomolecular NMR
investigations (18–20).

Partial alignment introduces a residual dipolar coupling on a
spin pair like the backbone 1H-13C bond. A 1H-13C spin pair in
isotropic solution will, in a coupled spectrum, yield a doublet
with a splitting the size of the 1J-coupling. In an anisotropic
solution, however, the splitting observed is the sum of the scalar
coupling (1JCH) and the residual dipolar coupling (1DCH). The
size of the residual dipolar coupling depends on the orientation
of the bond vector relative to the molecular alignment tensor.

One important application of RDC measurements is the struc-
tural refinement of biomolecules that consist of several domains
that are connected by more or less flexible linkers. Because
of the flexibility of the linker and the distance between do-
mains, J-couplings and NOE restraints will frequently not be
sufficient for correct determination of the relative domain ori-
entation. The addition of RDC restraints in structure calculation
not only refines the biomolecular structure but also allows the
relationship between structure and function to be studied. Inter-
actions with other biomolecules and ligand binding may induce
an intramolecular rearrangement of the relative orientation of
domains that is detectable through RDC measurements (21, 22).

Relaxation

Relaxation, or the return of nuclear spin magnetization to the
equilibrium state, occurs essentially by two different physi-
cal processes that allow the nuclear spins to exchange energy
with their surroundings: one that occurs parallel to the direc-
tion of the external magnetic field (longitudinal) and one that
is transverse to the external field. The longitudinal relaxation
time T1, or spin-lattice relaxation, develops from interactions
with neighboring unexcited nuclei (the lattice) that affects the
component of magnetization in the direction of the external
magnetic field. The transverse relaxation time T2, or spin-spin
relaxation, develops from dispersion of magnetization between
excited neighboring spins that have magnetic moments orthog-
onal to the external field. The longitudinal relaxation time in the
rotating frame, T1ρ, is the relaxation of magnetization that has
been spin-locked perpendicular to the external field (23, 24).

T1 reports on fast dynamics on a timescale of ps-ns, whereas
T2 relaxation depends on both fast and slower dynamics (ps-ns
and µs-ms). The experimentally measured T2 relaxation times
include an exchange contribution that can be measured by a
Carr–Purcell–Meiboom–Gill (CPMG) pulse train (25, 26) or an
effective spin-lock field (27–29). The combination of T2 and
T1ρ measurements allows determination of the contribution of
chemical exchange to the relaxation time. Furthermore, relax-
ation dispersion experiments have been developed to measure
slow time-scale µs-ms dynamic processes (30–35).

Heteronuclear NOEs (e.g., {1H}-15N or {1H}-13C hetNOEs)
are obtained by measuring HSQC-type spectra (see the section
entitled “Two-dimensional heteronuclear correlation experi-
ments”) with and without proton saturation. The hetNOE is
extracted from the difference in the signal amplitude of these
measurements and reports on the fast dynamics of the heteronu-
clear bonds (ps to ns timescale). Maximal hetNOE values are
observed when the bond vector tumbles at the same frequency as
the entire protein, whereas faster motion with respect to overall
tumbling leads to smaller hetNOEs.
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The conformational dynamics of a biomolecule can be deter-
mined by measuring the relaxation properties of the heteronu-
clear bond vectors (e.g., the protein backbone 1H-15N bond).
Regions of a protein that are unstructured or flexible (e.g.,
loops and tails) will typically show larger T2 and T1ρ values
and smaller T1 values and hetNOEs than the rigid well struc-
tured core of the molecule. Distinct changes in the flexibility
of a biomolecular structure caused by ligand binding can there-
fore be probed using a combination of heteronuclear relaxation
experiments.

Relaxation is strongly dependent on molecular motions. The
overall random molecular tumbling, which is expressed in the
rotational correlation time τc, governs the overall relaxation pro-
cess. Larger molecules have slower tumbling motions that lead
to higher τc values. However, local dynamics and independent
domains can modulate the relaxation parameters, which account
for differences in their flexibility and mobility.

Typically, relaxation times are interpreted in the framework
of a model-free analysis (36–38), and the general order parame-
ter S2 of a given heteronuclear bond can be extracted. S2 defines
the spatial restriction on a per-residue basis of a target protein.
Unique information can be obtained about the changes that oc-
cur to a target molecule on ligand binding by measuring S2

before and after the binding event. The order parameter varies
between 0 and 1, which spans from completely unrestricted in-
ternal motion of the bond vector (S2 = 0) to complete rigidity
(S2 = 1). Dynamics that are equal to or faster than the over-
all correlation time can be measured by the order parameter
(39, 40).

Experimental Techniques

NMR spectroscopy provides important information on molec-
ular structure and dynamics, but certain limitations apply for
the study of biomolecules. The sample conditions need to be
optimized toward stability at high concentrations without ex-
ceeding a salt concentration of roughly 300 mM (leading to
increased NMR pulse length). To reduce N-H exchange, the
solution should be buffered to a pH between 5 and 7. Dis-
tinct chemical shifts allow monitoring of individual atom types,
but dispersion is rather low (on the sub-ppm scale) and easily
produces spectral overlaps especially for larger molecules. The
size of the molecular target (e.g., protein or RNA) also restricts
NMR experiments because of relaxation effects. It is, however,
possible to reduce these relaxation effects greatly by partial or
selective deuteration.

To reduce spectral overlap, 1D NMR can be extended to
higher dimensional NMR experiments. Two-dimensional (2D)
experiments that correlate protons through J-couplings or dipo-
lar couplings include 1H-1H COSY (41), 1H-1H TOCSY (42),
and 1H-1H NOESY (43, 44). Particularly helpful are 2D het-
eronuclear experiments, which correlate protons with directly
bound carbon or nitrogen atoms. Furthermore, a variety of 3D
and higher-dimensional experiments has been developed that
are essential for assigning large biomolecules (45). In contrast
to protons, NMR-active and stable isotopes 13C and 15N both

have low natural abundances, and proteins are therefore typ-
ically expressed in Escherichia coli bacteria that grow in a
minimal medium that contains only 13C, 15N labeled precur-
sors, which allows proteins to be studied in isotope labeled
form. Recently, expression media have also been established
to express isotope-labeled proteins in sf9 cells (46) or HEK293
cells (47). Typical protein concentrations are between 0.1–1 mM
in 0.3–0.5 mL of buffered solutions that correspond to approxi-
mately 1015–1017 molecules per NMR sample for detailed struc-
tural studies, but it can be as low as 1012 for more analytical
purposes.

Sensitivity can furthermore be increased up to fourfold by us-
ing cryogenic probe technology, in which the radio frequency
(rf) transmitter and preamplifier coils are super-cooled to 20K
by helium gas that ensures higher signal-to-noise of the elec-
trical signal. Vacuum insulation around the rf coil allows the
NMR sample situated only millimeters away from the coil to
be measured at ambient temperature.

The development of higher magnetic field strength has also
been vital to improve both resolution of NMR spectra (pro-
portional to B0

n, where n is the dimensionality of the NMR
experiment) and sensitivity (proportional to B0

5/2).
Another way of overcoming spectral overlap for proteins is

selective isotope labeling of one or several amino acid types,
which results in less-crowded 1H-15N spectra with cross-peaks
from the labeled residues only. The same is possible for
RNA where nucleotides can be selectively isotope enriched.
In addition, methods for segmental labeling of parts of the
biomolecules have been developed for proteins (48, 49) and
for RNA (50).

One-dimensional NMR spectroscopy
The very high resolution of the chemical shifts gives informa-
tion on a per-residue basis, and it also leads to spectral crowding
in simple experiments. Figure 3 shows three very different 1D
proton spectra of the 14-kDa protein called α-lactalbumin, in
three different states: native folded, molten globule, and un-
folded (urea denatured).

The folded state (Fig. 3a) shows sharp lines and a large
degree of chemical shift dispersion. The side-chain methyl
groups positioned in the interior of the protein can be in close
contact with aromatic rings that induce ring current effects.
Methyl groups are often shifted toward very low ppm values
(between 0.5 and -0.5 ppm). The molten globule state (Fig. 3b)
is a partially folded, highly dynamic protein state that contains
some stable secondary structure elements, but with a dynamic
tertiary structure. The time scale of the interconversion between
different states is typically slow, of the order of milliseconds,
which leads to significant line broadening. No side-chain methyl
groups are as well shielded as in the folded state, and therefore
they show chemical shift values larger than 0.5 ppm. The same
is observed for the unfolded state (Fig. 3c), but the total lack of
secondary structure elements leads to sharper lines than in the
molten globule state.

Protons have large gyromagnetic ratios and are therefore
highly sensitive NMR nuclei. The high sensitivity in combi-
nation with their high abundance in biomolecules has made
protons the nuclei of choice in biomolecular NMR. However,
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Figure 3 1D proton spectra of the side-chain region of α-lactalbumin in (a) folded state, (b) partially folded (molten globule), (c) unfolded.

other nuclei can also be detected directly for specific purposes.
31P is a moderately sensitive NMR nucleus present in the nu-
cleic acid backbone and in the side chains of phosphorylated
proteins. Its chemical shift is highly sensitive, and 31P is there-
fore a useful probe of structural changes.

19F is almost as sensitive as 1H and therefore is well suited
for direct detection. However, for biomolecular NMR, it is of
limited interest, as it does not occur naturally in biomolecules;
instead, it has to be introduced by chemical modification or
labeled precursors for biosynthesis. In small drugs, 19F can
be used as a metabolic tracer for interaction studies or as a
contrast agent in imaging applications. NMR active isotopes
13C and 15N are not only scarce but also have the disadvantage
of low NMR sensitivity. Traditionally, they have therefore only
been observed indirectly through neighboring protons. Recently,
experiments have been developed to detect either 13C or 15N
directly both for proteins (51) and RNA (52, 53).

Two-dimensional homonuclear
correlation experiments

A 2D NMR experiment consists of a series of 1D experiments,
in which the magnetization is transferred from one nucleus
to another. This experiment is followed by a delay called the
evolution time, where the spins are allowed to precess freely. In-
crementing the evolution time in successive experiments results
in a 2D spectrum that correlates protons that have exchanged
magnetization during the evolution time.

In the 1H-1H COSY (correlation spectroscopy) experiment
(41), magnetization is transferred via the J-coupling and shows
correlations between protons three bonds apart. The cross peak
usually shows a characteristic antiphase-square pattern, but it
may be split even more by additional passive couplings that lead
to spectral crowding and loss of intensity. For small molecules,

the COSY-spectrum may suffice for assignment of the pro-
ton resonances. For larger molecules, such as peptides, the
COSY-experiment is used in combination with other homonu-
clear experiments, especially because the spectral region of the
aliphatic protons is often too crowded to allow unambiguous
assignment.

In the 1H-1H-TOCSY (Total Correlation Spectroscopy) ex-
periment (42), magnetization is also transferred via the J-
coupling, but an additional isotropic mixing step leads to the
correlation of all spins within a given spin system. In the case
of a small peptide, the amide backbone protons show cross
peaks to all side-chain protons of the same amino acid residue,
which facilitates the identification of amino acid type by their
characteristic peak patterns and circumvents the problem of
overcrowding in the COSY spectrum. The individual amino acid
residues (spin systems) are finally connected by distance infor-
mation obtained from the 1H-1H-NOESY (Nuclear Overhauser
Effect Spectroscopy) experiments (44), in which the correlation
is transferred via the dipolar coupling. Cross-peaks may be ob-
served for protons that are up to 5 Å apart from each other. For
a small peptide (Fig. 4), this information is sufficient for a se-
quential assignment. A closely related experiment is ROESY
(Rotational frame nuclear Overhauser Effect Spectroscopy)
(44, 54), which is complementary to the NOESY in respect
to its dependency on the correlation time of the molecule stud-
ied. With increasing size, the NOESY cross-peaks display a
sign change from positive to negative, and the signal intensity
is very low close to the transition point. This low NOE signal
intensity is often the case for medium-sized peptides in which
case the ROESY experiment is preferable. The signal intensity
in the ROESY spectrum is also dependent on the size of the
molecule, but the sign is always negative.
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Figure 4 Homonuclear 2D spectra of the 8mer peptide EVVTLYWR in 90 % H2O, 10 % D2O. (a) Representation of coherence transfer pathways for COSY
(solid arrows), TOCSY (dotted arrows) and NOESY (dashed arrows) experiments. (b) Section of COSY spectrum displaying the backbone
HN-Hα-correlations, additionally the side-chain HN-Hα-correlations of R8 is visible in the upper right-hand corner. The HN-Hα-correlation of E1 cannot be
detected because of solvent-exchange broadening of the N-terminal amino group. (c) Section of TOCSY spectrum that displays the correlations of the
backbone HN with all protons within the amino acid side chain. (d) Section of ROESY spectrum that displays correlations between backbone HN-Hα

intraresidual as well as to the neighboring (i-1) amino acid. The cross peaks to the (i-1) amino acid have higher intensities. Thus, a ‘‘sequential walk’’ is
possible (arrows) that allows identification of the position of amino acids within the peptide chain. Additionally the Hα of E1 can be assigned (first arrow on
the left).

Two-dimensional heteronuclear
correlation experiments
Introducing a heteronuclear dimension reduces the signal over-
lap by using the additional chemical shift dispersion of the
heteronuclei and facilitates assignment of biomolecules. The
Heteronuclear Single Quantum Correlation (HSQC) experiment
yields a spectrum that correlates the chemical shift of a 1H
spin with that of a covalently bound 13C or 15N spin (55).
In a 1H-15N HSQC spectrum, every peak represents the cor-
relation of an amide 1H-15N bond, which shows correlations
for both backbone and side-chain amides of proteins and nu-
cleotide imino protons of RNA. Equivalently to the 1D case
(Fig. 3), different folding states of a protein will lead to dis-
tinctly different 1H-15N HSQC spectra; these states are shown
for α-lactalbumin in folded, molten globule and unfolded states

in (Fig. 5(a–c)). Chemical shift dispersion is clearly much larger

in the folded state than in the molten globule or unfolded states.

This increased chemical shift dispersion facilitates analysis of

larger proteins in their native, folded state, as much less sig-

nal overlap is observed compared with the unfolded states. The

highly flexible molten globule shows significant line broaden-

ing of signals; therefore, many peaks are not visible. In the

unfolded state, most peaks reappear, but the signal overlap in

the proton dimension is significantly worse than in the folded

case as all amide protons are equally solvent accessible and

therefore experience similar degrees of shielding from the ex-

ternal magnetic field. Contrarily, the nonexchanging 15N nuclei

typically retain high chemical shift dispersion in the unfolded

and molten globule states.
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Figure 5 1H-15N HSQC spectra of α-lactalbumin in (a) folded state, (b) partially folded (molten globule), and (c) unfolded state.

Similar to the HSQC experiment, multiple quantum coher-
ences can be used to correlate protons with 1J-coupled heteronu-
clei. The information content of the Heteronuclear Multiple
Quantum Correlation (HMQC) experiment (56) is equivalent to
the HSQC, but the sensitivity can be improved in certain cases.
Additionally, by proper tuning of delays and phase cycling, it
can be transformed into the heteronuclear multiple bond correla-
tion experiment (57–59), which results in correlations between
2J- and 3J-coupled nuclei.

For large biomolecules, fast relaxation of the transverse mag-
netization becomes a serious problem that leads to poor spectral
resolution with broad or lacking signals. In a coupled 1H-15N
HSQC spectrum, cross-peaks will appear as multiplets, in which
the different components of the multiplet have significantly
different line widths because of constructive or destructive inter-
actions of the two main relaxation mechanisms: dipole–dipole
relaxation and relaxation caused by the chemical anisotropy.
The TROSY (60) experiment (Transverse Relaxation Optimized
Spectroscopy) overcomes much of the problem of fast trans-
verse relaxation by selecting the one component of the multiplet,
in which these relaxation effects almost cancel each other out,
which thereby renders spectra with single sharp peaks even for
very large biomolecules. The TROSY experiment relies on the
fact that the chemical shift anisotropy scales with the mag-
netic field whereas dipole–dipole relaxation is field independent,
and the maximal TROSY effect is only obtained at high mag-
netic field strength (above 14,1 Tesla), where it has significantly
extended the range of biomolecules amenable to NMR spec-
troscopy.

Multidimensional NMR experiments
Two-dimensional experiments may be extended to higher-
dimensional experiments by including additional incremented
evolution times into the pulse sequence separated by mixing
sequences. The basic building blocks for these experiments
are usually 2D homonuclear techniques like TOCSY (42) and
NOESY (44) or the heteronuclear INEPT-transfer experiment
(Insensitive Nuclei Enhanced by Polarization Transfer) (61).
Combinations of these experiments alleviate the problem of

spectral crowding and allow for new assignment strategies
for proteins (45) and nucleic acids (62). Experiments such as
TOCSY-HSQC and NOESY-HSQC combine homonuclear and
heteronuclear techniques, whereas triple-resonance experiments
such as HNCO, HNCA, or HNCACB (Fig. 6) correlate three
different NMR-active nuclei (e.g., along a protein backbone and
are therefore used in suitable combinations to assign proteins)
(45).

Applications of NMR Spectroscopy
to Chemical Biology

In this article, some examples are shown of the application of
NMR spectroscopy in chemical biology. We put emphasis on
experiments that characterize interactions of proteins and small
molecular weight ligands. These interactions can be mapped
either by characterizing the target protein (protein-observed ex-
periments) or the ligand (ligand-observed experiments). Finally,
the method of structure calculation based on NMR-derived data
is briefly introduced.

This introductory review cannot possibly cover the whole
range of techniques in a field as multifaceted as NMR spec-
troscopy. We therefore refer to review articles published during
the last decade (63–67).

Protein-observed experiments

Binding of a ligand will cause diverse effects on a protein, many
of which can be probed by NMR spectroscopy of isotopically
enriched protein. Depending on the used isotopes and the label-
ing pattern, such studies can be both costly and time consuming.
Nevertheless, protein-observed experiments offer more detailed
information about the binding event than what can be obtained
from ligand-observed methods. Especially, they map out the dy-
namic and often remote (e.g., allosteric) response of the protein
receptor on binding of a small molecule. Changes in the chemi-
cal environment of each nucleus are indicated by chemical shift
perturbations, either directly induced by ligand binding or via
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Figure 6 Backbone Assignment: Five sections (strips) of the 1H-13C-plane of a HNCACB experiment of cdc25A that show the correlations of residues 174
to 178 as an example of the general backbone assignment strategy. The strips show correlations from the HN to the Cα (black) and Cβ (gray)
intraresidually as well as to the (i-1) amino acid, which allows assignment by a sequential walk. Ambiguous assignments can be resolved by comparison
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induction of structural changes. This method allows immediate
distinction of different binding sites and is a particular advan-
tage of NMR screening experiments that is not possible in most,
if not all, alternative-screening techniques. Hydrogen-deuterium
exchange experiments provide information about solvent ac-
cessibility and participation in hydrogen-bonding networks.
Changes in the line shape of NMR signals may elucidate folding
intermediates and pathways, whereas relaxation studies probe
thermodynamic and kinetic properties.

Chemical shift perturbations (CSPs)

The location of a ligand-binding site can be determined for
small to medium-sized proteins that are uniformly 15N labeled
and where the amide signals have been assigned by NMR
spectroscopy. 1H-15N HSQC spectra are recorded in the absence
and presence of a ligand (NMR titration experiments), and the
observed changes in the amide chemical shift or signal intensity
of the amino acid residues that bind the ligand indicate the
location of the binding pocket.

This approach can be extended to larger targets by the
TROSY experiment in combination with different labeling
strategies (e.g., selective labeling of specific amino acids or
deuteration). Deuteration replaces the nonexchangeable 1H
atoms by 2H, which thereby reduces T2 relaxation significantly

(68–70). To map a ligand-binding site by CSPs, it is not nec-
essary to have a complete assignment of the protein. Per-atom
information about binding events can be gained for large, only
partially assigned proteins, in which structure calculation based
on NMR data is not yet possible.

Arginine side chains are often involved in intermolecular
contacts, therefore assignment of the 1Hε-15Nε side-chain groups
allows mapping of ATP binding on kinases to be studied by
CSPs as well as binding of RNA or DNA (71).

The relation between ligand binding and CSPs is not only
dependent on the proximity of the ligand to the residues that
show chemical shift changes. Conformational rearrangements of
the protein/biomolecule as well as allosteric effects may cause
significant CSPs of residues distant from the binding pocket.
Reliable determination of the binding pocket is possible by
comparing the CSPs induced by a series of structurally similar
ligands (72).

An interesting example of the application of CSP studies is
the ribosomal L11 protein (Fig. 7). Complex formation with
its natural RNA substrate results in very large CSPs of the
amide resonances that correspond to the binding surface on the
C-terminal domain of the L11 protein. Addition of the antibiotic
thiostrepton induces tighter binding of the N-terminal domain
to the RNA, which again results in significant chemical shift
changes (73).
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Figure 7 Overlay of the 1H-15N TROSY spectra of (a) L11 in its free form with the RNA bound form, (b) L11 in the RNA bound form with the RNA and
thiostrepton bound form. The backbone assignments for the major shifting peaks are indicated by arrows. (c) The L11 interaction sites are indicated in red
for the RNA ( > 1.0 ppm) and green for thiostrepton ( > 0.3 ppm) on the combined ribbon/surface representation of the L11–RNA complex (PDB: 1MMS).
(d) Diagram of the combined amide 1H and 15N CSPs in L11 caused by addition of RNA (red) and thiostrepton (green). See color insert.

Another interesting example of the effect of ligand binding
on protein backbone 1H-15N signals is the p38α kinase. Certain
ligands can bind not only to the ATP binding site but also to an
allosteric hydrophobic pocket situated in an Asp-Phe-Gly (DFG)
loop. This loop is highly conserved among kinases, and ligands
that bind this allosteric site are called DFG-out ligands, as they
require the kinase to undergo a conformational change. X-ray
structures of p38α show that the Phe side chain of the DFG
motive is displaced by 10Å when bound to DFG-out ligands
compared with the apo state (74, 75). This displacement is not
observed when the kinase is complexed with ligands that only
bind to the ATP binding site (DFG-in ligands) (76).

Investigations of this DFG-in/out phenomenon by NMR spec-
troscopy reveal dynamics that are not obtainable from static
X-ray crystallographic studies (77). The kinase in its free form
is in a slow DFG-in/out equilibrium. This equilibrium is not dis-
turbed by a DFG-in ligand, whereas a DFG-out ligand disrupts
the motion forcing the kinase into the DFG-out conformation.
Cross peaks that develop from residues in the DFG-loop dis-
appear because of conformational interconversion on the inter-
mediate NMR timescale that leads to extensive line broadening.
This mechanism is illustrated in (Fig. 8) of two 1H-15N TROSY
spectra of p38α selectively labeled with 15N phenylalanine. The
first spectrum of the apo state contains cross peaks from 12 of 13
Phe residues. The missing peak corresponds to the Phe residue
in the DFG-loop and only appears during addition of a DFG-out
ligand as shown in the second spectrum, which proves that the
conformational equilibrium of the free kinase is disrupted by
this allosteric ligand.

This DFG-in/out phenomenon was first observed for the
Abelson kinase where the ligand gleevec (78, 79) was found
to bind both the ATP binding site and the allosteric binding
pocket in the DFG-loop. This mechanism is observed not only
for the Abelson and p38 kinases (74, 80, 81) but also for Raf
(82) and KDR (83).

The lack of signals caused by the flexible nature of the kinase
in the free state is observed for most of the activation loop as
well as other highly conserved domains (84). The same pattern
of missing peaks from these domains is also seen for the protein
kinase A (PKA) (85).

SAR by NMR
To reduce the effort of chemical synthesis in drug discov-
ery, the structure-activity relationship (SAR) method uses re-
sults from the chemical shift perturbation experiments (SAR by
NMR). Optimizing the binding properties of initial hits from
a high-throughput screening process without additional knowl-
edge of the exact binding site and orientation is challenging. The
SAR by NMR approach, which was developed by Stephen W.
Fesik of Abbott Labs, is based on enhancing binding properties
of small molecules to the protein surface by linking two active
compounds together. First, smaller fragments are screened for
binding, and initial hits are optimized toward stronger binding.
Second, two compounds that bind to close, but not overlapping,
sites on the protein surface are connected by a linker of appro-
priate length (Fig. 9). Strong dual-site binders can be generated
from two initial relatively weak single-site binders with inter-
action sites close together on the protein surface by connecting
them with a linker of suitable length.
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Figure 8 1H-15N TROSY spectra of p38α(a) In the free state and (b) After binding a DFG-out ligand. The ligand structure is depicted in the upper left
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of DFG-in ligand (SB203580) versus DFG-out ligand on the conformational exchange of p38 (1P38), the activation loop is indicated by an arrow.

Figure 9 Flow diagram of the SAR by NMR procedure. In case of
completely independent binding of two ligands Left: primary screening
can be performed individually for each ligand. Ligands binding to two
independent sites are linked, which enhances ligand-binding affinity.
Right: for allosteric binders, screening for a second ligand should be done
in the presence of a primary ligand.

Optimizing the linker is important because the free energy of
binding for the composite ligand ∆G◦

AB is not just the sum of the
binding enthalpies for the individual ligands A and B (∆H ◦

A and
∆H ◦

B, respectively), but it includes an intrinsic entropic penalty
term ∆S ◦ depending on rigidity and orientation of the linker.

The origin of this entropic loss is the conformational adaptation
the ligand undergoes during binding.

Mechanistically, inhibition must not necessarily block the
active site itself, but it can exert allosteric effects on the
substrate-binding pocket, which thereby enhances or suppresses
enzymatic activity. Additional considerations regarding enzy-
matic reactions are discussed in Reference 86. SAR by NMR
has been successfully applied to various systems [i.e., for dis-
rupting intracellular protein–protein binding (87) as well as
cytokine-receptor interaction (88)]. High-affinity enzyme in-
hibitors have been developed by this technique [e.g., for the
metalloproteinase Stromelysin (89) and the protein tyrosine
phosphatase 1B (90)].

Hydrogen/deuterium (H/D) exchange

Protein hydrogen atoms bound to N, O, or S are in constant
exchange with solvent protons, and therefore they can be ex-
changed readily by deuterium. The exchange reaction can be
followed by measuring a series of 1H-15N correlation spectra
(e.g., HSQC, HMQC, or TROSY) after the solvent exchange.
Residues that are buried in the core of the protein are not as
solvent exposed as residues on the surface of the protein and
will therefore exchange more slowly. Equally, protons that are
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involved in hydrogen bonding are not as prone to exchange as
non-hydrogen-bonded protons.

One of the most elegant experiments that uses the H/D
exchange phenomenon is the characterization of protein folding
by Miranker et al. (91). In addition, useful information can be
obtained about protein–protein interactions, in which residues
at the interaction surface will be solvent accessible before the
complexation but not after. Domain reorientation of a protein
during binding of a ligand can result in some amino acid
residues being buried in the interior of the protein and therefore
showing significantly different exchange times before and after
binding.

Changes in secondary structure of the target protein during
ligand binding can also be extracted from H/D exchange mea-
surements as secondary structure elements, such as α-helices
and β-sheets, which are highly stabilized by hydrogen bonds.
This is not the case for the more flexible loop regions or do-
mains.

Experimentally, H/D exchange for a stable globular protein
sample can normally be performed by lyophilizing the sample
and redissolving it in the same amount of D2O as there was
H2O before lyophilizing to ensure that the buffer concentration
is maintained. (Furthermore, the different pH values of H2O and
D2O have to be taken into account.) Enzymes, such as kinases,
may lose activity during lyophilization, which renders buffer
exchange more tedious and time consuming, and only protons
that are not exchanged within the first hour will be measurable.

Fast exchange reactions can be monitored by the SEA-
TROSY (Solvent Exposed Amides with TROSY) experiment.
Initial filtration of all amide signals and subsequent transfer of
magnetization from water allows observation of solvent-exposed
amides that are in fast exchange with bulk water (92).

Dynamic information from line shape analysis
The simple exchange reaction of a protein and a ligand (below)
is described by an equilibrium constant K = kon/koff

P + L
kon−−−⇀↽−−−
koff

PL (1)

The effect of this exchange reaction on a protein proton in
the binding pocket will depend on the difference in Larmor
frequency (chemical shift) between the free and bound form
compared with the exchange rate. When exchange rate and dif-
ference in Larmor frequency are comparable, the reaction is
in the intermediate exchange regime, and useful information
can be obtained from line shape analysis. Slow intermediate
exchange in which the exchange rate is slower than the dif-
ference in Larmor frequencies leads to cross-peaks from both
the free and bound state. Fast intermediate exchange, however,
produces only one single peak at the average chemical shift
value. When the exchange rate and frequency difference are
equal (the crossover point), the signal is broadened in between
the two states.

Proteins at ambient temperature exhibit conformational dy-
namics on a wide range of time-scales (Fig. 10), and studies of
such dynamics have been shown to be particularly important to
understand the pharmaceutical properties of kinases (vide infra).

Line shape analysis is used to study exchange processes as
described by the relative population of the different states (mole
fractions), line widths of the signals, and their frequency sepa-
ration ∆ν (93). It is assumed that the lifetimes are significantly
longer than the rotational correlation time τc, and that spin-spin
couplings do not interfere.

Starting from the simplest case of slow exchange between
the free and ligand-bound form of an NMR signal from a
biomacromolecule, this exchange situation will be indicated by
two distinct peaks that do not change position but vary only
in intensity. More complex exchange mechanisms may lead
to overlaying changes in line shapes and can be simulated by
models that are more complex. An example is the introduction
of an additional fast exchange step between the free form and
an intermediate form that subsequently is in slow exchange with
the ligand-bound form. In this case, the peak that corresponds
to the ligand-bound form will only increase in intensity during
titration with the ligand. The peak of the free form, however,
will not only decrease in intensity, but also change position
toward the averaged peak position of free form and intermediate.
Even more elaborate peak patterns will develop if additional
intermediates are in fast exchange with the free form or if
alternative ligand-bound forms are present.

The simulated 1H-line shapes of a 1H-15N HSQC spectrum
of a protein signal during titration with an inhibitor are shown
in (Fig. 11). The expected line shapes for three different binding
mechanisms of increasing complexity have been simulated for
a protein concentration of 0.1 mM. The ligand concentration
increases from 0 to 0.1 mM (blue through red lines), and the
ligand has a binding affinity of 1 µM. The line shapes for
a direct key/lock mechanism are shown in (Fig. 11a). This
mechanism is the simplest conceivable mechanism and the first
model to use when fitting experimental NMR line shapes. Even
when a simple key/lock mechanism is presumed, the line shape
can look different depending on the off-rate of the reaction.
A slow reaction on a high ms time scale or slower leads
the sharp peak of the free protein to disappear at the same
time as a sharp peak of the complex appears. An off-rate in
the µs time regime or faster will result in a line that shifts
from its original position to the position of the bound form
(Fig. 11a). The peak evolves from its free form to a broadened
line shape that sharpens again at the end of the titration. Failure
to reproduce the measured line shape by any parameter set of
a certain model means that the complexity of the model has
to be increased. Figure 11b shows the behavior expected from
a single intermediate mechanism, whereas (Fig. 11c) presumes
binding of the ligand in two different ways, of which only one
species reacts to the complex structure. For each model, the
input parameters, such as off-rates, are varied until the resulting
line shapes fit the experimental data. In case of line broadening
of the amide protons because of exchange with solvent water
the line shapes of the nitrogen may also be simulated (93–96).

Thus, it is possible to calculate the off-rates of protein–ligand
interactions observed for individual amino acid residues of the
protein of a verified reaction mechanism. A nice example that
shows various cases was recently published for the Apo-Cellular
Retinol Binding Protein (97).
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Figure 10 The different processes amenable to NMR spectroscopy are indicated above the time arrow, below are the typical time windows for different
molecular motions and events.

(a) (b) (c)

Figure 11 Simulation of line shapes of a reaction according to the binding model: (a) Two-state reaction. (b) Two-state reaction with one intermediate
and (c) Two-state reaction with two possible intermediates. Protein concentration is 0.1 mM. Titration in equal steps until an equimolar amount of ligand is
reached (0, 0.01, 0.02 . . . 0.1 mM). The signals of P and PL are separated by ∆ν= 150 Hz. The sequential steps in the titration change color from black to
gray.

An example of dramatic change of line shapes is observed
when the p38α kinase is bound to the previously mentioned
DFG-out ligand. p38α is activated by dual phosphorylation of
two conserved residues in the activation loop. The 31P spectrum
of the apo state (Fig. 12) shows two broad peaks; during
addition of a DFG-out ligand, one of these is shifted. Both
peaks show significant narrowing, which indicates that ligand
binding hinders the flexibility not only of the DFG motif but
also of the entire activation loop, as the phosphorylation sites
are situated 11 and 13 residues down the amino acid chain from
the DFG loop.

Line shape analysis may be complemented or verified by
measuring chemical exchange by NMR by relaxation
dispersion experiments. Relaxation dispersion is based on mea-
suring a series of CPMG-based relaxation rates at different
temperatures. Excited state intermediates in folding reactions
or ligand-accessible intermediates can thereby be probed, even
when they constitute as little as 1% of the entire population
(34, 98).

Dynamic information from relaxation studies

The heteronuclear relaxation properties as measured by T1, T2,
T1ρ and hetNOEs contain valuable information about molecular
dynamics of biomolecules.

The relaxation data shown in (Fig. 13a) (73) describe the
dynamics of the ribosomal protein L11 before (blue) and after
(red) complexation with the GTPase region of 23S rRNA and
of the subsequent binding of the antibiotic thiostrepton to the
protein-RNA complex (in green). L11 consists of an N- and
a C-terminal domain. The latter shows a flexible loop region
in the free form around residues 86–96, which is evident by
small values of {1H}-15N hetNOEs, large T2 values, and corre-
spondingly low order parameters. During binding to 23S rRNA,
this loop region shows a significant reduction of both hetNOEs
and T2 relaxation times, which indicates a rigidification of the
region. This finding is shown in (Fig. 13a) with blue arrows.
The overall correlation times that describe random tumbling of
the C- and N-terminal domains are similar in the free form
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(a) (b)

Figure 12 31P spectrum of activated p38 in apo and ligand bound state,
which shows significant line-narrowing and shift of the two phosphorous
signals during ligand binding.

of the protein, which indicates that the protein domains tum-
ble together more or less like a rigid body. During addition of
RNA, both domains show a reduction of the correlation times,
which indicates binding of the RNA to the protein; however,
the effect is much more pronounced in the C-terminal domain,
which indicates that this region is most tightly bound. When
adding thiostrepton to the complex, the T1 relaxation times of
the N-terminal domain match the ones of the C-terminal do-
main, which indicates that the thiostrepton locks the N-terminal
domain to the RNA, thus creating a stable protein-RNA-ligand
complex. The highly flexible parts of the protein are shown on
the structures below the relaxation data (Fig. 13b). The color
coding goes from yellow for highly flexible over gray to blue
for “nonflexible” regions.

Obtaining such detailed information about the dynamics of a
complexation reaction is labor intensive. To obtain these data,
it was necessary first to assign the protein in its free form as
well as in complex with RNA and RNA-antibiotic by a series
of 3D NMR spectra of 2H, 15N, 13C triple-labeled samples. The
labor intensity of dynamic studies like this is, however, offset by
the invaluable insights into the detailed dynamic driving forces
behind biological processes uniquely obtainable by NMR.

From dynamics to thermodynamics
For a comprehensive understanding of ligand binding, the ther-
modynamics of the association process must be taken into ac-
count. On this topic, we follow the line of discussion of Steve
Homans (99). The binding constant is related to the Gibbs free
energy of binding in the following manner: ∆G◦

b =− RT ln
K a = RT ln K d.

∆G◦
b is composed of an enthalpic and an entropic term

(∆G◦
b = ∆H ◦

b − T∆S ◦
b), the former representing the structural

features and the latter constituting the changes of dynamic
properties of ligand, protein, and solvent. Although the binding
event is mainly enthalpy driven, the entropic component should
not be underestimated. Using only the enthalpic term as a
measure of binding strength will lead to incorrect evaluation
of the data. In some cases, the entropic term accounts for

a difference in Gibbs energy that will distinguish between a
mediocre and a tight binder (about 4 kcal mol−1). Macroscopic
techniques such as isothermal calorimetry can determine the
overall thermodynamic parameters of binding events, whereas
a microscopic view on the mechanism can only be obtained
by NMR. Using the relaxation methods described above, a
per-residue analysis of protein dynamics is possible. Especially
for ligand binding, no other technique will provide such detailed
account of the binding mechanism. For the major urinary
protein, an interesting effect of ligand binding has been observed
(100). The increase in protein backbone flexibility during ligand
binding results in an entropic contribution to the Gibbs free
energy of binding of a magnitude comparable with other driving
components. The elucidation of such processes in microscopic
detail that NMR can provide may lead to a reassessment of
the governing factors of ligand affinity, as this might well be a
general mechanism of small ligand binding.

Not only are protein backbone dynamics accessible to relax-
ation studies, but also side-chain dynamics can be measured.
Different techniques that quantify the relaxation of 13C or 2H
nuclei are also available (101–104). The focus usually lies on
the dynamics of methyl groups that require elaborate isotopic la-
beling schemes to obtain either 13CHD2 or 13CH2D isotopomers
(105). This finding has enabled determination of the order pa-
rameters of methyl group rotation axes. In the case of calmod-
ulin, which is a calcium binding protein, it has been shown that
complex formation with a peptide leads to nonuniform entropy
changes along the protein backbone and side chains. Whereas
the backbone only shows small changes in its motional charac-
teristics, some side chains close to the binding site are restricted
in their motion. Simultaneously, the motional entropy of more
remote side chains increases, which thereby compensates for
the entropy losses at the binding site (106, 107).

A nice example of the power of dynamic NMR spectroscopy
is the work by Kern and coworkers (108, 109) on the correla-
tion between enzymatic activity and the kinetics of structural
dynamics in the coupled network of proteins.

These NMR methods provide greater insight into the complex
thermodynamic mechanisms of molecular recognition, which
thereby supplies the field of Chemical Biology with unique and
invaluable information.

Ligand-observed experiments
Analysis of binding events by observing the NMR signals of
the ligand rather than the biomolecular target is an alternative
to protein-observed experiments. This approach is attractive to
screen large libraries of compounds in a cheap and efficient
manner, because expensive isotopic labeling of target or lig-
and is not required. It is even possible to screen mixtures of
ligands using distinct spectral features of each ligand to iden-
tify the biologically active compound. Another advantage of
ligand-observed drug screening is that it allows all biological
targets, regardless of size, to be studied by NMR spectroscopy.
This approach is especially useful when dealing with cells,
viruses, or membrane proteins. G-coupled receptors and ion
channels are membrane proteins that are highly interesting as
drug targets but are difficult to express in high yields, which ren-
ders isotopic enrichment of such proteins costly. Furthermore,
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(a)

(b)

Figure 13 Relaxation parameters of protein-RNA-ligand interactions of the L11 system. Free L11 (blue), L11, and RNA (red) and L11, RNA, and
Thiostrepton (green). RNA binding shows effects on all parameters, pronounced for certain residues in the C-terminal domain (arrows), whereas the
additional Thiostrepton binding leads to an increase in T1 of the N-terminal domain. Binding of RNA locks the two domains in a fixed orientation relative
to each other and strongly restricts the motion of the C-terminal domain, Thiostrepton then locks the N-terminal in place. See color insert.

the required presence of phospholipids in samples of membrane
proteins increases the size of the complex, which restricts the
use of protein-observed measurements even more because of
fast T2 relaxation (63). Contrarily, size restrictions do apply to
the ligand, as the distinction between ligand and target is based
on their difference in molecular weight. Therefore, ligands must
be much smaller than the target. The binding event of a ligand
to a biological target will transfer magnetization from target to
ligand, which alters the NMR spectrum of the ligand. To ob-
serve binding of a ligand, it should usually be in medium to fast
exchange with the target that corresponds to moderate binders
with KD values in the mM to µM range.

Saturation transfer difference NMR (STD-NMR)
STD-NMR (110) observes magnetization transfer from protein
to ligand molecules that are in fast exchange between the free
and bound state. The protein is excited selectively by irradiating
at a frequency specific to protein signals, typically the protein
side-chain protons. A large excess of ligands ensures that the
fraction of ligand molecules bound to the target at any one
time is negligible. The transfer of magnetization from a large
saturated protein to a bound ligand is, however, very efficient,

and a fast koff rate of the ligand ensures that a measurable
fraction of the free ligand has been bound to the protein during
the course of the experiment. This fraction remains saturated
throughout the experiment and does not contribute to the ligand
NMR spectrum, which reduces the signal intensity. The fraction
of ligand molecules that have been bound to the protein during
the experiment can be calculated from the difference of two 1D
spectra with and without protein saturation. The large excess of
ligands also ensures that the amount of ligand molecules that
will bind to the target more than once is negligible. The STD
effect of a ligand-binding event is strong when the protein is
large, even if the ligand only transiently binds to the protein,
as the magnetization transfer depends on the molecular weight
of the macromolecular complex and is very efficient for large
complexes but inefficient for small molecules.

STD-NMR cannot readily distinguish between specific and
nonspecific binding events. Therefore, an extension of STD-
NMR involves the titration of a protein-inhibitor complex with
a test ligand that will compete with the inhibitor in fast exchange
for the same receptor-binding site on the protein. This situation
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(a) (b) (c)

Figure 14 STD-NMR reporter assay as a competition experiment. The resonances of the highly soluble reporter ligand of known binding properties to the
target protein are accented by a grey box. The test ligand competes with the reporter ligand for the binding site. (a) Stepwise addition of the test ligand to
the kinase-reporter-ligand sample decreases the STD reporter signals in comparison with the reference spectrum in the absence of any competitor.
(b) Analogous procedure with a more potent ligand. (c) The resonances of the reporter ligand deplete faster when titrated with the more potent ligand B
as observed from the fitted curve of the titration data (Ligand A: stars, Ligand B: squares).

is described by Equation (2) (111)

KI = cI (KD − iKD )

i (cL + KD )
(2)

where K I and K D are the inhibition and dissociation constants
of the inhibitor and the added ligand, cI and cL are the concen-
trations of inhibitor and ligand, and i is the extent of inhibition
measured by the decrease of the STD signals of the known in-
hibitor. Assuming that both compounds have koff values that are
relatively fast on the NMR timescale, it is possible to calculate
the K D value of the competing ligand [Equation (3)].

KD = icLKI

cI (1 − i ) − iKI
(3)

In a fast-exchange situation with a large excess of ligands
compared to receptors, the K D value derived from NMR exper-
iments is comparable with the IC50 value (i.e., the concentration
of the inhibitor required to reduce the target activity by 50%).
The IC50 values are usually derived from biochemical assays;
from an inhibitor of known IC50 value, it is therefore possible to
derive relative IC50 values for compounds in competition with
this inhibitor by NMR spectroscopy.

The competition between an inhibitor of known binding prop-
erties, which is also called a reporter-ligand, and a ligand for the
same binding site is used in NMR reporter assays as illustrated
in (Fig. 14). The reporter ligand must be highly soluble and
have strong, quantifiable NMR resonances. Competing ligands
are titrated to the NMR sample that contains a target protein and
reporter ligand, and the reduction of the reporter signals corre-
sponds to the fraction that has been displaced from the binding
site by the competing ligand. By selecting a reporter-ligand of
low affinity toward the target protein, it is even possible to detect
binding of high-affinity or poorly soluble ligands (112–114), as
well as ligands in slow exchange with the target (115).

Other methods similar to the STD experiment are Water-
LOGSY (Water-Ligand Observed via Gradient Spectroscopy)

(116) and NOE pumping (117). WaterLOGSY is based on the
transfer of magnetization from biomolecule to ligand via bulk
water, whereas NOE pumping relies on first suppressing all lig-
and signals and then transferring magnetization via an NOE
experiment from bio-macromolecule to the fraction of ligand
molecules that have been bound.

Exchange-transferred NOE spectroscopy
(et-NOESY)

Similar to the STD experiment, exchange-transferred NOE
spectroscopy (et-NOESY) provides information about a binding
event between a small molecule and a high molecular weight
biomolecule, even when the biomolecule itself is not amenable
to NMR studies because of broad line widths, low solubility, or
fast T2 relaxation.

The principle of et-NOESY (118–120) is applied to low-
affinity protein-ligand complexes where exchange is fast on the
NMR timescale. High molar excess of the ligand is used (typical
ligand to receptor site ratios range from 10 to 50); therefore,
the resonance line shapes are governed by the properties of the
unbound ligand in solution (i.e., sharp signals caused by slow T2

relaxation). The et-NOEs observed, however, are caused by the
conformation of the ligand in the binding pocket. The efficiency
of magnetization transfer caused by NOE effects depends on the
overall correlation time of the molecular complex and becomes
more efficient for larger complexes. For small molecules, the
NOE is positive and weak, whereas it is negative and strong for
large biomolecular complexes. Therefore, the cross-relaxation
measured by the NOE transfer within the ligand when it is
bound to the target will dominate the spectrum.

The NOEs from the bound state are transferred into the free
state of the ligand when it leaves the binding pocket. To observe
NOEs from the bound state, the off-rate (K off) of the ligand must
be much faster than the cross-relaxation rate, only then is the
initial build up of the NOE proportional to the cross-relaxation
rate (121). Based on the internuclear distances obtainable from
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the NOEs it is possible to deduce the conformation of the ligand
when bound to the target.

The inversion of sign between NOEs from small and large
molecules simplifies measurement of et-NOEs for binding stud-
ies of small ligands <1 kDa and large targets. For larger ligands,
such as ligand-peptides, two et-NOESY spectra are recorded in
the presence and absence of target protein. By subtracting the
two spectra, it is possible to distinguish between NOEs that de-
velop from target-bound ligands and ligands that have not been
bound.

The combination of STD-NMR and et-NOESY experiments
provides information on ligand protons in direct contact with
the binding pocket as well as the overall ligand structure. The
two experiments thus complement each other in elucidating the
binding surface of a target of otherwise unknown structure.

NOEs and isotope-filtered NMR experiments
In the strong binding regime, the measurable NOEs between the
biomolecule and the bound ligand can be exploited to derive the
3D complex structure. A common approach involves uniform
labeling of the biomolecule with 15N and 13C isotopes, whereas
the ligand remains unlabeled (122). To distinguish between the
intra-molecular NOEs of the biomolecule, the intra-molecular
NOEs of the ligand and the intermolecular NOEs that occur
at the binding interface, isotope-filtered NOESY experiments
are used. The proton magnetization that originates from either
1H-13C or 1H-15N atom pairs is either filtered out or selected
(123, 124).

The 3D 13C- and 15N- filtered NOESY experiments are
used to identify NOE restraints within the biomolecule itself.
Intra-molecular NOE restraints of the ligand can be assigned

from the 12C,14N-filtered NOESY experiment, which suppresses
the signal of 13C- and 15N-attached protons of the biomolecule.
The intermolecular NOEs between the ligand and biomolecule
can be detected by a combination of selection and filtering out
of proton magnetization in the 3D 12C,14N ω1-filtered NOESY
1H,13C HSQC experiment, which observes the interface be-
tween the two molecules as observed in the 2D projection in
(Fig. 15).

The information derived from the analysis of this example
was used as distance restraints for calculation of the 3D struc-
ture of the complex of calmodulin, a calcium binding protein,
and a peptide ligand. The amino acid sequence of the pep-
tide ligand, C20W, corresponds to the N-terminal part of the
calmodulin-binding domain of the plasma membrane calcium
pump (125).

Structure calculation based on NMR data

To provide new insights in the biological context of biomole-
cules, obtaining structural information is frequently essen-
tial. The tertiary structure of molecules with accuracy at the
atom level can be calculated using NMR-derived data on
intra-molecular atom distances and angles. Many biomolecules
form complexes with each other, and the nature of these
complex formations can be deduced from intermolecular dis-
tances and determination of the interaction surfaces in com-
bination with computational docking procedures to determine
their global structure.

Figure 15 2D 1H,1H projection of the 12C/14N ω1-filtered 3D NOESY 1H,13C HSQC spectrum that contains only intermolecular NOEs between the
double-labeled protein (Calmodulin, resonance assignment in black) and a bound peptide ligand (in light grey). Only contacts between the protein and
the peptide ligand are observed. Assigned cross-peaks are indicated in the spectrum.
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Simulated annealing

Traditionally, the structure of biomolecules and macromolecu-
lar complexes are solved by NMR using proton–proton NOEs
that are translated into distances. In addition to NOEs, the
structures may be refined using additional NMR data, such
as coupling constants, RDCs, chemical shifts, and hydrogen
bonds. Many programs and protocols are available for calcu-
lation of NMR structures [e.g., XPLOR-NIH (126), CNS (127),
CNX (Accelrys, San Diego, USA), CYANA (128, 129), and
ARIA (130)]. Structural calculations using simulated annealing
(SA) and molecular dynamics (MD) require a forcefield with
the molecular topology and parameters to define the atomic
masses, bond lengths, charges, angles, planarity, and connec-
tivity information of the entire macromolecule (131). Most
biomolecular NMR structures are calculated by SA with MD
in either Cartesian or torsion angle coordinate space. The tor-
sion angle dynamics protocol allows simulation of longer time
intervals and higher temperatures than dynamics in Cartesian
space and is thus very efficient for the calculation of NMR
structures (128, 132). The SA algorithm generally starts from
an extended conformation of the macromolecule and proceeds
from a high temperature stage over slow cooling-down stages to
a final energy minimization at low temperature. This protocol is
commonly repeated multiple times in an iterative way to recal-
ibrate the NOE-based distances. The final NMR structures are
often refined in explicit solvent to improve the structure quality
significantly (133).

HADDOCK

The conventional NMR approach for determining biomolecu-
lar complex structures is based on a time-consuming process
of collecting intermolecular NOEs and complementing RDCs.
Another approach uses the easily obtainable chemical shift
perturbations from NMR titration experiments in combination
with computational docking. The HADDOCK (High Ambiguity
Driven Docking) approach uses the experimental NMR data of
the intermolecular interactions as Ambiguous Interaction Re-
straints (AIRs) to drive the docking process (134). Residues
that show significant chemical shift changes during interaction
are designated as active. Residues that show less significant
changes and/or are surface neighbors of the active residues

are called passive. The AIR is accordingly defined as an am-
biguous intermolecular distance between any atom of an active
residue and any atom of an active or passive residue of the
partner molecule in the complex. The HADDOCK approach
uses CNS for structural calculations and protocols derived from
ARIA for automation. Generally, the docking protocol starts
with calculating many random orientations in which the part-
ner molecules are positioned far away from each other. Af-
ter a rigid-body docking, the best scoring solutions in terms
of intermolecular energies are refined in torsion angle space
using a multistage, semi-rigid simulated annealing protocol.
Subsequently, the structures are refined in explicit water in
Cartesian space. Next to protein–protein docking, HADDOCK
has also been applied to model protein–DNA, protein–RNA,
protein–oligosaccharide, and protein–ligand complexes (135,
136). The HADDOCK protocols allow the usage of additional
NMR data, such as RDCs (137) and diffusion anisotropy data
(138). Furthermore, HADDOCK is able to perform solvated
docking (139), as water molecules in the interaction interface
play an important role in mediating biomolecular interactions.
These implementations lead to improved accuracy and quality
of the final complex structures. The HADDOCK method can
calculate models of multicomponent complexes and can easily
be applied to drug design.

RDC-based structure refinement
RDCs are especially useful for determining the relative orienta-
tion of different partner molecules in a complex or of different
domains within a single macromolecule in a complex. When
two domains of a macromolecule are connected by a flexible
linker and NOE data between those domains is scarce or lack-
ing, RDCs can be used to determine the exact orientation of the
domains with respect to each other. In the case of ribosomal L11
protein, these additional orientational restraints have been used
to solve the structure of the protein in its free form as well as in
complex with its RNA binding partner and an antibiotic (vide
supra) (73, 140). The relative orientation of the two domains that
are connected by a short linker region is rigid and well defined
in solution (Fig. 16). Using 3668 distance restraints (26.4 per
residue), 77 TALOS-derived dihedral angle restraints, and 102
J-couplings derived from the backbone HN-Hα, the structure of
each domain could be determined accurately. The relative ori-
entation between the N- and C-terminal, however, could not

Figure 16 Structure calculation purely based on NOE and dihedral angle restrictions often fails to determine proper domain orientations. By
incorporating the long-range orientation parameters that RDCs provide, it is possible to overcome this problem and to define relative orientation of the
two domains of the ribosomal L11 protein.
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be determined unambiguously because of the limited amount
of interdomain NOEs. To calculate the overall structure of the
full-length protein, an additional 429 RDCs were measured and
incorporated in the structural calculation. This step allowed the
exact determination of the relative orientation of both domains
(73). This result is in good agreement with the fact that the two
domains tumble together as a rigid body, based on the dynamic
measurements (Fig. 13).

The same method has been applied to measure the L11
domain orientation when the protein is in complex with its
RNA partner or both RNA and thiostrepton antibiotic. The
additional RDCs revealed a rearrangement of the N-terminal
domain of L11 placing it closer to the RNA after binding of
thiostrepton. HADDOCK has been used to calculate a model of
the ternary structure of the L11 protein in complex with RNA
and antibiotic. Based on the orientational data, the dynamics and
the docking model, it seems that thiostrepton locks the domain
conformation of L11 in a rigid (inhibitory) state. The antibiotic
thiostrepton interferes with the interaction of elongation factors
to this L11-RNA region, which has a dramatic effect on the
level of protein synthesis by the ribosome.

Orientational restraints, which are derived by paramagnetic
labeling of a single domain of a protein, are especially important
for the analysis of domain–domain interactions (141). The
paramagnetic tag induces anisotropic alignment, which is scaled
for the two domains of the protein according to their relative
domain mobility.

LIGDOCK and SOS-NMR
In the weak binding regime, intermolecular NOEs between
biomolecule and ligand are usually not exploitable in protein-
observed experiments. Instead, other NMR-derived informa-
tion is used as an experimental restraint for molecular docking
procedures to solve the protein–ligand structure. The readily ob-
tainable 15N chemical shift perturbations (CSPs) of the protein
amide resonances caused by ligand binding are often used as
experimental restraints. During the molecular dynamics simu-
lation, penalty energies calculated from these experimental re-
straints together with conventional intermolecular van der Waals
energies or electrostatic interactions guide the protein–ligand
complex toward an energy minimum. This minimum represents
a physically reasonable structure that fulfills a maximum num-
ber of restraints introduced by NMR-derived information.

Accuracy of the NMR structure, as judged by comparison
with X-ray crystallographic structures, depends on the nature
and completeness of the NMR data. Figure 17 shows two dif-
ferent outcomes of calculation of complex structures from CSPs
with the LIGDOCK procedure (142) (an extension of HAD-
DOCK). The first example, which includes phosphotyrosine
phosphatase 1b (PTP1b) and 5-iodo-2-(oxalylamino) benzoic
acid (143), gives straightforward results, and the calculated
complex of lowest energy shows excellent correlation with the
reference X-ray structure. The second example, which involves
mitogen-activated protein kinase p38 and the small molecule
ligand SB203580 (144), does not lead to accurate structures
by the introduction of CSPs alone. First, the binding site is
less defined because the extent of assignment is lower com-
pared to that of PTP1b. Second, the specific shape of SB203580

with a twofold and a threefold rotation symmetry axis implies
that the ligand can occupy the binding site in more than one
symmetry-related orientation. It is concluded that the ambigu-
ity of the ligand binding can only be solved by inclusion of
additional experimental data.

To find a unique solution of the p38α-SB203580 complex
structure, additional NMR information was obtained from the
SOS-NMR method (Structural information using Overhauser
effects and Selective labeling) (145). The SOS concept is
based on STD measurements of selectively 1H labeled and
otherwise deuterated protein. The selectively 1H-labeled amino
acids lead to patches of STD-active surface that also results
in ambiguous information, but in combination with CSPs, the
number of possible solutions is reduced. In this case, inspection
of the binding site, as defined by the CSPs, leads to the
conclusion that p38α should be selectively 1H-labeled on all
isoleucines. The subsequent STD experiment confirmed that
the pyridinium moiety of the ligand is close to Ile-84, which
yields a pronounced STD effect of its protons as observed in
(Fig. 18). The fluoro-phenyl group shows a weak STD effect
and is therefore concluded to be situated farther away from
Ile-84.

Outlook

In addition to the in vitro studies of well-defined systems
that have been discussed here, NMR spectroscopy can also be
applied to living systems or complex substance mixtures (146).
This broad applicability is an advantage of NMR spectroscopy
over X-ray crystallography. Early in vivo NMR studies that
mostly identify small metabolite molecules by 31P or 1H 1D
experiments have led to different applications. In-cell NMR
uses isotopic labeling combined with two or higher dimensional
NMR experiments for structural studies of the phosphorylation
state of a given protein in the cellular environment or of
intrinsically unstructured proteins. In-cell NMR applications
in prokaryotic systems cover structural and functional studies
(i.e., protein–protein interactions, protein dynamics, automated
structure determination, and de novo resonance assignments
(147–149)).

In eukaryotic systems, challenges intrinsic to NMR (e.g.,
low sensitivity or proper discrimination between target and
background signals) become even more pronounced. Interesting
applications of NMR to eukaryotic systems are developing that
study important cellular features like posttranslational protein
modification or directed transport that are not observed in
prokaryotic cells (150).

Whereas the above-mentioned NMR techniques are used to
define individual interactions of proteins in a more or less
artificial setting, NMR is also used for metabonomic analysis
that focuses on identification of small molecules in biofluids
and tissues, tracking changes that occur during variation of the
local environment. A chemical biologist is not only interested in
defining the properties of a protein–ligand interaction but also in
the outcome. Therefore, systematic changes of bio-fluid or tissue
extract composition are tracked during administration of enzyme
inhibitors or activators. In combination with other techniques,
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especially mass spectrometry, NMR is a very valuable tool for
this task. The role of NMR has been evaluated for analytical
strategies in metabonomic research (151) and pharmaceutical
discovery (152, 153).

Magnetic resonance imaging has long been used for clini-
cal diagnostic purposes, often in combination with relaxation-
enhancing contrast agents. Recent development of lipid nanopar-
ticle systems as carriers of relaxation enhancers to specific
targets (154) makes imaging methods applicable to the field
of chemical biology.
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128. Güntert P, Mumenthaler C, Wüthrich K. Torsion angle dynamics
for NMR structure calculation with the new program DYANA.
J. Mol. Biol. 1997;273:283–298.

129. Güntert P. Automated NMR structure calculation with CYANA.
Methods Mol. Biol. 2004;278:353–378.

130. Linge JP, O’Donoghue SI, Nilges M. Automated assignment
of ambiguous nuclear overhauser effects with ARIA. Methods
Enzymol. 2001;339:71–90.

131. Linge JP, Nilges M. Influence of non-bonded parameters on the
quality of NMR structures: a new force field for NMR structure
calculation. J. Biomol. NMR 1999;13:51–59.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 23



Nuclear Magnetic Resonance (NMR) Spectroscopy: Overview of Applications in Chemical Biology

132. Stein EG, Rice LM, Brunger AT. Torsion-angle molecular dy-
namics as a new efficient tool for NMR structure calculation. J.
Magn. Reson. 1997;124:154–164.

133. Linge JP, et al. Refinement of protein structures in explicit
solvent. Proteins 2003;50:496–506.

134. Dominguez C, Boelens R, Bonvin AM. HADDOCK: a protein-
protein docking approach based on biochemical or biophysical
information. J. Am. Chem. Soc. 2003;125:1731–1737.

135. van Dijk M, et al. Information-driven protein-DNA docking using
HADDOCK: it is a matter of flexibility. Nucleic Acids Res.
2006;34:3317–3325.

136. van Dijk AD, Boelens R, Bonvin AM. Data-driven docking
for the study of biomolecular complexes. FEBS J. 2005;272:
293–312.

137. van Dijk AD, Fushman D, Bonvin AM. Various strategies of
using residual dipolar couplings in NMR-driven protein docking:
application to Lys48-linked di-ubiquitin and validation against
15N-relaxation data. Proteins 2005;60:367–381.

138. van Dijk AD, et al. Combining NMR relaxation with chemi-
cal shift perturbation data to drive protein-protein docking. J.
Biomol. NMR. 2006;34:237–244.

139. van Dijk AD Bonvin AM. Solvated docking: introducing water
into the modelling of biomolecular complexes. Bioinformatics
2006;22:2340–2347.

140. Ilin S, et al. Domain reorientation and induced fit upon RNA
binding: solution structure and dynamics of ribosomal protein
L11 from Thermotoga maritima. ChemBioChem. 2005;6:1611–
1618.

141. Babini E, et al. A structural and dynamic characterization of the
EF-hand protein CLSP. Structure 2006;14:1029–1038.

142. Schieborr U, et al. How much NMR data is required to de-
termine a protein-ligand complex structure? ChemBioChem.
2005;6:1891–1898.

143. Andersen HS, et al. 2-(oxalylamino)-benzoic acid is a general,
competitive inhibitor of protein-tyrosine phosphatases. J. Biol.
Chem. 2000;275:7101–7108.

144. Wang Z, et al. Structural basis of inhibitor selectivity in MAP
kinases. Structure 1998;6:1117–1128.

145. Hajduk PJ, et al. SOS-NMR: a saturation transfer NMR-based
method for determining the structures of protein-ligand com-
plexes. J. Am. Chem. Soc. 2004;126:2390–2398.

146. Blaise BJ, et al. Metabotyping of Caenorhabditis elegans re-
veals latent phenotypes. Proc. Natl. Acad. Sci. U.S.A. 2007;104:
19808–18912.

147. Reckel S, Lohr F, Dotsch V. In-cell NMR spectroscopy. Chem-
BioChem. 2005;6:1601–1606.

148. Serber Z, et al. In-cell NMR spectroscopy. Methods Enzymol.
2005;394:17–41.

149. Serber Z, et al. Investigating macromolecules inside cultured
and injected cells by in-cell NMR spectroscopy. Nat. Protoc.
2006;1:2701–2709.

150. Selenko P, Wagner G. Looking into live cells with in-cell NMR
spectroscopy. J. Struct. Biol. 2007;158:244–253.

151. Lenz EM, Wilson ID. Analytical strategies in metabonomics. J.
Proteome Res. 2007;6:443–458.

152. Robertson DG, Reily MD, Baker JD. Metabonomics in pharma-
ceutical discovery and development. J. Proteome Res. 2007;6:
526–539.

153. Lindon JC, Holmes E, Nicholson JK. Metabonomics in pharma-
ceutical R&D. FEBS J. 2007;274:1140–1151.

154. Mulder WJM, et al. Lipid-based nanoparticles for contrast-
enhanced MRI and molecular imaging. 2006;142–164.

24 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



Advanced Article

Article Contents

• Biological Background

• Chemistry of DNA End Joining

• Tools and Techniques for Studying End Joining

• Future Directions

Nonhomologous
Recombination
Thomas E. Wilson, University of Michigan Medical School, Ann Arbor,

Michigan

doi: 10.1002/9780470048672.wecb396

Genetic recombination classically proceeds by the homologous
recombination pathway, but direct joining of chromosome fragments
lacking extensive homology also occurs and is of particular interest as a
nearly ubiquitous genome alteration in cancer. At least two distinct but
overlapping pathways of DNA repair are relevant to the execution of
nonhomologous recombination: nonhomologous end joining (NHEJ) and
microhomology mediated end joining (MMEJ). Like other DNA repair
pathways, NHEJ and MMEJ seem to facilitate primarily genome
maintenance, but by their nature are prone to errors, including an ability to
join inappropriately paired chromosome break ends. This review considers
the function of these pathways, with an emphasis on the unique and
unusual biochemical properties of key enzymes, including DNA ligase IV
and Pol X family DNA polymerases, and how these facilitate direct rejoining
of broken chromosomes.

Genetic recombination is classically manifest as the reassort-
ment of genes during meiosis, where extensive pairing of ho-
mologous chromosomes is associated with “crossover” between
them to create new derivative hybrid chromosomes. The asso-
ciated enzymatic pathway, homologous recombination (HR), is
now known to execute such exchange not only during meiosis
but also between homologous sequences in mitotic cells, for
example between sister chromatids. Nonhomologous recombi-
nation (NHR), also called illegitimate recombination, was rec-
ognized initially and defined as genetic recombination that failed
to show this canonical feature of HR, i.e., hybrid derivative
chromosomes that lacked extended homology at the junction
between parents. Instead, junctions often showed 1–10-bp seg-
ments of “microhomology” too short to be used by HR enzymes
(Fig. 1) (1, 2). Such events seemed to defy the logic and bene-
fits of HR in a chemically distinct alternative reaction that was,
on its face, detrimental. In this review, the processes that un-
derlie NHR are placed in context as DNA repair pathways that
are in fact associated with genome preservation, but that can
secondarily give rise to chromosome rearrangements and other
mutations. The biochemical requirements of these reactions are
discussed as well as current understanding of how the respon-
sible enzymes have been adapted to meet these requirements.

Biological Background
As might be expected from the fact that both HR and NHR rep-
resent new joints between previously separate DNA duplexes,

an intimate relationship exists between recombination and DNA
double-strand breaks (DSBs) (Fig. 2) (3–5). Processes that give
rise to DSBs not only underlie meiotic and mitotic HR, but
also they predispose cells to NHR. Conversely, deficiency in
cellular components required for both HR and NHR causes hy-
persensitivity to DSBs. Indeed, it may be most accurate from
an evolutionary perspective to consider HR and NHR foremost
as alternative mechanisms for silent repair of DSBs, with re-
combination as a secondary consequence. It is thus critical to
consider the cell cycle-dependent interplay of homologous and
nonhomologous mechanisms at a DSB as the stage on which
NHR plays out.

Interplay between homologous
and nonhomologous DSB repair

Cells constantly suffer DNA lesions that degrade the genome.
Some DSBs are created deliberately and by specific mecha-
nisms (see below), but many result from oxidative, radiation,
or physical stresses that occur more randomly (4, 5) When act-
ing as a DSB repair pathway, HR uses a homologous donor
chromosome as a template to copy the genetic information re-
quired to bridge the broken ends without altering the template
itself (Fig. 2a) (3, 4). Such a second intact copy of a chro-
mosome is present in diploid cells, although in large, complex,
and repetitive genomes, finding this potential donor is not trivial
because chromosome pairs are not associated. An ideal donor
exists when one of a pair of sister chromatids is broken, where
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chr. 1

chr. 2

acgtcgtacgagaccagtac
tgcagcatgctctggtcatg

GCTACTACTCAGTACCCCAA
CGATGATGAGTCATGGGGTT

NHR product
acgtcgtacCCCAA
tgcagCATGGGGTT

NHEJ

MMEJ

(a) (b)

Figure 1 Microhomology use in NHR. (a) Demonstration of microhomology, which is evident as a sequence common to both chromosome substrates
(boxed). Note that the position of initiating DSBs cannot be inferred from the product. (b) Possible mechanisms for generating microhomology. If DSB
overhangs encompass a microhomology, it can be rejoined directly by NHEJ. Internal microhomologies must be exposed, either by unwinding, as
suggested for DNA-PKcs (1), or by 5′ resection, as suggested for deletion MMEJ (2).

(a) (b)

Figure 2 Interplay between HR and NHR. (a) When a DSB occurs (top), it can be resected and used to copy a donor chromosome (red) during HR (left)
or rejoined directly (right), sometimes inaccurately (jagged line). HR and NHR lead to recombination by crossover resolution and engagement of a different
DSB (green), respectively (bottom). (b) A timeline shows a period during which NHEJ may be iteratively attempted before DSB resection; after which, HR is
attempted. Alternative pathways (below) might lead to rejoining, but these are often less efficient and uncommon when the above pathways are
functioning normally.

the other sister is both physically associated and strictly homolo-
gous. This special relationship is strengthened by understanding
that replication itself can lead to DSB formation. It is thus both
predictable and observed that HR is a principal repair pathway
in S or G2/M cell cycle stages after replication but before cell
division (6, 7). Given that nonhomologous DSB repair processes
are, by definition, not HR, it is in turn predictable and observed
that such repair predominates at DSBs occurring randomly out-
side of replication (6, 7). But what is DSB repair in the absence
of a homologous donor? Stated simply, nonhomologous repair
is the direct rejoining of DSB ends (Fig. 2a) (5). The details of
these mechanisms are addressed below, but simply recognizing
that they are executed without an information template correctly
predicts that they have a higher error rate. However, when HR
is impractical or impossible because of inaccessibility of a ho-
mologous template, even error-prone rejoining of DSB ends will
yield a relative preservation of the genome as compared with

continuing cell division with a broken chromosome. Also, re-
pair of simple DSBs by direct rejoining can be >99% accurate
(8, 9), so that nonhomologous repair is often genetically silent.

A major difference between homologous and nonhomologous
DSB repair is that HR begins with extensive resection of the 5′

DSB strands, whereas NHR is comparatively duplex preserving.
Mounting evidence indicates that the 5′ resection is the regulated
step in DSB repair pathway “choice” because it is an essentially
irreversible commitment to HR (6, 8). Resection is under direct
cell-cycle control, being activated by cyclin-dependent kinases,
at least in yeast, and therefore largely inactive in G1 cells (6).
Even in replicating cells, resection is delayed, approximately an
hour in yeast, before it begins in earnest (10). The basis of these
effects is poorly understood, mainly because the mechanism(s)
of resection remain enigmatic. Regardless, their net effect is
to provide a period during which nonhomologous repair of a
DSB might be attempted, with transition to homologous re-
pair of persistent breaks at a pace that is cell-stage dependent
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(Fig. 2b). The greatest opportunity for, and biologic relevance
of, nonhomologous repair might thus be in nondividing cells.
Multicellular organisms are composed mainly of terminally dif-
ferentiated cells, where an error-prone DSB repair mechanism
may be particularly tolerable. In single-cell organisms, periodic
cell cycle exit is a natural part of life in the sometimes inhos-
pitable natural environment. For example, some bacteria require
nonhomologous DSB repair for resistance to desiccation (11).
NHR-associated genome changes may even be desirable as an
adaptive response to such stress (12).

Telomeres and breakage–fusion–
bridge cycles

The ends of linear chromosomes are a type of “DSB” worth
specific consideration. McClintock first recognized that spe-
cialized structures called telomeres protect chromosome ends
(13, 14). A detailed description of this structure is beyond the
scope of this article, but it involves a repeating DNA sequence
and multiple proteins that bind to it, including DSB repair pro-
teins (14). The key importance is that when this structure fails,
because of loss of telomere proteins or degradation of the DNA
repeat, chromosome ends become a DSB target for NHR mech-
anisms that can fuse sister chromatids by direct joining. The
resulting dicentric chromosome is destined to be broken dur-
ing mitosis if pulled toward opposite spindle poles, which leads
to DSBs that might again lead to chromosome fusion, ongo-
ing “breakage–fusion–bridge” cycles, and NHR before ultimate
stable resolution (Fig. 3a) (13). These cycles underscore the
potential complexity of the processes giving rise to observed
NHR events.

V(D)J recombination

Another important context for understanding NHR is a se-
ries of genome manipulations in the developing vertebrate im-
mune system where nonhomologous repair mechanisms are
co-opted to create deliberate mitotic chromosome rearrange-
ments. In V(D)J recombination, specific variable, diversity,
and joining sequences from a collection of such segments in
the germline genome are juxtaposed in recombinant chromo-
somes to create functional immunoglobulin and T-cell receptor
genes (Fig. 3b) (15, 16). Both by the reassortment of differ-
ent coding segments and by maximizing the error-prone nature
of nonhomologous junctions, a large repertoire of antigen re-
ceptor genes results. V(D)J recombination is initiated by a
mechanism-specific recombinase, the RAG1/2 proteins, but it
is completed by the same nonhomologous repair mechanisms
used in genome preservation, which highlights the potential
duplicity of these mechanisms. Although less well defined, im-
munoglobulin class switch recombination also seem to require
nonhomologous repair (15, 16).

Chromosomal instability in cancer

Nearly all cancer cells show deranged chromosomes mani-
fest as translocations, deletions, and amplifications. Some re-
arrangements likely develop as a consequence of aberrant cell

growth, but others are unquestionably causative. In one pat-
tern, which is typical of lymphoid malignancies, specific can-
cers are associated with recurring, usually reciprocal, translo-
cations between nonhomologous chromosomes. Translocation
t9:22 in chronic myeloid leukemia is a classic example that al-
lows treatment with inhibitors that target the product of the
resulting BCR–ABL fusion gene (17). The other main pat-
tern, which is typical of epithelial malignancies, shows mas-
sively deranged genomes with multiple, usually nonreciprocal,
rearrangements. Extensive efforts continue to identify onco-
genes and tumor suppressor genes whose function is affected
by these rearrangements. Junctions of rearranged chromosomes
in cancer frequently show microhomology in the absence of
extended homology and are therefore inferred to originate by
direct rejoining/NHR. The lesions and mechanisms that yield
these rearrangements are undoubtedly multiple, including both
telomere-dependent and telomere-independent events. Some re-
arrangements represent errors of the V(D)J process because
they occur in cells and loci undergoing this targeted recombi-
nation (Fig. 3b). This issue provides another caution regarding
the multiplicity of NHR mechanisms, because even these er-
rors could represent use of inappropriate loci in the V(D)J
reaction, joining of RAG1/2-generated and spontaneous DSBS,
or even DSB-independent transposition between chromosomes
(15). Other NHR presumably originates from two independent
DSBs (Fig. 2a), but the final sequence might have little to
do with the configuration of the inciting damage, as elegantly
demonstrated in a yeast model (18).

Chemistry of DNA End Joining

The chemical transactions of DNA end joining are predictably
similar to other DNA repair pathways and even to replication in
that all of these processes manipulate base-pairing and phospho-
diester bonds to create intact duplex molecules. However, the
direct repair of DSBs presents biochemical challenges unique
to these substrates. In this section, I consider both the general
and the specific chemical requirements of nonhomologous DSB
repair, how they are manifest in the two main pathways of re-
pair, and the sometimes unusual properties of key enzymes that
determine their function in these pathways.

Chemical steps in strand break repair

It is important to recognize that although NHR and HR share
a substrate, they are mechanistically very different. It is more
useful to compare NHR with the direct repair of single-strand
breaks (SSBs), which is a subset of the base-excision repair
(BER) pathway (Fig. 4a) (19). Three reaction classes might be
required for such repair, depending on the specific nature of
the break. All DNA repair culminates in ligation of a strand
nick bearing 3′ OH and 5′ P termini. To arrive at that point,
it might first be necessary to resynthesize bases missing as
a result of the DNA damage. Both polymerization and liga-
tion might also depend on the removal or reversal of blocking
nucleotide fragments residual on the break termini. It might
include lyase-dependent removal of 5′ deoxyribosephosphate
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(a) (b)

Figure 3 Special mechanisms of NHR. (a) Telomere failure unmasks chromosome ends for fusion by NHEJ, which leads to potentially iterative cycles of
breakage and fusion before ultimate stable telomere resolution. Oval, centromere; rectangle, telomere. (b) Immune receptor loci contain multiple V, J, and
sometimes D segments with signal sequences (triangles) that are cleaved by RAG1/2 and subjected to NHEJ to generate recombined products.
Engagement of an inappropriate chromosome can lead to RAG1/2-dependent chromosomal rearrangement.

moieties, 3′ phosphatase and/or 5′ kinase action, or frank nu-
cleolysis. End trimming can be either local (i.e. confined to
the damaged nucleotide), or more extensive, as in long-patch
BER (19). The key point is that all of these reactions are ex-
pected to be recapitulated in direct repair of DSBs (5). The
critical difference is that SSB repair occurs on a stable substrate
with an immediately available information template in the in-
tact strand. DSBs require that reactions occur either divorced
from the other side of the lesion or only when the bipartite sub-
strate is brought back together in a repair complex (Fig. 4a). It
is this requirement that creates the unique challenges for non-
homologous DSB repair. Microhomology at junctions indicates
that limited annealing is often exploited during rejoining, which
might itself require nucleolysis to expose base-pairing potential
(Fig. 1b) and which permits both local mutations caused by
misalignment and NHR caused by joining of different DSBs
(Fig. 2a).

Nonhomologous end joining

The term “nonhomologous end joining” (NHEJ) initially re-
ferred generically to direct rejoining of DSBs, but it is now
most commonly used to refer to a specific and dominant path-
way of nonhomologous repair defined by both DNA features
and protein components (5). Regarding the DNA, NHEJ typ-
ically entails little or no nucleotide loss from DSB ends. In
the strictest manifestation, which is typified by the behavior of
budding yeast, NHEJ acts almost exclusively by annealing DSB
overhangs (9, 20). Because such overhangs were often paired
in the original duplex, overhang joining tends toward accurate
repair directly analogous to BER (Fig. 4a). This restriction to
overhangs is apparently relaxed in other species, but current
evidence nonetheless distinguishes NHEJ and more extensive
nucleotide loss (see below). Regarding proteins, NHEJ requires

both specific structural proteins to bind and bridge ends and en-
zymes to catalyze reactions similar to BER (Fig. 4a) (5). Unlike
HR, whose genes were first identified by screens in yeast and
bacteria, many proteins that catalyze NHEJ were discovered in
mammals by observations that their deficiency causes sensitivity
to DSBs and V(D)J impairment (4, 5, 16). This observation led
to the common notion that mammals and single-cell organisms
predominantly use NHEJ and HR, respectively. This notion is
misleading, because all eukaryotes maintain complex HR and
NHEJ pathways that are highly active in the correct cell states
(6, 7).

NHEJ structural proteins include Ku, which is a protein pre-
served in all organisms that possess NHEJ and whose utilization
provides the most specific current definition of this pathway
(5). Ku is a heterodimer of the Ku70 and Ku80 proteins in eu-
karyotes and a homodimer in prokaryotes but in all organisms
forms a ring that provides initial lesion recognition by passage
of the DSB end through the ring (21). Interestingly, although
Ku likely binds all DSBs, it is only required for NHEJ, not
for HR. The specific roles of Ku in NHEJ in higher eukaryotes
center on its identity as the principal DNA binding component
of the DNA-dependent protein kinase (DNA-PK), whose cat-
alytic subunit DNA-PKcs is also required for efficient NHEJ (5).
As a kinase activated by DSB ends, DNA-PKcs contributes to
NHEJ in part by phosphorylating NHEJ proteins and regulating
the ensuing cascade of events. However, in vitro evidence also
supports a primary structural role of DNA-PKcs as part of an
end bridging complex (22, 23), although cellular evidence that
supports this function is needed. Indeed, one key action of acti-
vated DNA-PKcs is autophosphorylation, which in some fashion
seems to release the DSB ends for access by downstream en-
zymes (24). Despite this central role, neither lower eukaryotes
nor bacteria are known to require a DSB-dependent kinase for
NHEJ, which suggests that such regulation was imposed on
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(a) (b)

Figure 4 Chemistry of strand break repair. (a) The steps of SSB and DSB rejoining are highly analogous, with an added requirement for end bridging in
NHEJ. For simplicity, only select mammalian proteins are indicated. Curved line, terminal damage; red arrow, polymerization. (b) The end-bridging step is
realized in unusual ways by NHEJ polymerases (Pol) and ligase (Lig). At 3′ overhangs, polymerases tolerate an incomplete primer–template pair, in part
using special protein motifs (cyan loop). Similarly, DNA ligase IV can ligate (carat) across from strand discontinuities.

the reaction during evolution. Ku must therefore support other
NHEJ functions, at least in organisms that lack DNA-PKcs, and
indeed a potentially yeast-specific ligase contact uses a por-
tion of Yku80 known to bind DNA-PKcs in vertebrates (25).
In some yeast, an additional NHEJ requirement exists for the
DSB-binding Mre11–Rad50–Xrs2 (MRX) complex (9), which
may account for the bridging function in place of DNA-PKcs

(26). Consistently, current best evidence does not suggest a role
for the analogous Mre11–Rad50–Nbs1 (MRN) complex in ver-
tebrate NHEJ (27), but this is poorly explored because MRN is
essential for viability.

NHEJ enzymes include foremost the requisite DNA ligase. In
eukaryotes, DNA ligase IV (Lig4) is both strictly required for
Ku-dependent NHEJ and largely if not entirely dedicated to this
pathway (5). In prokaryotes, the principal NHEJ ligase, called
LigD in mycobacteria, is present in an operon with Ku, which
again demonstrates a coupling of Ku with a specific NHEJ ligase
(28). However, the ligase presents a point of divergence between
kingdoms in that LigD is no more related to Lig4 than to other
ATP-dependent ligases. Lig4 does not act alone in support of
NHEJ but it interacts via tandem C-terminal BRCT domains
with a coiled-coil domain of a protein called XRCC4 (29).
XRCC4 itself binds DNA (30) and so is arguably a structural
protein that acts as a scaffold between the ligase and the DNA
but because of the strength of its association is accurately
viewed as a subunit of DNA ligase IV. Strikingly, yet another
protein associates with Lig4::XRCC4 called XLF/Cernunnos
that is predicted to be structurally similar and evolutionarily
related to XRCC4 (31).

Other NHEJ enzymes execute end processing before ligation
and are generally less well defined and less strictly required.
Nucleases include the protein Artemis in higher eukaryotes,
which executes unique NHEJ functions in V(D)J recombi-
nation (32) and the slower repair of approximately 10% of
irradiation-induced DSBs that correlate with cytotoxicity (33).
However, Artemis is absent from most lower eukaryotes, per-
haps because of its intimate association with DNA-PKcs and
V(D)J recombination (32), and even in organisms that possess
it, Artemis is unlikely to account for all end trimming. Thus,
some NHEJ nucleases are yet to be described. NHEJ poly-
merases include select members of the Pol X family of DNA
polymerases typified by the BER enzyme Pol β, specifically
Pol4 in yeast (20) and terminal deoxynucleotidyl transferase
(TdT, used only in V(D)J recombination), Pol λ, and Pol µ in
mammals (34). However, like nucleases, these proteins cannot
account for all NHEJ polymerization, as demonstrated clearly
in yeast (20). Also, deficiency of even both Pol λ and Pol µ

leads to only a mild phenotype manifest as altered V(D)J joint
spectra but not frank sensitivity to DSBs (35). In prokaryotes,
NHEJ end processing remarkably includes two protein domains
often fused to the ligase, although these can function indepen-
dently (28, 36). LigD in particular is a polyfunctional protein
that contains polymerase, nuclease, and ligase domains in tan-
dem, so that mycobacterial NHEJ can be transferred with just
two polypeptides (37). As with the ligase, the prokaryotic nu-
clease and polymerase are not particularly related to Artemis or
Pol X polymerases (28, 36).
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Microhomology-mediated end joining

In early experiments it was observed that DSBs were some-
times repaired by an erroneous mechanism associated with
nucleotide loss from the ends (38). In much literature this re-
pair was attributed to NHEJ in its generic sense, but more
recent work has continued to refine both NHEJ and this al-
ternative form of repair. A major clue that the latter was a
distinct mode of repair was the general observation that joints
formed in NHEJ mutants showed more extensive nucleotide
loss. This phenomenon has been carefully explored, and data
support the notion that Ku-dependent NHEJ is primarily re-
sponsible for accurate rejoining (39, 40). One name given to
the alternative deletion pathway is backup NHEJ (41), but
this is confusing given the more common convention of us-
ing NHEJ to describe Ku-dependent joining. The designation
microhomology-mediated end joining (MMEJ) was applied to
Ku-independent repair in budding yeast (42). Similar join-
ing, which is typified by microhomology use and substantial
nucleotide loss, can also be observed in insects and plants
(43, 44), and until additional information suggests a better clas-
sification, MMEJ seems a suitable name for all. MMEJ is poorly
explored in bacteria.

The mechanisms of MMEJ are not well established and are
likely multiple. A unifying feature in all systems is that MMEJ is
repressed by Ku. In mammals, developing data suggest that poly
ADP-ribose polymerase and DNA ligase III might participate
in one subpathway (41). Because these factors are typically as-
sociated with BER, the analogy drawn above between the direct
repair of SSBs and DSBs might in fact be realized in compet-
ing repair pathways. More detailed explorations of MMEJ have
been performed in yeast, where a different type of repair was
revealed that is not yet possible to describe as a simple linear
pathway (2, 42). In Saccharomyces cerevisiae, MMEJ shows
only a partial dependence on any factor (42). Interestingly, two
of these factors are the NHEJ enzymes Dnl4 and Pol4, even in
the absence of Ku. Another dependence is on the 3′ flap nu-
clease Rad1-Rad10, which is not implicated in NHEJ but does
function in HR and, more relevantly, in single-strand annealing
(SSA) (3, 4). SSA is a form of repair in which larger internal
direct repeats are annealed. SSA is not typically described as
NHR because these repeats are too big to be considered mi-
crohomologies and because it uses the HR protein Rad52 to
facilitate annealing. Although Rad52 is not obviously required
for MMEJ in S. cerevisiae (42), its homologue in Schizosac-
charomyces pombe is, which leads to the designation of MMEJ
as “micro-SSA” (2). This finding is compelling as it invokes
the most consistent apparent requirement of deletion MMEJ,
namely that strand resection must expose microhomologous se-
quences for annealing, which is probably common with HR
(Fig. 1b) (2, 45). Importantly, NHEJ might sometimes use inter-
nal microhomologies close to the DSB ends through the action
of proteins such as DNA-PKcs, which are distinct from 5′ re-
section and MMEJ (Fig. 1b) (1).

A fundamental question remains whether MMEJ is a distinct
mechanism of DNA repair or simply a different manifestation
of previously described pathways. Yeast MMEJ is markedly in-
efficient and largely irrelevant to basal DNA repair (40, 43),

in contrast to HR and NHEJ (6, 8). However, repair consistent
with MMEJ can be very efficient in higher eukaryotes, so that
although the quality changes, rates of end joining do not neces-
sarily decrease markedly with NHEJ mutation (40, 42). More-
over, even an inefficient pathway might be of relevance to NHR,
so it is important to consider which mechanisms actually cat-
alyze rejoining of inappropriate DSB pairs. NHEJ can efficiently
mediate nonhomologous integration of transformed fragments
in some fungi (46). Also, it was found that some spontaneous
yeast nonreciprocal rearrangements depend on NHEJ (47) and
that yeast NHEJ can mediate reciprocal translocations between
two induced DSBs (48). It is not known how to disable MMEJ
specifically, but residual chromosome rearrangement observed
in NHEJ mutants indicates that at least one other mechanism,
presumably MMEJ, is also at play (47, 48). It is not yet clear
how often mammalian NHEJ might execute spontaneous NHR,
but it is clearly a net caretaker of the genome whose absence
leads to increased chromosome rearrangements by alternative
repair mechanisms (49).

DNA ligase IV

Clearly, Lig4 is specifically suited to NHEJ, but why? In part,
it is because the DNA ligase IV complex can engage the NHEJ
structural machinery by specific protein contacts (25). How-
ever, the enzymatic function of Lig4 might also be optimized
for NHEJ, because transferring its BRCT domains to a different
ligase did not transfer NHEJ capacity (50). This function is not
manifest by a notably greater ability of Lig4 to ligate compatible
overhangs. Instead, Lig4 has a unique ability to ligate ends that
do not align to a simple nick but are incompatible or have a gap
(51). Unlike most ligases, Lig4 apparently can bring the 3′ OH
and 5′ P into position for catalysis anyway, which requires tol-
erance for non-duplex DNA (Fig. 4b). This activity would have
the tendency to promote rejoining of complex ends and therefore
chromosome stability at the expense of potentially less deleteri-
ous local mutations. Concerns are that others have not observed
markedly different ligation fidelity of Lig4, but importantly this
was measured nicks, not DSBs (52). Also, my laboratory has
examined many NHEJ substrates in yeast genetic assays and
has rarely observed outcomes consistent with promiscuous lig-
ation (8, 20). Other NHEJ proteins might also influence the
different types of outcomes. XLF/Cernunnos depletion from
extract-mediated NHEJ reactions had a much greater effect on
joining of complex as opposed to simple DSB substrates (53).
This effect might imply a role for XLF/Cernunnos in promot-
ing either end processing or possibly promiscuous ligation by
Lig4. Again, though, Nej1, the yeast XLF homologue, is equally
required for both simple and complex end configurations (our
unpublished results). It is still the early days for these studies,
and it is of great interest to determine how important the cat-
alytic properties of the DNA ligase IV complex are beyond its
recruitment by NHEJ structural proteins.

Pol X NHEJ polymerases

Strong evidence points to the acquisition of special enzymatic
properties in the Pol X family of NHEJ polymerases that al-
low them to deal with the limiting substrates inherent to DSBs.
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The comparison with BER is particularly helpful here. Pol β

is similar to Pol4, Pol λ, and Pol µ in that it fills gaps by
extending a primer strand, bringing them to ligation readiness
(19). However, BER and NHEJ differ markedly in the tem-
plate strand, which is continuous in BER but discontinuous in
NHEJ (Fig. 4). Critically, the point of template discontinuity in
NHEJ depends on the polarity of the DSB (Fig. 4b). At 5′ over-
hangs, the discontinuity is ahead of the primer–template pair,
past the gap, and outside of the active site of the enzyme. At
3 overhangs, the discontinuity is behind the point of synthesis,
within the active site in the position of primer–template pairing.
Numerous findings indicate that Pol X NHEJ polymerases toler-
ate this latter substrate perturbation, whereas other polymerases
cannot. Yeast Pol4 is required for synthesis only at 3′, but not
at 5′, overhangs (20). Pol X NHEJ polymerases also show an
unusual propensity toward frameshift mutations that suggest a
greater flexibility in use of primer–template pairings (54). Ex-
tensive structural data also reveal that contacts with the distal 5′
side of a gap are paradoxically more numerous than with the 3′

(i.e., synthesis) side (55). Moreover, two protein loops unique
to Pol X NHEJ polymerases make variable contacts to, or oc-
cupy the position of, the template strand (56, 57). These loops
account in part for the stabilization of extrahelical bases during
frameshift synthesis, and they might also contribute to stabi-
lization of template discontinuities (Fig. 4b). One loop, in con-
junction with a Pol µ/TdT histidine that bridges the dNTP and
primer terminus, also facilitates template-independent synthesis
and possibly template-dependent synthesis in the absence of ini-
tial primer–template base-pairing, which thus adds base-pairing
potential to initially incompatible overhangs (Fig. 4b) (34,
51, 58). A picture emerges in which extended and atypical
polymerase-DNA contacts overcome the instability of DSB
joints caused by template strand discontinuity.

Tools and Techniques for Studying
End Joining

The temporal sequence imposed in vivo on repair of single, often
complex, chromatin DSB lesions is difficult if not impossible
to recapitulate in vitro. It is thus advisable to take genetic
data as a primary reference point for understanding NHR
mechanisms. In vitro analyses nonetheless allow focused study
of enzymes properties, and structural biology will continue to
be irreplaceable in elucidating enzyme–substrate relationships.

Genetic analysis

A first approach to studying DSB repair is to treat cells with
DSB-inducing agents such as ionizing radiation. A change in
either survival or mutagenesis caused by a gene defect can be
taken as evidence for its involvement in DSB repair, especially
if supported by epistasis analysis to ascertain which repair
pathway is affected. An alternative approach is to express
in cells mega-endonucleases that create DSBs specifically at
native or engineered chromosomal sites (3). In this way, repair
can be tracked not only by survival but also by the status of
genetic markers at the cut site. A limitation is that most joints

restore the cut site and will simply be recleaved, so that repair
outcomes are influenced by the method. Linking DSB formation
to termination of endonuclease expression limits this issue (8),
but the problem is never completely avoidable. A final approach
introduces plasmids that were linearized in vitro into cells,
where recircularization is required for plasmid maintenance
(9, 20). Although limited by the use of naked DNA, the
simplicity of this approach and the tremendous variety of
available DSB ends make it common and powerful.

In vitro reconstitution

Two main approaches have been used for studying NHEJ
in vitro. In the first approach, crude extracts are prepared from
cells and are spiked with DNA fragments whose joining is
followed by electrophoretic monitoring or PCR amplification
(27, 53). Extracts have a full complement of cellular proteins
in appropriate ratios and might therefore provide the best reca-
pitulation of the in vivo situation while allowing manipulation
of conditions, DSB ends, and so on. More reports reconstituted
the NHEJ reaction from purified mammalian, yeast, or bacte-
rial components (26, 37, 51). Some rejoining can be catalyzed
by nothing more than a ligase, but focusing on incremental
activity with combined components and complex DSBs gives
confidence that results are meaningful to cellular NHEJ. Another
concern is that NHEJ reconstitution has always used mass ac-
tion chemistry with sometimes high concentrations of proteins
and DNA, which is in marked contrast to the single pair of ends
presented in vivo.

Structural analysis

Crystal structures of many NHEJ proteins have tremendously
supported the discussions above. Also, electron microscopy
revealed the overall shape of the large and complex DNA-PKcs

structure (23). For most other domains, structural inferences can
be drawn by mapping NHEJ proteins onto crystallized enzymes
of the same class. However, no published structures show two
DSB ends engaged together, which I argue defines the unique
functions of NHEJ proteins.∗ Similarly, poor insight exists into
the interconnected assembly of the full NHEJ repair complex.
Furthermore, crystal structures are static, whereas NHEJ is
dynamic with multiple different reactions.

Future Directions

Nonhomologous DSB repair has a complex relationship with
genome preservation in that it can yield both silent repair and
NHR. More understanding of this relationship will require im-
proved genetic systems for monitoring the influence of non-
homologous repair pathways on genome integrity. It will also

∗A recent paper has now reported a structure of ends being bridged by
the polymerase domain of the bacterial LigD enzyme (Brissett NC,
Pitcher RS, Juarez R, Picher AJ, Green AJ, Dafforn TR, Fox GC,
Blanco L, Doherty AJ. Structure of a NHEJ polymerase-mediated DNA
synaptic complex. Science 2007;318:456–9).
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require delineation of the cell-cycle, checkpoint, and chromatin
mechanisms that regulate 5′ resection and the interplay of NHR
and HR. Better molecular definition of the various nonhomol-
ogous repair pathways is needed, especially MMEJ, in which
clear mechanism(s) are still pending. Pol X polymerases provide
a conceptual framework for exploring how individual proteins
engage the unstable substrates inherent to a DSB, which could
be extended to the ligase and beyond. More interaction map-
ping and biochemical and structural analyses will be required to
understand the assembly of a full NHEJ repair complex and the
function of currently enigmatic contributors to it. Specific goals
include single-molecule NHEJ reconstitution in vitro, structures
with two-sided DSBs, and delineation of dynamic changes and
regulatory switches that occur during reaction progression.
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on factors that affect chromosome maintenance. Several articles are
referenced herein, but the entire volume is an excellent single source
for beginning a more in-depth exploration of this field.
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impacts in many areas from fundamental understanding of protein
structure and function to industrial production of specialty chemicals such
as chiral drug intermediates. Incorporation of unnatural amino acids and
non-native metal cofactors into proteins is an emerging field in the area of
protein design, as it offers the tantalizing prospect of introducing new
functionality and provides exquisite probes for and fine-tuning of native
protein properties. Although it is a relatively young field, engineering of
non-native metalloproteins boasts a myriad of techniques for design,
construction, and/or expression of the desired artificial protein.
Additionally, many groundbreaking studies exist in this field that have
enhanced basic scientific understanding of protein function or generated
promising artificial enzymes. Discussion of the techniques prominent for
incorporation of unnatural amino acids and non-native cofactors is
followed by some of the most interesting applications of these techniques
reported to date.

Engineering of artificial metalloproteins is an expanding field
with potential impact in many areas from fundamental under-
standing of protein structure and function to industrial produc-
tion of specialty chemicals such as chiral drug intermediates
(1–8). Native metalloproteins use 20 natural amino acids and
physiologically available metal cofactors such as heme and
cobalamin for their functions. Incorporation of unnatural amino
acids and non-native metal cofactors into proteins is an emerg-
ing field in the area of protein design, as it offers the tantalizing
prospect of introducing new functionality and provides exquisite
probes for and fine-tuning of native protein properties beyond
what is capable in the native proteins (4, 6, 8–10).

Although it is a relatively young field, design and engineering
of artificial metalloproteins boasts a myriad of techniques for
design, construction, and/or expression of the desired artificial
protein. Additionally, many groundbreaking studies exist in this
field that have enhanced basic scientific understanding of protein
function or generated promising artificial enzymes. Much of
this success has come because replacing a natural amino acid
or cofactor with its unnatural analog, while altering a specific
structural or electronic element, may be accomplished without
gross perturbation of the protein site it replaces. As the title
suggests, metal-containing proteins are the focus of this article,
and although many wonderful examples of protein incorporation
of unnatural amino acids and cofactors exist, only those for
metalloproteins will be considered in this review. Because the

elementary nature and function of amino acids and cofactors
differ, it is sensible to discuss them separately. Furthermore,
discussion of the techniques prominent for incorporation of
unnatural amino acids and non-native cofactors will be followed
by some of the most interesting applications of these techniques
reported to date.

Approaches to Unnatural Amino
Acid Incorporation into Proteins

Many methods have been developed to incorporate unnatural
amino acids into metalloproteins, and these methods can be
classified as either biological or synthetic in nature. Biologi-
cal approaches rely on cellular machinery for placement of the
unnatural amino acid within the protein sequence. Recent ad-
vances in molecular cloning and biology are the essence of
these techniques. The simplest of these is cavity complemen-
tation in which a metal ligand is mutated to a Gly or Ala to
create a cavity that can then be titrated by exogenous ligands
(11). The use of auxotrophs (bacteria lacking the ability to pro-
duce a specific amino acid) can be used for global replacement
of a natural amino acid with a structurally similar unnatural
analog (12). Finally, and more excitingly, it is now possible to
use the amber stop codon and tRNAs that have been specially
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selected to charge with an unnatural amino acid to place the un-
natural amino acid exactly at the coded position in the peptide
sequence (13).

Synthetic approaches use chemical transformations on either
native proteins, peptides obtained by solid-state synthesis, or
both. Chemical modification is the simplest of these and requires
the treatment of the selected peptide with a chemical reagent
that alters reactive amino acid side chains such as Ser, Lys, or
Cys (14). Because that particular amino acid at all positions
of the protein is modified, it is difficult to make the chemical
modification site-specific. Total solid phase peptide synthesis
allows for site-specific incorporation of unnatural amino acids
at any specific location (15), but it is limited in length, because
the synthesis efficiency decreases with increased length of the
peptide chain. This limitation has been eased by native chemical
ligation which exploits the reactive properties of an N-terminal
cysteine to connect two or more shorter synthetic peptides
covalently via a peptide bond (16). The biological and synthetic
approaches are complimentary and the combination of these two
approaches has proven very useful. One excellent example is
the semisynthetic technique of expressed protein ligation that
couples a bacterially expressed peptide with a synthetic peptide
in a fashion similar to that used for native chemical ligation (17).
This hybrid of synthetic and biological techniques allows easy
site-specific introduction of unnatural amino acids into much
longer peptide sequences (18).

Design and engineering of
metalloproteins that contain unnatural
amino acids using the biological
approach

The method of cavity complementation has been employed ef-
fectively to introduce unnatural amino acids as metal ligands
into the oxygen storage protein myoglobin (11, 19) and into the
electron transfer protein azurin (20). In the case of myoglobin,
the proximal histidine that coordinates to the iron atom was
removed, which generated a cavity that was titrated by neu-
tral thiol and thioether ligands. Introduction of these unnatural
amino acids demonstrated that ferrous heme iron proteins can be
ligated by a neutral cysteine. These observations are important
because they demonstrate that ferric heme proteins that appar-
ently lose cysteinate ligation on reduction may in fact be ligated
by neutral cysteine. Thus, ligation of the heme iron by unnatural
amino acids has demonstrated the existence of a ligation state
previously only hypothesized to exist and which significantly
alters our understanding of the electronics and reactivity of the
very important P450 class of enzymes. In the case of azurin, re-
moval of one of the copper ligating histidines generated a cavity
near the solvent exposed surface of the protein. It was shown
that altering the type of unnatural amino acid titrated into the
protein produced variations in the spectroscopic characteristics
that encompass the known range of mononuclear copper-thiolate
proteins. From this study, it became apparent that the protein
scaffold displays preference for a few distinct geometries of the
metal center. It is also important that the spectroscopic proper-
ties of the native protein could be restored by titration of the
cavity with imidazole, which indicates that the introduction of

the cavity had not altered the protein structure irreversibly. The
use of unnatural amino acids has thus demonstrated that de-
spite the wide variation in naturally occurring copper proteins,
a few specific metal ligand geometries may be responsible for
all variations in function.

The auxotrophic method has been used in the study of the
monooxygenase P450 enzymes to replace all of the methionine
residues with norleucine (Nle) (21). Although the Met to Nle
substitution resulted in decreased thermal stability of the en-
zyme, a roughly two-fold increase in peroxygenase activity was
observed. This was noteworthy because peroxygenase activity,
which is the oxidation of organic substrates using hydrogen per-
oxide, is normally inefficient in the monooxygenase P450s. The
increase in activity was attributed to the removal of the methio-
nine residues, which are oxidized easily by hydrogen peroxide,
resulting in enzyme inactivation. This study demonstrates the
power of unnatural amino acids to tune the properties of na-
tive enzymes by introducing novel properties without sacrificing
natural catalytic function.

The incorporation of unnatural amino acids into metallo-
proteins via tRNA by using the amber stop codon has also
contributed to the design of artificial metalloproteins. Using this
technique, a para-cyano-L-phenylalanine was incorporated into
myoglobin in place of the distal histidine (22). The cyano group
on this unnatural amino acid proved to be a probe of ligand
binding and local electronic environment, which distinguishes
between linear and bent configurations of different diatomic
heme ligands (i.e., O2, NO, and CO). This report demonstrated
site-specific incorporation of a very useful probe via unnatu-
ral amino acids that might also find application in the study of
protein folding and conformation, electronic fields within pro-
teins, or biomolecule interactions. Site-specific modification of
cytochrome c3 with a redox mediator was also accomplished
using the amber stop codon encoding for unnatural amino acids
(23). To achieve this goal, a para-propargyloxyphenylalanine
unnatural amino acid introduced on the surface of the protein
was reacted with an azido-viologen. The covalent anchoring of
the redox active viologen near the hemes of cytochrome c3 was
shown to increase the amount electron transfer between the so-
lution and the protein cofactor by three fold. This report expands
the number of modifications that can be made site specifically
in a metalloprotein because the unnatural amino acid used can
react with any azide-bearing molecule. The development of a
system for introducing a selectively reactive unnatural amino
acid near a c-type heme is important and applicable to the study
of other heme proteins. These studies demonstrate the use of
the tRNA method for incorporating unnatural amino acids, and
an increase in the number of studies using this technique is
anticipated.

Design and engineering of
metalloproteins that contain unnatural
amino acids using synthetic techniques

An excellent example of unnatural amino acid introduction via
a synthetic technique may be found in work performed on
the protease subtilisin. Chemical conversion of a catalytically
active serine to a selenocysteine altered the catalytic activity
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significantly (24). Instead of native hydrolysis activity, which
is greatly suppressed, selenosubtilisin promotes acyl transfer.
Surprisingly, selenosubtilisin also catalyzes the reduction of
peroxides in a highly enantioselective fashion, and it has even
been used for resolution of functionalized racemic peroxides
with up to 99% enantioselectivity in the alcohol produced
(25). The methodology for incorporation of selenium on the
catalytically active serine position has even been extended
down the periodic table to incorporate tellurium (26) at this
position. The new tellurosubtilisin displays similar reactivity to
selenosubtilisin but with altered kinetic properties. The dramatic
changes in reactivity observed in subtilisin on incorporation
of selenium or tellurium demonstrate the range of protein
properties accessible by incorporation of unnatural amino acids.

Although limited by the size of protein it can make, the total
synthesis of proteins has contributed significantly to the study
and the design of metalloproteins. Replacement of two histi-
dine residues in a de novo designed four-α-helix bundle with
4-β-(pyridyl)-L-alanines resulted in ∼6 × 104 weaker bind-
ing of the ferric heme and a near 300 mV increase in the
reduction potential (Fig. 1a) (28). Changing this same posi-
tion to 1-methyl-L-His causes >7 × 105-fold decrease in fer-
ric heme affinity but only 125-fold decrease for ferrous heme
(29). The methylated histidine unnatural amino acid also pre-
vented the favored heme coordination geometry and resulted in
a five-coordinate high-spin ferrous heme similar to deoxymyo-
globin that could bind CO reversibly but not O2 (Fig. 1a). These
substitutions of unnatural amino acids reveal the preferential
binding of different redox states of the heme cofactor and pro-
vide insight into the importance of the protein environment for
O2 transport. The use of unnatural amino acids with increased
steric bulk to influence coordination geometry and to promote
open binding sites on a metal center has also been used to con-
trol the properties of a ferredoxin model maquette. Replacement
of the four Cys residues that ligate the iron atom with penicil-
lamines (Pen) shifts the metal coordination environment from
a symmetric (S·Cys)4 to an asymmetrical (S·Pen)3-(H2O) liga-
tion (30). The shift is attributed to the increased steric bulk of
the Pen, which has methyl groups in place of the β-methylene
hydrogens of Cys. The increased bulk of Pen was also used

to change the coordination geometry of Cd2+ in a helical pep-
tide from four to three coordinate (Fig. 1b) (27). This successful
control of the metal coordination geometry indicates clearly that
small structural changes can alter the energy landscape of met-
alloproteins dramatically, and additional study of such systems
should disclose information about metal protein interactions,
particularly heavy metal insertion into protein frameworks.

Similar to total peptide synthesis, the use of native chemical
ligation to study larger proteins has met with several successes.
In rubredoxin, the replacement of a conserved Tyr near a Cys
ligand with unnatural amino acids that substitute -F, -NO2, and
-CN, for the para -OH group (Fig. 2a) (31) revealed a linear
relationship between the reduction potential of the metal and
the Hammett σp values (a common measure of the electronic
effects of the substituents on aromatic molecules) (31). This
work confirmed the supposition that direct interaction of the
rubredoxin active site and neighboring amino acids exists and
influences the character of the metal site. The implications of
this research reach beyond the electron transfer clusters and
into nonheme iron or other metalloproteins with metal sulfur
ligation and a nearby aromatic group and may provide a way
to selectively tune the redox potential of some metalloproteins.
In another study that relates reduction potential to secondary
coordination environment, unnatural amino acids were used to
remove a hydrogen bond from a backbone amide to a cysteine
ligand in the (4Fe4S) cluster in high-potential iron proteins (33).
A stabilizing effect of such a hydrogen bond on the reduced
form of the protein had been predicted to increase the reduction
potential. The replacement of the amide in question with an
ester linkage lowered the reduction potential of the iron cluster
by ∼100 mV, in agreement with the predicted stabilizing effect
for this hydrogen bond. Again, the use of unnatural amino
acids confirmed the existence of subtle interactions between the
protein environment and the metal center, and it emphasizes the
necessity of including such interactions in protein design and
engineering efforts. It is also important to note that an alteration
such as exchanging an amide for an ester was impossible
with conventional mutagenesis because all natural amino acids
contain an amide linkage.

(a) (b)

Figure 1 Controlling coordination geometry and metal binding properties using unnatural amino acids in de novo designed four-α-helix bundles.
(a) Substitution of histidine with 4-β-(pyridyl)-L-alanines or 1-methyl-,L-histidine. (b) Substitution of cysteine with penicillamine. (Adapted from Reference
3, p. 120 copyright 2005 and Reference 27. Cover art copyright 2006 with permission from Elsevier and Wiley, respectively.)
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Figure 2 (a) Using native chemical ligation to introduce unnatural tyrosine analogs near the iron sulfur cluster in a rubredoxin. (b) Substituting the
unnatural amino acid citruline for arginine alters the DNA recognition of a zinc finger protein. (Adapted from References 31, p. 11536 and References 32,
p. 4960, copyright 1998 with permission from The American Chemical Society.)

Design and engineering of
metalloproteins containing unnatural
amino acids using semisynthetic
techniques

Expressed protein ligation (EPL) has been used recently to in-
troduce unnatural amino acids into metalloproteins to examine
the effect of individual amino acids on fine-tuning the prop-
erties of the metal binding site. In the first report of EPL on
a metalloprotein, the Cys in the type 1 blue copper electron
transfer protein azurin has been replaced with selenocysteine,
which resulted in marked changes in the electronic absorption
and electron paramagnetic resonance (34, 35). However, little
change was observed in the reduction potential. Conversely,
when the axial methionine ligand in azurin is substituted by
its structural analogs selenomethionine, norleucine, oxomethio-
nine, trifluoromethionine, or difluoromethionine (Fig. 3), very
little change is observed in the spectroscopic properties, but
large changes in reduction potential are reported (>200 mV)
(36, 37). A linear relationship between the reduction potential
and the hydrophobicity of the axial ligand demonstrates that
hydrophobicity is the dominant factor contributed by the axial
ligand to tuning the reduction potential (36). Extrapolation of
these results to studies with conventional mutagenesis demon-
strate nearly identical effects of the axial ligand hydrophobicity
on the reduction potential in all type 1 blue copper proteins
(36). Type 1 blue copper proteins are one of the most common
classes of electron transfer proteins, which play critical roles in
processes such as photosynthesis and oxidative respiration. The
role of the conserved axial methionine has been probed by muta-
genesis using all other 19 natural amino acids, but the exact role
remained undefined because conventional mutagenesis changes
more than one factor, such as electronic and steric factors, at
the same time. Using isostructural amino acids, the exact effect

Figure 3 Isostructural substitution of cysteine and methionine with
unnatural analogs in the metal binding site of the electron transfer protein
azurin. (Adapted from Reference 36, p. 15608, copyright 2006 with
permission from The American Chemical Society.)

of the methionine is more readily defined, and observation of
the above trend is only possible by introducing unnatural amino
acids using EPL.

Although it is not used to study the metal binding site, EPL
has been used to expand the DNA recognition abilities of a
zinc-finger protein (32) by replacement of arginine with cit-
rulline (Cit) (Fig. 2b). DNA-binding specificity of a zinc-finger
is determined primarily by three amino acids. One such amino
acid residue, Arg, recognizes the 5′-most guanosine (G) via do-
nation of two hydrogen bonds. Replacement of the Arg with
natural amino acids resulted in similar (as with Lys, which like
Arg has only hydrogen bond donors) or decreased specificity

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Artificial Metalloproteins, Design and Engineering of

(as with Gln, which is shorter than Arg). Replacing Arg with
Cit alters the specificity from guanosine to adenosine because
although Cit is the same length as Arg, it has one hydrogen
bond donor and one acceptor (Fig. 2b). This work extends the
application of unnatural amino acids for use in DNA recognition
and overcomes an apparent “limitation” of the native system to
provide recognition and specificity not achievable with natural
amino acids.

Approaches for Non-Native
Cofactor Attachment

Naturally occurring proteins use a myriad of techniques to in-
corporate and to control metal cofactors. Many proteins such
as myoglobins and cytochrome c peroxidase use a noncovalent
approach, positioning cofactors such as heme through interac-
tions including electrostatics, hydrogen bonding, amino acid
side chain coordination of metals, and hydrophobicity. Some
native proteins such as cytochrome c, mammalian peroxidases,
and even hemoglobin, attach the heme cofactor to the protein
via a covalent bond (or bonds) between amino acid side chains
and substituents on the periphery of the heme (38). Inspired by
nature’s way of positioning metal cofactors, non-native metal
cofactors have been incorporated into proteins through both
noncovalent and covalent approaches. Noncovalent introduction
of non-native cofactors exploits interactions that are signifi-
cantly weaker than a covalent bond between atoms. As such,
the noncovalent approach is the most demanding in terms of
careful design and modification of both the host protein and the
prosthetic group. The mutation of bulky residues to less bulky
residues may be required to create space for the new cofactor.
The introduction of hydrophobic groups or salt bridges may be
required to promote tight cofactor binding. One way to accom-
plish this task is to replace the native metal cofactor heme with
a non-native cofactor of similar size and shape. Another general
strategy for noncovalent attachment is to exploit strong native
biological interactions such enzyme/substrate interactions. Co-
valent introduction of non-native cofactors relies on the strong
interaction of an atom–atom bond to position the cofactor. Gen-
erally, this technique seeks a protein cavity and then tethers the
cofactor by covalently bonding to a reactive amino acid side
chain within the cavity.

Design and engineering of
metalloproteins containing non-native
cofactors through noncovalent
attachment

The binding affinities of substrates and metal ligands have
been exploited to attach ruthenium complexes to proteins non-
covalently. Both the camphor substrate or an imidazole were
covalently attached to a photoactive ruthenium complex via a
covalent electron tunneling wire that allows direct interaction
of a photogenerated radical with the active site of P450cam
(39). Similar imidazole terminated rhenium molecular wires
have also been employed with nitric oxide synthase (40). By

allowing rapid electron transfer (nanosecond) between the heme
and ruthenium complex, intermediates that are very difficult to
see using the protein’s native redox partners were observed. Im-
plementation of these unnatural cofactors may be far reaching,
and it may allow detailed study of many biological electron
transfer processes by removing the diffusion limits and time
resolution restrictions of more conventional techniques.

An artificial catalyst that consists of a monoclonal antibody,
1G8, and the achiral rhodium complexes against which it was
raised, exploits noncovalent interactions to promote enantiose-
lective catalysis (41). Not only did the antibody bind tightly to
the non-native cofactor, but it also provided a chiral environ-
ment. Hydrogenation of 2-acetamidoacrylic acid proceeded with
98% ee. The substrate specificity was also very high, and the
antibody prevented the hydrogenation of larger substrates. Inclu-
sion of a substrate mimic during antibody generation should im-
prove the activity and substrate scope for the artificial catalyst.
Additionally, rational design of the original antibody isolated is
also possible. As the first report of asymmetric hydrogenation by
a transition metal-immunoglobin complex, this approach holds
promise for future development of tightly bound non-native co-
factors as catalysts.

The noncovalent approach has been used to replace the na-
tive heme in heme proteins such as myoglobin, with non-native
protoporphyrin IX modified at the propionate groups. Re-
moval of the native heme followed by reconstitution with the
propionate-modified protoporphyrin IX has led to myoglobins
that display increased negative charge (42), flavin redox cofac-
tors (43), and glycosylation (44) on the heme edge (Fig. 4).
These modified hemes modulate a host of properties such as
protein–protein interaction, oxygen activation, small molecule
recognition, and electron transfer. Extensive reviews that con-
tain the specifics of each heme modification are recommended
to the reader (9). The propionate-substituted porphyrins allow
much more direct contact between the heme and the solution
outside the protein than occurs with only native heme. In a sim-
ilar strategy, introduction of a porphycene in place of the native
heme led to a myoglobin with dramatically enhanced dioxygen
affinity (45). These authors show that direct alteration of the
cofactor may be more effective than conventional mutagenesis
for improving the properties of a native metalloprotein. The role
of the formyl substituent on heme a has also been probed by
comparing heme b and a heme a mimic inside a four-α-helix
bundle (46). It was demonstrated that a major function of the
formyl substituent is to raise the reduction potential of the heme,
which it does by destabilizing the binding of the ferric state
(47). This work with non-native cofactors is valuable because
it is difficult to probe the thermodynamics of binding, oxidation
reduction events, and variance of the heme type simultaneously
in the native system. Lastly, a four-α-helix bundle that binds
a nonbiological metalloporphyrin selectively over native heme
has been reported, which demonstrates that proper design can
actually favor the non-native cofactor (48, 49). The design of a
peptide that can bind a non-native cofactor selectively takes us
closer to the rational design of a metalloprotein from the ground
up and provides an important testing ground for our knowledge
of protein structure and function.
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Figure 4 Introduction of non-native metal Schiff base and substituted heme cofactors by noncovalent attachment in myoglobin. (Adapted from
Reference 8, p. 6, 7, copyright 2007 with permission from Elsevier.)

Reconstitution of heme proteins with modified hemes relies
heavily on the strong protein–heme interaction and incorpora-
tion of non-native cofactors that bear less structural similarity to
heme is more challenging. The metal ligand affinity of the prox-
imal His in myoglobin for a Cu(II) N-salicylideneaminoacidato
compound has been used for noncovalent attachment of this
complex (50) demonstrating that noncovalent attachment to a
protein is possible even if the new metal cofactor does not
resemble heme. Although the metal Schiff base complexes
Mn(III)salen and Cr(III)salophen are roughly planar and sim-
ilar in dimension to heme, a structural-based design to modify
both the metal complex (through substitution of the 5 and 5′

positions) and protein (mutation of Ala71 with Gly) was re-
quired (Fig. 4) (51) to obtain cofactor incorporation. Crystal
structures with an Fe(III)salophen derivative reveal disorder of
the non-native cofactor induced by steric repulsion from Ala71
(52). In catalytic sulfoxidation, the modification of His64 to Asp
allowed the Mn(III) derivative to produce enantioselectivity up
to ∼30% (53). Such detailed analysis of an artificial cofactor in a
protein has allowed these authors to propose substrate-binding
locations and to delineate substrate and cofactor interactions

that may be responsible for the catalytic activity. Application
of similar techniques allowed the heme oxygenase incorpora-
tion of Fe(III)salen (54). This non-native cofactor composite
demonstrated the importance of a hydrogen bond to Arg177
for rapid electron transfer in heme oxygenase. Furthermore, the
direct participation of the non-native cofactor in electron trans-
fer reactions via the conserved interactions of the native system
demonstrates the potential for regulation of non-native cofactors
by the native protein environment.

A more general noncovalent attachment method is the use
of biotin for attaching cofactors to avidin or streptavidin. This
technique was first demonstrated by Wilson and Whitesides (55)
who generated a biocatalyst capable of asymmetric hydrogena-
tion of α-acetamidoacrylic acid with up to 44% ee using a
biotinlated achiral diphosphinerhodium(I) complex and avidin.
Lin et al. expanded this concept with a chiral Pyrphos-Rh(I)
complex and hydrogenated itaconic acid with up to 48% ee
(56). Recently, Letondor et al. (57) have demonstrated the use
of this system by the noncovalent attachment of various diphos-
phine rhodium, ruthenium and iridium complexes to avidin and
streptavidin (Fig. 5). The subsequent tuning of the linker and
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Figure 5 Noncovalent attachment of non-native metal cofactors
exploiting the strong interaction between biotin and streptavidin for
generation of enantioselective hydrogenation biocatalysts. (Reproduced
from Reference 57, p. 8321, copyright 2006 with permission from The
American Chemical Society.)

protein cavity has provided high enantiomeric selectivity for
several reactions and good conversion. Examples include hy-
drogenation of acetamidoacrylic acid with 96% ee (58), transfer
hydrogenation of p-methyl acetophenone with 94% ee (59),
and oxidation of aromatic alcohols (60). A similar system has
also been subjected to directed evolution for hydrogenation of
acetamido-acrylic acid (6). The stepwise improvement of selec-
tivity to 65% ee demonstrates that the noncovalent attachment
of the metal cofactor can be coupled to biological techniques
for improvement of the artificial metalloprotein.

Design and engineering of
metalloproteins containing non-native
cofactors through covalent attachment

The covalent attachment of non-native cofactors to a protein
host has the advantage of site-specific incorporation and high
yield and is usually achievable with minimal structural modifi-
cation to the complex or protein host, even if the protein affinity
for the cofactor is minimal. A Cu(II) 1,10 phenanthroline, an
efficient DNA cleavage agent, was covalently attached via a cys-
teine to several DNA-binding proteins (Fig. 6a) (61–62). The
resulting combination of efficient DNA cleavage by the cofactor
and selective DNA positioning by the protein makes an excel-
lent artificial nuclease. The covalent attachment of this same
complex to an active site Cys in the adipocyte lipid-binding
protein has yielded an artificial esterase that catalyzes enantios-
elective hydrolysis with 86% ee (62). Although the covalent
attachment of a monodentate phosphate Rh(I) COD complex to
this same protein yielded an active hydrogenation catalyst, no
enantioselectivity was observed (64). Covalent attachment via a
reactive Lys has been reported for a copper bis-imidazole ligand
tethered to antibody 38 C2 via an anhydride linker (65). The ar-
tificial cofactor displays >3000 fold greater hydrolytic activity

when complexed to the protein. Last, covalent anchoring via an
active site Ser has been exploited to attach Pt-pincer type com-
plexes to the lipase cutinase (66). A suicide inhibitor, a modified
p-nitrophenol phosphonate, which covalently attaches to a lipase
active site residue (Ser) on hydrolysis was used to form the co-
valent linkage. Because of the enzyme substrate specificity, this
approach may provide chemoselective as well as stoichiometric
ligand attachment, and the above examples show great potential
for additional design and future site-specific artificial enzymes.

Covalent attachment has also been exploited for protein incor-
poration of non-native redox active cofactors. A photosensitive
rhodium complex has been covalently attached to a cysteine
near the heme of cytochrome c (67). The heme of these cy-
tochrome c bioconjugates was photoreducible, which makes it
possible for these artificial proteins to be potentially useful in
electronic devices. The covalent anchoring, via a disulfide bond,
of a redox active ferrocene cofactor has been demonstrated in
the protein azurin (68). Not only did conjugation to the protein
provide the cofactor with increased water stability and solubil-
ity, but it also provided, by means of mutagenesis, a means of
tuning the reduction potential of the cofactor. The protein-aided
transition of organometallic species into aqueous solution via
increased solubility, stability and tuning are important benefits
to the construction of artificial metalloproteins.

The above examples of covalent cofactor attachment all
employ single-point covalent attachment. However, for some
applications, single point attachment may be insufficient to
produce the desired system properties. For example, when
Mn(III)-salen is covalently attached to papain via a single
maleimide linker, less than 10% ee was observed (69). Simi-
larly, when Mn(III)-salen was covalently attached to myoglobin
using a single disulfide bond, the resulting enantioselectiv-
ity in sulfoxidation was low, 12% ee. However, anchoring
the Mn(III)-salen cofactor at two locations within myoglobin
(Fig. 1b) increased the enantioselectivity of the artificial enzyme
to 51% ee (63). Clearly, this work demonstrates the importance
of controlling catalyst positioning within the protein cavity, and
dual covalent anchoring is a promising approach if high chemos-
electivity and enantioselectivity is the desirable goal of artificial
metalloprotein design.

Conclusions
Great progress has been made in the design and engineer-
ing of artificial metalloproteins. The introduction of unnatural
amino acids has created new probes of physiologic activity
and provided methods for fine-tuning protein properties not
available with conventional biochemical techniques. Such tech-
niques have also been used to elucidate the subtle role of key
residues in protein metal binding sites as was never possible
before. The incorporation of non-native cofactors has enhanced
our understanding of protein design by revealing factors, both
covalent and noncovalent, that govern cofactor binding and en-
zyme enantio- and chemoselectivity. Last, novel function has
been introduced in metalloproteins. A combination of directed
evolutionary, rational design, and combinatorial techniques for
the design of non-native metalloproteins has a bright future in
biotechnological and pharmaceutical applications.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 7



Artificial Metalloproteins, Design and Engineering of

(a) (b)

Figure 6 Introduction of non-native metal cofactors by covalent attachment. (a) Computer model of a phenanthroline complex bound to adipocyte lipid
binding protein. (b) Computer model of a dual covalently attached Mn Salen. (Reproduced from Reference 62, p. 11644, copyright 1997 and Reference
63, p. 10812, copyright 2004 with permission from The American Chemical Society.)
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Many microorganisms have evolved an unusual way of producing
secondary peptide metabolites. Large multidomain enzymatic machineries,
the so-called nonribosomal peptide synthetases (NRPSs), are responsible for
the production of this structurally diverse class of peptides with various
functions, such as cytostatic, immunosuppressive, antibacterial, or
antitumor properties. These secondary metabolites differ from peptides of
ribosomal origin in several ways. Their length is limited to a mere 20
building blocks, roughly, and mostly a circular or branched cyclic
connectivity is found. Furthermore, aside from the proteinogenic amino
acids, a larger variety of chemical groups is found in these bioactive
compounds: D-configurated amino acids, fatty acids, methylated, oxidized,
halogenated, and glycosylated building blocks. These functional and
structural features are known to be important for bioactivity, and often
natural defense mechanisms are thus evaded. In this article, we describe
the enzymatic machineries of NRPSs, the chemical reactions catalyzed by
their subunits, and the potential of redesigning or using these machineries
to give rise to new nonribosomal peptide antibiotics.

Nonribosomal peptide synthetases (NRPSs) compose a unique
class of multidomain enzymes capable of producing peptides
(1–4). In contrast to the ribosomal machinery where the mRNA
template is translated, the order of catalytically active entities
within these synthetases intrinsically determines the sequence
of building blocks in the peptide product (Fig. 1). As a conse-
quence, generally speaking, each NRPS can only produce one
defined peptide product. This is chemically implemented by the
fact that all substrates and reaction intermediates are spatially
fixed to the synthetase by covalent linkage–thereby eliminat-
ing side product formation caused by diffusion. The catalytic
entities responsible for the incorporation of a distinct building
block into the product are called modules. Each module car-
ries out several chemical steps required for the synthesis of
nonribosomal peptides: Recognition of the building block, ac-
tivation, covalent attachment, translocation, and condensation.
In several cases, additional modifications are found, such as
epimerization [Tyrocidine, (5)], cyclization [Gramicidin S, (6)],
oxidation [Epothilone, (7)], reduction [linear gramicidin, (8)],
methylation [Cyclosporin, (9)], and formylation [linear grami-
cidin, (10)]. In vitro studies have shown that each module can

be subdivided into catalytically active domains to which the dif-
ferent reactions mentioned above can be assigned (1–4). Thus,
the so-called adenylation (A), peptidyl carrier protein (PCP),
and the condensation (C) domains were identified as being es-
sential to all NRPSs. In addition, a second group of so-called
optional domains exists: the epimerization (E), cyclization (TE
or Cy), oxidation (Ox), reduction (R), N-methylation (Mt), and
formylation (F) domains. Aside from NRPSs themselves, sev-
eral enzymes are known to act on some peptides while they are
still bound to the synthetase or even after their release. These
modifying enzymes can glycosylate [Vancomycin, (11)], halo-
genate [Vancomycin, (11)], or reduce [linear gramicidin, (8)]
the peptides in trans . With several hundred different building
blocks found in nonribosomal peptide products, it becomes ev-
ident that their diversity is vast (Fig. 2). This article addresses
the biologic background of these secondary metabolites, the
enzymatic machineries of NRPSs, and the chemical reactions
catalyzed by their domains. Furthermore, the possibility of ma-
nipulating NRPSs and using certain domains to produce novel
compounds is discussed.
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(a)

(b) Gene NRPS: Modules
Nonribosomal

Biosynthesis
Peptide

Gene mRNA: Codons
Ribosomal

Biosynthesis
Protein

Figure 1 Comparison of ribosomal and nonribosomal peptide synthesis.
(a) In the ribosomal information pathway, the sequence of codons in the
mRNA determines the sequence of amino acids in the protein, whereas
(b) the sequence of modules in the nonribosomal peptide synthetases
intrinsically determines the primary sequence of the peptide product.

Biologic Background

Nonribosomal peptides are produced by a large number of bacte-
ria, fungi, and lower eucaryotes. For most of these compounds,
their biologic role is unknown. One might suspect that these
secreted molecules are used for unknown forms of communica-
tion or simply to critically increase the chance of survival for
the producing cell in its habitat, because the metabolic cost of
their production is enormous. However, the function of some
nonribosomal compounds has been identified: The well-studied
penicillin produced by Penicillium notatum, for instance, is a
weapon against nutrient competitors, and the siderophore bacil-
libactin helps its producer, Bacillus subtilis , acquire iron and
thereby prevent iron starvation. For us, natural products pro-
duced by microorganisms attract considerable attention because
their observed bioactivities range from antibiotic to immuno-
suppressive and from cytostatic to antitumor. Not only have
these secondary metabolites been optimized for their dedicated
function over millions of years of evolution, but they also rep-
resent promising scaffolds for the development of novel drugs
with improved or altered activities.

Catalytic Domains
of Nonribosomal Peptide
Synthetases

The catalytically active entities that NRPSs are composed of
can be classified as being essential to all NRPSs or being re-
sponsible for special modifications. Only when a set of domains
correctly acts in appropriate order, the designated product can
be synthesized (3) (Fig. 3). The function, chemistry, and inter-
actions of these domains are discussed in the following section
(Fig. 4).

Essential domains of NRPSs

Before any peptide formation can occur, the amino acids or,
generally speaking, the building blocks to be condensed need to
be recognized and activated (12). The adenylation (A) domains
are capable of specifically binding one such building block.
Once bound, the same enzyme catalyses the formation of the
corresponding acyl-adenylate-monophosphate by consumption
of ATP (Fig. 4). The resulting mixed anhydride is the reactive
species that can be processed additionally by the NRPS ma-
chinery. Sequence alignments, mutational studies, and structural

data have revealed that amino acid residues at certain positions
in the enzyme determine the specificity of an A domain (13).
This result can be explained by the thereby generated chem-
ical and physical environment of the substrate binding site.
Some A domains, however, are known to have a relaxed sub-
strate specificity. In these cases, chemically or sterically similar
amino acids also are recognized, processed analogously, and
thus found at that very position in the product. For example,
the A domain of the first module of the gramicidin synthetase
LgrA (10) not only activates valine but also activates isoleucine,
which is found in 5% of linear gramicidins extracted from pro-
ducing strains.

When the first building block has been recognized and acti-
vated by the A domain, the next essential domain comes into
play: The peptidyl carrier protein (PCP) domain. Like the acyl
carrier protein (ACP) in fatty acid biosynthesis, this PCP do-
main is responsible for keeping the reaction intermediates bound
to the enzymatic machinery. Thus, a directed order of additional
reaction steps can be implemented by controlled translocation,
and NRPSs are thus often described as assembly line-like ma-
chineries. The PCP domain consists of 90 amino acid residues,
roughly, and is known to rearrange itself to at least three dif-
ferent tertiary structures in aqueous solution, as is necessary for
interaction with the surrounding domains at certain stages of
synthesis (14). Just like ACPs, the PCP domains are also de-
pendent on a post-translational modification to function. This
modification is the attachment of a 4′-phosphopantetheine co-
factor to a conserved serine residue. The terminal thiol group of
this cofactor is the nucleophile that attacks the mixed anhydride
(acyl-AMP) and therefore covalently binds the NRPS substrates
via a thioester bond. After such an acylation, the PCP domain
directs the substrate toward the next processing domain. If we
leave out any optional modifying domains at this point, this next
domain would generally be a condensation (C) domain.

The C domain is needed for the condensation of two biosyn-
thetic intermediates during nonribosomal peptide assembly (15).
The PCP-bound electrophilic donor substrate is presented from
the N-terminal side of the synthetase. On the other side, the
nucleophilic acceptor substrate–bound analogously to the PCP
domain of the next module–reaches back to the active site of
the C domain from the other direction (downstream). In the
first condensation reaction of an NRPS, both of these substrates
would typically be aminoacyl groups connected to their PCP
domains. Condensation is initiated by the nucleophilic attack of
the α-amino group of the acceptor substrate onto the thioester
group of the donor substrate. The cofactor of the upstream PCP
domain is released, and the resulting amide bond now belongs
to the dipeptide, which remains bound to the downstream PCP
domain. Thus, a translocation of the condensation product to-
ward the next module has occurred. All condensation reactions
are strictly unidirectional–always transporting the growing prod-
uct chain toward the module closer to the C-terminus of the
machinery. The elongated peptide then serves as the donor in
a subsequent condensation step on the next module. Usually,
there are as many condensation domains in an NRPS as there
are peptide bonds in the linear peptide product. This general
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Figure 2 A selection of nonribosomal peptides. Chemical and structural features that contribute to the vast diversity of this class of metabolites are
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Figure 3 The nonribosomal machinery (a) needed to produce bacitracin (b) consists of three separate synthetases: BacA, BacB, and BacC, composing a
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translocation model implies that the biosynthesis is linear—
altogether dependent on delicate, situationally changing affini-
ties that guarantee correct timing for each reaction and that
prevents side reactions (Fig. 4). Even though this model suc-
cessfully puts the biosynthetic enzymes in relation with their
products for most known NRPS systems, some exceptions are
known: The structures of syringomycin (16) or coelichelin (17)
cannot be sufficiently explained by merely deciphering the
buildup of their NRPSs when using this model. Obviously, other
regulatory mechanisms and forms of inter-domain communica-
tion are not yet fully understood.

When the last condensation reaction has occurred, the lin-
ear precursor needs to be released from the enzyme. For this
important last step, several mechanisms are known: simple hy-
drolysis of the thioester (balhimycin, vancomycin), intramolec-
ular cyclization leading to a lactam (tyrocidine, bacitracin) or a
lactone (surfactin), or even reductive thioester cleavage (linear
gramicidin). In some cases, the linear precursor is dimerized
(gramicidin S) or even trimerized (bacillibactin, enterobactin)
before cyclization (Fig. 2). Even though these reactions are
critical for the compound’s bioactivity, the catalytic domains
responsible for the release are not found in all NRPS systems
and will therefore be called “modifying” domains.

Modifying domains of NRPSs
Apart from the essential domains in NRPSs, several so-called
modifying domains are not found in every NRPS system. Nev-
ertheless, they are required for proper processing of their desig-
nated substrate within their synthetase. Deletion or inactivation
of these modifying domains usually results in the production
of compounds with bioactivities severely reduced or altogether
abolished.

Most nonribosomal peptides have a cyclic connectivity.
In these cases, a C-terminal, so-called thioesterase (TE) do-
main, is often found in the synthetase. These TE domains
all share an invariant serine residue belonging to a catalytic
triad (Asp-His-Ser), which is known to be acylated with the
linear peptide before cyclization (18). Once the substrate is
translocated from the PCP domain onto the TE domain, the

regiospecific and stereospecific intramolecular attack of a nu-
cleophile onto the C-terminal carbonyl group of the substrate is
directed by the enzyme. This nucleophile can be the N-terminal
α-amino group of the linear peptide (tyrocidine, gramicidin S),
a side-chain amino (bacitracin) or hydroxyl group (surfactin).
Since the ester bond between the substrate and the TE domain is
cleaved by these cyclization reactions, the resulting lactams or
lactones are released from the synthetic machinery by this step.
In a few cases, the modular arrangement of NRPSs suggests
that only one half (gramicidin S) or one third (bacillibactin, en-
terobactin) of the extracted peptide product can be produced by
one assembly line-like synthesis (Fig. 2). These synthetases are
considered iterative (19) because they have to complete more
than one linear peptide synthesis before one molecule of the
secondary metabolite can be released. According to a proposed
model, the first precursor is translocated onto the TE domain,
the second monomer is then produced and transferred to the TE
domain-bound first monomer leading to a dimer. An analogous
trimerization occurs—if applicable—and finally the product is
released by cyclization.

Another modifying reaction that is commonly found in
NRPSs is the epimerization (E) of an amino acid (5). E domains
that are always situated directly downstream of a PCP domain
catalyse these reactions. The most C-terminal amino acid of the
reaction intermediate is racemized by an E domain, no matter
whether the substrate is an aminoacyl group alone or a peptidyl
group. The mechanism of these E domains is so far unclear,
even though a catalysis that involves one or more catalytic bases
to deprotonate the α-carbon atom as a first step seems likely.
The resulting planar double-bond species then needs to be repro-
tonated from the other side to invert the absolute configuration
of the building block. This result can be accomplished by a
nearby protonated catalytic base in the enzyme or water, which
is positioned opposite of the first catalytic base. Nevertheless, a
mixture of both stereoisomers always can be detected when the
substrate bound to the enzyme is analyzed, which is indicative
for either a nonstereoselective or a reversible reaction. Once the
epimerized substrate undergoes the subsequent condensation re-
action, only the species with an inverted stereocenter is found

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Biosynthesis of Nonribosomal Peptides

A PCP C A PCP C A PCP

OH OH OH

C

A PCP C A PCP C A PCP

SH SH SH

C

S
O

S
O

S
O

O

A PCP C A PCP C A PCP C

S
O

O

A PCP C A PCP C A PCP

SH S
O

NH
O

C

S
O

NH

O
H2N

H2N

H2N

H2N

O

HN
O

NH2

NH2
NH2NH2NH2

SHSH

A PCP C A PCP C A PCP C

(a)

CoA
[Sfp]

3',5'-ADP

            ATP,
cognate substrates

AMP, PPi

[A domain]

(b)

[first C domain]

[second C domain]

(c) (d)
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in the elongated product. Thus, the C domain only processes the
inverted species. In some rare cases, the C domain also exhibits
epimerization activity besides its normal function, and it is then
called the “dual C/E” domain [Arthrofactin, (20)].

Another structural feature often found in NRPS products is
N-methylated amide bonds. The domain that introduces this C1

unit, the so-called methyltransferase (Mt) domain, is situated
between the A and the PCP domain (21). By consumption
of S -Adenosyl-methionine, the α-amino group of the acceptor
substrate is methylated before condensation with the donor.

In the case of linear gramicidin, the N-terminus of the nonri-
bosomal peptide carries a formyl group (10). Just like in the
bacterial ribosomal synthesis, only a formylated first build-
ing block is processed additionally by the corresponding en-
zymatic machinery. Thus, one can find a distinct formylation
(F) domain at the very N-terminus of the synthetase. Another
formylated NRPS product is coelichelin whose N-terminal or-
nithine residue is believed to be Nδ-formylated in trans by a
formyltransferase genetically associated with the NRPS (17).
Formyl-tetrahydrofolate is used as source of the formyl group
by these enzymes.

The essential condensation domain mentioned above can, in
some cases, not only condensate but also catalyze a side-chain
cyclization. It is then called cyclization (Cy) domain. The
cyclization is initiated by a nucleophilic attack of the side-chain
heteroatom on the carbonyl group of the amide bond formed by

the same domain. When water is eliminated, a stable pentacycle
is integrated into the peptide chain without altering the rest of
the backbone. The nucleophiles known to be reactants in these
Cy domain reactions are either threonine/serine [mycobactin
A, (22)] or cysteine [bacitracin, (23)]. The former leads to
(methyl-)oxazoline heterocycles, whereas the latter gives rise to
thiazoline-like units. Another domain sometimes associated with
this heterocyclization is the oxidation (Ox) domain [Epothilone,
(7)]. It is located between A and PCP domains, and it catalyses
the oxidation of oxa/thiazoline intermediates, which leads to
oxazoles or thiazoles, respectively.

Techniques for the Production
of Novel Nonribosomal Peptides

With a constantly growing number of pathogenic bacterial
strains resistant to the known antibiotics, the demand for novel
antibiotics or, more generally speaking, therapeutic agents is
evident. Because many NRPS products already have such activi-
ties and their chemical and structural diversity is so huge, efforts
have been made to use NRPSs to broaden the known spectrum
of therapeutics. In this section, the possibilities of using NRPS
machineries or parts of them to produce new bioactive com-
pounds are addressed.
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Module or domain exchange

When considering the modular buildup of NRPSs, the possi-
bility of altering the peptide product by insertion, deletion, or
exchange of modules seems to be an obvious approach for the
production of new compounds. Because the A domains deter-
mine the specificity of each module, even an exchange of frac-
tions smaller than whole modules in a synthetase could lead to
an altered product. In the past, various attempts have succeeded
using these strategies (24, 25). For instance, the exchange of an
A domain in the surfactin NRPS with other A domains of both
bacterial and fungal origin lead to the formation of the expected
variants of surfactin (26). However, in all of these early stud-
ies, the apparent turnover rates were significantly lower than in
the wild-type systems. According to common understanding of
NRPSs, two explanations for the drastically slowed down syn-
thetic process can be given. First, the borders chosen to dissect
and to fuse the catalytic domains might have been unsuitable.
Even though the reoccurring, highly variable so-called linker
regions between each pair of catalytic domains seem not to ex-
hibit secondary structures, their sequence and length might be
critical for proper inter-domain communication. So far, no struc-
ture of any enzyme consisting of two or more NRPS domains
has been published, which makes it difficult to define the right
domain border when preparing a cloning strategy for fusion or
for dissection. Second, the specificity of the C domains might
result in a reduced product turnover. Even though a relaxed
specificity for the donor substrate has been reported, the accep-
tor site seems to be highly specific, which discriminates against
artificial substrates (27). Both the mode of catalytic action and
the molecular and structural basis for the selectivity are not fully
understood for C domains so that a straightforward approach for
overcoming these low turnover rates currently cannot be given.

Changing the specificity code
for A domains

Sequence alignments of A domains have revealed that domains
activating the same type of building block share a set of con-
served residues in the primary protein sequence (13). With the
A domain’s crystal structure, one can find that these residues
form the substrate binding pocket (28). These residues are there-
fore referred to as the “selectivity-conferring code” of NRPSs
(13). One can now rationally exchange these sets of residues
and can obtain fully functional A domains with altered sub-
strate recognition. For example, this process has been done for
the first module of the surfactin synthetase srfAA, which ac-
tivated glutamate (29). In this case, the only difference in the
selectivity-conferring code compared with a glutamine activat-
ing A domain lies in one residue. Thus, the single mutation of
Lys239 to Gln239 in the enzyme leads to the desired and pre-
dicted shift of specificity. In another experiment, three residues
were altered to change the substrate recognition of the aspartate
activating A domain in srfB2 to asparagine. The corresponding
bacterial strain was shown to produce the expected variant of
surfactin containing asparagine at position 5. Even though this
elegant way of manipulating NRPSs works, a few drawbacks
are worth mentioning. On the one hand, product turnover rates

are predicted to be very low. As discussed, the C domains that
have to process the artificial substrates are predicted to discrim-
inate against non-natural substrates, which kinetically impede
product formation drastically. On the other hand, this method
is limited to the building blocks that other known A domains
activate. Yet, the vast diversity and bioactivity of nonribosomal
peptides mainly arises from their unusual connectivities and a
large number of postsynthetic modifications, which one cannot
address when merely changing the A domains’ specificities.

Chemoenzymatic approaches

A very powerful method for producing novel antibiotics is
the chemoenzymatic approach (30). The idea behind this strat-
egy is to leave out the enzymatic buildup of the linear pep-
tide scaffolds and replace it by solid-phase peptide synthesis
(Fig. 5). Once the desired peptide is produced, its C termi-
nus needs to be synthetically activated (usually as a thioester)
before the substrate can be subjected to enzymatic cycliza-
tion using a TE domain. The advantages of solid-phase syn-
thesis (SPPS) are obvious: Virtually any oligo-peptide can be
made in a short time and in large quantities. Even though this
is true for most oligo-peptides, some amino acid sequences
seem very difficult to synthesize, and the popular Fmoc pro-
tective group strategy always imposes the risk of racemiza-
tion. Many different building blocks (already modified with
protective groups necessary for SPPS) can be purchased, and
by automated parallel peptide synthesis whole libraries can be
produced very quickly. The reason why one can use such pep-
tides as substrates lies in the relaxed substrate specificity of
many TE domains. The TE domain of the Tyrocidine syn-
thetase, which carries out a head-to-tail cyclization of the de-
capeptide DPhe-Pro-Phe-DPhe-Asn-Gln-Tyr-Val-Orn-Leu, for
instance, only recognizes the two N-terminal and C-terminal
amino acids of the natural substrate. The side chains of the
amino acids at other positions are not recognized by the en-
zyme, and experiments with substrates that carry substitutions to
alanine in these positions still lead to analogous cyclodecamers
(31). The major advantage of using TE domains for cyclization
reactions is their regiospecificity, stereospecificity, and chemo-
specificity. Thus, no protective groups are needed during these
enzymatic cyclization reactions, and undesired side product for-
mation is minimized. Additionally, these reactions are carried
out under mild aqueous conditions, usually pH 7–8.

To follow this chemoenzymatic approach, the synthetic sub-
strates must be transferred onto the catalytically active serine
residue of the TE domain. This transfer can either be done di-
rectly or with the help of a PCP domain. In the natural system,
translocation is realized by the interaction between the PCP and
the TE domain. The substrate, which is bound to the 4′Ppan
cofactor of the PCP domain as a thioester, acylates the hy-
droxyl group of the serine. Chemically speaking, the acylation
of the TE is a result of a trans-esterification. When using TE
domains, the substrate provided in trans must also have an ap-
propriate acylation potential. Several key techniques have been
developed to covalently attach synthetic substrates to PCP and
TE domains. In the first method, the relaxed substrate speci-
ficity of the 4′Ppan transferase Sfp is used to load acyl moieties
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Figure 5 Chemoenzymatic approaches for the production of novel bioactive compounds. In this example, the enzymatic buildup of the linear precursor
of daptomycin by its NRPSs (DptA, DptBC, and DptD) is substituted by solid-phase synthesis (a). By using the 4′Ppan transferase Sfp and the CoA-thioester
of the linear peptide, the apo-enzyme PCP-TE and be modified, and after trans-esterification cyclized by the TE domain (b). Because the resulting
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When these compounds are used, no PCP domain is necessary. The TE domain is readily acylated, and regiospecific and stereospecific cyclization toward
daptomycin or, depending on the linear peptide provided, toward variants thereof occurs. Because the enzyme is not altered in any way after product
release, this setup results in a multiple turnover.

onto PCP domains enzymatically. Just like in the natural prim-
ing reaction in which the 4′Ppan part of CoA is transferred
onto the conserved serine residue of the apo-PCP domain, Sfp
does analogously attach S-acylated 4′Ppans, which originates
from S-acylated CoA substrates (32). These CoA substrates can
readily be obtained by one coupling reaction directly after solid
phase synthesis. With this technique, virtually any substrate can
be brought to a desired position in recombinant NRPS enzymes
containing an apo-PCP domain. This result is of great value
when elucidating the catalytic properties and substrate speci-
ficities of other domains. When investigating TE domains, for
example, the corresponding apo-PCP-TE would be the starting
point for screening the cyclization abilities of the TE domain
with a synthetic substrate library. However, the major disadvan-
tage of this method becomes evident when looking closely at
the enzyme after the release of the product: The PCP domain
is now in its holo-state, and therefore, subsequent enzymatic
loading of substrates with Sfp is impossible. Because product
formation is limited to a single turnover, other methods have
been developed to allow for multiple turnover.

For multiple turnover reactions, the TE domains must be
supplied with substrates in trans; yet the acylation potential
must be sufficient and the compound must be recognized by the
enzyme. The first approach made was inspired by the natural
system where the substrate is activated as a thioester bound to
the 4′Ppan cofactor. The idea was to minimize the 4′Ppan moi-
ety by replacing it with N-acetyl-cysteamine (SNAc) (33). This
method works fairly well; however, it seems in later studies that
the acylation potential is of greater importance than the similar-
ity to the natural situation and a variety of peptidyl-thioesters
with better leaving groups than SNAc was tested. The fastest
turnover rates were found when thiophenol-esters were used (30,
34). Thiophenol has several advantages: It does not have any
functional groups other than the thiol group, it is inexpensive,
and it can easily be separated from the product. This method
has been successfully used to shed light on the promiscuity of
the TE domain of the daptomycin NRPS (35).

Even though these techniques allow for the production of new
potentially bioactive compounds, they are usually closely re-
lated to known substances, which basically implies an analogous
mode of action, and the deviations normally alter quantitative
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parameters such as solubility and affinity. Nevertheless, hun-
dreds of nonribosomal systems still need to be explored, and
the discoveries of new ones are frequently reported. The basic
understanding of the catalytic functions of nonribosomal do-
mains and modules that we have today is a good starting point
for additional exploration and use of systems that are not yet
understood fully.
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Nuclear hormone receptors are integral players in endocrine networks that
lie at the interface between biology and chemistry. Unlike most other
classes of transcription factors, these proteins are designed uniquely to bind
small molecules and, thus, affect gene expression in response to the cellular
and organismal chemical environment. After several decades of research, it
is now appreciated that nuclear receptors bind very diverse lipophilic small
molecules with a wide range of specificity and affinities. Recent nuclear
receptor structures coupled with large-scale screening efforts challenge the
dogma that all nuclear receptors, especially the large subset of
constitutively active receptors, will have ligands and will represent tractable
drug targets. As such, the ‘‘pharmacologic future’’ for such orphan nuclear
receptors may reside outside of the ligand-binding pocket.

Nuclear hormone receptors are classically defined as ligand-
regulated transcription factors. The transcriptional programs
affected by these proteins are linked to metabolic pathways,
endocrine homeostasis, and organ development; thus, both the
loss and the gain of function of these receptors are associated
closely with a variety of human diseases that include develop-
mental and metabolic defects, cardiovascular disease, diabetes,
reproductive failure, and cancer. Forty-eight nuclear receptors
have been identified in the human genome and are subclassi-
fied into seven distinct subfamilies that consist of NR1, NR2,
NR3, NR4, NR5, NR6, and NR0 based largely on sequence
similarity in their two signature domains (1). These two do-
mains are present in almost all nuclear receptors and consist of
the N-terminal DNA-binding domain (DBD) and the C-terminal
ligand-binding domain (LBD). The DBD interacts with specific
DNA elements located in promoters of target genes, whereas
the LBD binds hormones or other lipophilic molecules (2). Ad-
ditionally, receptors include two highly variable domains: the
N-terminal domain preceding the DBD and the flexible hinge
region between the DBD and the LBD. Currently, no pharma-
ceutical compound is targeted directly to the DBD or the flexible
domains of any nuclear receptor.

Here we will focus on current progress in structural analyses
of nuclear hormone receptors, and how these proteins interact
with their ligands, both natural and pharmaceutical. We will
provide first a general overview of nuclear receptors and then
using several nuclear receptors as examples, we will discuss
the receptor-ligand specificity throughout the nuclear receptor

superfamily and its implications for successful, rational drug
design to target the activity of these proteins. Additionally, we
will review the emerging drug strategies that target regions
outside of the ligand-binding pocket that might potentially
provide new therapeutics aimed at this large family of receptors.

Overview

Nuclear receptors are sophisticated homeostatic sensors that
function in the endocrine network of vertebrate organisms and
allow for communication between or within different tissues and
organs, often over large distances. These receptors can detect
a constantly changing environment by binding small lipophilic
hormones and metabolic intermediates. The ligand dependent
feature of some nuclear receptors has been exploited success-
fully for therapeutic intervention against diseases such as breast
cancer, type 2 diabetes, and hypertension (Table 1) (3–39).
The use of nuclear receptors to mediate hormone signaling
seems to have developed late during metazoan evolution. In-
deed, genome-wide comparisons reveal that nuclear receptors
are absent in some eukaryotic genomes. However, in those or-
ganisms, other signaling pathways have been adapted to meet
their endocrine needs and respond to small lipophilic molecules.
For instance, no nuclear receptors have been identified in the
yeast genome. Interestingly, a protein fold similar to the nu-
clear receptor LBD was identified by structural prediction in
two transcription factors Oaf1 and Pip2 in the budding yeast S.
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Table 1 Nuclear hormone receptors and their ligands

Examples of Endogenous Examples of synthetic
Subfamily members ligands ligands Reference

NR1 TR Thyroid hormone GC-1 (3–5)
PPAR Fatty acids GW6471(PPARα), Rosiglitazone (PPARγ) (6–9)
LXR Oxysterols GW3965, T0901317 (10, 11)
PXR Not known Rifampicin, SR12813, Hyperforin (12–14)
CAR Not known Androstanol, Phenobarbital, CITCO (15–19)

NR2 RXR Retinoic acid GW0791 (RXRα) (17, 20, 21)
HNF4 Fatty acids (?) None to date (22, 23)

NR3 ER Estradiol Tamoxifen, ICI164,384 (24–26)
ERR Not known GSK4716 (ERRγ) (27, 28)

NR4 NGFI-B Not known None to date (29)
Nurr1 Not known None to date (29, 30)

NR5 SF-1 Phospholipids (?) GSK8470 (31–34)
LRH-1 Phospholipids (?) GSK8470 (31, 33–35)

NR6 GCNF Not known None to date (1)
NR0 DAX-1 Not known None to date (36)

cerevisiae. These transcription factors heterodimerize and bind
the fatty acid oleate, reminiscent of the mammalian retinoic
X receptor (RXR, NR2B)/peroxisome proliferators-activated re-
ceptor (PPAR, NR1 C) signaling pathway (40). Similarly, hor-
mone signaling in multicellular plants is not mediated by nuclear
receptors despite the fact that sterols mediate many analo-
gous functions in plant biology. Instead, plants seem to use
other ligand binding motifs. For example, the growth pro-
moting plant phytohormone brassinosteroid binds a cell sur-
face receptor that activates downstream kinases and ultimately
Myc family transcription factors (41, 42). Another large family
of homeodomain-START (star-related lipid-transfer) proteins is
hypothesized to affect gene expression directly after binding
sterols and lipids selectively via the START domain (43, 44).
Collectively, these examples suggest conserved signaling by
lipophilic molecules using evolutionarily distinct binding pro-
teins.

Ligand Activation of Nuclear
Receptors

To carry out the transcriptional programs that require both ac-
tivation and repression of target genes, nuclear receptors inter-
act with numerous coregulators, which nucleate the assembly
of macromolecular protein complexes that remodel chromatin
and modulate transcription initiation or silencing (45, 46). For
ligand-dependent receptors, the presence or absence of ligand
determines the nature of the assembled protein complex. Given
the importance of the LBD in binding ligand and interacting
with coregulators, collective efforts of academia and industry
have now elucidated LBD crystal structures for nearly all seven
subfamilies (47). The nuclear receptor LBD structure is con-
served and consists of an α-helical bundle (α1-α12), one to five
β-strands, with three to four antiparallel layers and a hydropho-
bic ligand-binding pocket that occupies the core of the bundle

human TR mouse SF-1 rat NGFI-B

H12

H12
H12

H1

H1

H1

SHP

(a) (b) (c)

Figure 1 Nuclear receptors can accommodate ligands of various sizes (a) LBD structure of human TR bound to its ligand, triiodothyronine (shown as
spheres) (PDB 1XZX) (3). (b) LBD structure of mouse SF-1 bound to a bacterial phospholipid (shown as spheres) and the mouse SHP peptide (PDB 1YMT)
(31). (c) LBD structure of rat NGFI-B with an empty ligand-binding pocket; hydrophobic amino acids occluding the ligand-binding pocket are highlighted
as spheres (PDB 1YJE) (29). Helix 1 (H1) and helix 12 (H12) for each structure are indicated.
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(20). The volume of this pocket varies greatly among the re-
ceptors, which enables these proteins to accommodate ligands
of varying shapes and sizes (Fig. 1) (47, 48). In addition, the
LBD contains a dimerization interface that allows receptors to
bind DNA as homodimers or heterodimers (49). And, for some
receptors, it is also a key site for interaction with the heat-shock
proteins (50).

Based on the first crystal structures of liganded nuclear
receptors, the “mousetrap model” was proposed to account
for ligand-initiated activation (51). Ligand was proposed to
complete and stabilize the hydrophobic core of the receptor in
an active conformation of the LBD. Concomitant with binding
of the ligand, helix H12 that contains the Activation Function
2 (AF2) undergoes a dramatic rearrangement, docking across
the ligand-binding pocket and trapping the ligand inside (51).
This repositioning of helix H12 creates a new hydrophobic
surface (52, 53) that is bound by the LXXLL motif within
coactivator proteins (Fig. 2a) (54, 55). Interestingly, corepressor
proteins compete with coactivators for binding to the same
hydrophobic groove but form a slightly extended surface that
eliminates the need for ligand (6, 56). This mechanism allows
the ligand to dictate nuclear receptor action by repositioning

AF2 and thus shifting the equilibrium between coactivator and
corepressor binding (Fig. 2b) (57). However, many nuclear
receptors, especially orphan receptors, are constitutively active
in the apparent absence of a ligand. Moreover, structural studies
point to seemingly small receptor-specific differences within
the LBDs that must underlie the diversity of receptor action
in controlling distinct biologic processes (47).

Thus far, about half of all nuclear receptors have been paired
with physiologic ligands. The other half remain orphaned, and
either await identification of their native ligands or alternatively
will never be bound by a ligand. For the most part, matching
ligands with their cognate receptors has followed traditional
drug discovery approaches using both cell-based assays and bi-
ologic clues. Although nuclear receptors are found readily in
tractable genetic model organisms, such as flies and worms (58),
hunting for ligands by standard genetic screens has proven dif-
ficult and may reflect an overrepresentation of receptors that
belong to the so-called “orphan receptor” subfamilies in these
invertebrate species. Exceptions include the discovery of the
ecdysone hormone receptors and heme receptors in Drosophila

PPAR
H1 H1

H12

H12

SRC-1

Agonist

Agonist

Antagonist

Antagonist

SMRT

ER
H1 H1 

H12

H12 

(a)

(b)

(c)

PPAR H12 - Agonist

PPAR H12 - Antagonist

Figure 2 Helix 12 position differs in agonist- and antagonist-bound receptors. (a) LBD structures of human PPAR bound by an agonist ligand and a
coactivator peptide (SRC-1) (PDB 1K7L) or an antagonist ligand and a corepressor peptide (SMRT) (PDB 1KKQ) (6, 7). (b) Helix 12 structure from agonist-
and antagonist-bound receptor shown in A. (c) LBD structures of human ER bound by an agonist, 17β-estradiol (PDB 1ERE), and rat ER bound by an
antagonist, ICI 164,384 (PDB 1HJ1) (24, 26). Helix 1 (H1) and helix 12 (H12) for each structure are indicated; ligands are shown as spheres.
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(59), and 3-keto-sterols as ligands for the C. elegans nu-
clear hormone receptor DAF-12 involved in regulating lifespan
(60, 61).

Despite the collective efforts of academia and pharmaceutical
enterprises, ligands have remained elusive for many receptors.
A feature of these so-called “orphan receptors” is their consti-
tutive activity as evident by the robust, induced activity after
overexpressing these receptors in a cellular reporter assay. In
the absence of ligands, the best insights into the role of most of
these receptors in vertebrate development and physiology comes
from engineered mutants in mice or naturally occurring hu-
man mutations. Whether obligate ligands exist for the divergent
but conserved ligand-binding pockets of all nuclear receptors
is debated. Moreover, no clear consensus exists on the evolu-
tion of ligand dependence; two opposing hypotheses have been
proposed. The first hypothesis suggests that primordial nuclear
hormone receptors were ligand-independent, and regulation by
specific, high affinity ligands evolved later, several times during
the evolution of the nuclear receptor superfamily (62). Con-
sistent with this notion, many orphan receptor LBD structures
reveal an active conformation with the AF2 containing helix
H12 packed against the LBD, and with ligand-binding pock-
ets that are either small or absent because of the presence of
bulky hydrophobic amino acids (Fig. 1c) (63). These active but
empty orphan receptors may represent an intermediate state as
receptors were transitioning from ligand independence to ligand
dependence (62).

The second hypothesis suggests that the ancestral nuclear
receptors were ligand dependent, and throughout evolution
particular receptors lost the need for ligand activation. The idea
that primordial nuclear receptors were responsive to estrogens
is consistent with this notion (64). Moreover, the rodent lineage
of the NR5A subfamily that includes Steroidogenic factor 1
and Liver receptor homolog 1 (SF-1, NR5A1 and LRH-1,
NR5A2) exhibits specific features that diminish ligand binding,
which suggests that loss of ligand dependency occurred late
in evolution. Structures of human and mouse NR5A subfamily
LBDs revealed bacterial phospholipid ligands (Fig. 1b) (31–33,
35), except for the rodent LRH-1 where a key glycine residue
has been replaced with a glutamate; the resulting salt bridge at
the mouth of the ligand-binding pocket stabilizes the rodent
LBD without a need for ligand. Taken together, it suggests
that the ancestral NR5A receptor was regulated by a ligand.
Clearly, the debate on whether nuclear receptors evolved to bind
ligand or not is currently unresolved. Nonetheless, the collective
structural and cellular data establish definitively that the binding
capacity and ligand requirement vary drastically among the
LBDs within all seven receptor subfamilies. More importantly,
newly available structures of orphan nuclear receptor LBDs beg
the question as to how tractable all nuclear receptors will be as
drug targets? Below we will illustrate both the successes and
the challenges of ligand discovery for different nuclear receptor
proteins.

ER: The Drug Target Darling
Given the significant role of steroid receptors in human biol-
ogy and disease, especially breast and prostate cancer, it is not

surprising that some of the first LBD crystal structures were
those of the steroid receptors (52). The steroid receptors were
also the first to be targeted by pharmaceutical compounds, even
before the availability of the high-resolution LBD structures
that paved the way for structure-based drug design. The es-
trogen receptor (ER, NR3A) is the best example of successful
manipulation of a nuclear receptor with synthetic ligands. Crys-
tal structures of the ER LBD bound by several distinct ligands
reveal the exquisite specificity with which these ligands manipu-
late ER into active and inactive conformations. Each ER–ligand
complex presents a distinct set of structural changes in the po-
sition of the AF2 relative to the core LBD, which suggests that
standard approaches can be used to design specific agonists or
antagonists for this receptor. When bound by the natural ligand
estradiol (E2), ER possesses a relatively small and well-defined
ligand-binding pocket, and multiple contacts between the re-
ceptor and the ligand result in high specificity of interaction
(24). These features allow one to design ER modulatory lig-
ands that range from selective ER modulators (SERMs) such as
tamoxifen, which exhibit mixed agonist/antagonist properties
depending on the tissue or promoter, to complete antagonists
such as ICI 164,384 (25, 26). In the latter case, the ER/ICI struc-
ture revealed how addition of bulky constituents to an agonist
scaffold results in a protrusion from the ligand-binding pocket
and movement of the AF2 helix into nonproductive conforma-
tion, which provides a paradigm for designing steroid nuclear
receptor antagonists (Fig. 2c) (26). Regrettably, this approach
has not worked for other ligand dependent receptors. Indeed, in
a search for a thyroid hormone receptor (TR, NR1A, Fig. 1a)
antagonist for treatment of hyperthyroidism, adding bulky con-
stituents onto the endogenous TR ligand triiodothyronine (T3)
does not create a true antagonist as would be predicted from
studies on synthetic ER ligands (3, 4). On the other hand, novel
synthetic TR agonists have emerged based on the structure of
T3 complexed with the LBD (5).

The existence of SERMs raises some intriguing questions:
What does the inactive LBD structure mean at a cellular level?
Do only active nuclear receptors interact with the genome?
Based on the ER LBD structures with tamoxifen and ralox-
ifene, no productive interactions with coactivator proteins are
possible because the AF2 helix adopts an inactive conformation
(24, 25); however, paradoxically, SERM-bound ER receptors
retain transcriptional activity in certain tissues and on certain
promoters. Thus, the small overlap in tamoxifen and ralox-
ifene regulated genes when profiled in an osteosarcoma cell
line (65) illustrates how diverse the transcriptional outcomes
can be for different SERMs. Similarly, an extremely small over-
lap was noted between groups of genes regulated by tamoxifen
and E2 in a uterine cell line, despite the fact that tamoxifen
is thought to be a partial agonist in this tissue (66). Although
additional studies are needed, these results illustrate how lig-
ands can alter gene expression dramatically. With the onset of
new genome-wide technologies, one can begin to examine how
promoter occupancy is affected by ligands. Recent studies that
use chromatin immunoprecipitation combined with microarray
analyses (ChIP/CHIP) reveal that many ER binding sites are lo-
cated at a great distance from the proximal promoters and that
some sites could be bound by the receptor even in the absence
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of E2 (67). For receptors fortunate enough to have high affinity
[ligands, as found for steroid receptors (NR3A, NR3 C)], the
collective information gathered from these genome-wide ap-
proaches is likely to shed new insights into the physiologic
consequences of drug and provide for additional refinement of
drug structure.

PPAR and LXR: Orphans Adopted
by Pharmaceuticals
Peroxisome Proliferator-Activated Receptor (PPAR, NR1 C)
and Liver X Receptor (LXR, NR1h3) represent two clear
examples in which the lack of structural information did not
hinder the development of efficacious high affinity pharmaceu-
tical compounds. PPAR and LXR are responsive to glucose and
lipid levels, and play important roles in inflammation, choles-
terol and lipid metabolism, and energy balance (68–70). Despite
the fact that natural ligands for PPAR remain controversial, with
fatty acids and ecosinoids as the proposed low affinity endoge-
nous ligands for PPARα (71), highly specific synthetic agonists
and antagonists have been developed (Fig. 2a) (6, 7). Indeed,
thiazolidinediones and the structurally related fibrates are used
widely to treat diabetes and cardiovascular disease (8, 9).

Oxysterols are the proposed endogenous LXR ligands and
can bind the ligand-binding pocket of LXR and activate its
transcription in cellular assays (10, 72). Additionally, genetic
disruption of oxysterol biosynthesis in mice attenuates LXR
function greatly (73). Existing synthetic LXR agonists show
potential to treat cardiovascular disease, although their collec-
tive role in controlling liver and gut metabolism may impose
unwanted, off-target effects (10, 11). Oxysterols may not be the
only endogenous ligands for LXR. Remarkably, a recent study
reports that LXR also acts as a glucose sensor, in which high
concentrations of glucose (2 mM) displace oxysterols from the
ligand-binding pocket, bind directly to the LBD, and also seem
to act synergistically with the synthetic LXR ligand to affect en-
dogenous target gene expression in the liver (74). If true, LXR
would be the first intracellular glucose sensor to be discovered
and could provide a molecular explanation for the prominent
linkage of diabetes with cardiovascular disease. Mechanisti-
cally, the authors suggest that glucose binds directly to the LXR
LBD, perhaps in combination with oxysterol, or alternatively
binds elsewhere in the pocket or on the solvent exposed sur-
face of the LBD to modulate LXR activity allosterically (74,
75). If structural analysis upholds the latter, it would raise an
interesting dilemma—how would a hydrophilic molecule, such
as glucose or the cellular glucose-6-phosphate, bind tightly into
the hydrophobic pocket of LXR? Nonetheless, this finding is
provocative and potentially provides a new paradigm for target-
ing nuclear receptors.

NR5A Receptors: Large Pockets
in Search of Large Ligands
The NR5A subfamily of nuclear hormone receptors includes
LRH-1 and SF-1, as well as the Drosophila nuclear receptor

Ftz-F1. SF-1 is required for endocrine tissue development and
sexual differentiation, and it is a major regulator of steroid
biosynthesis (76). LRH-1 is essential in embryonic develop-
ment, and, in adults, it regulates bile acid production, cholesterol
transport, and ovarian function (77). All LBD crystal structures
of murine and human members of this subfamily revealed large
ligand-binding pockets and structural inflexibility as evidenced
by the minimal changes observed with or without ligand or
coactivator peptide (31–3335, 78). The overall stability of the
NR5A subfamily can be explained partially by the presence
of an additional stabilizing layer caused by a well-formed and
elongated helix H2.

Phospholipids were found in the ligand-binding pockets of
mouse and human SF-1 and human LRH-1 and are rela-
tively large (∼750 Da) compared with other ligands such as
steroid derivatives. The lipid tails fit exceptionally well into
the ligand-binding pocket and make several specific contacts
with helix H12 and the hydrophobic cavity (Fig. 1b) (31, 32).
In addition to being integral membrane components, phospho-
lipids also bind in the ligand pocket of START domain and
in phosphatidyl inositol transport proteins (79). All NR5A re-
ceptors exhibit constitutive activity in cells, thus it is unclear
whether these ligands serve simply to stabilize the LBD helical
bundle or whether they act as regulatory ligands. Notably, fill-
ing the pocket with bulky residues diminishes ligand uptake in
biochemical assays (31) and also attenuates transcriptional ac-
tivity in cells (32, 33, 35). The challenge in designing synthetic
ligands for NR5A receptors is two-fold. First, finding a ligand
that recapitulates the positioning of the acyl chains and the phos-
phate head group might be problematic; and second, whereas
the SF-1 LBD protein readily exchanges the bacterial phos-
phatidyl glycerol with PIP3 or PIP2 (HAI, unpublished data),
and might be bound naturally by phosphatidic acid (80), dis-
placing the endogenous phospholipid with a small molecule in
a cellular environment might prove difficult. However, a recent
report describes a small molecule that at nanomolar concen-
trations promotes coactivator peptide recruitment to SF-1 and
LRH-1, displaces the phospholipid ligand, and evokes a modest
increase in endogenous target gene activation in human hepa-
tocytes (34). These studies suggest that, perhaps, this family of
nuclear receptors is still tractable for drug discovery.

PXR and CAR: Too Much Receptor
for a Single Ligand

Pregnane X receptor (PXR, NR1I2) and the constitutive an-
drostane receptor (CAR, NR1I3) are highly promiscuous nu-
clear receptors that bind a variety of structurally diverse com-
pounds. Thus, no difficulty exists in identifying ligands for these
receptors—finding highly specific ligands seems to be the chal-
lenge; which is true especially for PXR and most likely reflects
its role in the xenobiotic response. Several different compounds
that range from small hydrophobic drugs to the large antibi-
otic rifampicin are accommodated in its ligand-binding pocket
(12–14). Five expandable β-sheets, unique to PXR, allow for
this dramatic increase in the size of the ligand-binding pocket
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(12). Interestingly, a similar structural feature is also found in
START domain proteins and may represent a critical structural
arrangement for binding a wide variety of lipophilic molecules
(79). CAR exhibits a large but empty ligand-binding pocket
and high constitutive activity that results from two structural
features: an αX helix that precedes helix H12 that stabilizes
AF2 in an active conformation and an extended helix H2, sim-
ilar to the NR5A receptors (15–18, 21). For an organism, the
promiscuity of PXR and CAR activation is an indispensable
feature because it assures protection from a variety of harmful
xenobiotics and metabolites. However, this characteristic also
presents a formidable challenge to rational drug design. Once
again, and as found with TR, bulky constituents added onto ex-
isting PXR agonist scaffolds fail to yield suitable antagonists
(81). For CAR, it appears that a significant mode of regula-
tion occurs by shuttling between the nucleus and cytoplasm
rather than by ligand activation (82). Interestingly, inverse ag-
onists or ligands that reduce the constitutive activity of CAR
have been reported (15, 19). Whether natural ligands exist for
PXR and CAR remains unclear, and it may be more likely that
these receptors are designed to sample their chemical environ-
ment constantly, and protect the organism from harmful cellular
metabolites or from environmental toxins.

True Orphans Without Pockets

Finally, structural information on other receptor subfamilies re-
veals some receptors either to be complexed with “structural
non-exchangeable ligands” or to simply have inadequate capac-
ity in their pockets to accommodate the smallest of ligands. To
date, hepatocyte nuclear factor 4 (HNF4, NR2A) is an example
of a receptor with a structural ligand. Structures of the rat
HNF4α (NR2A1) and human HNF4γ (NR2A2) LBDs showed
a mixture of bacterial fatty acids that occupy the ligand-binding
pocket (22, 23). Although HNF4 is found complexed with only a
small selection of fatty acids among an assortment of many, this
fatty acid ligand is entrenched completely in the ligand-binding
pocket and is dislodged only after complete denaturation of
the protein, which suggests that in vitro approaches to ligand
identification may not be feasible. Similar to this finding, the
phospholipid ligand in human LRH-1 is also resistant to in vitro
exchange with other phospholipids perhaps, presenting another
case of a structural ligand for a nuclear receptor (35).

As mentioned above, the lack of a conventional hydrophobic
cavity makes the ligand hunt extremely difficult. Two receptor
subfamilies appear to be “pocketless,” including members of
NR4A ([NGFI-B/Nurr77, NR4A1], [Nurr1, NR4A2], [NOR1,
NR4A3]) and their fly ortholog DHR38, and members of the
NR0 subfamily including Dax-1 (NR0B1). All three structures
of NR4 LBDs adopt a canonical protein fold but lack any
ligand-binding pocket due to obstruction by bulky side chains
(Fig. 1c). These LBDs also lack a hydrophobic coactivator cleft
that is instead replaced with a charged surface (29, 30, 83).
Another case of an empty pocket is the new structure of the
atypical orphan nuclear receptor Dax-1 complexed with LRH-1.
Both Dax-1 and SHP (NR0B2) lack a DBD altogether and thus
rely on interactions with other NRs and transcription factors

to be recruited to the DNA, but both are potent repressors in
cellular reporter assays (36, 84). From the crystal structure,
it is evident that the ligand-binding pocket of Dax-1 (80 Å3)
cannot accommodate even the smallest ligand (E. Sablin and R.
J. Fletterick, personal communication). Based on this structure
and given the high identity with Dax-1, SHP is also predicted
to be refractory to ligand regulation.

Finding pharmaceutical ligands for receptors with very small
pockets still remains a feasible option as illustrated by recent
discovery of a synthetic agonist for the estrogen-related recep-
tor γ (ERRγ, NR3B3). ERRγ is a constitutively active nuclear
receptor with no known natural ligand, and the crystal structure
of the ERRγ LBD revealed an extremely small ligand-binding
pocket (220 Å3) (27). Remarkably, in a new crystal struc-
ture of ERRγ LBD with a synthetic agonist, GSK4716, the
ligand-binding pocket expanded to a notable 610 Å3 (28). This
result underscores the ability of the LBD to accommodate lig-
ands of varying size, and suggests that continuing the hunt for
ligands might yield some future surprises.

Alternative Surfaces for Regulation

Despite the fact that ligand discovery has focused historically
on the LBD; emerging data suggest that alternative surfaces
might be targeted to regulate receptor activity. Alternative
binding surfaces have been suggested by structural studies
on the NR4A subfamily member, Nurr1. Nuclear magnetic
resonance footprinting studies of Nurr1 LBD with peptides
derived from the nuclear receptor corepressor (NCoR) and a
related corepressor SMRT identified a hydrophobic binding site
on the surface of the LBD between helices H11 and H12
(85). Mutational disruption of this interaction surface abolished
transcriptional activity of Nurr1 underscoring its importance in
Nurr1 function. Because the canonical coactivator groove is
absent in the NR4A subfamily, this additional LBD surface is
possibly the major site for interaction with the coregulators.
On that note, it is of interest that crystal structures of the
rat farnesoid X receptor LBD (FXR, NR1H4) and the human
LRH-1 LBD revealed two coactivator LXXLL peptides bound
to the receptor (31, 33, 86); in these cases, the relevance of this
additional bound peptide remains to be determined.

New pharmaceuticals might act by covalent modification of
a key protein–protein interaction surface, by blocking an in-
teraction surface, or by affecting the ligand-binding pocket
allosterically, as suggested for glucose binding to LXR. Presum-
ably, for most interactions, one would disrupt the assembly of
receptor-coregulator complexes and in essence mimic conven-
tional antagonists (87, 88). Rodriguez et al. (89) synthesized a
small molecule inhibitor of coactivator binding that structurally
mimics key contacts of a coactivator LXXLL motif with the hy-
drophobic binding groove of the nuclear receptor. The authors
used a crystal structure of agonist-bound ERα in a complex with
a coactivator peptide to guide small molecule design followed
by a screen to identify molecules that abolish peptide recruit-
ment but do not directly compete with ligand binding. A similar
high-throughput approach was used to identify novel covalent
inhibitors of TRβ (NR1A2), β-aminoketones. These inhibitors
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irreversibly react with a cysteine residue located in the coac-
tivator groove of TRβ LBD thus disrupting the interaction be-
tween TRβ and an LXXLL-containing coactivator peptide (90).
TRβ has multiple solvent-exposed cysteines on the LBD, yet
these compounds show high selectivity towards a single residue,
unique to the TR family of receptors. Additionally, some of
the tested compounds appear to be isoform-specific, demon-
strating vastly different affinities for TRα and TRβ. Similar
to these findings, 4-hydroxytamoxifen (OHT) was found to in-
hibit coactivator recruitment to ERβ and surprisingly, the crystal
structure of the ERβ LBD revealed two bound OHT molecules
(91). One molecule was bound in the ligand-binding pocket,
and another molecule was revealed in the coactivator groove,
displacing the AF2 away from the LBD, into inactive confor-
mation (25). While the exact contribution of this external OHT
binding site to the antagonistic effects of OHT on ERβ func-
tion is unclear, this binding event could be uncovering a subtle
structural difference between the two ER isoforms. Finally, an-
other allosteric inhibitor compound has been identified for the
androgen receptor (AR, NR3 C4). It shows reversible binding
at a novel hydrophobic LBD surface, conserved in other steroid
receptors, and this binding allosterically moves the AF2 helix
into an inactive conformation (E. Estébanez-Perpiñá and R. J.
Fletterick, personal communication). Collectively, these stud-
ies raise the possibility that new drugs may emerge that target
additional surfaces other than the hydrophobic ligand-binding
pocket.

Summary and Future Directions

The ability of nuclear hormone receptors to bind small mole-
cules with high affinity and high specificity places them squarely
at the interface between biology and chemistry. As such, the nu-
clear receptor field has historically been focused primarily on
the identification of regulatory ligands. Now, an alternative ap-
proach is needed for those receptors that fail to exhibit classic
ligand dependency, but instead appear to be ligand-independent.
Domains outside the DBD and the LBD, especially the Activa-
tion Function 1 (AF1) offer a regulatory platform for multiple
posttranslational events and coregulator interactions (92, 93).
Positioning of the AF1 varies among nuclear receptors, sug-
gesting that it has hopped around throughout evolution, and
can be found in the variable N-terminal extension preceding
the DBD (94–97) for steroid receptors or in the hinge region
close to the LBD for the NR4 and NR5 subfamilies (98–101).
Both the N-terminal extension and the hinge region are highly
variable in length and sequence, and most likely are disordered
and flexible, thus making their structural determination elusive.
Multiple sites of posttranslational modifications are found in
these variable regions, such as phosphorylation, sumoylation,
acetylation, and ubiquitination, and these sites of modification
often cluster closely together. Additionally, the AF1 appears to
be a major surface for interaction with numerous coregulator
proteins (102–106). Considering the importance of AF1 in nu-
clear receptor activity, its structure, function, and interaction
with the DBD and the LBD are still poorly understood, and
there are no pharmaceuticals available for direct manipulation

of AF1 function. For the ligand-independent receptors, such
as the NR4 subfamily, posttranslational modifications might be
crucial in regulating their activity (107, 108).

The interplay between posttranslational modifications and the
ligand potentially leads to a myriad of functional outcomes for
the nuclear receptors. We are only beginning to map out the
relationships between individual posttranslational events and
to understand the specific effects of their combinations on
receptor activity. Numerous studies highlight the importance
of “the histone code” or how posttranslational modifications of
histone proteins affect transcriptional state of the chromatin and
dictate transcriptional competency of genes. The abundance of
posttranslational modifications on nuclear receptors suggests a
similar idea of regulation.

From the extensive cellular, biochemical and structural stud-
ies carried out on nuclear hormone receptors it is now appre-
ciated that their ability to be “classically” regulated by ligands
is no longer taken for granted. Indeed, we now know that over
half of these receptors are not regulated by ligands as discov-
ered for the steroid receptors many decades ago. In the last
ten years, intensive research has focused on the “orphan recep-
tors” with the goal of finding their high affinity ligands. Now,
it is realized that many receptors cannot be bound by a lig-
and or have a non-exchangeable “structural” ligand embedded
in their pockets. For ligand-dependent receptors, the challenge
for the next decade will be to refine the specificity of the ex-
isting known ligands or identify allosteric modulatory ligands.
For ligand-independent receptors, research will have to take a
new direction to identify other regulatory sites that can then be
targeted by small molecules. Given the importance of nuclear
receptors in human biology and disease, they are likely to re-
main a primary focus for both academia and industry for years
to come.
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The sequencing of genomes gave access to the complete set of building
blocks for organisms of various species. A plethora of ‘‘-omics’’
technologies has been developed to investigate the dynamic interactions of
the building blocks to understand the functioning of living organisms.
Synthetic molecules have proven to be powerful tools to modulate that
states of biological systems, but the challenges to find suitable probes are
tremendous. Combinatorial libraries allow preparing and testing diverse
sets of molecules with high efficiency. In this article, we will discuss how
combinatorial chemistry enables to investigate and modulate biochemical
function in the quest to chart chemical and biological spaces.

The scholar disciplines of chemistry and biology have for a
long time lived in separate academic universes, although they
heavily depend on each other. Combinatorial chemistry started
to bridge this intellectual gap by introducing the concept of
diversity and selection into synthesis, which mimics biological
evolution. It was triggered by the frustration of chemists trying
to study biological systems with insufficient chemical matter.
The recognition that chemical structures cannot be tailor-made
to interact with biological space stimulated the development of
methods for fast synthesis and screening of small molecules.
Albeit combinatorial chemistry was recognized in its infancy as
the solution to all problems of drug discovery and to studying
biological space, it was soon recognized that the brute-force
trial-and-error approaches would be inefficient in discovering
biorelevant structures. Chemical biology strives to understand
and design small molecules and their interaction with proteins.
One basic pillar is the grouping of the proteome into target
families, assuming that members of the same protein family
share structural features. This assumption holds true especially
for kinases and GPCRs but less though for proteases and ion
channels, which are the four most common target families in
drug discovery. Other protein families such as nuclear hormone
receptors and transcription factors display even higher structural
variations. However, as chemical biology is also founded on
the understanding of the biological function of the protein
families, information about assaying as well as privileged ligand
motifs that can be transferred from one target family member
to another. Although combinatorial chemistry and chemical
biology may seem to be opposite concepts, in reality they are
highly complementary and interacting. Using the insights gained
from chemical biology to bias the design of combinatorial
libraries will help to assess a chemical space suitable to probe

biological systems. In this article, we will discuss the roots
of combinatorial chemistry, the technologies for generating
and assaying compound collections, and studies performed on
biochemical systems.

Chemical Biology—One Short
Definition

Chemical biology covers many aspects of the influence of
chemical molecules on biological function. In a broad definition,
the understanding and investigation of toxicological effects,
modulation of gene and protein expression, transformation and
transport of the molecules in cell and whole organisms, and the
change of the metabolic pathways and patterns are topics of
chemical biology. With the definition below, we put a focus on
one subtopic of chemical biology pertinent to the discussions in
this article.

The sequencing of the human genome (1) marked the apex
in the transition of biology from an observational and descrip-
tive activity to a hypothesis-driven science. With the informa-
tion about complete sets of building blocks for cells available,
methods could be devised to group proteins on a structural
level and to investigate the phenomenology of organisms on
a molecular and structural level. Similarities in protein struc-
tures have been investigated for a long time, which cover all
levels from primary (sequence) via secondary (domain folds)
to tertiary (overall three-dimensional) structures. Investigations
of tertiary structures help to predict functional sites and roles
for uninvestigated proteins from their primary sequence. Espe-
cially through bioinformatic analysis, it has been possible to
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identify homologous reaction mechanisms even within proteins
with lower sequence similarity and different biochemical func-
tionality (2, 3), as highlighted by the cases of Leukotriene A4
hydrolase and angiotensin-converting enzyme (a zinc metallo-
protease), which are both inhibited by bestatin but have distinct
biological roles (4). Primary structure investigations have been
preferentially of interest for evolutionary analyses. These phy-
logenetic analyses have been crucial in defining target families,
which are groups of proteins that have a similar gene and there-
fore protein sequence, which lays the foundation for “chemical
biology.” Kinases are the prototypic target family as their ac-
tive sites are structurally highly homogenous and bind the same
cosubstrate, adenine triphosphate (ATP). Other gene families
include G-protein coupled receptors (GPCR), ion channels and
transporters, and proteases, although the structural diversity in
these families is higher and they therefore group in structurally
and mechanistically diverse sub-families, such as cysteine or
metalloproteases.

Soon after the sequences became available, researchers dis-
cussed how many of the approximately 27,000 genes that had
been assigned (1) would be “druggable,” (i.e., their associated
protein products could be modulated with small molecules in a
directed fashion to achieve a desired physiological effect) (5).
For a small molecule to exert its biological action, it is cru-
cial that the molecular shape of the molecule complements the
cast offered by the target protein. This fact has been recog-
nized first by Emil Fischer who phrased it as a “Key-Lock”
principle (6), being unaware of the dynamic and flexible na-
ture of protein structures. Today, we examine the interactions
of two molecules more in a “Hand-Glove” fashion with strong
elements of induced fits (7). We term the ensemble of avail-
able interaction shapes in the proteome the “biological space,”
whereas the “chemical space” is considered the ensemble of
shapes offered by small molecules. With our structural under-
standing constantly evolving through molecular biology and
crystallography, the efforts to design matching chemical struc-
tures rationally have increased and led to successes in drug
development; the HIV-protease inhibitors are one prime show-
case. Rational design depends on structure-activity relationship
to bias the contribution of various molecular motifs to the inter-
molecular interactions properly; therefore, it is powerful for the
optimization and understanding of activity and selectivity on the
protein target level. Rational design suffers shortcomings when
we attempt to address the challenges of finding novel starting
structures from scratch. High-throughput screening efforts try
to tackle this challenge through engaging in a high-numbers
trial-and-error game. As the screening collections reflect the
target history of the respective company, they often cover nar-
row aspects of chemical space. This challenge is addressed by
combinatorial chemistry.

Considering that most novel therapies would rely on oral
administration of drugs, such molecules have to fulfill re-
quirements to achieve suitable pharmacokinetic behavior. The
most quoted and commonly used guidelines are Lipinski’s
“Rule-of-5” (8) and Veber’s “rotational bonds” (9) that have
been based on a statistical analysis of marketed oral drugs.
Considering such boundaries, it has been estimated that about

10–15% of the human genome would be “druggable” (10). Al-
though this number may seem low, it should be considered that
only one third of these mechanisms are currently targeted, and a
significant fraction of drugs, even those in development, still act
through undefined molecular pathways. Furthermore, the hype
around the sequencing of the genome and the assumed impact
on drug discovery meanwhile has vanished, as it was recog-
nized that biological networks are too complex and redundant
to allow control through one molecular dial. Systems biology
tries to address this challenge by exploring the interactions of
proteins and the resulting pathways of transferring biological
signals and actions. Chemical biology is the matching com-
plement in drug discovery that tries to synergize on structural
relationships of proteins to address the druggable genome effi-
ciently (11). Furthermore, the concepts of chemical biology are
transferred toward the understanding of pharmacokinetics by
identifying and investigating proteins that are involved in trans-
port through the organism and the metabolic transformation of
the molecules. Models to predict unwanted effects (commonly
referred to as “toxicity” or “side effects”) are developed based
on our increased understanding of biological pathways and the
proteins involved therein that may offer interaction sites for the
molecules. As those investigations do not involve combinatorial
chemistry approaches, they will not be topic of this article.

Chemical biology has reshaped all stages of the drug dis-
covery and today is a widely used discovery paradigm in phar-
maceutical industry. The focus as well as the impact of using
targeted family knowledge has been on the early stages from
target identification via structural understanding through lead
finding efforts. The later stage of the drug-discovery process,
which included the optimization of lead compounds into drug
candidates, is not as amenable to technological solutions that
can be provided through target family concepts as the challenges
become very specific for each lead series. Still, transferring in-
sights and understanding compound interactions with targets
and other proteins help to avoid entering dead-end alleys of
modification. However, the focus of this article will be on the
biochemical level of chemical biology. Most chemical examples
will be of peptidic nature, as most reports around the topic of
this article are based on libraries derived from peptides, although
this may change in the near future. The main theme of this arti-
cle will be more on the general concepts and approaches than on
specific molecules, but the interested reader can find a bounty of
literature on specific molecules that modulate biological systems
especially from a viewpoint of drug discovery.

Combinatorial Libraries—A Brief
Overview

Historically, the art of chemical synthesis demanded that indi-
vidual molecules are prepared efficiently with high yield and are
extensively characterized. Over decades, more and more com-
plex molecules were prepared by dissecting the target molecule
at key reactive bonds, devising strategic options for the assem-
bly, and developing novel reactions to address the synthetic
needs. Although this “logic of synthesis” laid the foundation for
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today’s capabilities to prepare a wide variety of conceivable tar-
get structures, it did not provide the numbers of molecules nec-
essary for and efficient investigation of the “biological space.”
The resolution of this conundrum required a conceptual rethink-
ing by chemists. Assuming that our hypotheses about evolution
are correct, the natural evolution of complex organism occurred
through generation of molecular diversity and selection and
amplification of suitable structures. Today, we observe this pro-
cess at a level of high structural complexity; genetic selection
of alleles and somatic selection of antibodies are among the
most prominent aspects. Thus, it was not too surprising that the
concept of combinatorial chemistry was devised based on im-
munological challenges (12). To be successful in the game of
evolution and life, four aspects have to be addressed: 1) gen-
eration of diversity, 2) compartmentalization of the individual
members, 3) selection for desired properties, and 4) reproduc-
tion of selected members. The third aspect will be the topic of
other articles, whereas the other aspects will be discussed here.
We will not review the variety of chemistry possible for the
preparation of libraries, which has tremendously developed of
over the last decade and has been comprehensively reviewed on
a regular basis by Dolle et al. (13).

Synthesis of combinatorial libraries
Biology handles diverse gene and protein populations by com-
partmentalizing the members in cells. The selected library mem-
bers are amplified by growing clones of the cells that survive the
selection step, which allows ultimately for the reporting of the
structures for selected members through gene sequencing. The
“yeast-two-hybrid” system (14) and the “phage display” tech-
nique (15) are used to study protein/protein and protein/peptide
interactions in vivo, and the “SELEX” technology allows for
the in vitro evolution of short oligonucleotides, which are called
aptamers, that interact with small molecules and proteins (16).
Such biological libraries will not be topic of this contribution.

Synthetic molecules by amplified by growing clones, and
chemists who handle libraries face two major problems: the
compartmentalization of the individual library members and the
determination of the molecular structure of the selected species
(17).

Three approaches have been devised to tackle these chal-
lenges:

1. Spatial arraying of compounds during synthesis and assay-
ing

2. Synthesis of mixture libraries and deconvolution of active
sublibraries

3. Encoding of particles carrying individual compounds to be
tested

Spatial arraying has been used traditionally for the assaying
of historic compound collections. As the identity of the molecule
is correlated to position in the array, this approach carries the
least challenge for structural assignment for active array po-
sitions. As an additional aspect to ease the implementation of
arrayed libraries, arrayed libraries are commonly handled as so-
lutions. As most biological assays are based on homogeneous
test systems, providing the libraries in solution is the obvious

choice. Today the preparation of arrayed libraries in solution
is mostly addressed through robotic means (which basically
provides high-throughput parallel syntheses), but significant ap-
proaches are available to provide arrayed libraries by synthesis
at predetermined locations of solid supports. The earliest ex-
periments used functionalized polystyrene mounted on plastic
rods, which were arranged in a 96-well microtiter plate format
and were used for the synthesis of the libraries and the com-
pounds were released into the wells for their biological testing
(18). Various implementations of this strategy have been devel-
oped, such as spot synthesis on cellulose membranes (19, 20) or
photolithographic wafer techniques (21). However, these tech-
niques impose limitations on the numbers of compounds that
can be prepared and usually the 96-well format is used to test
sublibraries and mixtures of compounds. (However, DNA and
RNA libraries prepared through photolithographic technology
find widespread used in genomic diagnostics.) To ameliorate the
restrictions caused by the spatial addressing, Berk and Chapman
(22) devised a strategy for the generation of two-dimensional
spatial arrays of compounds that allows for determination of
synergetic effects of residues in the same molecules, which com-
bines the advantages of solution-based biological assays with an
efficient testing of large numbers of compounds.

Several groups have reported the generation of combinato-
rial libraries in solution (23–26) as well as the fractionation of
complex libraries by HPLC (27). Although the handling of com-
pounds and libraries in solution makes them more amenable to
the formats used for biological tests, the task of elucidating the
structures of the active compounds requires complex decon-
volution through sublibraries. This task can be performed by
simultaneous preparation of the required sublibraries that con-
trol residues in one or two variable positions, which is called
“positional scanning,” or by subsequential narrowing of the op-
tions by repeated testing and resynthesis of the most active
sublibraries with additional defined positions. Both approaches
are based on the hypothesis that the most active compound in
a library is defined by the combination of the most active moi-
eties in the various positions. In that respect, the deconvolution
approach is conceptually related to fragment-based approaches
that will be discussed later. Despite all doubts about the relia-
bility of results that stem from the testing of complex mixtures,
there have been successes to the deconvolution strategy, which
have been reviewed by Houghten et al. (28). Most recently, the
mixture screening and deconvolution was applied in vivo (29).

To avoid this caveat of screening mixtures and the identifi-
cation of active compounds through deconvolution, approaches
to compartmentalize the library on moieties of solid supports
have been devised. Houghten (30) suggested the use of labeled
“teabags” that contain peptide synthesis resin for the compart-
mentalization and tracking of the library members (30). This
approach was modified by using radio chips for the labeling of
the “tea bags” (31, 32), which allow the robotic sorting of the
containers for synthesis and spatial arraying. Yet, the size of
the bags still put limits on the diversity of such combinatorial
libraries. “Split synthesis” (33, 34) lifts the restrictions for the
complexity of libraries by creating “one-bead–one-structure li-
braries” that display the individual library members separated on
beads of a solid support. Successive cycles of distributing and
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mixing portions of the support lead to a combinatorial increase
of the diversity of structures contained in the library. As each
bead of the resin reacts with only one set of reagents per syn-
thesis cycle, each bead carries one individual structure, which
is determined by the sequence of reactions that occurred during
the synthesis. Library members that interact with the targets can
be isolated by selecting beads detected in assays performed on
the beads. However, the application was limited to peptides and
oligonucleotides because of the analytical means of determining
the structure of the molecules on the beads. Molecular encoding
was the breakthrough that opened the way for the application
of the whole repertoire of synthetic chemistry for generating
combinatorial libraries by solving the problem of structure de-
termination from a single bead: Easily detectable molecular tags
are attached to the resin beads as they proceed through the
split synthesis during the library construction, which thereby
records and reports the reaction history of each individual bead
(35) (corresponding to the genetic coding of proteins in cells).
After screening the library, these molecular tags are cleaved
from each selected bead and then analyzed to report the struc-
tures of the library members on these beads. Several encoding
methods are currently in use, which include microsequenceable
oligonucleotide (36) or oligopeptide strands (37, 38), as well as
nonoligomeric schemes that employ small molecules that can
be analyzed by gas chromatography (35, 39), HPLC (40), or
mass spectrometry (41).

Fragment screenings and dynamic
combinatorial libraries

In recent years, two variations of combinatorial chemistry ap-
proaches have been explored that do not present preassembled
molecules to the biological target (42). Both variations make use
of the direct detection of interactions instead of using biochemi-
cal inhibition as a readout. One approach, “fragment screening,”
uses fragments/building blocks of the molecules and relies on
the detection of low-affinity interactions. Several detection ap-
proaches have been described, based on NMR (43), cocrystal-
lization (44), or surface plasmon resonance (45, 46). The second
approach, which is called “dynamic combinatorial chemistry,”
relies on forming the complete molecules from fragment in pres-
ence of the target molecule and enriching molecules with high
affinity in the equilibrium reaction (47). This approach has been
applied to generate artificial receptors for peptides (48, 49) as
well as inhibitors for enzymes with detection by cocrystalliza-
tion (50).

Mapping Enzymatic Activities

One key aspect of applications of combinatorial libraries in
chemical biology is the mapping of substrate specificities for
enzymes. Although the early studies that use peptide libraries
were focused on studying antibody epitopes (12), the substrate
mapping for enzymes that transform peptides and the develop-
ment of molecular probes found widespread interest.

Proteases

The earliest applications focused on proteases. The major chal-
lenge that had to be tackled was the generation of a read-
out signal. Although most protease assays rely on generating
a chromophoric of fluorophoric molecule on cleavage from
the carbxy-terminal amino acid (e.g., nitrophenyl, coumarins),
this method was not applicable to the screening of peptide
libraries as the cleavage does not necessarily occur at the
carboxy-terminus of the sequence. The problem was resolved
through the introduction of fluorophor-quencher pairs at the
ends of the peptide sequence: As long as the peptide is in-
tact, the quencher at the distal end of the peptide suppresses
the fluorescence. After cleavage, the quencher diffuses away
from the support, and the support becomes fluorescent because
of the fluorophor at the proximal end of the peptide (51, 52).
Another challenge that had to be addressed for the screening of
proteases was the penetration of the supports and its handling
in aqueous environment during the assays. The classic supports
used in peptide synthesis show a limited amount of swelling and
penetration by proteins in aqueous environment, which makes
only peptides on the surface accessible for study [this behavior
was used to develop a molecular encoding approach by discrim-
inating surface and interior positions of the bead (53)]. Grafting
of hydrophilic chains of polyethylene-glycol and preparation of
supports based on cross-linked acrylamide yielded supports that
could be handled in organic solvents for synthesis and water for
assaying (54). With all these different approaches in hand, sub-
strates for all protease subfamilies have been identified from
combinatorial libraries (55–59), but the application of the data
has been extended the most for cathepsins (60). Based on the
sequence information obtained, Greenbaum et al. (61) designed
inhibitors by incorporating the epoxide motif from E-64, which
is a well-known unspecific and irreversible cysteine protease
inhibitor. These inhibitors allowed pulling down various cathep-
sins from cell extracts or labeling them with some selectively
using fluorescently labeled inhibitors, which thus fingerprinted
cathepsin activity in cells. The surprising observation in these
studies was that specificity could be instilled into the inhibitors
starting from the unspecific E-64 by attaching it to the various
substrate sequences. The latest step forward was the demonstra-
tion that these substrate based inhibitors can be used to monitor
cathepsin activity in living mice. The inhibitors were generated
using an acyloxymethyl ketone-inhibitor motif, which acts as a
suicide substrate. The two sides of the substrate were labeled
with infrared fluorescent dyes and a quencher and were injected
into the tail veins of mice xenografted with tumors that express
high levels of cathepsins B and L. The inhibitor became fluores-
cent on cleavage, and the labeled cathepsins allowed a distinct
imaging of the tumors (62). The use of covalent inhibitors offers
the advantage of localizing the fluorescent signal to the locus of
generation as the diffusion of the signal is limited by the slow
diffusion of the cathepsins. Recently, a new approach based on
substrates was described, which will lead to the ability for fast
real-time monitoring of proteases in vivo (63).
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Kinases

The screening of combinatorial libraries for kinases faced an-
other challenge. Whereas kinases allow the straightforward gen-
eration of a readout signal on peptides through the transfer of
radioactive (32P)-ATP, the association of the radioactive sig-
nal to individual members of highly diverse libraries posed a
problem. Autoradiography using photographic film was used to
visualize groups of beads immobilized in agarose gels, and indi-
vidual beads were isolated through repetitive steps of isolation
of beads from the gels and dilution, which made the process
work intensive (64, 65). The process was dramatically sim-
plified by embedding the beads directly into the photographic
emulsion, which allowed for the microscopic identification of
individual radioactive beads (66, 67). The other approaches for
library preparation and screening like positional scanning (68)
or arrayed synthesis (69) were successfully applied as well.
For the main purpose of the kinase chemical biology of rou-
tine profiling and substrate identification in a high-throughput
mode, the array synthesis seems to be established because of the
ease of readout. Recently, a novel approach lifted the need of
using radioactive ATP for the screening for tyrosine-kinase sub-
strates: The library of fluorescein-labeled peptides is encoded
with PNA-tags and incubated with a kinase. The peptides are
then incubated with a DNA-microarray that complements the
PNA strands of the individual peptides in solution. After such
attachment of the peptides to the array, the array is treated with
a phosphotyrosine-recognizing antibody sandwich, which car-
ries the fluorescent dye Cy3. The microarray is then read out
at two wavelengths to allow the detection of fluorescein and
Cy3. The ratiometric determination allows for a sensitive cal-
ibration against PNA/DNA complexation differences and the
identification of kinase substrates (70). Unlike in the protease
field, the straightforward translation of kinase substrate informa-
tion into inhibitors by using non-cleavable phosphonate mimics
(71) and their use for biological investigation has been limited
due to the substrate size and the challenges for biological ap-
plication. Most kinase inhibitors target the ATP-binding pocket
and the associated hinge region, and their use has been found
mostly in drug discovery with detailed pharmacophore insights
(72). After the sequencing of the human genome (1), the use
of substrate sequence information has been successful for the
bioinformatic identification of potential protein substrates and
establishment of pathway information. The information on these
studies is scattered in many individual papers and databases.
This use of searching protein sequence databases for protein
substrates distinguishes the kinase research from the protease
field, as the specificity information obtained for protease is usu-
ally limited to tetrapeptides, which will yield many irrelevant
substrate candidates in proteomic searches. As the substrate in-
formation obtained for kinases usually covers sequences larger
than octapeptides, the number of substrate candidates identified
through bioinformatics is usually limited and can be investigated
in a more detailed fashion.

Phosphatases and other enzymes

Conceptually, the screening for the substrates of proteases and
kinases is rather straightforward, as both enzyme classes al-
low for detection by either fluorescence or radioactivity of their
altered substrates. Other enzyme classes are not that amenable
and require more elaborate assay designs. Cheung et al. (73) de-
scribed an elegant scheme to identify substrates for leukocyte
antigen receptor (LAR) phosphatase. Although it may be con-
ceptually envisioned to detect the substrates for phosphatases
by reduction of radioactivity after hydrolysis of a radiolabeled
phosphate, the screening of combinatorial libraries for signal
differences proves to be unfeasible, because of the varied con-
centration of the individual members. Thus, all readouts for
the screening of combinatorial libraries should be laid out to
yield the appearance of an effect. The screen for phosphatase
substrates capitalized on the stability of phosphor-tyrosine pep-
tides against proteolysis by chymotrypsin, whereas their de-
phosphorylated counterparts are very susceptible to cleavage.
An on-bead combinatorial N-acetyl peptide library that features
phosphotyrosine in the center of each peptide sequence was in-
cubated with LAR. Subsequently, the library was treated with
chymotrypsin, which led to the cleavage of peptides that had
been dephosphorylated. The resulting free amino-termini were
derivatized with amine-reactive chromophores or fluorophores
to visualize the individual beads. After sequencing a coding pep-
tide strand on the beads, six substrates were identified. Each of
these substrates shows faster dephosphorylation than one native
substrate, which is the D988-G998 epitope of the EGF-receptor
(73). Several enzyme classes have been targeted using the po-
sitional scanning approach, such as farnesyl transferase (74)
and α-glucosidase (75); the latter establishes that the screen-
ing of peptide libraries is not limited to enzymes that transform
peptides.

Studying Protein–Protein
Interactions/Whole-Cell Systems

The use of combinatorial libraries for the study of protein–
protein interactions is currently focused on the diagnostics and
the fingerprinting of interaction surfaces. The starting point for
combinatorial libraries was the investigation by Lam et al. (12)
of antibody epitopes with a one-bead–one-compound pentapep-
tide library. An anti-β-endorphin antibody recognized only 6
peptide sequences out of 2.5 million possible sequences. The
intellectually intriguing aspect of the study was the use of an
antibody as a biological probe; antibodies are the prime example
for somatic combinatorial chemistry in biological systems. The
same study also demonstrated that combinatorial chemistry can
identify ligands to proteins that are unrelated to the natural
ligands. The tripeptide HPQ was the privileged binder to strepta-
vidin, and competition experiments clearly showed that it binds
at the same site as biotin.

From the screening for antibody epitopes it was a short step to
address another larger class of cell-surface molecules, which is
called GPCR. Using a 5000-membered dimer and trimer-peptoid
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(N-alkylated glycine polymers) library, new ligands to adrener-
gic and opoid receptors were discovered. The peptoids discov-
ered as ligands to the adrenergic receptor carry three aromatic
residues and thus mimic an ephedrine polymer; the peptoids
discovered for the opoid receptor resemble Met-enkephalin. Se-
quences for both receptors are very lipophilic, which points to
a challenge that affects many library screenings. However, both
types of sequences are nanomolar antagonists for their respec-
tive receptors (76). In an interesting twist, Spatola et al. (77)
designed a cyclic pentapeptide library in a way that only one
round of screening was necessary to deconvolute the most active
pentapeptide sequence. The library contained 82,944 peptides
in 48 sublibraries with various defined positions. One round
of screening revealed the cyclo(Pro-D-Val-Leu-D-Trp-D-Asp)
sequence as the most active antagonist of endothelin I. This
sequence already had been established earlier from a micro-
bial peptide (77). Although the concept of self-deconvolution
is very intriguing, the effort in design and limitations on diver-
sity prevented further widespread application of this approach.
Combinatorial libraries have also allowed to look into the intra-
cellular side of GPCRs. Martin et al. (78) studied the interaction
of the G-protein α unit with Rhodopsin using a 11-mer peptide
library displayed on phage. After several rounds of binding to
rhodopsin-load membranes and amplification of the phage, sev-
eral sequences similar to a sequence in the carboxy-terminus
of the G-protein a unit could be identified. After resynthesis,
these sequences bound to rhodopsin and helped to stabilize the
meta-II rhodopsin state. Yet, phage-display libraries are not cru-
cial to the study of intracellular protein–protein interactions.
One of the most common motifs in protein-interaction domains
is the Src homology 2 (SH2). This domain is an integral part in
kinase-signaling binding to the phosphorylated peptides. Thus,
peptides that bind to the SH2-domain could be valuable tools
for dissecting the cellular-signaling cascades. Sweeney et al.
(79) used a hexapeptide library while carrying a phosphoty-
rosine in the center. The library beads were incubated with
various biotinylated SH2-domains and the SH2-binding beads
were visualized using streptavidin conjugated alkaline phos-
phatase. Sequences binding selectively to the SHP-1, SHP-2,
and SHIP-2 SH2-domains could be identified. Furthermore,
the resynthesized peptides could be used to pull down the
full-length proteins from cellular extracts. The peptide sequence
information was used to search for binding partners to the re-
spective SH2-domains in genomic databases, which identified
known proteins and a variety of hitherto unknown binding can-
didates.

For routine diagnostics in which the number of probes to be
tested is smaller than in a de novo interaction screen, arrayed
libraries show the higher potential because of the simplified
handling. Today, these libraries are produced by spotting the
individual probes on microscope slides that can be read out
in fluorescence microscope readers after assaying. Reddy et al.
(80) reported a study that fingerprinted three different proteins
against an array of 7200 octamer peptoids. Each protein showed
distinct interaction patterns, although the peptoid library was
naı̈ve against the proteins. Using scatter plots of the interaction
intensities, clear dependencies of detection approaches (direct
labeling of protein vs. antibody detection) in the read outs could

be found. However, the quality of the assays and the ease of
handling makes the approach using peptoids promising as a
complementation of DNA and protein arrays used in diagnostics
today.

One of the most recent examples of combinatorial library ap-
plications comes back to the theme of in vivo imaging discussed
earlier in the protease section. A one-bead–one-compound
library of urea-capped octapeptides built around a central
LDV-motif was screened against JURKAT cells. Beads were
selected based on observed cell adhesion under a microscope,
and the compounds on these identified beads was character-
ized by EDMAN sequencing of encoding peptide tags in the
interior of the beads, which yields only to different sequences.
Because of the biasing with the central LDV motif, these com-
pounds showed high affinity and specificity to α4β1-integrin.
After complexation with the NIRF dye Alexa680-streptavidin
conjugate, the peptides were used for the imaging of various
tumors in nude mice. Tumors that expressed the α4β1-integrin
became fluorescent, whereas tumors not expressing the integrin
did not provide imaging signals (81).

Most recently, the utility of combinatorial libraries in pro-
teomics was demonstrated by enriching platelet proteins. Using
columns loaded with a combinatorial peptide library, low abun-
dant proteins from platelet extracts could be enriched through
capturing and eluting them. The diversity of the library allowed
capturing proteins without knowledge of their identity and bind-
ing partners. Using two different libraries, 175 new proteins
could be identified and sequenced (82).

Modulating Biological
Systems—Artificial Receptors

Traditionally, the approach to interrupting biological processes
aims to find small molecules that fit into a binding site offered
by one binding partner. This approach has been and still is very
successful for drug discovery. Combinatorial chemistry opened
the way to another approach for the modulation of biological
processes. For the first time, it became possible to develop re-
ceptor molecules for peptides without detailed knowledge of
the peptide conformation and without intricate design for the
rigidification of the receptor and fitting of the intermolecular
interactions. Using cheno(12-deoxy)cholic acid as a scaffold
to orient combinatorial depeptide chains, Boyce et al. (83)
identified receptors that would bind and distinguish Leu- and
Met-enkaphalin, which are two pentapeptides. Thus, it became
conceivable that one could prevent an enzymatic transformation
by trapping the substrate instead of blocking the active site of
the enzyme. The viability of the approach was shown on the
example of the farnesylation of the H-Ras protein. H-Ras is a
central signal transduction protein and in its mutated forms one
of the prime players in multiple cancers. For its functioning,
it has to be localized to the cell membrane, which is achieved
through posttranslational farnesylation of the carboxy-terminal
CaaX-box sequence. Farnesyltransferase inhibitors have been
under preclinical and clinical investigation for a long time, but
they suffer severe unwanted side effects, as a plethora of other
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proteins require the farnesylation of their respective CaaX-box
sequences. Although these sequences are similar enough to be
transformed by the same enzyme, each protein carries its char-
acteristic CaaX-sequence. Using a library of receptors based
on four identical combinatorial tetrapeptides that grew from a
trilysine scaffold, receptors that recognize the CVLS-sequence
of H-Ras could be identified in an on-bead screening assay.
After resynthesis, these receptors suppressed the farnesylation
of H-Ras, while still permitting the farnesylation of K-Ras
(CVIM) and Laminin (CAIM) (84). One receptor prevented the
localization fluorescent GFP-H-Ras to the cell membrane after
microinjection into xenopus oocytes, which demonstrated the
use of such receptors and molecular biology tools. In another
demonstration of this approach of “epitope protection,” Zhang
and Kodadek (85) showed that a linear 15-mer peptide identi-
fied from phage-display library can bind to the cleavage site of
interleukin-1β. This cleavage site is proteolyzed by Caspase-1,
which is a key initiator of intracellular processes. As one of the
key switches for inflammation and apoptosis, Caspase-1 has a
broad substrate specificity, which has made the therapeutic de-
velopment of Caspase-1 inhibitors very challenging. The identi-
fied peptide could suppress the cleavage of interleukin-1β, while
at the same time having no impact on the autocatalytic activa-
tion of Caspase-1, one of the key factors in Caspase-1 mediated
signaling (85). Yet, not only peptide epitopes can be recognized
with peptide derived receptors. Using the same combinatorial
receptor library as in the H-Ras study (see above, (84)), Fukase
et al. discovered receptors for liposaccharides (86). Escherichia
coli Lipid A, which is a strong endotoxin, is responsible for in-
flammatory and lethal septic events during bacterial infections.
Thus, molecules that absorb the endotoxin could be of high ther-
apeutic value. In an on-bead affinity screening, tritium-labeled
Lipid A analogs were equilibrated with the library, and beads
that bind the radioactive liposacchararides were visualized by
microradiography. Decoding of the binding beads and resynthe-
sis of the respective receptors yielded “molecular forceps” that
can bind and distinguish the various Lipid A analogs, whereas
another E. coli liposaccharide, O111:B4 LPS, was not recog-
nized by the forceps (86).

The field of using artificial receptors to camouflage enzyme
substrates or to absorb toxic biologicals is still in its infancy, and
no biological activity of artificial receptors beyond the cellular
level has been reported to date. Yet the ability to generate and
identify receptor molecules that show binding properties similar
to antibodies opens intriguing alleys to chemical tools for the
study of molecular biology. Once we learn how to handle the
tools provided by combinatorial libraries, we will have access
to a tool chest for the investigation of cells and organisms at
the molecular level, the key aspect of chemical biology.

Epilogue

The use of combinatorial libraries in chemical biology is plen-
tiful. This article focused on the plethora of possibilities and
challenges in a fast developing field, which highlighted some
achievements. With the evolution of synthetic repertoire and an-
alytical technologies, high-throughput screening starts to move

from structurally related libraries as discussed here to libraries
assembled from historic collections. With the increased diver-
sity of structures, we will observe many more molecular tools
for chemical biology. As many efforts are focused on drug dis-
covery, one should also expect novel therapeutic approaches
based on our increased understanding of chemical and biologi-
cal spaces and networks.
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Water is an integral part of DNA structure, and it plays an important role in
dictating conformational preferences and binding properties of nucleic
acids. Although in recent years a wealth of information on the physical
properties of water in the vicinity of nucleic acids has accumulated, our
understanding of how water interacts with nucleic acids and how it
mediates DNA recognition by small ligands and DNA-binding proteins
remains limited. In this article, we review the current state of DNA
hydration research. In particular, we discuss structural, dynamic, and
thermodynamic aspects of nucleic acid hydration. We also present an
overview of the structural and thermodynamic role of water in modulating
protein–DNA recognition and highlight the importance of hydration as a
major contributor to the energetics of nucleic acid recognition. We
emphasize the need for additional physico-chemical studies of DNA
hydration by experimental and theoretic scientists.

Liquid Water

Water is the least understood liquid with respect to its macro-
scopic properties; yet, because of those same properties, it is
also the only milieu known to support life (1). Some of the
more important properties of water that make life possible are
the negative change in volume associated with the ice-to-water
transition, the density maximum at 4 ◦C, the anomalously high
melting and boiling points, the high dielectric constant, the high
mobility of H3O+ and OH− ions, and its translucency to visi-
ble light. The ability of a water molecule to engage in hydrogen
bonding is the key to understanding the macroscopic anomalies
of liquid water. A water molecule can act simultaneously as
both donor and acceptor of hydrogens, which leads to the for-
mation of extensive hydrogen-bonded networks in liquid water.
In crystalline ice, each water molecule is hydrogen bonded to
four nearest neighbors that are arranged spatially with local
tetrahedral symmetry. A comparison of the enthalpies of fusion
and sublimation of ice reveals that liquid water at 0 ◦C is only
∼ 15% less hydrogen bonded than ice. At 100 ◦ C, liquid water
still retains half of its hydrogen bonds.

The current view of liquid water is that of highly dynamic,
random, three-dimensional networks of hydrogen-bonded water
molecules with a local preference for tetrahedral geometry but
with a large proportion of strained and broken hydrogen bonds
(1). The abnormal properties of water are thought to result from
the competition between bulky water structures networked by

strong hydrogen bonds and more compact arrangements of wa-
ter molecules with a prevalence of strained and broken hydrogen
bonds (1). The distribution of water structures can be described
by a pressure- and temperature-dependent partition function that
takes into account the free energy differences between the vari-
ous hydrogen-bonded arrangements. This distribution is altered
locally under the influence of a solute; however, the change in
distribution is paid for by respective changes in free energy,
enthalpy, and entropy. These thermodynamic changes depend
on the chemical nature of the solute (charged, polar, nonpolar)
and, correspondingly, the nature of solute–solvent interactions.

Hydration as a general phenomenon

Water is not just a medium that dissolves a solute. Interac-
tions between solute and water also dictate the conformational
preferences of macromolecules, simultaneously guiding and ac-
tively participating in all aspects of molecular recognition. The
modifying effect of hydration can have both structural and ther-
modynamic components. The structural effect is exerted by
ordered waters that serve as localized hydrogen donors or ac-
ceptors for polar and charged groups of a macromolecule or
a macromolecular complex. Frequently, these ordered waters
serve to bridge polar and charged groups of biopolymers and
their complexes and may be conceptualized as a structural ex-
tension of the macromolecule. The thermodynamic contribution
of hydration is caused by solute-induced changes in the ener-
getics of all affected waters. In this context, structural waters
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represent just a fraction of the total number of thermodynami-
cally altered waters.

The most inclusive definition of hydration shell describes it
as consisting of all thermodynamically altered water molecules
in the vicinity of a solute. From a thermodynamic standpoint,
hydration can be viewed as binding of water molecules to the
hydration sites of a solute. The energetics of this association is
modulated by the type of solute–solvent interactions (electro-
static, hydrogen bonding, van der Waals) and by solute-induced
solvent reorganization. The latter occurs even in the absence
of appreciable solute–solvent interactions because the equilib-
rium distribution of hydrogen-bonded water networks of the
bulk becomes disrupted at the solute surface.

Water represents an integral part of DNA structure with the
energetics of hydration being an important determinant of the
conformational preferences of nucleic acids and the affinity and
specificity of DNA interactions with other molecules. In the
sections that follow, we discuss the current state of knowledge
on the impact of hydration on nucleic acid structure and recog-
nition.

Physical properties of DNA hydration
Water of hydration is chemically identical to water in the bulk.
The differences between these two populations of water involve
only their physical properties. Consequently, many physical
methods have been employed to characterize water of DNA
hydration.

Gravimetric measurements, in which the weight of water
adsorbed by DNA films is determined as a function of relative
humidity, has a long and venerable history (2, 3). Falk et al. (2)
have concluded that, at 92% humidity, double-stranded DNAs
are hydrated with about 20 water molecules per nucleotide.
More recently, a comparative gravimetric investigation of the
poly(dA)poly(dT) duplex and the poly(dT)poly(dA)poly(dT)
triplex revealed that, at 98% humidity, the duplex and the triplex
are hydrated by 21 ± 1 and 17 ± 2 waters per nucleotide,
respectively (3). These findings are in quantitative agreement
with the results of infrared spectral studies of DNA films
performed as a function of relative humidity (3–5). Results of
a detailed infrared study suggest that the initial hydration of
the sugar–phosphate backbone and heterocyclic bases (at 64%
relative humidity) includes about six water molecules (5). At
this stage, the less-hydrated A-conformation DNA begins to
form. An increase in humidity leads to additional binding of
four to five more water molecules. At this level of hydration,
formation of A-DNA is complete. Finally, above 95% humidity,
the number of water molecules in the hydration shell of DNA
becomes equal to ∼ 20 per nucleotide, which results in the final
stabilization of B-DNA.

One manifestation of strong solute–solvent interactions is
the inability of affected waters to freeze when the temperature
falls well below the freezing point. Nuclear magnetic resonance
(NMR), infrared spectroscopy, and low-temperature calorimetry
have been employed to characterize the number of nonfreezing
waters in the hydration shell of DNA (6–9). Based on their
infrared measurements of DNA films, Falk et al. (6) have
concluded that about 10 water molecules per nucleotide are
incapable of freezing with an additional 3 waters that show

a tendency to supercool at a high cooling rate. Subsequent
low-temperature NMR measurements in dilute DNA solutions
have revealed a significantly greater number of nonfreezing
water molecules that ranges from 27 to 29 molecules per
nucleotide (7). The observed discrepancy may reflect partially a
higher sensitivity of NMR over the early infrared spectroscopic
techniques for characterizing water states.

Systematic differential scanning calorimetric measurements
have revealed the sequence and conformation dependences of
the number of nonfreezing waters in DNA hydration shells (8,
9). These studies have suggested that duplex DNA contains
in its hydration shell ∼ 3 more nonfreezing waters per nu-
cleotide than the single strand (10 vs. ∼ 7 waters), whereas
AT-rich domains of DNA are more hydrated than GC-rich
domains (14 vs. 8 nonfreezing waters per nucleotide). These
calorimetric results seem to be in qualitative agreement with
the results of ultracentrifugation and osmotic stress studies (10,
11). CsCl density gradient ultracentrifugation of genomic DNA
with various AT content has revealed that two more water
molecules exist in the hydration shell of AT relative to GC base
pairs (11). Results of osmotic stress measurements have sug-
gested that the triplex-to-duplex plus a single-strand transition
of poly(dT)poly(dA)poly(dT) is accompanied by releasing one
water molecule per triplet, whereas the duplex-to-single strand
transition of E. coli DNA and poly(dA)poly(dT) causes the re-
lease of four water molecules (10). It has been noted, however,
that at reduced humidity, GC base pairs exhibit a greater pre-
disposition to adopt the A-conformation than do AT base pairs
(12, 13). Consequently, the results of these low water activity
studies may predominantly reflect reduced hydration of A- rela-
tive to B-DNA rather than the differential hydration of GC and
AT base pairs.

Volumetric investigations have provided a wealth of informa-
tion on the sequence-, composition-, and structure-dependent
hydration of nucleic acids and their low-molecular-weight
analogs (14). The partial molar volume, V◦, and adiabatic com-
pressibility, K◦

S, have proven to be sensitive to solute hydration
(14). Generally, when comparing solutes that are structurally
and compositionally similar, lower values of V◦ and K◦

S (less
positive or more negative) correlate with stronger and/or more
extensive hydration of the solute. The partial molar volumes,
V◦, and adiabatic compressibilities, K◦

S, of lithium, sodium,
potassium, rubidium, cesium, ammonium, and tetramethylam-
monium salts of various polymeric nucleic acids have been
determined at 25 ◦ C with rigorous consideration of the Don-
nan membrane equilibrium effect (15). These measurements
have revealed that, for any salt, the poly(dIdC)poly(dIdC) du-
plex is the most hydrated B-form DNA duplex followed by
the poly(dGdC)poly(dGdC) and poly(dAdT)poly(dAdT) DNA
duplexes. Furthermore, it has been observed that B-DNA gen-
erally exhibits lower values of V◦ and K◦

S than A-RNA,
with the latter including poly(rA)poly(rU), poly(rG)poly(rC),
and poly(rI)poly(rC). Finally, single-stranded poly(rU) is more
hydrated than double-stranded poly(rA)poly(rU) (normalized
per base), an observation consistent with an increase in hy-
dration accompanying the helix-to-coil transition. This notion
is in agreement with a decrease in compressibility accompa-
nying helix-to-coil transitions of polymeric DNA and RNA
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duplexes (16), although it contradicts the results of osmotic
stress and low temperature calorimetric investigations (9, 10).
The discrepancy may reflect differential probing of hydration
by different techniques, which emphasizes again that hydra-
tion is defined operationally and it depends on the experimental
observable.

In summary, the picture emerging from these studies suggests
that DNA is an extensively hydrated macromolecule; the very
structure of DNA is dictated by its interactions with water. The
aggregate results suggest that 10 to 30 waters per phosphate
interact with DNA and that these waters can be distinguished
from bulk water by various physical observables. DNA hydra-
tion, as characterized by physical methods, has been shown to
be sequence-, composition-, and conformation-dependent. How-
ever, different physical parameters are sensitive to different
subpopulations of waters of hydration. As such, different pa-
rameters may be complementary but not directly comparable
with each parameter providing its own unique window into a
particular aspect of DNA-solvent interactions.

Structural Aspects of DNA
Hydration

Information about ordered waters around nucleic acids comes
predominantly from single-crystal X-ray studies of DNA and
RNA oligonucleotides, although fiber diffraction data also have
provided valuable insights. X-ray crystallography enables one to
detect a subpopulation of the more localized water molecules
predominantly from the first hydration shell of a biopolymer.
Less localized waters or waters from more distant hydration
shells are bound less tightly and generally do not contribute
to measurable electron densities. Analysis of X-ray diffraction
patterns in terms of hydration requires a combination of high
quality data and reliable methods of refinement. Waters of
hydration are in dynamic equilibrium with bulk water and
generally exhibit low site occupancies and high temperature
factors. Consequently, X-ray crystallography detects not solvent
molecules themselves but loci that are occupied frequently and
that are referred to commonly as hydration sites. The presence
of cations in the vicinity of DNA may cause electron densities
to be mistaken easily for those of water molecules.

With these notes of caution, X-ray crystallographic studies
have provided important insights into the patterns of hydration
of the A-, B-, and Z-conformations of DNA. In a seminal work,
based on 15 B-DNA, 22 A-DNA, and 22 Z-DNA structures,
Schneider et al. (17) have determined the average number
of water molecules located in the first hydration shells of
phosphates and bases of A-, B-, and Z-form DNAs. It has been
found that the sum of the waters in the hydration shells of
phosphates and bases coincides with the net number of ordered
waters in A- and B-DNA. This agreement is consistent with a
picture in which the hydration shells of phosphate groups and
bases in DNA do not overlap. By contrast, the sum of phosphate
and base waters in Z-DNA (6.8) is larger than the total number
of ordered waters (5.3), which suggests an overlap between
the hydration shells of the backbone and the bases. The latter

reflects the presence of continuous water networks that bridge
phosphates and bases, which is a hydration signature of Z-DNA;
Z-DNA is favored by low water activity conditions.

In agreement with conventional wisdom, in all three forms,
water exhibits the highest affinity for the anionic O1P and
O2P oxygens (see Fig. 1) (17, 18). The next highest affinity
is observed for the hydrophylic oxo groups of purine and
pyrimidine bases followed by the exocyclic and endocyclic
nitrogens of the bases (17, 18). Each of the two partially charged
phosphate oxygens, O1P and O2P, has three hydration sites in
the first layer, which form a so-called “cone of hydration.” By
contrast, O3′ and O5′ phosphate ester oxygens and the ring
oxygen O4′ are hydrated poorly. No ordered water molecules
exist within 3 Å from O3′ and O5′ oxygens. In the right-handed
A- and B-DNA, O5′ is excluded sterically from water. All water
contacts to O3′ are longer than 3.1 Å, which suggests only weak
hydrogen bonding of waters that are bound primarily to the
partially charged oxygens O1P and O2P.

The O4′ oxygen of the furanose ring, which is often shielded
by the attached base or by stacking on a neighboring base,
can participate in hydration networks, although its involvement
depends on its accessibility to water (18, 19). In A- and B-DNA,
O4′ usually shares water molecules with the minor groove
hydrophilic base atoms from a previous residue. In the Z-form,
only the guanine sugar O4′ atom is accessible for hydrogen
bonding, because the O4′ atoms of cytosine sugars are oriented
toward the guanine ring of the next residue.

In B-DNA, water molecules that solvate neighboring phos-
phate groups can be linked only through second-layer waters
(17, 19). By contrast, in A- and Z-DNA, water molecules fre-
quently bridge anionic phosphate oxygen atoms of different
residues (17–19). In A- and Z-DNA, water molecules that bridge
anionic phosphate oxygens form apparent strings of water along
the duplex backbone. In fact, it has been proposed that the more
economical hydration of phosphate oxygens in A- and Z-DNA
relative to B-DNA is the driving force behind the B-to-A and
B-to-Z transitions observed in conditions of reduced water ac-
tivity (20).

The periodic order of double-stranded nucleic acids facilitates
arrangement of water molecules into regular hydration networks
in and at the grooves. Except for B-DNA with its strong,
sequence-dependent pattern of minor groove hydration, polar
atoms in the DNA grooves are well hydrated at about half
the level of the O1P and O2P oxygen atoms (17–19). In the
minor groove of AT-rich domains of B-DNA, water molecules
that bridge the adenine N3 and thymine O2 atoms are, in
turn, connected via other waters, there by creating the spine
of hydration. A similar spine of hydration has been reported
for the minor groove of Z-form d(CGCGCG)2, in which water
molecules form hydration networks that bridge O2 cytosine
atoms on opposite strands (19, 21). The major groove of A-DNA
is narrower than that of B-DNA. This disparity, in conjunction
with shorter interphosphate distances in A-DNA, results in more
extensive water networks in the major groove of A- relative
to B-DNA. In fact, in the A-DNA octamer d(GGTATACC)2

and decamer d(GCGTATACGC)2, the water molecules in the
major groove are arranged in fused pentagons and hexagons
that connect the phosphate backbone with the bases (18).
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Figure 1 Chemical structures of GC (panel A) and AT (panel B) base pairs with schematic representation of potential hydration sites. The diagram
specifies those functional groups of DNA, in the vicinity of which waters are observed frequently in X-ray crystallographic structures. The diagram does not
reflect the relative occupancies and precise localizations of individual water molecules.

The spine of hydration in the central AATT part of
d(CGCGAATTCGCG)2 is, perhaps, the most distinctive fea-
ture of the Dickerson–Drew B-DNA dodecamer (see Fig. 2)
(22). The spine represents a string of waters at the floor of
the minor groove spanning O2 of thymine and N3 of adenine,
which are brought into close proximity by helix rotation. The
spine of hydration is stabilized additionally by hydrogen bond-
ing to the sugar O4′ atoms at the bottom of the minor groove
(23). These first hydration shell waters are coordinated tetra-
hedrically and interconnected by second layer waters. A more
recent high-resolution X-ray crystallographic structure of the
Dickerson–Drew dodecamer revealed a third hydration layer
that consists of a second spine that runs parallel to the inner
spine at the periphery of the minor groove (24, 25). With the
outer spine, the zigzag-shaped inner spine represents the lower
part of four nearly planar fused hexagons that dissect the mi-
nor groove along the central hexamer portion of the dodecamer
duplex (25). The spine of hydration is disrupted sterically in
GC-rich domains of B-DNA because of the presence of the
guanine N2 amino group in the minor groove.

Dynamics of DNA Hydration

Water molecules in the solvation shell of DNA are able to ex-
change with the bulk solvent with relative ease with the rate of
exchange depending on the nature of DNA–water interactions.
Insight into the kinetics of solvent exchange and the dynamics of
water of hydration is derived from NMR and time-resolved flu-
orescent techniques. These techniques are mutually reinforcing;
they are sensitive to different time domains, different subpop-
ulations of water, and different physical characteristics related
to water motion. NMR methods are most effective to character-
ize water molecules with lifetimes of 0.1 ns and longer. These
relatively long-lived waters may play important structural roles.
On the other hand, time-dependent fluorescent techniques are
sensitive to short-lived, nonstructural waters of hydration with
lifetimes in the femtosecond to picosecond range.

The use of NMR in hydration studies is based on two comple-
mentary approaches. In one approach, nuclear Overhauser effect
(NOE) cross-peaks between DNA protons and hydration water
are used to gain insight into the dynamics of localized water
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Figure 2 Spacefill model of the Dickerson–Drew B-DNA dodecamer that
illustrates the spine of hydration in the minor groove. The waters of minor
groove hydration are shown in red (medium gray in black and white print),
whereas the two DNA strands are shown in green (light gray in black and
white print) and blue (dark gray in black and white print). The model was
adapted from the high resolution X-ray data of Tereshko et al. (52).

molecules near nonexchangeable DNA protons. The second ap-
proach uses the nuclear magnetic relaxation dispersion (MRD)
spectrum of DNA to characterize the relaxation properties of
perturbed waters without specifying their relative positions. In-
tramolecular magnetization relaxation and fast proton exchange
by labile DNA protons may complicate interpretation of DNA
water cross-peaks in NOE measurements and also may affect in-
terpretation of H1 MRD results. Such complications are avoided
in O17 and H2 MRD measurements that are uniquely related to
water relaxation (26).

Most NMR studies on DNA hydration have investigated the
spine of hydration in the minor groove of the Dickerson–Drew
dodecamer and related sequences (27). NOE studies have re-
vealed the presence of long-lived water molecules in the minor
groove of AT-rich domains of B-DNA with residence times of
∼ 1 ns (26–28). Consistent with these results, MRD mea-
surements with and without the minor groove binding agent
netropsin also have located long-lived waters with a residence
time of 0.9 ± 0.1 ns in the minor groove of the Dickerson–Drew
dodecamer (26, 28). NOE measurements also have detected wa-
ters with lifetimes in excess of 0.5 ns in oligonucleotides with
a central 5′-TTAAN-3′ domain, when N is either T or C (29,
30). By contrast, no long-lived waters in the minor groove are
detected when the flanking nucleotide N is G or A (29, 30).
These observations suggest subtle sequence-dependent effects
of minor groove hydration that may correlate with the groove
geometry.

NMR studies of water dynamics in the major groove of
B-DNA are sparse. Although NOE cross-peaks between water
and thymine methyl protons and guanine 8H and adenine 8H
protons in the major groove of the Dickerson–Drew dodecamer
have been identified, the estimated lifetimes on the order of
200 to 500 ps are short compared with that of water in the
minor groove (26, 28). MRD measurements at 4 ◦ C have

also identified short-lived water molecules with residence times
of ∼ 30 ps that are not associated with the minor groove
of B-DNA (28). Surprisingly, this MRD-based estimate is in
good agreement with fluorescent-detected hydration lifetimes
discussed below. It represents an average residence time for the
entire population of fast-lived DNA water molecules.

Time-resolved emission spectroscopy (TRES), also referred
to as time-resolved Stokes shift spectroscopy, enables one to
derive information about the dynamics of biopolymer-solvent
interactions on the femtosecond to nanosecond time scales, pro-
vided that suitable solvatochromic fluorescent probes have been
identified. Such probes should exhibit significant Stokes shifts
that change with solvent polarity and should have fluorescent
lifetimes on the order of the dynamic solvent exchange process
or longer. TRES detects solvent dynamics that influences the
energy difference between the excited and the ground states of
the fluorophore and is insensitive to dynamic processes that are
significantly slower than the fluorescence lifetime.

The fluorescence lifetimes of the four natural DNA bases
within the femtosecond range are too short to be useful as spec-
troscopic probes to characterize the solvation dynamics of DNA
(31). The minor groove binder Hoechst 33258, the fluorescent
adenine analog 2-Aminopurine (2Ap), and the base pair mimic
coumarine 102·abasic site are better probes because they ex-
hibit longer lifetimes and better solvatochromic properties. Of
the two base pair analogs, the coumarine 102·abasic site base
pair mimic disrupts the native DNA structure more than the
adenine analog 2Ap. However, the spectroscopic characteristics
of the former are superior to those of 2Ap for probing solvation
dynamics.

Using 2Ap and Hoechst 33258 as probes, Pal and Zewail (32)
have identified two groups of weakly bound water molecules in
the vicinity of DNA with residence times of ∼ 1 ps and 12 to
19 ps. Subsequently, the Berg group (33) using the coumarine
102·abasic site base pair mimic has discovered power law
solvation dynamics that range over six orders of magnitude from
the low femtoseconds to the high nanoseconds. The 1-ps and
19-ps solvation dynamics detected by Pal and Zewail represent
a part of the overall solvation dynamics detected by the Berg
group (33). These studies provided unique insights into the
(ultra) fast solvation dynamics at the site of the modified base.
However, it is yet to be understood how these results relate to
the hydration dynamics of unperturbed DNA. A large body of
evidence suggests that even minor chemical modifications, such
as the adenine to 2Ap replacement, may impact significantly the
structure and thermodynamics of DNA. By implication, it is not
unreasonable to anticipate that the solvation dynamics at the
probe site may also be perturbed by the chemical modification.

Computer Simulations

Theoretic approaches have emerged as a powerful means to
characterize nucleic acid hydration at a level not restricted
by the limitations of experimental techniques. In particular,
molecular dynamics (MD) computer simulations have provided
a wealth of information on the structure and dynamics of
water in the vicinity of nucleic acids (12). Recent advances
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in computational methodology and computational power have
enabled simulations of oligomeric nucleic acids in explicit
solvent over a time range of 10 ns and longer thereby enhancing
the usefulness and reliability of MD simulations.

Comprehensive MD simulations of the d(C5T5)d(A5G5)
DNA duplex with CHARMM and AMBER force fields have
been employed to study the conformation (A-vs.-B) and se-
quence (AT-vs.-GC) dependent patterns of DNA hydration (12,
13). Many hydration sites around A- and B-DNA identified by
these MD calculations coincide with those determined by crys-
tallography. In both A- and B-conformations, the local density
of water in the first hydration layer in the vicinity of oxygen
and nitrogen atoms increases up to six times relative to the
bulk density and to approximately twice the bulk density in the
vicinity of carbon atoms of the DNA. This important theoreti-
cal result, probably, should be viewed as reflecting a qualitative
rather than a quantitative picture of the first layer of DNA hy-
dration. The calculated solute-induced changes in the properties
of water extend to the second and the third hydration layers
where the densities are, respectively, 15% and 5% higher than
that of bulk water.

Using the positions of the first and second minima in the
radial distribution function of water oxygens with respect to
DNA as criteria that defines the first and second hydration
layers, it has been found that B-DNA and A-DNA are solvated
similarly by 29 waters in the first layer and by 31 waters
in the second layer (13). These numbers depend weakly on
base composition. However, the amount of tightly bound waters
(hydrogen-bonded) in the first hydration layer depends on the
composition and conformation of the DNA. AT base pairs in
A- and B-conformations contain, respectively, 17.7 and 19.3
tightly bound waters. GC base pairs in A- and B-conformations
contain, respectively, 19.3 and 20.6 tightly bound waters. Thus,
around 10 water molecules in the first hydration layer interact
weakly with DNA. B-DNA contains in its hydration shell one
to two more strongly bound waters than A-DNA. GC base
pairs interact with water more strongly than AT base pairs in
both A- and B-conformations. In B-DNA, this disparity reflects
partially the wider minor groove of GC base pairs and their
more extensive hydration (three solvation sites per base pair).
This sequence-dependent pattern of hydration agrees with the
more favorable electrostatic solvation energy of GC relative
to AT base pair calculated by using the Poisson–Boltzmann
equation (34).

Protein–DNA Recognition

Water plays a major role in modulating DNA recognition by
drugs and proteins. In protein–DNA recognition, water plays a
structural role in addition to its thermodynamic role. In fact,
it has been suggested that water is a critical element of the
recognition code, mediating interactions that would be less fa-
vorable in its absence (35). Interfaces of specific and nonspecific
protein–DNA complexes can be significantly hydrated, often
with water molecules that form bridges between amino acid
residues and nucleic acid bases. These waters modulate the

specificity of protein–DNA recognition by screening unfavor-
able electrostatic interactions and by facilitating formation of
water-mediated networks of protein–DNA hydrogen bonds. For
example, the crystal structure of the paired homeodomain dimer
complexed with DNA displays 18 ordered waters that medi-
ate contacts between the protein and the DNA major groove
(36). Molecular dynamics simulations of the estrogen recep-
tor binding to consensus and nonconsensus DNA sequences
have indicated that binding specificity and stability is con-
ferred by a network of direct and indirect (water mediated)
protein–DNA hydrogen bonds (37). Significantly, the fluctuat-
ing network of hydrogen bonds between the receptor and the
nonconsensus DNA facilitates penetration of water molecules
to the protein–DNA interface.

The trp repressor represents a striking example of the struc-
tural aspect of hydration; all but one interaction between the
protein and the operator DNA are mediated by water molecules
(38). A comparison of high-resolution structures of the free
and bound states of the trp operator DNA has revealed that
the hydration sites in the two structures are the same (39).
Thus, conserved water molecules mediate trp repressor-operator
contacts, consistent with a picture in which protein and DNA
recognize each other’s hydration patterns. A subsequent anal-
ysis of 11 protein–nucleic acid complexes has shown that the
positions of polar protein atoms hydrogen bonded directly to
DNA groups generally correspond to hydration sites that would
normally be occupied by water molecules in unbound DNA
(40). This observation is consistent with a picture in which the
hydration sites of free DNA mark the protein binding sites at
the protein–DNA functional interface. A similar conclusion has
been reached based on grand canonical Monte Carlo simula-
tions of the BamHI complexes with noncognate and cognate
DNA sequences (41). Based on these results, it has been con-
cluded that interfacial waters can serve as a “hydration finger-
print” for a given DNA sequence that guides its recognition by
DNA-binding proteins.

Hydration has been suggested to play a functional role in
which it facilitates discrimination by a DNA-binding protein be-
tween the specific and the nonspecific sites by linear diffusion
or “sliding” (42, 43). This possibility was emphasized by von
Hippel who wrote, “Can one really think of the protein-DNA in-
terface of a nonspecific complex as retaining full hydration, and
what role does the expulsion of water bound to polar groups at
the interface play in stabilizing the specific complexes that form
when the DNA target site is reached?” (42). A partial answer to
this question stems from the fact that little, if any, dehydration
accompanies the formation of a nonspecific protein–DNA com-
plex as suggested by near-zero changes in heat capacity, ∆CP

(43–45). By contrast, very large and negative changes in CP that
accompany specific protein–DNA association suggest extensive
dehydration of specific protein–DNA complexes (42, 44, 45).
Differential changes in hydration associated with the binding of
several DNA-binding proteins to cognate and noncognate sites
have also been detected by osmotic stress measurements. For
example, the binding of the restriction endonuclease EcoRI to
its specific DNA sequence is accompanied by a release of ∼ 110
more waters than binding to a nonspecific sequence (46). Based
on the independence of this number on the osmolyte type, it

6 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Nucleic Acids, Hydration of

has been proposed that the nonspecific complex sequesters 110
waters in a space between the interacting protein and the DNA
surface that is sterically inaccessible to solutes.

More recently, osmotic stress measurements have been used
to determine differences in the number of sequestered waters
among the complexes of λ cro repressor with one cognate
and four noncognate sequences (47). It has been found that
the number of sequestered water molecules for a particular
cro-DNA complex correlates linearly with the binding free
energy, ∆G, with each extra bound water, a loss of ∼ 150 cal
mol−1 in ∆G.

Structural information alone does not allow any conclusions
about the contribution of water to the thermodynamics of
protein–DNA complex formation. A change in free energy, ∆G,
which accompanies DNA–protein association, is determined
by an interplay between the enthalpic, ∆H, and the entropic,
∆S, contributions: ∆G = ∆H − T∆S. Release or uptake of
water has been invoked as a major contributor to the binding
enthalpy, ∆H, and entropy, ∆S, of calorimetrically determined
thermodynamics of protein–DNA association. In particular, it
has been suggested that water release from hydrophobic and
polar domains of the interacting species results in a favorable
∆S contribution to the energetics of protein–DNA complexation
(43, 48). Displacement of the spine of hydration from AT-rich
domains of the DNA minor groove results in a favorable change
in entropy (49). This change has been identified as the molecular
origin of the differential thermodynamic profiles of the binding
of proteins to the major and minor grooves (49). The association
of DNA-binding proteins with the major groove is primarily
enthalpy-driven, while the binding in the minor groove generally
results in an unfavorable change in enthalpy that is offset by an
increase in entropy. Importantly, the displacement of the spine
of hydration in the minor groove of AT-rich DNA domains by
minor groove binding drugs is also thought to be a possible
source of the entropy-driven thermodynamic signature of these
drug–DNA binding processes (50).

Although hydration is acknowledged widely to be a ma-
jor part of both the enthalpic and the entropic components
of the affinity (∆G) and specificity (∆∆G) of DNA recogni-
tion, it is difficult to assess the contributions of each water
molecule released to or taken up from the bulk upon binding.
The situation is complicated additionally by the fact that the
thermodynamic impact of hydration is caused by both ordered
(crystallographically detectable) and unordered (crystallograph-
ically undetectable) waters. The latter are difficult to identify
and to characterize. This problem is complex, and it requires
a concerted experimental and theoretic effort. An encouraging
development in the field is the increasing number of volumetric
and osmotic stress investigations that are devoted to character-
izing the net release/uptake of water upon various drug–DNA
and protein–DNA binding events (14, 51). However, the link
between these studies and the hydration contributions to the
overall energetics of DNA recognition is yet to be established
and remains a controversial subject. Additional studies in this
field are required to understand the molecular origins of the
affinity and specificity of DNA recognition.

Concluding Remarks

From the time of the discovery of the double-helix structure
of DNA, it has become increasingly clear that solute–solvent
interactions represent the very foundation of the conformational
preferences, stability, and biological functions of nucleic acids.
In recognition of this fact, many experimental and theoretic
studies explore the hydration properties of nucleic acids. The
structural picture of DNA and RNA hydration that is emerging
from X-ray and NMR studies is robust. However, hydration is
not limited to structurally ordered water molecules; it involves a
large number of unordered waters. The latter population of water
molecules is more challenging to detect and to characterize,
although their thermodynamic impact on nucleic acid structure
and recognition may be as important as, or even exceed that,
of ordered waters. More concerted experimental and theoretic
studies are required to fully understand the role of water in
fine tuning the structure and recognition of nucleic acids. The
emerging insight may well be the key to understanding the
molecular mechanisms of gene expression and control.
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Nucleic acids are highly reactive macromolecules that can undergo a
variety of chemical changes that may be deleterious to their function. In
particular, deoxyribonucleic acid (DNA) undergoes multiple spontaneous
chemical changes and is reactive with reactive oxygen species generated
during oxidative metabolism and with naturally occurring chemicals,
ultraviolet radiation, and a myriad of environmental chemicals. This review
highlights many of these chemical changes.

Alterations in the chemistry of DNA, particularly those that
affect the nitrogenous bases, the coding elements of the genome,
are an incontrovertible fact of life as we know it on planet Earth.
This fact of life derives from the intrinsic relative instability of
nucleic acids, as well as their chemical reactivity with naturally
occurring physical and chemical agents (in particular, free
radicals generated during normal oxidative metabolism), other
naturally occurring reactive chemicals, and ultraviolet (UV)
radiation from the Sun. Indeed, life on Earth might have been
very different if the genetic blueprint of cells had evolved as a
chemical entity that was not as reactive, or if the generation of
energy in cells was not oxygen-based. Some nucleic acids, DNA
in particular, are reactive with other products of normal cellular
metabolism, such as steroids and alkylating agents, compounds
that can crosslink the two polynucleotide chains of DNA, and
those that can crosslink DNA to proteins.

Biologic Background

The fact that nucleic acids are highly reactive and are thus
subject to frequent chemical change, i.e., DNA damage, neces-
sitated the evolutionary selection of multiple cellular protective
mechanisms in order to sustain life. These mechanisms include
multiple ones designed to (1) dispose of free radicals, (2) restore
the normal chemistry and nucleotide sequence of damaged DNA
(DNA repair), and (3) tolerate persistent DNA damage that
threatens the viability of cells as a result of arrested DNA repli-
cation or transcription, or because of high levels of mutation.

This review is largely restricted to a consideration of chemical
alterations of the nitrogenous bases, the informational elements
of DNA. However, consideration is also given to the formation

of strand breaks in DNA. The article does not consider inter-
actions of nucleic acids with synthetic compounds, of which a
very large number is known to react with both DNA and RNA.
Nor do we consider the mispairings of bases that arises from
the occasional errors associated with normal DNA replication.
Finally, we do not address chemical alterations in RNA, since
most of the RNA in cells turns over rapidly, and the biological
significance (if any) of RNA damage is apparently limited.

The nature and mechanism of the numerous biologic re-
sponses that cells can mount to cope with the consequences of
DNA damage is also beyond the scope of this limited review.
We refer interested readers to a recent comprehensive textbook
on these topics and to numerous references quoted therein (1).

Spontaneous Alterations in DNA
Chemistry

Tautomeric shifts

All of the bases commonly found in DNA [adenine (A), cytosine
(C), guanine (G), and thymine (T)] can undergo spontaneous,
pH-dependent chemical changes called tautomeric shifts (2).
The base T normally exists in the keto form (C=O) in the
C-4 position, but it can occasionally exist in the rare enol form
(C–OH) (Fig. 1). Under such circumstances it can anomalously
pair with G in the usual keto state. Conversely, the C-6 position
of G in the rare enol form can pair with T in the usual keto
form (Fig. 1). The same is true of the N-6 position of A, usually
in the amino form (NH2), switching to the imino form (NH)
tautomer; in which case, it can mispair with cytosine in the
amino form (Fig. 1). Reciprocally C can mispair with A when
the C-4 position switches to the rare imino form (Fig. 1).
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Figure 1 Anomalous base pairing involving rare tautomeric forms of the bases in DNA. When either T or G are in the rare enol form, they can pair.
Similarly, when A or C are in the rate imino form, they can pair. (Reproduced from Reference 1 with permission.)

Tautomerism in the bases commands interesting prominence
in the history of the elaboration of the structure of DNA by
James Watson and Francis Crick. When in the early 1950s
Watson was attempting to identify structurally compatible base
pairing schemes using simple two-dimensional cardboard mod-
els of the bases, he inadvertently deployed the rare tautomeric
states until the chemist Jerry Donahue pointed out this error
to him.

The tautomeric forms I had copied out of Davidson’s book were,
in Jerry’s opinion, incorrectly assigned. My immediate retort
that several other texts also pictured guanine and thymine in
the enol form cut no ice with Jerry. Happily he let out that for
years organic chemists had been arbitrarily favoring particular
tautomeric forms over their alternatives on only the flimsiest of
grounds (3).

Spontaneous Deamination
of Nitrogenous Bases in DNA

The common DNA bases A, C, and G, as well as the less
common base 5-methylC, are endowed with exocyclic amino
groups. These bases can be spontaneously lost as a function of
the ambient pH and/or temperature (deamination), thus altering
their ability to correctly pair with other bases (4).

Deamination of cytosine (C) to generate
uracil (U) in DNA

Perhaps the most extensively studied example of spontaneous
deamination, certainly in terms of its biologic outcome, is that of
C to yield uracil (U) in DNA (Table 1). U, which is chemically
identical to T except for the methyl group in the C-5 position of
the latter, most often pairs with A, resulting in permanent G:C
→ A:T transition mutations during subsequent rounds of DNA
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Table 1 Endogenous DNA lesions arising and repaired in a mammalian cella in 24 h

98% double-stranded DNA
Endogenous source 100% double-stranded DNA 2% single-stranded DNA

Hydrolysis
depurination 9000 9000
depyrimidination 300 300
cytosine deamination 50 250
5-methylcytosine deamination 5 25

Oxidation
8-hydroxyguanine (8-oxoG) 500 500
Ring-saturated pyrimidines (thymine glycol,

cytosine hydrates)
1000 1000

Lipid peroxidation products (M1G, etheno-A,
etheno-C)

500 500

Nonenzymatic methylation
by S–adenosylmethionine

7-methylguanine 3000 3000
3-methyladenine 600 600
1-methyladenine & 3–methylcytosine n.d. 100

Nonenzymatic methylation by nitrosated
polyamines & peptides

O6-methylguanine 10 – 50 10 – 50

aEstimates are for a 3 × 109 bp genome. (Reproduced from Reference 1 with permission.)

replication (5). Additionally, the presence of U instead of T in
the promoter regions of coding genes may affect the binding of
regulatory proteins, thereby altering gene expression (1).

The chemistry of C deamination has been extensively studied
(6, 7). It has been suggested that at neutral pH hydroxyl ions
can directly attack the C-4 position of C (Fig. 2), especially
in single-stranded DNA. An alternative explanation offered is
an addition–elimination reaction during which dihydrocytosine
is generated as an intermediate. This reaction may involve the
formation of dihydrocytosine and dihydrouracil as intermediates
(Fig. 2).

Cytosine in DNA is stable, with an estimated half-life of
about 200 years (4). This value derives for a calculated rate con-
stant for cytosine deamination in single-stranded DNA of ∼2
× 10−10/s based on the direct measurement of deamination in
nucleotides and polynucleotides in vitro at various temperatures
and pH (8). Evaluating the biologic significance of these values
is problematic because they derive from in vitro measurements
using single-stranded polynucleotides, whereas in living cells,
most DNA is, of course, in the duplex configuration and the rate
of spontaneous deamination of cytosine in duplex DNA in vitro
is believed to be <1% of that in single-stranded DNA (8). How-
ever, limited regions of single-stranded DNA are transiently
generated in the course of various DNA metabolic transac-
tions, in particular replication, transcription, and recombination.
Additionally, considerable evidence exists that duplex DNA un-
dergoes spontaneous localized denaturation, or “breathing,” that
could further promote this process (9). (On the other hand,
single-stranded DNA can interact with specific DNA-binding

proteins that may protect these regions of the genome from
chemical change.)

The literature documents various situations in which C deami-
nation is enhanced. These situations include the presence of C in
cyclobutane pyrimidine dimers (a form of DNA damage caused
by exposure to UV radiation; see later discussion) or in mis-
pairings with other bases or with alkylated bases (1). Cytosine
deamination is also promoted in the presence of nitrous acid,
a reaction that although not considered in this review, has lent
much to our understanding of possible chemical mechanisms of
spontaneous deamination (1).

While considering the presence of U in DNA, it is relevant
to point out that this base can also arise in DNA by its
misincorporation (instead of T) during normal DNA replication
as a consequence of the existence of a small pool of dUTP
(1). Not unexpectedly, perturbations that increase the pool size
of dUTP relative to that of TTP promote this misincorporation
(1). However, the biologic consequences of A:U “mispairs” in
DNA are limited because such base pairs have the same coding
potential as A:T pairs (1).

Essentially all life forms studied are endowed with enzymes
that recognize and remove U from DNA. These enzymes, called
uracil-DNA glycosylases (UDGs), are historically noteworthy
because their discovery identified a new class of DNA repair
enzymes that collectively embrace many more substrates than
uracil in DNA. The several DNA glycosylases that selectively
remove uracil from DNA comprise a superfamily of proteins
that are represented in all life forms (1).
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Figure 2 Plausible chemical mechanisms for the base-mediated deamination of cytosine. Top: Deamination resulting from 1,4-addition. Bottom:
Deamination resulting from 1,2-addition. In both cases, only the cytosine ring is shown subsequent to hydroxide addition.

Deamination of 5-methylcytosine

Cytosine that is methylated at the 5 position (5-methylC) is
naturally encountered in the genomes of some organisms, both
prokaryotic and eukaryotic (10) (Table 1). It has been estimated
that the rate of deamination of 5-methylC is significantly faster
than that of C in single-stranded polynucleotides, and that
it could account for as much as 10% of the spontaneous
deamination events in the genome of mammalian cells under
physiologic conditions (4). Since deamination of 5-methylC
generates T in DNA, this spontaneous reaction is considered
to be an important source of T:G mispairs that can lead to G:C
→ A:T transition mutations, especially in CpG-rich promoter
regions of many genes, so-called CpG islands (1).

For many years it was considered that T:G mispairs gener-
ated by the deamination of 5-methylC would not be repaired
by mismatch repair mechanisms because of the intuitive notion
that conventional mismatch repair would not distinguish T in
T:G base pairs from that in normal T:A base pairs, potentially
leading to wholesale loss of TMP from DNA. However, the
discovery of DNA glycosylases as a general class of base exci-
sion repair enzymes led to the detection of a DNA glycosylase
that specifically recognizes T in T:G mispairs (1). Addition-
ally, some bacteria are endowed with a specialized form of
mismatch repair that distinguishes between T:G and T:A base
pairs (1).

Deamination of adenine and guanine

The deamination of A and G in DNA to hypoxanthine and
xanthine, respectively, transpires at rates about 50-fold less than
that of C (9). The biologic significance of such deamination
reactions is also overshadowed by data indicating that they
transpire about 10,000 times less frequently than their complete
loss from the genome during spontaneous depurination (see later
discussion).

Spontaneous Loss of Bases
from DNA (Depurination
and Depyrimidination)

The spontaneous loss of bases from DNA after hydrolysis
of the N-glycosyl bond linking them to the sugar-phosphate
backbone is a frequent source of spontaneous DNA damage,
with potentially important biologic consequences (1) (Table 1).
It is estimated that the genome of the average mammalian cell
sustains the loss of about 10,000 purines a day, generating that
many apurinic/apyrimidinic (AP) sites (9). AP sites are very
unstable, often leading to hydrolysis of the sugar phosphate
backbone and the formation of strand breaks (1, 4, 9).

The kinetics of base loss has been extensively studied in vitro
using polynucleotide substrates incubated at varying pH and
temperatures. Such studies indicate that G is lost from DNA
about 1.5 times more rapidly than A (11). Extrapolation of
Arrhenius plots generated by direct measurements at varying
temperatures yields a rate constant for the depurination of
duplex DNA of k = 3 × 10−11/s at physiologic ionic strength
and temperature (11). This result translates to the loss of
∼1 purine/E. coli genome equivalent. However, thermophilic
bacteria that thrive at high temperatures and often at very acidic
pH may sustain the loss of several hundreds of purines each
generation absent specific biologic mechanisms to offset this
loss. As just mentioned, mammalian cells may sustain the loss
of ∼10,000 purines/day. The chemistry of depurination at acidic
pH is believed to involve protonation of bases followed by
elimination of the base in an SN1-like process that probably
involves a ribose-derived oxonium ion (Fig. 3). Pyrimidines
are spontaneously lost from polynucleotides at about 1/20th the
rate of the loss of purines, but this process may translate into
the loss of hundreds of pyrimidines during each mammalian cell
cycle (12).
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Figure 3 Plausible chemical mechanism for acid-catalyzed depurination and subsequent base-mediated strand cleavage, shown in the context of an A–T
base pair. Only the adenine-containing segment of the molecule is shown subsequent to the initial reaction. The depurination reaction proceeds through
an oxonium ion intermediate (top right) that is quenched by water. The resultant hemiacetal exists in equilibrium with the open-chain aldehyde, thus
making the 2′-hydrogen relatively acidic and facilitating base-catalyzed elimination that leads to strand cleavage.

The deoxyribose residues that are generated at sites of base
loss in DNA exist in equilibrium between the closed furanose
form and the open aldehyde form (13) (Fig. 3). The 3′ phospho-
diester bonds associated with the latter are labile and are readily
hydrolyzed by β-elimination during which the pentose carbon
tothe aldehyde is activated at alkaline pH and at increased tem-
peratures (13). The same reaction proceeds at a reduced rate at
neutral pH. At physiologic pH and temperature, a site of base
loss in DNA has an estimated average lifetime of ∼400 h (14).

Spontaneous Oxidative Damage
to DNA

Products of oxygen breakdown, such as superoxide radicals,
hydroxyl radicals (the most reactive oxygen radical known
to chemistry) and hydrogen peroxide, collectively referred to
as reactive oxygen species (ROS) (15, 16), are continuously
generated as byproducts of mitochondrial respiration in all
aerobic organisms, as well as from lipid peroxidation and from
the metabolic activity of phagocytic cells. ROS can also be
generated when cells are exposed to various exogenous agents,
notably ionizing radiation and numerous chemicals (especially
redox-cycling drugs) (1). ROS are highly reactive with DNA,
as well as with proteins and lipids. Indeed, the so-called oxygen
paradox points out that although oxygen is fundamental to
aerobic life forms, ROS pose what is perhaps the most pervasive

natural threat to the integrity of both the nuclear and the
mitochondrial genomes of cells (15). Numerous disease states
(in particular cancer) as well as the process of aging have been
implicated as consequences of oxidative damage to DNA (1).

To cope with this fundamental problem, cells have evolved
a myriad of defense mechanisms designed to both reduce the
burden of free ROS and to repair damage generated in DNA
by ROS (1). The former defense mechanisms primarily com-
prise multiple cellular antioxidants; antioxidant enzymes such
as superoxide dismutase, glutathione peroxidase, and catalase
(strategically located in or near the mitochondrial membrane),
as well as naturally occurring antioxidants such as vitamins A,
E, and C; glutathione; and thioredoxin. Cellular oxidative stress,
a state characterized by (but not limited to) extensive oxidative
damage to DNA, results when levels of ROS exceed these var-
ious antioxidant defense mechanisms. The following discussion
focuses on the chemistry and to a lesser extent the functional
consequences of oxidative base damage to DNA. Details of the
repair of such damage and of the regulation of various antioxi-
dant enzymes are reviewed elsewhere (1).

Reactive oxygen species (ROS)

Molecular oxygen [dioxygen (02)] exists in a triplet ground
state and hence is relatively unreactive with the singlet state of
biologic molecules. But the unpaired orbitals of dioxygen can
sequentially accommodate single electrons, yielding superoxide
radicals (·O2

−), hydrogen peroxide (H2O2), hydroxyl radicals
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(·OH), and water as shown in the following equation (15, 17):

(e−)(e−, 2H+)(e−, H+)(e−, H+)

O2 → ·O2
− → H2O2 → ·OH → H2O

2.OH + H2O

The parameters that most significantly influence the potential
of ROS to interact with and damage DNA are their reactivity,
their half-life, and their diffusability in cells. Being highly
reactive, ·OH can readily oxidize organic molecules. However,
their extreme reactivity dictates a high probability that they
will rapidly encounter a reactive cellular component other than
DNA. Thus, they have limited diffusability, and ·OH generated
directly from leaky mitochondrial respiration is probably not a
major source of DNA damage.

The generation of ·OH in the very close proximity required
for its interaction with DNA is believed to transpire by the
Fenton reaction (1), first described around the turn of the nine-
teenth century by Henry John Horstman Fenton, who discov-
ered that hydrogen peroxide is a much more potent oxidant in
the presence of various metals, notably the ferrous ion (FeII)
than in their absence. Subsequently, Fritz Haber and coworkers
proposed that the potent oxidant generated during the Fenton
reaction is in fact ·OH, produced according to the following
reaction (18):

Fe2+ + H2O2 → Fe3++·OH + OH−

Even trace concentrations of iron support a robust Fenton
reaction if reducing agents such as NADH (17), ascorbate (19),
or superoxide are available to recycle Fe3+ to the active Fe2+
form. Although the Fenton reaction typically involves Fe2+, it
is also supported in the presence of other transitional metals
such as copper.

Like hydrogen peroxide, the free superoxide radical (·O2
−)

is not highly reactive. However, this chemical moiety can
readily generate H2O2, especially in the presence of the enzyme
superoxide dismutase, by the reaction:

2·O2
− + 2H+ → O2 + H2O2

Superoxide radicals can also reduce and liberate Fe3+ from
ferritin, or liberate Fe2+ from iron-sulfur clusters (17, 20),
thereby generating free iron that facilitates the formation of
highly reactive oxygen species from H2O2 and ·O2

− by way of
the Fenton reaction.

Hydroxyl radicals can abstract electrons from residues of or-
ganic macromolecules (RH) by the following general reaction:

RH2 + ·OH → ·RH + H2O

This reaction can initiate chain reactions that may generate DNA
damage at considerable distances from the initial chemical event
(21). Peroxidation of unsaturated lipids initiated by reactive
free radicals such as ·OH represents a prominent example of
such a chain reaction. The phospholipids of all membranes
contain high concentrations of polyunsaturated fatty acids, and
chain reactions involving hundreds of phospholipids can react

in each oxidation event (22). The initial products of such fatty
acid oxidation are lipid hydroperoxides, but these are relatively
short-lived; they are either reduced by glutathione peroxidases
to unreactive fatty acid alcohols or they react with metals to
produce products such as epoxides and aldehydes, which are
themselves reactive.

The major aldehyde products of lipid peroxidation are malon-
dialdehyde and 4-hydroxynonenal (Table 1, Fig. 4). Malondi-
aldehyde can react with DNA to generate adducts at the bases A,
C, and G. The mutagenic adduct M1G (pyrimido(1,2-a)purin-
10(3H)one) has been detected at levels as high as 1 adduct per
106 nucleosides in human tissues. M1G is a reactive electrophile
that can undergo further modification, leading to crosslink-
ing of an adducted DNA strand to the opposite strand, or to
some protein (22). Exocyclic etheno adducts can also arise
from lipid peroxidation, possibly by reaction of an epoxide of
4-hydroxynonenal with A, C, or G in DNA.

In addition to oxidants that are generated by the Fenton
reaction, superoxide radicals (·O2

−) readily react with nitric
oxide (NO·), generating peroxynitrite anion (ONOO−) in the
following reaction:

NO· + ·O2
− → ONOO−

The protonated form of peroxynitrite anion, peroxynitrous acid,
is highly reactive with biologic molecules. Hence, the pro-
duction of nitric oxide from nitric oxide synthase (a complex
enzyme containing several cofactors, and a heme group that is
part of the catalytic site), which catalyzes the formation of NO
from oxygen and arginine, can render cellular components such
as DNA susceptible to superoxide-mediated damage (1).

DNA damage by ROS

Hydroxyl radicals can add to the DNA bases or abstract hy-
drogen atoms, generating multiple types of DNA damage. The
C4–C5 double bond of the pyrimidines C and T is partic-
ularly sensitive to attack by hydroxyl radicals, generating a
large spectrum of oxidized pyrimidines, notably thymine gly-
col, urea residues, 5-OHdU, 5-OHdC, and hydantoin (Fig. 5,
Tables 1 and 2). Similarly, interaction of hydroxyl radicals
with the purines A and G generates multiple purine oxidative
products. The altered base 7,8-dihydro-8-oxo-guanine (23, 24),
sometimes referred to as 8-oxoguanine (8-oxoG or as its iso-
meric form 8-hydroxyguanine), is a biologically important form
of base damage caused by oxygen free radicals (1) (Table 1).
When present in DNA this residue readily assumes a syn con-
formation that can base pair with A, resulting in transversion
mutations after DNA replication (25).

Oxidative damage to the nitrogenous bases in DNA is readily
generated during the handling of this biologic macromolecule
under standard laboratory conditions. Despite the extensive use
of antioxidants during the isolation and handling of DNA, this
problem has seriously complicated accurate measurements of
basal steady-state levels of oxidative damage in cells, especially
with the advent of sensitive techniques for its measurement, and
early estimates reported in the literature should not be relied
on (1).
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(a)

(b)

Figure 4 (a) Malonaldehyde is a major product of lipid peroxidation that is reactive with A, G, and C in DNA. (b) 4-Hydroxynonenal, another major
product of lipid peroxidation, can generate exocyclic etheno adducts of A, C, and G in DNA. (Reproduced from Reference 1 with permission.)

Treatment of DNA with hydrogen peroxide or other free

radical-generating systems (such as xanthine/xanthine oxidase)

can also result in the formation of an imidazole ring-opened

derivative of guanine, designated 2,6-diamino-4-hydroxy-5-

formamidopyrimidine (FaPy) (26). This lesion is prominent

among the forms of base damage induced by H2O2. Both this

reaction and that for the analogous lesion in A proceed through

a carbinolamine-type intermediate.

Close to 100 products of DNA base damage caused by ROS

have been identified (27), usually by treating bases, nucleosides,
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Figure 5 Some of the many products of oxidation of the bases in DNA.

or oligonucleotides in vitro with strong oxidants or ionizing
radiation (27). It has been estimated that endogenous ROS may
result in as many as 200,000 base lesions/day in the genome of
the average mammalian cell (1).

Hydrogen abstraction typically affects the deoxyribose sugar
units, leading to fragmentation of the sugars, base loss, and
strand breaks with a terminal sugar residue fragment (28). Such
breaks most often affect single polynucleotide chains of the
DNA duplex. In contrast, ionizing radiation, which also gener-
ates ROS (1) typically produces clusters of hydroxyl radicals
that can cause double-strand breaks. There is an extensive lit-
erature on ionizing radiation damage to DNA. This topic is
not included in this review because absent unshielded travel in
space, organisms are not typically exposed to ionizing radia-
tion. Furthermore, as just noted, many types of DNA damage
caused by ionizing radiation are identical to those generated
during oxidative stress.

Anaerobic, or hypoxic, cells are resistant to the deleterious
effects of ionizing radiation. Ionizing radiation, such as that
used in radiotherapy, kills cells by producing DNA damage,
particularly DNA double-strand breaks. This damage results
from ionizations in the DNA or in water molecules very close
to the DNA that produce a radical on the DNA (DNA•).

This radical then enters into a competition for oxidization
primarily by oxygen (which fixes, or makes permanent, the
damage), or reduction primarily by –SH-containing compounds
that can restore the DNA to its original form. Thus, DNA
damage, including single- and double-strand breaks, is less in
anaerobic cells. This effect of oxygen in sensitizing cells to
radiation is quantitated as the ratio of dose in the absence of
oxygen to dose in the presence of oxygen needed to obtain
the same surviving fraction of cells. For mammalian cells,
this ratio is usually 2.5–3.0. The oxygen partial pressure that
produces sensitivity midway between the oxic and the anaerobic
responses is approximately 3 mm Hg. Clinical trials, particularly
with head and neck cancers, have demonstrated that the more
hypoxic tumors are more radioresistant than the less hypoxic
tumors.

How cells cope with ROS

As mentioned, cells can survive the large amounts of ROS
generated during normal cellular metabolism both by directly
inactivating ROS by a variety of reactions, and by repairing
oxidative damage to DNA. With regard to the former category
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Table 2 Radiation yields (nmol J−1) of DNA base products under oxygen-free (N2O) and oxygenated conditions (N2O + O2)

Chromatin Naked DNA

Parent base Product formed N2O N2O + O2 N2O N2O + O2

T 5,6-dihydrothymine 0.26 nil 5.6 nil
5-hydroxy-5,6-dihydrothymine 0.30 nil 7.7 <0.1
thymine glycol 0.094 0.40 10.2 43.4
5-hydroxymethyluracil 0.064 0.052 n.d. n.d.
5-hydroxy-5-methylhydantoin b 0.042 n.d. n.d.

C 5-hydroxy-5,6-dihydrocytosine 0.17 nil 2.6 <0.1
cytosine glycol 0.95 2.30 10.7 25.6
5,6-dihydroxycytosine b 0.33 n.d. n.d.
5-hydroxyhydantoin b 0.22 n.d. n.d.

A FaPy-A (4,6-diamino-5-fomamidopyrimidine) 0.96 1.02 8.7 5.9
8-oxoA (7,8-dihydro-8-oxoadenine) 0.80 3.50 5.3 15.8

G FaPy-G (2,6-diamino-4-hydroxy-5-fomamidopyrimidine) 1.81 1.81 12.4 3.6
8-oxoG (7,8-dihydro-8-oxoguanine) 1.35 8.05 16.2 46.7

aYields from the literature are for determinations by GC-MS for DNA isolated from chromatin and naked double-stranded DNA. Nil, not
detected; b, not detected above levels present in control sample; n.d., lesion measurement not determined. (Reproduced from Reference 1 with
permission.)

of cellular defenses, the following have been most extensively
studied.

1. Superoxide dismutase (SOD) enzymes that eliminate
superoxide by the reaction:

2O2· + 2H+ → H2O2 + O2

The several SODs in mammalian cells constitute a
major form of protection against ROS. Since su-
peroxide dismutase generates H2O2, its detoxifying
effect primarily results from preventing the accumu-
lation of free Fe2+ and the production of peroxyni-
trite.

2. Removal of hydrogen peroxide by catalase in the
reaction:

2H2O2 → 2H2O + O2

In mammalian cells, catalase is largely contained
in peroxisomes and does not seem to be nearly as
biologically important as SOD (17).

3. The reduction of hydrogen peroxide by organic re-
ductants (RH) such as glutathione, ascorbate, and
cytochrome c:

H2O2 + 2RH → 2H2O + 2Rox

4. Yet another mode of defense against oxidant stress
in mammalian cells is by transcriptional induction
of heme oxygenase, which acts to generate heme
metabolites with anti-oxidant properties (29).

In addition to these primary antioxidant defenses, various
cellular responses (besides multiple DNA repair reactions) are

triggered by ROS, which promote the inhibition of cell-cycle
progression and the initiation of apoptosis (programmed cell
death) (1). Additionally, various regulatory pathways have been
identified that are specifically activated when the genome is
threatened by oxidative damage. For example, the soxRS and
oxyR gene products are redox-sensitive transcriptional activators
that respond to ·O2 and H2O2, respectively (30). Enhanced
·O2

− levels promote conformational changes of SoxR protein,
which in turn activates transcription of the soxS gene. Among
other genes, soxS enhances expression of superoxide dismutase
(sodA) and the DNA repair enzyme endonuclease IV (nfo). The
oxyR regulon responds to H2O2 and controls the expression of
catalase (katG) and the peroxiredoxin ahpFC (1).

Other Types of Spontaneous
Damage to DNA

Spontaneous alkylation of DNA

Alkylating agents are electrophilic compounds that react effi-
ciently with nucleophilic centers in organic macromolecules,
including DNA (1). Alkylating agents can be highly toxic to
cells and are widely used in the treatment of cancer primarily
for this reason. Alkylating agents can be either monofunctional
or bifunctional. The former have a single reactive group that
reacts covalently with one of the many nucleophilic centers in
DNA. Bifunctional agents have two reactive groups, so each
molecule can potentially react with two sites in DNA, generat-
ing crosslinks. Numerous potential reaction sites for alkylation
have been identified in all four nitrogenous bases, but not all
of them have equal reactivity. The sites of reaction in DNA
for many monofunctional alkylating agents include the follow-
ing: in A, N1, N3, N6, and N7; in G, N1, N2, N3, N7, and
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O6; in C, N3, N4, and O2; and in T, N3, O2, and O4. The
ring nitrogens of the bases are in general more nucleophilic
than the oxygens, with the N7 position of guanine and the N3
position of adenine being the most reactive (1). Alkylation of
oxygen in phosphodiester linkages results in the formation of
phosphotriesters (1).

Cells are endowed with several distinct enzyme-catalyzed
mechanisms that specifically effect the repair of various alky-
lated bases (1). The alkylating agents used experimentally to
generate the multiple substrates attacked by these enzymes are,
in the main, not naturally occurring. However, it is intuitively
compelling that these enzymes must have evolved to cope with
spontaneous forms of alkylation damage to DNA (Table 1).
Support for the notion of spontaneous alkylation damage to
DNA comes from several studies.

1. Some microorganisms are endowed with a particular
methyltransferase activity that catalyzes the methyla-
tion of halide ions (31), thereby naturally generating
methyl chloride (MeCl), a mutagenic alkylating agent
that can react with various atoms in the nitrogenous
bases. Large amounts of methyl chloride are also nat-
urally generated during the burning of biomass (32),
and reactive methyl radicals can arise by the irra-
diation or oxidation of methyl compounds such as
methylhydrazine (33).

2. Some antibiotics are alkylating agents. A prominent
example is streptozotocin, an antibiotic produced by
the soil bacterium Streptomyces achromogenes . This
compound is a 2-deoxy-D-glucose derivative of the
potent alkylating agent methylnitrosourea (MNU).

3. In higher organisms (including mammalian cells),
DNA may suffer alkylation damage from inappro-
priate alkylation by S-adenosylmethionine (SAM)
(1, 4). This methyl donor is normally required for the
enzymatic methylation of C to yield 5-methylC, and
it has been estimated that in proliferating mammalian
cells as many as 600 3-methyladenine residues/cell
generation may result from inappropriate alkylation,
translating to levels of DNA alkylation expected from
exposure to 20-nM methyl methanesulfonate (MMS)
(34), a potent synthetic alkylating agent. Reactive
alkyl radicals and nonradical products generated by
lipid peroxidation chain reactions are another poten-
tial source of alkylation damage to DNA.

4. Methylating agents can be generated by chemical ni-
trosation of endogenous metabolites. For example,
methylamine produced by the decomposition of or-
ganic matter can condense with carbamyl phosphate,
a precursor of pyrimidines, to form methylurea,
which in turn can be nitrosated to yield methylni-
trosourea (MNU). Such nitrosation reactions can be
catalyzed by bacterial enzymes (35).

5. Reactive alkyl radicals and nonradical products gen-
erated by lipid peroxidation chain reactions are po-
tential alkylating agents. Reactive methyl radicals can
also arise by the irradiation or oxidation of methyl
compounds such as methylhydrazine (33).

Spontaneous DNA–DNA
and DNA–Protein Crosslinks

The covalent interaction of a chemical with bases on both
strands of the DNA duplex can result in the formation of in-
terstrand DNA crosslinks. Such lesions can interfere with the
separation of the two polynucleotide chains that is required dur-
ing various DNA metabolic transactions, especially replication
and transcription. The biologic consequences of DNA crosslink-
ing have been mainly investigated using synthetic bifunctional
chemicals such as bifunctional alkylating agents (nitrogen and
sulfur mustards are notable examples). However, several possi-
ble endogenous sources of interstrand crosslinks have been iden-
tified. For example, dietary nitrites can be converted to nitrous
acid under the acidic acid conditions in the stomach. Nitrous
acid generates interstrand crosslinks preferentially between the
exocyclic N2 amino groups of guanine at CG sequences (36),
and it has been estimated that a DNA interstrand crosslink may
result for every four deaminations generated by nitrous acid
(1). Aldehydes constitute another potential source of interstrand
crosslinks in cells. Acetaldehyde, a product of normal cellular
glycolysis, can cause DNA interstrand crosslinks (1). Malon-
dialdehyde (another aldehyde) can be generated as products of
lipid peroxidation.

DNA–protein crosslinks can constitute another source of
spontaneous DNA damage, although one that has not been
as extensively studied as the types of DNA damage al-
ready discussed. Nonetheless, aldehydes have been shown to
cross-link histones and other DNA-bound proteins to polynu-
cleotides. Acrolein and related aldehydes can also be en-
dogenously generated by oxidative degradation of unsatu-
rated lipids. Guanine adducts of acrolein, crotonaldehyde, and
trans-4-hydroxynonenal can form crosslinks with peptides (37).
This reaction is mediated by a Schiff base linkage between a
ring-opened aldehyde moiety and the N-terminal α-amine of the
peptide (37).

Relatively unreactive chemicals
can be metabolically activated to forms
that are highly reactive with DNA

A variety of relatively nonpolar compounds can undergo
metabolic activation that is effected by specific metabolizing
enzymes (38). The biologic function of these enzymes is to
convert potentially toxic, lipid-soluble nonpolar chemicals to
more reactive water-soluble and thus excretable forms, fre-
quently esters (38). However, many of these more reactive
water-soluble compounds can interact with nucleophilic centers
in DNA (38), generating various types of base adducts. A series
of membrane-bound proteins endowed with monooxygenase ac-
tivities have been extensively characterized as components of
these detoxification systems. These heme-containing proteins
strongly absorb light at ∼450 nm and in combination with one
or more membrane-bound flavoprotein reductases are often re-
ferred to as the cytochrome P-450 system (1).

Among naturally occurring chemical in this category, steroids
are becoming increasingly recognized as a source of sponta-
neous DNA damage. Steroids are derived from cholesterol,
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which is converted to 17-hydroxyprogesterone by a series of
specific oxidation–reduction reactions. Additional such reac-
tions generate the adrenal cortical steroids, as well as the sex
hormones estrogen, progesterone, and testosterone. Estrogens,
including the natural hormones estradiol and estrone, can be hy-
droxylated at several positions by cytochrome P-450 enzymes.
Hydroxylation at the 4 position to generate catechol estrogens
is particularly important with regard to DNA damage. In cells,
4-hydroxylated catechols are oxidized to semiquinones and then
to DNA-reactive quinones. These quinone intermediates react at
the 3- and 7-positions of the purine bases in DNA, creating un-
stable bulky adducts that are readily depurinated. The catechol
estrogen metabolites may also generate ROS by metabolic re-
dox cycling to the semiquinone form, or by other mechanisms.
These estrogen-induced oxidants have the potential to produce
the full spectrum of oxidative DNA damage discussed above.

Although not widespread, aflatoxins, among the most po-
tent liver carcinogens known, represent another example of
DNA-damaging agents that have their origin as products of nat-
ural metabolism. Aflatoxins are toxins produced by the fungi
Aspergillus flavus and Aspergillus parasiticus . Contamination
of cereal grains such as rice, peanuts, and corn by these fungi
can result in human and animal exposure (39). Chemically, the
aflatoxins consist of a difurofuran ring system fused to a substi-
tuted coumarin moiety, with a methoxy group on the benzene
ring (39). Among the aflatoxins of fungal origin, aflatoxin B1

is the most potent.
Aflatoxin B1 can enter cells by passive diffusion and is

metabolically converted by mixed function oxygenases of the
cytochrome P-450 system, generating aflatoxin B1-8,9-epoxide
as a major product (39). G residues in double-stranded DNA
are preferentially attacked by this reactive electrophilic epoxide
(1). The major product is an N7 adduct on G (8,9-dihydro-8-
(N7-guanyl)-9-hydroxyaflatoxin B1) (40). The positively char-
ged imidazole ring weakens the glycosyl bond, promoting
depurination and subsequent sites of base loss. Mildly alkaline
conditions can result in the formation of formamidopyrimidine
derivatives containing an opened imidazole ring, which is a
reaction that has also been identified in vivo (39).

DNA Damage Caused by Natural
Environmental Agents

Ultraviolet radiation from the Sun

UV radiation from the Sun is a ubiquitous and important source
of DNA damage that contributes to the high incidence of skin
cancer in exposed individuals. The UV radiation spectrum has
been arbitrarily divided into the UV-A component (wavelengths
320–400 nm), the UV-B component (wavelengths 295–320 nm),
and the UV-C component (wavelengths 100–295 nm). Penetra-
tion of the atmospheric ozone layer is weak for wavelengths
below 300 nm. Thus, solar UV radiation primarily comprises
the UV-A and UV-B components. However, experimental stud-
ies typically involve the use of UV-C radiation from germici-
dal lamps with a sharp emission maximum at 254 nm. Since

this wavelength is very close to the absorption maximum of
DNA (260 nm) and is inefficiently absorbed by proteins, UV-C
radiation-induced damage is relatively specific for DNA (1).

Major photoproducts in DNA

When cells are exposed to UV-C radiation, the quantitatively
most abundant form of DNA base damage involves saturation of
the pyrimidine 5,6 double bonds, resulting in covalent linkages
between adjacent pyrimidines through a four-membered ring
structure (1) (Fig. 6). This lesion is called the cyclobutane
pyrimidine dimer (CPD). CPD can exist in cis-syn , cis-anti ,
trans-syn , or trans-anti configurations, but in double-stranded
B-form DNA, they exist predominantly in the cis-syn form (1).
However, trans-syn dimers are generated to some extent, mainly
in denatured DNA (1), and can be detected in single-stranded
regions and in duplex DNA with special conformations, such
as the junctions between B-DNA and Z-DNA (1).

The thermodynamic and spectroscopic properties of short
segments of duplex DNA containing a single CPD indicate
that cis-syn CPD can be accommodated in the double helical
structure of B-DNA such that hydrogen bonding with the
opposite A residues is possible (41). The crystal structure of

Figure 6 Diagrammatic representation of a cyclobutane pyrimidine dimer
(CPD) (top) and a (6-4)photoproduct (bottom).
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a DNA decamer containing a cis-syn CPD (42) shows that
the overall helical axis is bent about 30◦ toward the major
groove and is unwound by about 9◦. This structure is consistent
with molecular modeling and electron microscopy studies and
with the anomalous electrophoretic behavior of CPD-containing
oligonucleotides (1). Although Watson-Crick base pairing can
occur at the 3′ T in a CPD, base pairing of the 5′ T with A is
severely weakened because one hydrogen bond cannot be made.

CPD are extraordinarily stable to extremes of pH and tem-
perature and to total acid hydrolysis of DNA. They can thus be
readily resolved from thymine in such hydrolysates by a variety
of chromatographic techniques, and quantitated (1).

The formation of CPD during irradiation of DNA is a re-
versible process that can be represented by the following reac-
tion:

Py + Py (DNA) � Py<>Py (DNA)

This reaction reaches photochemical equilibrium when the
thymine-containing CPD content (T<>T, T<>C and C<>T
dimers) reaches ∼7% of the total thymine content of DNA (1).
This steady state reflects a dynamic equilibrium in which the
rate of CPD formation (which is pseudo-zero order, to good
approximation) and that of CPD reversal (which is first order
in dimer content) are equal (1). The yield of T<>T CPD is
highest, whereas that of C<>C CPD is lowest (1). CPD are not
randomly distributed in DNA. Numerous studies at the DNA
sequence level have shown that their yields depend on DNA
sequence context. In general, the equilibrium level of CPD is
higher for TT sites flanked on both sides by A compared with
such sites flanked on the 5′ side by A and on the 3′ side by G
or C (1).

Another major form of base damage generated in DNA by
UV light is one in which the C6 position of a 5′ pyrimidine is
covalently linked to the C4 position of the 3′ adjacent pyrimi-
dine (Fig. 6). These lesions [which are readily detected by their
lability in alkaline conditions at 80–100◦ C (43)], are called
pyrimidine-pyrimidone [6-4] adducts, or simply [6-4] photo-
products ([6-4]PP). The pyrimidine planes in ([6-4]PP) are al-
most perpendicular. Hence, they result in prominent distortions
of the double-helical structure of DNA. ([6-4]PP) can involve
adjacent TC, CC, or (less often) TT sequences. Their formation
at CT sequences is infrequent. Cytosine methylation at the C5
position inhibits the formation of [6-4]PP (44). The yield of
[6-4]PP is proportional to the incident UV fluence in the range
100–500 J/m2 and continues to increase after exposure to sev-
eral thousand J/m2 (1). In UV-C irradiated DNA, the ratio of
CPD:[6-4]PP is ∼3:1 (1).

Minor photoproducts in DNA

Exposure of DNA to UV radiation also generates oxidative base
damage. In particular, thymine glycol (5,6-dihydroxydihydro-
thymine) can be generated by saturation of the 5,6-double bond
of some pyrimidines. Under anhydrous conditions, the so-called
“spore photoproduct” or 5,6-dihydro-5-(a-thyminyl)-thymine,
another type of dimeric pyrimidine photoproduct, can be gener-
ated by adduction of the methyl group of a thymine to the C5

position of a neighboring thymine. The formation of this major
photoproduct in UV-irradiated bacterial spores of B. subtilis (1)
is dependent on the conformation of the DNA, being generated
more readily in DNA in the compacted A-form (1). Conse-
quently, the spore photoproduct is readily formed in dry DNA
films and in DNA solutions containing high concentrations of
ethanol (1).

Another type of photochemical reaction involving a pyrimi-
dine base is the addition of a molecule of water across the 5,6
double bond of C to yield a 5,6-dihydro-6-hydroxy derivative
called the cytosine hydrate. The quantum yield for the forma-
tion of cytosine hydrates in UV-irradiated DNA is greater in
single-stranded than in duplex-DNA (45). Hydrates of cytosine,
deoxycytidine, CMP, or dCMP are unstable, readily reverting to
the parent form by rehydration (45). However, their half-life is
dramatically increased in DNA, and cytosine hydrate may be the
major nondimer C photoproduct. Cytosine hydrate can undergo
deamination and dehydration to yield uracil (1). The hydrate of
5-methylcytosine may undergo deamination to yield 5-thymine
hydrate, which can convert to thymine upon dehydration (1).

A photoproduct called 8,8-adenine dehydrodimer is observed
after irradiation of poly(dA). This lesion involves a single 8,8
bond linking the imidazole rings (46). Another uncharacterized
lesion involving adenine has been reported after UV irradia-
tion of simian virus 40 DNA (1). The lesion is alkali-labile
and occurs at ACA sequences. Other photoinduced lesions in-
volving purines have been identified (47). The fact that they
are recognized by DNA repair enzymes suggests that they are
physiologically significant. In general, the generation of purine
photoproducts lesions is enhanced if they are flanked by two or
more contiguous pyrimidines on their 5′ side (1).

DNA crosslinks and strand breaks

UV radiation can result in the cross-linking of DNA to pro-
teins (1). Crosslinks between different duplex DNA molecules
(DNA–DNA crosslinks) have also been observed, mainly when
DNA is irradiated in the dry state, in an extremely densely
packed condition (such as in the heads of salmon sperm), or
in other special conformations (1). The spore photoproduct,
formed in UV-irradiated dry DNA as described above, can arise
not only between adjacent pyrimidines in the same chain but as
a reaction between pyrimidines in different DNA chains (1).

Irradiation of DNA with very high doses of UV-C light
can also result in breakage of the polynucleotide chain (1).
However, the amount of UV radiation required to reduce the
molecular weight of Streptococcus pneumoniae DNA by 50%
is about 100 times that required to reduce the transforming
activity of the streptomycin resistance marker of that organism
to the same extent (1). No chain breaks are detected in phage T7
DNA exposed to doses of UV radiation that inactivate almost
100% of the phage population (1). Thus, no conclusive evidence
shows that the direct formation of DNA strand breaks by UV-C
radiation is of biologic consequence. The frequency of strand
breaks and DNA–protein crosslinks is dramatically increased
by irradiation at longer wavelengths (1). In cells, most strand
breaks observed after UV-irradiation are caused by biologic
processing, either from interruption or breakdown of stalled
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DNA replication forks, or as intermediates in the repair of
photoproducts.

Conclusions

As discussed, much is known regarding the chemical reactiv-
ity of DNA and how these transformations lead to mutation.
However, important challenges remain. For example, most of
the estimates regarding the rates of DNA damaging processes
are derived from simple model studies using oligonucleotides.
Do these rates reflect the reality of what occurs in the context
of chromatin? These questions are challenging and new tech-
nologies will be required to address them. Although not covered
in detail in this review, there is much to be done to increase
our understanding of the enzymatic mechanisms employed by
repair proteins to undo the damage brought about by everyday
life. Thus, we anticipate that the field of DNA damage and re-
pair will continue to fascinate both chemists and biologists for
some time to come.
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Smell is an intriguing sense in many ways. Although it is not the dominant
sense in humans, it has affects on emotion and memory which can be very
profound. Odor has long baffled chemists who try to model it in
mechanistic terms, and a great deal of research has been invested in trying
to understand how various features of molecular structure provide different
odor characters and intensities. Many models for prediction of odor
properties from chemical structure exist, but none are accurate and precise
consistently. The reasons for this are now becoming clearer. The greatest
breakthroughs in our understanding of olfaction came with the discoveries
of the gene family coding for the olfactory receptor proteins (1) and the
combinatorial mode of operation of these receptors (2). Odorous
molecules enter the nose either from the front, by inhalation, or from the
back, by diffusion from the mouth and respiratory tract. In the nose, they
interact with an array of receptors. Each receptor type responds to a range
of odorants, and each odorant stimulates a range of receptors. The signals
thus generated are coded onto centers, known as glomeruli, in the
olfactory bulb. The olfactory signals pass on upward through the brain and
are interpreted finally, in the cortex, as odor. During the neurotransmission
process, many interactions occur between olfactory signals and cortical
feedback mechanisms, which include effects from other senses. Therefore,
it is not surprising that simple structure/odor correlations are so elusive.

Smell is the sense by which animals detect and discriminate
volatile, odorous chemicals in the environment. Although it
is not their dominant sense, smell affects humans in various
ways. At a basic survival level, it is important to find food and
to determine its quality. Smell also plays a role in triggering
emotions and memories and, in addition, is important at the
hedonic level. For instance, the smell of consumer goods, such
as soaps, cosmetic creams, and laundry powders, is a key
factor in determining consumer preference and so commercial
as well as scientific reasons, exist for our desire to understand
the phenomenon of odor. Performance and safety constraints
lead to a continual need for new fragrance ingredients, and
this, in turn, leads to a need to understand the relationship
between molecular structure and odor. As with odor per se,
both commercial and scientific motives drive the search to
understand of these relationships, and much research has been
devoted to the subject. Many structure/odor models have been
developed, but they are essentially statistical in nature and recent
developments in our understanding of olfaction suggest that they
will remain so for the foreseeable future.

Biologic Aspects of Olfaction

The process of olfaction begins when odorant molecules enter
the nasal cavity either by inhaled air or by diffusion from the
mouth. In the nose, these molecules activate receptors in the
olfactory epithelium. The signals from the olfactory receptor
cells are picked up by the olfactory bulb where mapping of
receptor types onto glomeruli occurs. The signal patterns leave
the olfactory bulb, travel upward through the brain, and are
interpreted eventually as odor in the cortex. Within tens of
milliseconds of presentation of an odorant to the nose, olfactory
signals are generated in the epithelium; cortical activity is
detectable within 100 milliseconds. Figure 1 shows the location
of some key olfactory organs in humans.

What is odor?

Smell probably is the oldest of our senses. The ability to detect
and to recognize specific chemicals gives even single-celled
organisms useful information about their environment. For
example, it is known (3) that sperm will swim toward certain
odorous substances. The ability to analyze their environment
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Figure 1 Organs involved in human olfaction (with permission from Givaudan).

by chemosensation allows organisms to identify opportunities

and threats from chemical changes in that environment; there-

fore, chemosensation has an obvious survival value. Continual

refinement of the mechanism throughout evolution has led to

the highly developed sense that we humans know as smell. In

this refined sense, usually odors are not derived from single

chemical entities but from complex mixtures, and each mixture

is perceived as a separate odor image (4, p. 63). Traditionally,

the sense of smell is associated with the nose because that is

where the signals are detected and research has tended to fo-

cus on the receptor events. However, it is now clear that the

phenomenon of odor exists only in the higher brain and is a

synthesis of inputs from the olfactory receptors, other senses,

and various cortical feedback mechanisms. As stated by Wilson

and Stevenson (4, p. 34), “With a relatively few exceptions,

neither odor physico-chemical feature extraction at the receptor

sheet, nor spatial maps of those features in the olfactory bulb,

nor simple convergence of those features in cortical circuits are

sufficient to account for the rich experience that is olfaction.”

The nose
We tend to talk about the nose as a single entity; yet a septum
exists that divides it into two physically separate cavities.
On the roof of each of these cavities, and extending down
onto the septum, is a patch of tissue known as the olfactory
epithelium. Odorants can reach the epithelium either from in
front, by inhalation of air from the environment (referred to
as the orthonasal route), or by diffusion from the mouth and
respiratory and gustatory tracts (referred to as the retronasal
route). The latter is vital in flavor detection as the tongue
contains receptors only for sweet, sour, salt, bitter, and umami
tastes; the rest of what is referred to normally as taste, actually,
is retronasal smell. On the sides of the nasal cavities are bony
plates called turbinates that cause turbulence in the air flow and
ensure that odorants reach the epithelia. The air flow through
each nostril is always different because one is faster than the
other; the fast flow alternates continually from one nostril to the
other (5). This alternation provides a mechanism for increased
sensitivity and discrimination based on transport phenomena
because the timing and pattern of signal spread across the
epithelium will depend, in part, on the air flow. It has been
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shown that information on recognition features is exchanged at
a higher level in the brain because a molecule whose odor has
been learned using one nostril only will be recognized by the
other nostril (6).

The olfactory epithelium and the
olfactory receptors

The olfactory epithelium is a patch of greenish-yellow tissue
several square centimeters in area and 100–200 micrometers
thick. It contains receptor cells that run from the nasal cavity
through the base of the skull (the cribriform of ethmoid) into the
olfactory bulb. On the side of the nasal cavity, the receptor cells
have hairs or cilia that are 20–200 micrometers long. These cilia
are bathed in a mucus layer that is 35 micrometers thick and
flows backward continually at a rate of 1–6 centimeters/minute.
The receptor proteins are expressed in the cilia of the receptor
cells. Individual receptor cells fire spontaneously at a rate of
3–60 impulses/second; this rate of firing is increased when the
cells are stimulated by an odorant.

The mucus also contains cytochrome P450s, which are oxida-
tive enzymes, and proteins known as odor-binding proteins. The
odor-binding proteins belong to the family of lipocalins. The
role in olfaction of these two classes of proteins is not certain.
It is possible that they serve only to remove excess odorants and
therefore contribute to provision of the time dimension of olfac-
tion, which is an important feature in survival. However, other
roles have also been postulated and will be discussed below.

The olfactory receptor proteins (ORs) belong to the family
of 7-transmembrane G-protein coupled receptors (GPCRs). The
gene family coding for the receptor proteins is the largest in
the genome, which contains codes for over 1000 proteins (1).
Most mammals express 800–900 of these proteins, but humans
use a much reduced set, which contains only 350–400 proteins.
Interestingly, the only other mammals (gorillas, chimpanzees,
orangutans, and rhesus macaques) with such a restricted set
of proteins are the only other mammals to have color vision.
Variation between humans is such that statistically it is unlikely
that any two humans use the same set of olfactory receptors
(7). Events that follow receptor activation involve the normal
train of G-protein (G-olf, in the case of olfaction), second
messenger (cAMP or IP3, in the case of olfaction), and ion
channel chemistry, which leads to polarization of the cell and
hence generation of a discharge at the synapse that leads to
the olfactory bulb (8). Intriguingly, it has been shown that the
signal pattern elicited by a mixture of two substances is not
necessarily a simple additive of the signals elicited by the two
components individually, but receptors that are not activated by
either component can be activated by the mixture (9).

The olfactory bulb

The olfactory bulb sits at the base of the brain on the cribriform
plate. Humans have two olfactory bulbs, the right bulb that
receives signals from the right olfactory epithelium and the left
bulb that receives signals from the left olfactory epithelium. In
the bulb, centers called glomeruli exist, each of which receives
signals from only one type of receptor cell, irrespective of where
those receptors are located on the epithelium. Olfactory receptor

cells have short lifetimes (about 2 weeks), and new receptor
cells develop in such a way that each makes its connection with
the correct glomerulus. Receptor types with similar substrate
selectivities tend to be associated with glomeruli that are found
close to each other in the olfactory bulb.

Higher processing

Olfactory signals that leave the olfactory bulbs travel by several
routes to the higher centers of the brain where the phenomenon
of odor develops eventually. Remarkably, the architecture of the
olfactory parts of the brain is consistent across all mammalian
species; research on other animals throws considerable light on
the function in humans. The entire process is well reviewed by
Wilson and Stevenson (4) and by Delano and Sobel (10).

The signals travel initially to the piriform cortex and the
amygdala; hence, both the thalamus and the limbic system
are involved. It is postulated that the direct link to the lim-
bic system accounts for the influence of odor on memory and
emotion. From the piriform cortex, signals go to the amyg-
dala, then to the thalamus, and directly to the orbitofrontal
cortex. Processed signals from the thalamus also go to the
orbitofrontal cortex. This structure also receives signals di-
rectly from the amygdala. Many of these signal pathways
are two-way in nature with signals that come down from
higher centers that affect the ascending signals. This accounts
for the well-known effects of experience, expectancy, and
context in distorting odor perception. A classic example is
the inability of experts to describe the aroma of a white
wine correctly to which a tasteless red dye has been added
(11). Interference from other senses is also important to
determine the ultimate odor percept. For instance, 70% of
odorants also stimulate the trigeminal system in the nasal
cavity and visual input has been shown to affect olfactory
signal processing (12). Essentially, recognition of “odor” is
a process of matching pattern of this final signal combi-
nation against reference patterns stored in the brain. For
example, in perfumery, it is well known that development
of an odor language is essential to train perfumers, and
their powers of discrimination improve as their language
improves.

Anosmia

Anosmia, the inability to smell, can be divided into two classes.
General anosmia, the inability to smell any odors at all, usually
is the result of disease or accident. More common is specific
anosmia, in which an individual either cannot detect a specific
chemical substance that most people can detect or displays a
threshold of detection for it which is significantly above the
normal range. At one time, specific anosmias were linked to
the concept of primary odors (13), but confirmation of the
combinatorial mechanism of olfaction has put paid to this
concept. Interestingly, it has been demonstrated that exposure
to the substance can affect anosmia and individuals can begin
to smell materials to which they were previously anosmic. This
effect has been demonstrated for androstenone, amyl acetate,
geranyl nitrile, and isoborneol (14–18).
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Chemical Aspects of Olfaction

For various reasons, it is very difficult to develop an under-
standing of the chemistry involved in olfaction. The olfactory
receptors are found in the membrane of the receptor cells;
therefore, their active states are not amenable to structural de-
termination by X-ray diffraction or other physical tools. Odor is
a mental image rather than a physical property that can be mea-
sured and quantified. Odor perception is a multistep process.
Olfaction is combinatorial in nature. All of these facts indicate
that building of either substrate or receptor models are fraught
with significant difficulties.

Odor, however, is a very obvious property of any chemical
compound, and thus, speculation about the mechanism of per-
ception is very tempting. Experienced fragrance chemists can
predict odor type with much better than random accuracy, and
a commercial driver exists in terms of design of novel mate-
rials for the fragrance industry. Therefore, it is not surprising
that many structure/odor correlations and olfaction models have
been reported and debated, often very hotly, in the literature.

Most olfaction models in the literature are far too simplistic
and too mechanical in nature, and none of them have succeeded
in accounting for all of the observations about olfaction. As de-
scribed, recent advances in our understanding have confirmed
that odor perception, as predicted by Polak (19), starts with
a combinatorial mechanism at the receptor level (1) and in-
volves pattern recognition in the higher brain (4). No single
odorant–receptor interaction will be the sole determinant of odor
percept, and even knowledge of the pattern elicited at the ol-
factory bulb is insufficient to enable prediction of the cortical
image of odor. Therefore, structure/odor models are and, for
the foreseeable future, will remain statistical tools rather than
mechanistic indicators.

Odor measurement

To understand olfaction at a chemical level, it is necessary to
have good data that link chemical structure to odor properties.
This task is much more difficult than it would seem, for instance,
to a chemist who sniffs a sample that he has just synthesized in
the laboratory and applies an odor descriptor to the molecular
structure of his synthetic target. These difficulties stem from
both chemical and sensory issues. Techniques for odor mea-
surement and the difficulties involved have been reviewed by
Neuner-Jehle and Etzweiler (20).

Chemical purity and organoleptic purity are not synonymous.
For example, the aldehyde (Structure 1) was discovered when
a sample of the alcohol (Structure 2) was found to have the
expected muguet (lily of the valley) odor (21). The alcohol
was prepared from 4-t -amylcyclohexanone (Structure 3) by
the scheme shown in Fig. 2. The reduction product contained
mostly the desired alcohol (Structure 2) but with some of
the isomeric material (Structure 4) in which the double bond
had moved into the ring. However, gc-sniffing revealed that
neither of these was responsible for the muguet odor of the
sample, but rather that it was caused entirely by a tiny trace
of aldehyde (Structure 1). Unless organoleptic purity is verified
by such techniques, a risk of mistaken attribution of an odor

O
1) (MeO)2POCH2CO2Et/base

2) LiAlH4

OH

(2)

(4)

(1)

major

minor

trace

+

+

OH

O

(3)

Figure 2 Synthesis of 2-(4-tert.amylcyclohex-1-yl)acetaldehyde.

to a structure always exists, and doubtless, many instances of
incorrect odor descriptions exist in the literature as a result.

Odor is subjective even at the most basic level. It is un-
likely that any two humans (except identical twins) use the
same set of receptors in their epithelial array (7). Differences
between individuals in subsequent neuroprocessing, because of
physiologic and experiential factors, increase interindividual dif-
ferences in odor perception. Therefore, information going into
structure/odor models is either relevant for one individual or is
an average figure. Comparison of data from one individual to
another or from one average to another is always suspect and
can be totally irrelevant.

(5) (6)

(7) (8)

A good example of subjectivity in odor character measure-
ment is provided by Ohloff et al. (22). When 27 panelists
were asked to allocate the odor of the cyclic ether (Struc-
ture 5) to one of various odor categories, 14 participants de-
scribed it as minty/camphoraceous; 6 participants described it
as fruity; 3 participants described it as balsamic, and 4 par-
ticipants described it as musky/woody. Therefore, classification
as minty (based on the largest subject group) would only be
correct for 50% of the panel. Similarly, it is easy to demon-
strate that Bangalol (Givaudan, Vernier, Geneva, Switzerland)
(Structure 6) is perceived by some subjects as sandalwood
in character but by others as musk (23). Odor intensity is
also subjective. For example, the average odor threshold for
(–)-geosmin (Structure 7) was found to be one tenth that for the
(+)-enantiomer (Structure 8). However, some individuals were
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40 times more sensitive to one enantiomer than to the other,
some experienced similar thresholds for both enantiomers, and
some were more sensitive to the (+)-enantiomer (24). As with
all sensory magnitude estimation, odor intensity measurement
must take into account the fact that humans adjust mental scales
unconsciously to suit the task in hand.

Odor classification is particularly difficult. For the senses of
touch or sight, it is easy to pick physical reference points (hard-
ness of standard substances, wavelength of light, etc.) and then
to classify sensory properties in relation to these points. No such
classification exists in odor. No primary odors and no physical
reference points exist. Consequently, all odor classification is
by comparison with other odors. For example, it might make
sense to see apples and pears as subclasses of fruit in botanical
terms, but in terms of their odors, putting apple and pear un-
der the general heading of fruity odors leads to difficulties in
structure/odor correlation (25). Indeed, the brain sees each new
odor as a new percept rather than as a combination of existing
percepts (4). Therefore, odor classification, although a useful
tool in perfumery, is essentially meaningless scientifically. For
example, mixing together in suitable proportions, hexylcinnamic
aldehyde (Structure 9) (fatty odor), benzyl acetate (Structure 10)
(fruity odor), and indole (Structure 11) (fecal odor) will give a
perfume that is recognizable as jasmine in character. However, a
sample of pure cis-jasmone (Structure 12) would also attract the
descriptor of jasmine. So, of what value is the term “jasmine?”

(9) (10)

(11) (12)

Transport to the receptors
It is self-evident that transport properties must be of importance
in olfaction because if odorants cannot reach the olfactory ep-
ithelium, they will not be detected by the olfactory receptors
and no odor will result. Volatility is the most obvious require-
ment, and for organic compounds, this requirement results in
a cutoff point at about 18–20 carbon atoms in the molecule
equivalent to a molecular weight of about 300 Daltons. Larger
molecules are simply not volatile enough to reach the olfactory
epithelium in sufficient concentration to be perceived. Solubil-
ity is also important, partially because water solubility implies
a polar molecular structure, and this, in turn, implies a low
vapor pressure relative to the molecular weight because of in-
termolecular hydrogen bonding. However, solubility properties
per se also seem to be important, which is perhaps related to

the ability of molecules to cross the aqueous mucus layer to
reach the receptor proteins. Fragrance molecules generally have
logPoct/water in the region of 2–5.

Odor-binding proteins

Proteins that belong to the lipocalin family and are present in
the olfactory mucus were first identified as involved in binding
of pyrazines and so were first named pyrazine-binding proteins
(26). However, it soon became clear that they are capable of
binding a very wide range of odorant molecules, and the name
odorant-binding proteins (OBPs) was coined (27–30). Possible
roles of odor-binding proteins include transport of odorants
across the mucus to the receptor, signal attenuation, or removal
of excess odorant, or it is also possible that the receptor proteins
distinguish between free and liganded lipocalins rather than
detecting free odorants. However, because no lipocalins are
present in the experiments of Spehr et al. (1), it is clear that
odorants can be detected by receptor proteins in the absence of
OBPs. OBPs are more important to insects than to mammals.
For instance, Drosophila melanogaster has about 50 different
types of OBPs and 70 different types of ORs, whereas mammals
have only about five types of OBPs and a potential pool of about
1000 different ORs (31). No kinetic studies have been carried
out on OBP solubilization of odorants, but if simple model
systems are relevant, then the work of Rebek on self-assembling
clathrates (32–35) would suggest, by analogy, that the time
required for trapping and release of odorants by OBPs might
be rather long in terms of the total time involved in olfaction.
Overall, insufficient information exists to enable a clear picture
of the role of OBPs to be drawn.

Cytochromes

The most obvious role for oxidative enzymes in the olfactory
mucosa would be removal of excess or spent signal material.
However, some evidence suggests that products of cytochrome
oxidation are detected by the olfactory receptors and thus
constitute a part of odor perception (36).

The receptor event

Based on homology models in humans and in mice, Lancet and
coworkers have suggested that odorant binding to olfactory re-
ceptor proteins occurs in the transmembrane part of the receptor
protein, which bridges between amino acid residues of helices
2 to 7 (37, 38). Interestingly, this region is the same region in
which 11-cis-retinal binds in rhodopsin and also corresponds
with the binding sites of other GPCRs (39). Furthermore, it is
also in broad agreement with binding sites proposed in several
reported model studies on specific odorant/olfactory receptor
binding (vide infra).

The olfactory receptors are tuned broadly because each re-
ceptor type responds to a range of odorants, and each odor-
ant fires a range of receptor types (16). For some receptor
protein/odorant combinations, the binding affinity is concentra-
tion dependent (40, 41), and this can correlate with observed
changes in character as concentration varies (2, pp. 71–74).
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Structure/activity approaches
The relationship between molecular structure and odor has been
the subject of much research during the last 150 years. The
motivation has come partly from commercial interest to learn
how to design improved ingredients for fragrances and partly
from the scientific interest to understand the sense of smell.
Attempts to translate structure/odor models into mechanism and
vice versa have led to much confusion and to very heated
debates. It is now clear that structure/odor models are useful
tools to aid the design of novel odorants but that understanding
of the mechanism of olfaction will come from biochemistry,
molecular biology, and neuroscience rather than from these
models. Conversely, developments in our understanding of
receptor events in olfaction will not necessarily improve the
structure/odor models.

The structure/activity relationship (SAR) tools employed in
odor research are essentially the same standard tools used in all
applications, and the models developed fall into the categories
of substrate and receptor models. The pharmaceutical industry
is the leader in SAR techniques, and the fragrance industry
tends to follow its lead. Early models were substrate based, but
the discovery of the genes that code for the olfactory receptor
proteins has also allowed receptor models to be constructed.

Substrate modeling
For substrate models, classic chemical methods such as Hansch
analysis are used, as are statistical techniques such as principal
components analysis (PCA). Hansch uses regression analysis to
correlate electronic, steric, and hydrophobic properties with the
biologic activity in question, whereas PCA is a statistical tech-
nique that reduces multidimensional input (physical properties
of molecules) to two or three dimensions that aids in correla-
tion with the biologic activity. Molecular modeling tools such as
COMFA (comparative molecular field analysis) and the olfac-
tophore approach, the odor equivalent of pharmacophores, have
also been used successfully. In these techniques, the stereoelec-
tronic properties of a test set of molecules are used to build a
model of an idealized substrate with which putative novel mate-
rials can then be compared. A comparison of Hansch analysis,
PCA and COMFA in the correlation of structure with fruity
odors provides a useful introduction to the three techniques and
shows that, in this instance at least, they provide similar re-
sults (42). A good illustration of the use of the olfactophore
approach is Kraft and Eichenberger’s design of a novel ma-
rine odorant using the technique (43). The approaches used in
structure/odor modeling have been comprehensively reviewed
by Rossiter (44), Fráter et al. (45), and Kraft et al. (46).

The commercial driver for substrate models has been the
search for novel fragrance ingredients, and odor has tended
be the defined biologic activity. However, the combinatorial
mechanism of olfaction presents a serious obstacle for such sub-
strate modeling and renders it almost meaningless in terms of
understanding the mechanism of olfaction. Medicinal chemists
who work on drug SARs usually are targeting a specific active
site in a single protein. Fragrance chemists must target inter-
actions of odorants simultaneously with the active sites of an
unknown number of proteins because no single protein–single

percept relationship exists. This lack of relationship can be the
case even with animals simpler than humans. For example, it
has been shown that the fruit fly Drosophila requires simul-
taneous activation of two different receptors to detect carbon
dioxide (47).

Frustrating factors abound in structure/odor correlation.
Sometimes, a small structural change in a molecule produces
a large odor change whereas in other cases, gross struc-
tural changes produce little change in odor (44). Sometimes
the chemical functional group in a molecule is important, as
in the ester group and the fruity odor (25), whereas as other
times the shape of the molecule is more important, as for the
camphor odor (48). Absolute stereochemistry of a molecule
sometimes affects its odor and sometimes it does not (49).
Similarly, the effects on odor of a given change in molecu-
lar structure are unpredictable (50). In general, SARs suffer
from the limitations of being interpolative and their reliability
is proportional inversely to the number of steps in the process
being modeled. In view of all of this and of all that has been
said above about the process of olfaction, its combinatorial na-
ture, its subjectivity, the difficulty in measuring odor and the
fact that odor is a mental construction rather than a physical
reality, it might be expected that structure/odor models would
be impossible to find. However, many useful models do exist.
The following accounts provide a few examples of useful mod-
els. For a more comprehensive list, the reader is referred to the
reviews cited above.

The most consistently accurate structure/odor model is
Amoore’s camphor model (48). As shown in Fig. 3, the model
indicates that hydrophobic molecules with an ellipsoidal shape
that have a long axis of 9.5 Å and a short axis of 7.5 Å will
possess a camphoraceous odor. Another example of a simple
but effective model is Boelens’s model for jasmine odorants
(51). Shown in Fig. 4, this model proposes that, to possess a
jasmine odor, a molecule should contain a central carbon atom
surrounded by a strongly polar group, a weakly polar group,
and an alkyl chain.

The first published model for the ambergris odor is that of
Ohloff’s triaxial rule (52). This model proposes that, to pos-
sess an ambergris odor, a molecule should have a trans-decalin
structure with three axial substituents in a 1,2,4-relationship, as
shown in Fig. 5, and that one of these should be an oxygen
function. A more sophisticated model is that of Bersuker et al.,
which is based on the electron topological theory of odor (53).
They propose that ambergris odorants have two hydrogen atoms

9.5 Å

7.5 Å

Figure 3 Amoore’s model for camphoraceous odorants.
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C

strongly polar group

weakly polar group alkyl chain

Figure 4 Boelens’s model for jasmine odorants.

Figure 5 Ambergris models.

and one atom located at the corners of a triangle, the dimen-
sions of which are shown in Fig. 5. They also require that all
three atoms make a significant contribution to the LUMO of
the molecule, that the coefficients of both of these hydrogen
atoms should coincide, that the negative charge on the oxygen
atom should be between 0.24 and 0.31 of that of an electron,
that the charge on Hi should be negative, and that the charge
density over the triangle should be –0.1e/Å2. More recently,
Bajgrowicz and Broger constructed an olfactophore model for
the ambergris odor (54). Ohloff’s model is reasonably repre-
sentative for decalin systems similar to the natural ambergris
chemicals. However, many ambergris odorants are known now
for which this model in inapplicable. Therefore, the more recent
models are of more use when studying the ambergris odor.

Even a cursory inspection of the known sandalwood odorants
suggests a model that involves an alcohol function with a
center of hydrophobic bulk at a set distance from it. This basic
model has been refined by many workers that use different SAR
techniques to define more closely the exact requirements of the
hydrophobe and the distance between it and the alcohol function
(55–60). Bajgrowicz et al. built an olfactophore model around
this basic concept and used it to design a potent new sandalwood
odorant successfully (61).

Receptor modeling

The ability to insert active olfactory receptors into functioning
cells means that it is now possible to profile the activity of
receptor proteins and move from the realm of guesswork into
experimental reality. For example, Sanz et al. have profiled
and compared the selectivity of two human olfactory receptors
that belong to different phylogenetic classes (62). They found
that the class I receptor, OR52D1 has a relatively narrow
range, which accepts alcohols, esters, ketones, and acids with a

molecular length that corresponds to a chain of 8 or 9 carbon
atoms; whereas the class II receptor, OR1G1, is much more
broadly tuned and responds to a wide range of functional groups
and with a preference for slightly longer carbon chains of 8 or 9
atoms. They also found that some odorants are capable of acting
as antagonists and of blocking receptor activity from other
molecules that would function normally as agonists. This finding
is similar to that of Spehr et al. (1) who observed the same
phenomenon with hOR17-4. Therefore, it seems likely that such
antagonism is widespread and this will have implications for
the perception of odor in mixtures. Because almost everything
we smell is a mixture, such interactions are of considerable
importance.

Models of the receptor sites are based on analogy with
those of other GCPRs and of rhodopsin in particular. Using
homology modeling, it would seem that the odorants are most
likely to be bound in the regions between the 3-, 4-, 5-, and
6-transmembrane sections, and the region of rhodopsin is where
11-cis-retinal is bound. A good example of this approach is that
of Pilpel and Lancet (63).

Several assumptions are made when building such models.
For example, it is assumed that the tertiary structure adopted
by rhodopsin in crystalline form is similar to that which it
adopts when in the cell membrane; that olfactory receptor pro-
teins adopt a similar tertiary structure to that of rhodopsin, and
that ligand docking in olfactory receptors is similar to cofac-
tor docking in rhodopsin. However, Vaidehi et al. (64) have
used MembStruk and HierDock software (which can be ob-
tained from William A Goddard III at Caltech, Pasadena, CA) to
show that consistency exists between GPCRs of different types
(mouse and rat I7 olfactory receptors, the human sweet receptor,
endothelial differential gene 6, and the β-adrenergic receptor)
(64). They also showed that these modeling techniques work
across this range of receptors and they used these models to
predict both the tertiary structure and binding site of rhodopsin
with a reasonable degree of accuracy. Moreover, it is possible
to test receptor models experimentally by comparing the predic-
tions of the model with the measured selectivity of the receptor
in a live cell. Research in this area over the last decade has
yielded significant results and we can be confident that we now
have a reasonable concept of how olfactory receptors recognize
their agonists.

One of the first exercises of this type was the work of
Singer and Shepherd on the rat receptor OR5 which is known
to respond to Lyral (International Flavors and Fragrances of
Union Beach, New Jersey) (65). They proposed a model for the
binding site of Lyral that involved transmembrane helices III
to VII. However, a later model identified a somewhat different
site using only helices III, IV, and V (66).

Floriano et al. investigated the mouse receptor ORS25 (67).
Using HierDock software, they identified binding sites and cal-
culated binding energies for 24 potential agonists. The binding
site was found to involve 10 amino acids from transmembrane
helices III–VI and the energies indicated that hexanol and hep-
tanol should bind most strongly. Experiments with the receptor
in cells showed that, indeed, of the 24 test materials, only
these two alcohols elicited a response. They then went on to
screen an additional six mouse receptors (S6, S18, S19, S25,
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S46, and S50) against the same 24 odorants (C4–C9 alcohols,
acids, bromoacids, and dicarboxylic acids) (68). As before, they
found good agreement between the HierDock calculated bind-
ing energies and experimental receptor activation. They con-
firmed that the crucial transmembrane helices are III–VI and
that extra-cellular loops II and III also contribute to binding.
Six of the amino acid positions are key to binding and, in the
examples studied, the selectivity of the receptors were deter-
mined largely by two of these positions. This latter result is
also supported by mutation data. Extrapolating these results to
all 869 olfactory receptors in the murine genome, they suggest
that 34 receptors are involved in perception of acids and 36 re-
ceptors are involved in the perception of alcohols. The original
six receptors under study were also found to respond to alde-
hydes and esters. They have also screened 56 odorants against
mouse and rat OR I7 and again found good agreement between
the predictions from their model and in vivo results (69).

Araneda et al. tested 90 odorants for activity with the rat
receptor I7 (70). They used an adenovirus to increase the
level of I7 in the epithelium and to introduce green fluorescent
protein (GFP) simultaneously as a way to detect activation. I7
was found to be very selective toward aldehydes and with a
preference for eight carbon atoms in the chain. Both saturated
and olefinic aldehydes were found to be active and some
tolerance exists for substituents, mostly methyl groups, on the
chain. Using models, they could define more precisely the steric
constraints on the binding site.

Katada et al. studied the responsiveness of the eugenol sen-
sitive mouse receptor mOR-EG using 22 shikimate derivatives
related to eugenol or vanillin (71). This receptor also has a
broad but selective range. The oxygen of the hydroxy group of
eugenol (and the corresponding oxygen atom of the other ago-
nists) is hydrogen bonded to serine 113 and eight other amino
acid residues form the general shape of the binding pocket. They
showed that recognition occurs through electrostatic (hydrogen
bonding), van der Waals, and hydrophobic interactions and their
results from modeling were confirmed by in vivo testing of the
receptors.

A new dimension in modeling was introduced by Lai et al.
who built a dynamic model of rat receptor ORI7 (72). They
incorporated 10 potential aldehydic ligands into the binding site
and then set the whole assembly into normal motion. Some test
materials remained in the binding site whereas others migrated
out. Correlation with in vivo results was 100%. Those molecules
that the model predicted would remain in the binding site were
found to be agonists whereas those that migrated out failed to
activate the receptor in vivo. Moreover, the model elucidated
the route into the binding site from the extracellular side of
the protein. Similarly to the results of Katada et al. (71) on
mOR-EG, they found that the oxygen atom of the agonists was
tethered by electrostatic forces, in this instance to lysine 164,
and the steric fit between the residues of the binding pocket and
the agonist determined its stability in the binding site.

A consistent feature exists in all of these models, in that,
for a good odorant/receptor fit, each model requires a polar
group in the odorant that can form a hydrogen bond or similar
interaction with a donor site in the receptor and the rest of
the fit is determined by a spatial match with the shape of the

(largely hydrophobic) binding pocket. Saturated hydrocarbons
presumably lack the polar interaction and, in some cases at
least, it would seem that weaker nonbonded interactions, such
as π-stacking exist in the hydrophobic pocket.

Dyson proposed an alternative theory of odor in 1938, in
which odorant molecules are recognized by their vibrational
frequencies (73). He had no suggestions for a biologic mech-
anism for such recognition but one was proposed by Turin in
1996 (74). The vast weight of experimental evidence (which
includes that summarized above) is in favor of stereoelectronic
rather than vibrational recognition and this theory is supported
by a recent study in which sila-analogs of the odorants Bour-
geonal and Lilial were synthesized and a good correlation was
found between their modeled stereoelectronic fit with hOR17-4
and both the response of the receptor to the molecules and their
perceived odor thresholds (75).

Future Research
Olfaction research is at a very interesting stage currently.
The advances in molecular biology have enabled us to isolate
receptor proteins and to understand their mode of operation.
However, what we have learned has shown that the correlation
between molecular structure and odor is much more complex
than early lock and key concepts envisaged and the complexity
of signal interpretation shows that olfaction still holds much for
us to discover. Recent advances in understanding may not have
helped a great deal in the design of novel odorants, but we are
left with the intriguing puzzle that structure/odor correlations
do work to some degree when the combinatorial mechanism
suggests that they should not. This and the enormous complexity
of olfactory signal processing indicate that generations of future
researchers will have plenty to stimulate their curiosity, to
stretch their minds, and to fascinate them.
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Amino acids can be synthesized from inanimate matter through processes
independent of living organisms. An overview of these processes occurring
in various environments, including interstellar media, is given with a special
emphasis on Strecker synthesis and related processes compatible with
primitive Earth conditions. When analyzing their relevance to the origin of
life, chemical pathways leading to α-amino acids from activated precursors
may be considered independent from further polymerization into peptides
promoted by activating agents. Alternatively, both processes may also be
connected to each other so that the emergence of amino acids and the
prebiotic formation of peptide may have been closely associated. The last
possibility is that prebiotic chemistries of amino acids and nucleotides may
have been cooperating with each other in a way that led to the emergence
of the genetic code and to a rudimentary translation apparatus.

The emergence of life has become a scientific field of interest
since Darwinian theory was introduced, presuming the evolu-
tion of living organisms. Strong evidence exists that all living
beings on Earth have a common ancestor. However, this Last
Common Ancestor (LCA) (1) was most probably a living en-
tity involving nucleic acid-based information storage (RNA and
probably DNA) and ribosomal translation machinery. It lived
probably several hundred millions years, and possibly more than
one billion years, after life originated. We have no clues to the
evolution pathway that led from the emergence of life to this
LCA and on the preceding chemical evolution. These processes
are the field of investigation of researchers in prebiotic chem-
istry and in early evolution; they try to build self-consistent
hypotheses for the development of life. Some information can
be gained from the analysis of biochemical pathways, keep-
ing in mind that new pathways may have evolved replacing
extinct ones. Other indications can be obtained by reproduc-
ing the conditions assumed to have occurred on the early Earth
(the panspermia hypothesis will not be considered here). In-
deed, the first scientists who analyzed the origin of life process
(2, 3) proposed that early life forms were dependent on abiot-
ically formed organic molecules as carbon and energy sources
for their growth (the heterotrophic hypothesis). These organ-
isms existed as carbon and energy sources for their growth
(the heterotrophic hypothesis). The formation of amino acids
by electric discharges in reducing mixtures of gases (CH4, NH3,

∗To receive any correspondance.

H2O) through the Miller experiment (4) has given experimental
support to this hypothesis by demonstrating that some essen-
tial building blocks of life can be efficiently formed abiotically.
The presence of amino acids in several extraterrestrial samples
of matter delivered to the Earth as meteorites is also clearly
established. Amino acids, and more generally organic matter,
must not be considered rare in the universe, which is also inde-
pendently supported by the spectroscopic analysis of interstellar
molecular clouds. In the following sections, we will describe
different processes leading to α-amino acids under potentially
prebiotic conditions, as well as analyze their relevance to the
origin of life and their connection with the role of amino acids
at the early stages of life evolution.

α-Amino Acids and the Origin
of Life Process

Proteins are one of the main classes of biopolymers found in
living organisms. They can adopt a large variety of structural
patterns, which makes them essential cell constituents mostly
involved in recognition processes. Their molecular recogni-
tion ability is remarkable in catalysis because enzymes have
evolved to accommodate transition states in their active site to
lower the kinetic barriers of most biochemical reactions. This
ability is connected to appropriate primary sequences, and it al-
lows the proteins to fold into well-defined three-dimensional
structures. However, the accuracy of the primary sequence,
which is ensured by the translation of genomic sequences in
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current-day living organisms, seems out of reach of prebiotic
systems. Therefore, the actual role of amino acids at that time
is not clearly known. Nevertheless, if we still assume that their
prebiotic role was the catalytic ability of polypeptides, another
unresolved question lies in the prebiotic pathway of synthesis
of these polymers. It is believed that prebiotic peptides have
been formed from monomeric α-amino acid through physically
or chemically induced processes. This assumption is not sup-
ported by strong evidence and alternative processes may have
taken place. From a more general point of view, the biochem-
ical route to biopolymers represents one kind of disconnection
among the various possible retrosynthetic pathways that can be
conceived starting from highly activated simple organic com-
pounds (5). In this view, the stepwise formation of biopolymers
by adding monomeric building blocks using condensing (de-
hydrating) agents in (most probably) diluted aqueous solution
seems unlikely compared with a self-assembly that could take
place directly from activated simple organic precursors with no
need of further activation. As a result, the current discussion of
the emergence of α-amino acids also includes the possibility that
peptides may have been formed directly from activated precur-
sors through processes bypassing monomeric α-amino acids.

An amino acid and peptide world?

In biology, the catalytic role is mostly played by enzymes.
It is tempting to speculate that life may have emerged in a
peptide world (6). Short peptides and even isolated α-amino
acids are capable of catalyzing prebiotic processes (7). Vari-
ous physical or chemical pathways are available for the for-
mation of peptides from inactivated or activated monomers.
However, with respect to the sequence of peptides derived from
common α-amino acids, this kind of chemistry still fails to
provide an efficient replication system. For instance, peptide
segments (activated as thioesters) can be self-replicated by liga-
tion if selected residues (cysteine) are present at the N -terminus
(8, 9), but the replication of a complete peptide sequence from
monomers seems unattainable. The only remaining possibility
is an early system of information storage based on unnatural
amino acids that is capable of base pairing or related molecules
such as peptide nucleic acids (PNAs). Although a transfer of
information from PNA to RNA is materially feasible (10), it is
unclear why this system could have been replaced by nucleic
acids rather than being improved by evolution. Moreover, no
remnant of this system has been preserved in current-day living
organisms.

The role of α-amino acids in the RNA
world scenario

The RNA-related nature of most coenzymes and cofactors, the
role of RNA in the translation process, and the catalytic abil-
ities of RNA show that RNAs have played a crucial role in
early biochemistry and have supported the hypothesis of an
RNA world (11). In this scenario, living organisms primarily
used RNA for both catalysis and information storage before the
advent of coded peptides and of the translation apparatus. But
most supporters of this scenario believe that amino acids and

peptides may have played a part in catalytic activity, for in-
stance as ribozyme cofactors (12). This provides a rationale for
the evolution of the genetic code. In any case, covalent inter-
actions of RNA with amino acids and peptides were probably
required early to initiate the development of translation, so that
hypotheses considering that polypeptides cooperated with RNAs
since the early beginning of the RNA world have been presented
(13, 14).

A coevolution process toward
the genetic code

Because the translation apparatus is among the oldest compo-
nents of living beings, it is tempting to consider the emergence
of life and of translation to be closely related. In other words,
we can make the hypothesis that nucleic acids and translated
peptides may not be considered as two independent subsystems
but as one subsystem, the RNA–coded peptides (5). Experi-
mentally, reactions starting from α-amino acids activated as
N -carboxyanhydrides, and nucleotides have recently demon-
strated the possibility of obtaining covalent conjugates (15)
under prebiotically relevant conditions. Similarly, reactions of
N -phosphoryl α-amino acids can result in both oligopeptides
and oligonucleotides (16). The chemistry involved in such sys-
tems may have served as a starting point for the evolution
toward the translation apparatus. Subsequently we must de-
termine how the current-day set of coded residues has been
selected among many possible structures and how they have
been allocated a triplet codon to allow the translation of the ge-
netic information into protein sequences. The coevolution theory
of the genetic code (17, 18) (that may also be independent of the
coevolution process mentioned above) states that codons have
initially been selected for a subset of prebiotically synthesized
α-amino acids. Then codon allocation was guided by potential
biochemical conversions between the amino acids.

Abiotic and Prebiotic Chemistry
of Amino Acids

Amino acids have probably formed in different places of the
Solar system through processes independent of living organisms
as shown by their occurrence in carbonaceous chondrites, a
particular class of meteorites. Among these processes, only
a particular subset of them can be considered to be truly
prebiotic. It is the processes that make amino acids available
in environments capable of developing a complex chemistry
compatible, or at least presumed to be compatible, with the
emergence of life.

Formation on the early earth

Several processes may have been responsible for the local for-
mation of amino acids. In fact, energy release (electrical dis-
charges, ultraviolet light, or impact shocks) into gas mixtures
containing elementary carbon sources (CO2, CO, CH4), wa-
ter, and nitrogen produces organic molecules, including amino
acids, but significant yields require a reduced overall redox state.
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This requirement is fulfilled for electric discharges in a reduced
atmosphere containing methane, ammonia, and water, as in the
original Miller experiment. It has also been observed for atmo-
spheres based on N2 and CO or CO2 on the condition that H2

or methane is also present in sufficient amounts (19). A neu-
tral atmosphere (based on N2, CO2, and water) would produce
much lower yields of organics (by several orders of magnitude).
In the absence of other species to be oxidized, the reduction of
CO2 requires the concomitant thermodynamically unfavorable
conversion of water into O2 (as in photosynthesis). However,
even if the atmosphere was neutral when life arose, as usually
believed, the Earth was not uniform with respect to redox state
simply because the reduced state of the mantle and the high
volcanic activity favored the occurrence of locally reduced en-
vironments (for instance, in hydrothermal vents in the oceans).
Then, a preservation of the hydrogen content of the early at-
mosphere or the diversity of environments on the early Earth is
likely to have made amino acid formation possible, at least at
specific places.

The strecker synthesis and related
processes

The formation of α-aminonitriles: a set
of equilibrated reactions

A strong argument in favor of the involvement of Strecker
synthesis is that aldehydes and HCN are among the initial
species formed in electric discharge experiments leading to
α-amino acid formation. Mechanistic and thermodynamic stud-
ies (20) of systems derived from aqueous mixtures containing

an aldehyde, ammonia, and hydrogen cyanide have disclosed
the network of equilibrated reactions involved in these sys-
tems (Fig. 1). In the first stage, cyanide is rapidly added to
the carbonyl compound and cyanohydrin 2 is produced. Then,
the α-aminonitrile 5 is formed more slowly through cyanide
attack on an iminium ion intermediate 4. The composition of
the equilibrium mixture formed from equimolecular concentra-
tions of aldehyde and cyanide is strongly dependent on the pH
and of the initial concentration of ammonia. Then, under con-
ditions simulating a presumed prebiotic aqueous environment
(with low concentrations of organic precursors and ammonia
and in a 5–7 pH range brought about by a CO2-rich early Earth
atmosphere), α-aminonitriles are formed in very low equilib-
rium yield (21). However, since hydrolysis pathways (Fig. 1)
are likely to proceed at different rates, there is no reason for
the final hydroxy acid/amino acid ratio to match the large pre-
dominance of cyanohydrin over α-aminonitrile at equilibrium.
Actually, an important, often overlooked, feature of the Strecker
synthesis is that, under neutral or mild alkaline conditions,
α-aminonitrile hydrolysis (or conversion into stable derivatives)
proceeds through efficient pathways involving the specific par-
ticipation of the neighboring amino group, which offsets their
low thermodynamic stability.

Catalytic conversion of α-aminonitriles:
the determining process

It turned out that α-aminonitrile hydration is subject to efficient
catalysis by aldehydes (22), which are already reactants of
the Strecker reaction (Fig. 2). This catalytic pathway is still
prevailing at 20-µM formaldehyde concentrations (21) and
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half-lives shorter than a year are expected in the presence of
10-mM formaldehyde at pH 7 and 25◦ C. It proceeds through the
addition of the aldehyde at the amino group and the subsequent
intramolecular reaction of carbinolamine adduct 13.

Bücherer–Bergs reaction

This reaction (Fig. 2) is closely related to the above described
catalytic pathway for α-aminonitrile hydration, but it involves
CO2 instead of an aldehyde (23). The main difference lies
in the fate of isocyanate 19 (formed instead of imine 15),
which easily undergoes the cyclization into hydantoin derivative
12 (instead of hydrolysis to α-aminoamide 16). Considering
the kinetic stability of 12, CO2 is a coreactant instead of
a catalyst for the Bücherer–Bergs reaction; nevertheless, this
pathway is an additional, very efficient process for selecting
α-amino acid derivatives rather than those of α-hydroxy acids.
Moreover, despite the very sluggish reactions of its products, the
Bücherer–Bergs reaction must not be considered as a dead-end

since the N -carbamoylamino acid 20 can be converted into the
α-amino acid N -carboxyanhydride 21 (Fig. 3), readily under
the effect of nitrogen oxides (24), but also slowly through a
spontaneous pathway (25, 26).

Hydrothermal formation

The synthesis of amino acids in aqueous media is energetically
feasible in reducing fluids and temperatures found in hydrother-
mal systems (27). Amino acids have indeed been produced,
although in micromolar concentrations, by heating a mixture of
methane and nitrogen in simulated hydrothermal fluids (28). A
likely process for their production could be a Strecker reaction.
Plausible chemical pathways have been thermodynamically an-
alyzed (29), and a process involving reductive amination of
keto acids (30) has also been proposed. On the other hand, high
temperatures are also likely to damage organic molecules.

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Origins of Life: Emergence of Amino Acids

R
N
H

O

O

O

NO/O2

COOHHN

O NH

R1

NO

NH3

N

C O

OH

O

R1

N

C O

O

O

R1

21

COOHN

O NH2

20

R1

Slow

Fast

Oligopeptides

COOH3N

R1

COON
H

R1

S

O
COS

COON
H

R1

S

O

2

[O]

1/2

H3N

R1
CO2

O

XN
H

R1

O

XO

O

X

22

Figure 3 Plausible prebiotic pathways for the formation of α-amino acid N-carboxyanhydrides 21 from free amino acids, N-carbamoylamino acids 20,
or activated α-amino acid derivatives 22.

Formation in interstellar media

Another potential source of organic compounds on early Earth
is extraterrestrial bodies (31–33). This possibility is attested by
the presence of α-amino acids in meteorites. The synthesis of
organic compounds occurred in the presolar molecular cloud
or in the protoplanetary disk that preceded the formation of
planets (34). It is likely to have resulted from UV-irradiation
of interstellar ices (35) with the formation of radicals and/or
other highly activated species, which then randomly combined
into more complex organic compounds at the low temperature
of the molecular cloud. Then these ice particles were involved
in the accretion of meteorite parent bodies, where organic
matter could be preserved from the heat released by the process
in small accreting bodies. Subsequently, reactions like those
involved in Miller’s experiment may have occurred on meteorite
parent bodies early in the history of the solar system. Then,
these organic molecules could have been delivered to the Earth
through impacts of meteorites, micrometeorites, and comets.

Peptide formation

Many processes have been proposed for the formation of prebi-
otic peptides. Peptide bond formation from free amino acids can
become thermodynamically favorable using physical or chemi-
cal means for dehydration (6, 36). Alternatively, activated amino
acid derivatives are capable of polymerizing into oligopeptides
in aqueous solution. A pathway for the formation of α-amino
acid thioesters starting from sugar precursors has been discussed
(37). α-Amino acid N -carboxyanhydrides (NCAs) correspond to

the most activated form of amino acids reachable in a prebiotic
environment with a high content in CO2 or bicarbonate (38),
since carboxyl-activated derivatives 22 are easily converted
into NCAs through a very efficient CO2-promoted process (39)
(Fig. 3). The length of peptide chains formed by polymerization
of NCAs is often limited by precipitation, but longer peptides
(up to 55-mers) have been obtained in the presence of illite and
hydroxylapatite (40). NCAs can also be formed through prebiot-
ically relevant pathways starting from N -carbamoylamino acids
(24–26) or through the activation of amino acids with carbonyl
sulfide (41).

Amino acids and the emergence
of homochirality

The configuration of natural amino acids has led to studies on
the possibility that homochirality emerged at a prebiotic stage,
which may be supported by the presence of amino acids as
non-racemic mixtures in meteorites (32). This enantiomeric ex-
cess may have resulted from the exposition of extraterrestrial
matter to circularly polarized light (42). Whatever the origin of
this enantiomeric excess, it may have initiated stereoselective
processes through different catalytic pathways (7). Symmetry
breaking may also have resulted from reactivity in connection
with other processes such as crystallization or interfacial chem-
istry (43, 44) and polymerization of amino acids (45).
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Relevance of Abiotic Processes
to the Emergence of Life

The presence of amino acids in meteorites (chondrites) and
their delivery on the surface of the Earth may have triggered
prebiotic pathways starting from these building blocks. On the
other hand, their occurrence of meteorite parent bodies may
simply be considered as a manifestation of their easy synthesis
through various abiotic pathways, and of their abundance in the
universe and consequently on the early Earth. The answer to this
alternative idea mainly depends on the rate of evolution of the
atmosphere and on the development of conditions favorable to
life on the planet. Most scientists consider that the atmosphere
of the Earth was initially based on a mixture of N2 and CO2 with
a significant content in H2 and CH4 (favorable to the production
of organic molecules). Then, it evolved from this reduced state
to a more neutral state (N2, CO2) as hydrogen escaped to outer
space (46). The rate of this evolution depends on both the input
of H2 from the volcanic activity and its loss to outer space (47).
Another problem is the presence of conditions that allow the
growth of living beings. Studies on the origin of life processes
are strongly dependent on the knowledge gained by other fields
of science such as astrophysics, geology, and other planetary
sciences. Since liquid water was already present on the Earth
a few hundred million years after its accretion leading to the
early formation of oceans, a major problem encountered by
early forms of life would have been that of impact of asteroids
or comets capable of vaporizing the oceans (at least in part)
and thus of sterilizing the planet. Both issues are still debated,
and many hypotheses are acceptable. Life may have emerged
early on Earth in a globally reduced environment and may have
survived impacts by asteroids or comets. Alternatively, synthetic
processes occurring on early Earth with a reduced atmosphere
may have no connection with a later emergence of the ancestors
of all living beings that we currently know. Instead, it may
have resulted from the delivery of organics or their synthesis in
locally reduced environments. It is still possible to speculate that
life emerged several times and then was annihilated by impacts.

Future Research Directions

More than 175 years after urea was synthesized from mineral
precursors, abiotic processes seem to be capable of having made
α-amino acids and various organic molecules available in many
places of the solar system. The easy abiotic synthesis of α-amino
acids may also be the consequence of their composition based
on the most abundant reactive elements in the universe (H,
C, N, O). Determining the actual pathway through which life
emerged is currently unfeasible considering the absence of rem-
nants, and we have no indication that this situation may change.
However, the study of nonlinear processes of complexification,
involving biomolecules (including amino acids) and other pre-
biotic organic or inorganic derivatives, remains an important
field of interest for chemical biology. The discovery of pro-
cesses working under kinetic control and capable of connecting

replication, adaptation and self-maintenance, which is one of the
biggest problems in modern science, needs additional analysis
of simple and robust pathways. Amino acid prebiotic chemistry,
starting from activated species and/or energy sources and poten-
tially capable of delivering energy to such systems, has brought
about important pieces of information in this direction and will
surely be helpful in the achievement of this goal.
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The RNA World hypothesis refers to a period during the evolution of life on
Earth, preceding the DNA/RNA/protein-based systems of modern biology,
during which RNA alone directed and catalyzed the chemistry of life. The
concept is an elegant solution to the problem of devolving our intertwined
3-biopolymer biochemistry toward its origins as the simplest system
imaginable. In support of this idea, a scattering of molecular clues within
our cells point suggestively toward an RNA-only period leading up to the
ribozyme-mediated invention of protein synthesis. Indeed, the RNA World
hypothesis is a very sensible scenario when considered from the perspective
of trying to simplify life’s complexity. The alternative perspective, however,
imagining a sterile, primordial Earth and trying to assemble abiotically
produced precursors into the RNA World is an extremely difficult problem.
Certain steps along the logical chemical pathway to the RNA World have
been demonstrated in the laboratory, but many others remain problematic.
The exploration of RNA’s catalytic properties has been encouraging, but
complex ribozymes are extremely scarce in RNA populations. If the RNA
World did once exist, it came about by a mechanism that has not yet been
adequately elucidated, including the possibility that a different, unknown,
biopolymer system may have preceded the RNA World.

The mechanism of the emergence of life on Earth is one of the
most fundamental mysteries of the biological sciences. Despite
centuries of pontification and decades of serious experimental
efforts, the details remain poorly understood. The most satis-
fying attempts to deduce the genesis and earliest evolution of
primitive life have focused on what is known of modern biol-
ogy and attempted to simplify it back to the most fundamental
and primitive (1, 2). This simplification exercise quickly leads
to a paradox in determining which of the essential biopolymers
of life, proteins or nucleic acids, would have come first. Con-
ventional logic indicates that it could not have been protein
because nucleic acids (DNA and RNA) carry the information
that specifies how to make protein and are required to direct
their synthesis. Conversely, it would also seem that it could not
have been DNA either, which, although containing all the coded
instructions to make a living cell, still requires protein enzymes
and RNA to carry out those instructions. Without proteins, DNA
would be just an inert, impotent molecule. A resolution to this
paradox was suggested early on by a few notable investigators
(3–5), but it was not until the discovery of catalytically active
RNA (6, 7) demonstrated that a single biomolecule could pos-
sess both the coded instructions to make copies of itself and

the functional abilities to carry out those instructions that the
theory gained wide acceptance.

The assumption of a so-called ‘RNA World’ era that preceded
the biological assimilation of DNA and protein, during which
RNA would have been the primary facilitator of a metabolism of
unknown complexity, offers an elegant and appealing solution
to the challenge of inventing the system of multiple, interre-
lated biopolymers that exists today. Clues pointing to this by-
gone RNA World era are scattered throughout our biochemistry.
Considered individually, they are not overwhelmingly convinc-
ing, but taken together, they make a compelling case that an
RNA-based biology might have preceded what we have today.

Despite the deserved enthusiasm that the RNA World hy-
pothesis generates, there remain many puzzling difficulties and
unanswered questions. An RNA World is quite appealing from
the perspective of modern biology looking backwards in time,
but is extremely difficult to envision from a perspective at the
formation of the Earth looking forward in time. Bits and pieces
of the components of RNA can be synthesized, sometimes effi-
ciently, in prebiotic soup-type conditions, but there is not yet a
plausible scenario to assemble them into a monomer or dimer of
RNA, let alone a polymer of sufficient complexity and function-
ality to kick-start a living system. Allowing that some unknown
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series of mechanisms, including the possibility of a preRNA
World, led to the formation of long RNA polymers and eventu-
ally ribozymes, the creation of a self-replicating system based
solely on RNA, the simplest possible RNA World scenario, is
still a daunting challenge that well over a decade of focused
experimental attempts have so far failed to solve. Even so, the
prospects remain optimistic. Each year brings new insight into
the complex characteristics and abilities of RNA, as the bound-
aries of its capabilities are explored further.

Life, Dogma, and the RNA World

The term ‘RNA World’ (8) refers to a hypothesized period
of the early evolution of life, during which RNA, in the ab-
sence of DNA or proteins, served as the sole biopolymer of
life. Such a life form would likely be unfamiliar to what we
are accustomed to, and so a thoughtful, general definition for
what constitutes “life” becomes important in order to identify
the boundary that separates non-living from what can be consid-
ered alive. However, drafting a fundamental, general, succinct
definition of the processes and characteristics that represent life
has been difficult, controversial, and often unsatisfying (9). The
formulation that seems to enjoy the most widespread support
is the “chemical Darwinian” definition, which states, simply,
that “life is a self-sustained chemical system capable of under-
going Darwinian evolution” (10). The power of this statement
is that the primary natural force that has shaped the diversifi-
cation and evolution of all the organismal life that we know
of, namely Darwinian evolution, is also applicable at the sim-
plest, sub-organismal, molecular stages of life. Implicit in the
chemical Darwinian model is a system that can sustain itself
and create progeny copies. The copies were slightly less than
perfect, such that natural selection could encourage a lineage
of generations, improving and diversifying, evolving eventually
into the entire biosphere.

The “central dogma of molecular biology” (11, 12) describes
the flow and directionality of information exchange among
the three primary information-rich biopolymers of contempo-
rary biology, namely, DNA, RNA, and proteins (Fig. 1). The
biochemistry of life today is intertwined between these major,
discreet components, each one dependent upon the others for its
existence. However, a scenario in which two, let alone all three,
of these individual systems arose simultaneously and were able
to function synergistically is very difficult to imagine. In theory,
a system comprised only of RNA could direct and execute the
replication of its own genetic information, producing progeny
via a self-templated RNA polymerization mechanism catalyzed
by the RNA itself, thus satisfying the minimal definition for life
with a single biopolymer.

The central component of this RNA World scenario is a
replication system that can make copies of the genetic material
to grow and produce progeny. The most basic scenario is
a simple templated ligation of small oligomers in a cyclical
replication scheme (13–16), but ultimately a catalytic entity
responsible for this crucial function of replication would be
necessary. The simplest example is a single self-replicating
ribozyme that can copy itself. More elaborate scenarios for

a mature RNA World might also involve ancillary functions
such as producing the nucleotides, or building blocks, for the
replicase to work with. A case can be made for numerous
other functions as well, but one that seems very probable is
the invention of protein synthesis. The observation that a nearly
protein-free preparation of ribosomal RNA can catalyze the
crucial chemical peptidyl transferase step of ribosomal protein
synthesis (17), and subsequent X-ray crystal structures of the
ribosome showing the arrangement of RNA around the catalytic
center (18), together indicate that the cellular machine for
making protein is, at its core, a ribozyme. The invention of
protein synthesis marks a boundary between the RNA World
and the era that persists to this day, in which proteins have
become the dominant agents of catalysis across all forms of
life.

Prebiotic Synthesis of RNA
Components

Nucleotides are the primary building blocks necessary to as-
semble an RNA world. Each nucleotide is comprised of a base
attached to a sugar through an N-glycosylic bond, with a dif-
ferent site on the sugar phosphylated (Fig. 2). The information
content of a nucleic acid polymer is encoded in the identity
and order of the bases–adenine, cytosine, guanine, and uracil in
RNA, or thymine in place of uracil in DNA. D-ribose, the sugar
moiety in RNA, bridges the backbone with 5′,3′-phosphodiester
linkages to adjacent nucleotides in addition to attaching to the
base via the C1′ position.

Bases

The bases are nitrogenous aromatic heterocycles, bicyclic in
the case of the purines, and pyrimidines with only a single
ring. Both systems are decorated with complementary arrays
of hydrogen bond donors and acceptors that facilitate specific
base-pairing interactions, usually between a purine and a pyrim-
idine, e.g. adenosine (A) pairs with uridine (U), and guano-
sine (G) pairs with cytidine (C) (19) (Fig. 3). These canonical
Watson-Crick pairings form the basis for the storage and copy-
ing of double-stranded DNA and the genetic transfer from DNA
to RNA, although non-canonical pairings are common in nucleic
acids that adopt structures more complex than a simple double
helix.

Purines

Demonstrations of the abiotic synthesis of the nucleic acid
bases has been a relative success among the steps necessary
to understand the synthesis of RNA nucleotides. Beginning
in 1953, when the Miller-Urey spark discharge experiments
(20) triggered a shift towards experimental testing in origins
of life research, the simplest subunits of life have been fa-
vorite targets for investigation. In 1960, Oró demonstrated the
synthesis of adenine in yields of less than 1% from sim-
ple aqueous solutions of ammonium cyanide (21, 22). Stoi-
chiometrically, adenine is a pentamer of HCN, and although
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some uncertainty about the precise reaction pathway exists, the
detection of 4-aminoimidazole-5-carboxamidine (AICA) and
4-aminoimidazole-5-carbonitrile (AICN) in the complex reac-
tion mixture, suggests a role for either or both of these molecules
as intermediates in alternate pathways to the synthesis of ade-
nine from HCN (Fig. 4)(23, 24). Diaminomaleonitrile (DAMN),
a tetramer of HCN and an abundant component of HCN poly-
merizations, can be converted to AICN through a photochemical

rearrangement and may be an important precursor to adenine un-

der certain conditions (25, 26). Alternatively, Ferris and cowork-

ers have suggested that very little or no free adenine is formed in

these discreet scenarios, but rather adenine is released only dur-

ing the hydrolysis of the complex and insoluble cyanide poly-

mers (27). The synthesis of guanine has also been detected under

identical conditions at levels 10 to 40-fold less than adenine

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 3



Origins of Life: Emergence of the RNA World

O

O
OH

O

N

N

N

N

N H

H

H

O

N

N
O

O

HO O

O

O

OH

O

N

N

N

N N

N
O

O

HO O

O

N H

H

N
H

O H

O H

(a)

(b)

Figure 3 Watson-Crick base pairs. (a) Adenosine pairs with uridine, and
(b) guanosine pairs with cytidine. Hydrogen bonds are indicated with
vertical grey dashes.

N

N

NC

NC

NH2

NH2

DAMN
(HCN tetramer)

hn

NH2

CN

H

N

N
H

NH2

NH2

NH

HCN + NH3

AICN
(HCN tetramer)

HCN
HN=CH−NH2

AICA

NH2

N

NN

N
H
Adenine

(HCN pentamer)

Figure 4 Prebiotic synthesis of adenine. This schematic shows potential
pathways and intermediates in the synthesis of adenine from ammonium
cyanide.

(27, 28). The presumed reaction pathways are similar to ade-
nine’s but proceed through a 4-aminoimidazole-5-carboxamide
intermediate.

Adenine, guanine, and other purines have also been reported
in low yields in several discharge/irradiation experiments per-
formed in methane/ammonia mixtures (29–31). Since HCN is
known to form under these conditions (32), it is likely that these
purine syntheses proceed through HCN-mediated mechanisms
similar to the original Oró synthesis.

Pyrimidines

A variety of routes for the synthesis of pyrimidines have also
been demonstrated. Uracil is formed in high yields by heat-
ing malic acid and urea in sulfuric (33) or polyphosphoric acid
(34). Although the simple starting materials are prebiotically at-
tractive, the extreme conditions and anhydrous requirement of
this reaction make it of questionable relevance for the prebiotic
Earth in anything other than highly specialized local environ-
ments. A number of other more plausible pyrimidine syntheses
have also been explored, but these tend to be much less ef-
ficient. Oró reported low levels of uracil synthesis by heating
aqueous acrylonitrile with urea and ammonium chloride (35). A
variety of pyrimidines, including orotic acid, 5-hydroxyuracil,
and 4,5-dihydroxypyrimidine have been detected at low levels
in HCN polymerizations (27, 36), as has uracil (37). Schwartz
and Chittenden demonstrated the synthesis of 5,6-dihydrouracil
(DHU), a constituent of transfer RNA, by condensation of
β-alanine and urea through a β -ureidopropionic acid interme-
diate, which can then cyclize to form DHU (38, 39). Subse-
quent photolytic dehydrogenation of DHU produces uracil in a
reaction promoted by hydrated clay minerals, particularly mont-
morillonite. Orgel and coworkers produced reasonable amounts
of cytosine and its hydrolysis product, uracil, from solutions of
cyanoacetylene and cyanate or urea (40). Cyanoacetylene is an
attractive prebiotic molecule in the sense that it is a reactive
compound formed abundantly in spark discharge experiments
(41). However, its reactivity makes cyanoacetylene short-lived
in the environment, the chief byproduct being the hydrolysis
product cyanoacetaldehyde. Ferris combined cyanoacetaldehyde
with guanidine to form 2,4-diaminopyrimidine, which can in
turn hydrolyze to make cytosine, and then uracil (42). Nearly 30
years after Orgel’s experiments with cyanoacetylene and urea,
Miller, starting directly with cyanoacetaldehyde and exploiting
the extreme solubility of urea, was able to produce cytosine and
uracil in combined yields greater than 50% (43).

Concentration mechanisms

The investigation of prebiotic chemistry often involves a com-
promise between extreme conditions that favor efficient product
formation on a timescale amenable to laboratory investigation
and milder conditions that are more plausible on the early Earth.
The most optimistic estimates for the production of reactive bi-
ological precursor molecules, while substantial in their global
amounts, when diluted throughout the volume of the Earth’s hy-
drosphere would result in only meager concentrations (44). In
some cases low reactant concentrations simply result in slower
reaction rates, which may not present serious difficulties when
considered in the context of a geologic time scale. In other
instances, however, reaction pathways at low concentrations
may differ significantly from those at higher concentrations.
HCN polymerizations, for example, produce biologically inter-
esting materials only at HCN concentrations of about 0.01 M
or higher. At HCN concentrations lower than 0.01 M, hydroly-
sis out-competes oligomerization, resulting in the accumulation
of formamide and formic acid instead of HCN oligomers (45).
Concentration mechanisms are often invoked to address these
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difficulties and boost efficiencies, and, indeed, certain concen-
tration processes seem likely to have played a role in nature.
Miller’s rationale for using such high concentrations of urea
in his synthesis of cytosine was the “drying lagoon” model
of prebiotic synthesis in which periodic evaporation of bodies
of water to near dryness, such as beaches, lagoons, and tide
pools, concentrate the most soluble compounds to extremely
high concentrations, even if they were initially very dilute (46).
In the case of HCN, its volatility precludes evaporative con-
centration mechanisms, but freezing can be an effective means
of concentration, as the HCN-water eutectic is 74.5% HCN at
−23.4◦C (47). HCN polymerizations proceed effectively under
these conditions, the extremely high concentrations compensat-
ing kinetically for the low temperatures (47).

Extraterrestrial synthesis of bases

Aspects of every putative prebiotic synthesis are vulnerable to
critical analysis, and experiments are often open to questions
of interpretation and relevance. This is especially true in ori-
gin of life research where virtually everything is unknown and
will remain so, as no direct evidence survives from that time.
Uncertainties about specific conditions, sources, and reaction
pathways, however, in the context of the discussion of nucleic
acid bases, are secondary to the likelihood that these particular
fundamental building blocks of life were produced in ubiquitous
abiotic processes throughout our solar system and presumably
beyond. Analyses of carbonaceous meteorites have detected
amino acids (48, 49) and nucleic acid bases (50–52) that are ex-
traterrestrial in origin. Moreover, the distribution of compounds
and their relative abundances are reminiscent of those observed
in known prebiotic simulation experiments. These findings sug-
gest that conditions favoring the synthesis of these fundamental
biological materials, whether they be through the mechanisms
reviewed above or others that have not been considered, were
at work during the formation and early evolution of our solar
system, and, consequently, the nucleic acid bases are very likely
to have been present on the prebiotic Earth.

In addition to invoking the evidence of extraterrestrial syn-
thesis of biomolecules as a means to corroborate that these
reactions could have occurred on the prebiotic Earth, they can
also be invoked directly as potential source material for the
origin of life. The earliest stages of Earth’s history are character-
ized by a steady bombardment of extraterrestrial objects such as
meteorites and comets that could have delivered large amounts
of biologically useful material to the Earth. Less exciting than
meteor or comet impacts, but much more significant in terms of
the amounts of extraterrestrial material delivered to Earth, are
interplanetary dust particles (IDPs). IDPs are small carbona-
ceous particles on the order of tens to hundreds of micrometers
in size that are formed by comet evaporation or asteroid colli-
sions and they “rain down” onto the Earth’s surface in amounts
estimated to be at least several tons per day (53, 54). This sig-
nificant source of extraterrestrially synthesized organic material
is expected to have supplemented, perhaps substantially so, any
endogenously produced biological precursors.

Sugars

A sugar moiety, specifically the pentose D-ribose, is attached to
the base as the other half of a nucleoside. The synthesis of sugars
from formaldehyde, a compound generated in spark discharge
experiments and frequently invoked as a prebiotic reagent, has
long been known (55), and its applicability as a prebiotic pro-
cess has been well investigated. The so-called formose reaction
produces a rich mixture of sugars from a solution of formalde-
hyde, but requires an unrealistically basic pH and improbably
high concentrations of formaldehyde to seem prebiotically fea-
sible (56). The reaction has been modified to proceed under
much milder conditions at neutral pH, and can be catalyzed
by certain common minerals, which is a more attractive pre-
biotic scenario (57, 58). However, a second problem with the
formose reaction exists–its lack of synthetic selectivity. RNA
nucleosides utilize a specific sugar, D-ribose, but the formose
reaction generates a complex mixture of trioses through hex-
oses, including branched molecules, without a preference for
ribose, and without enantiomeric enrichment (59). In contrast,
the base-catalyzed aldolization of glycoaldehyde phosphate in
the presence formaldehyde produces ribose-2,4-diphosphate as
the major product (60). Further refinements to this procedure
using a clay mineral catalyst allow the reaction to proceed ef-
ficiently with dilute reactants at neutral pH (61). In addition,
other mechanisms to further enrich for ribose from a mixture
of sugars have been demonstrated, such as selective membrane
permeability (62) or selective reactivity with reagents that form
adducts preferentially with ribose (63). It is also possible that
unknown mechanisms or untested catalysts may exist that can
produce D-ribose more efficiently, but have not yet been dis-
covered. Alternatively, it is possible that selectivity could be
achieved at the stage of nucleoside synthesis, if a catalyst for
that assembly were able to selectively utilize D-ribose out of
a complex mixture, but again, no evidence for such a scenario
has been demonstrated.

An additional problem with prebiotic accumulation of sugars
lies in the relative instability of the compounds. This is es-
pecially true in the alkaline conditions of the standard formose
reaction, where sugars are made very rapidly but undergo further
reactions that quickly render them unusable. Even under milder
conditions, the instability of the sugars make it unlikely that
ribose could persist in solution and accumulate on the prebiotic
Earth on time scales that are typically assumed for the origin
of life (64). However, the clay minerals that have been shown
to catalyze the synthesis of ribose phosphate have also been
shown to provide a protected environment to sequester those
products, resulting in increased stability relative to free solution
(61). An alternative approach involves creating stable adducts of
ribose with other molecules. Recently, Benner and co-workers
have demonstrated that certain borate minerals can substantially
stabilize sugars, such as ribose, that have hydroxyl groups on
adjacent carbons, sequestering the sugar in a stable complex and
thereby prolonging the sugar’s availability for further assembly
(65). Similarly, the product of ribose and cyanamide forms an
insoluble adduct that crystallizes out of solution protecting the
ribose from solution-mediated degradation.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 5



Origins of Life: Emergence of the RNA World

Nucleosides
A nucleoside is the combination of a base and ribose. Their
formation, in theory, is most directly achieved by a reaction
involving pre-formed bases and ribose, but this approach, so
far, has shown little promise. The best attempts have been the
demonstrations that the dry-phase heating of purine bases and
ribose leads to the formation of purine nucleosides (66, 67).
Further, the yields are enhanced several-fold in the presence
of certain salts, including evaporated seawater. However, the
same investigators were unable to substantiate an earlier report
claiming the formation of adenosine from dilute solutions of
adenine and ribose exposed to ultraviolet light, and were also
unable to detect any nucleoside formation in aqueous solution
under a wide variety of conditions. This dry-phase synthesis,
while producing nucleosides in yields of several percent, is
complicated by a side reaction in which bases bearing exocyclic
amines (adenine, guanine) are preferentially ribosylated on the
amine group in yields of up to 74% (66). Similar reactions with
hypoxanthine, which does not have an exocyclic amine group,
were not affected by this side reaction, and produced inosine in
yields comparable to the adenine and guanine reactions. As was
the case with a lack of selectivity between synthesis of D and L
enantiomers, a similar lack of selectivity exists in the formation
of α and β anomers.

The problem of pyrimidine nucleoside synthesis has been
even more challenging than purines. In dry-phase heating ex-
periments, the pyrimidines do not form detectable amounts of
nucleoside (66). Alternative strategies include using prebiotic
reagents to build a base on a pre-formed ribose (68–70), or
the converse, building a sugar on a pre-formed base. Both tac-
tics have had degrees of success, but neither seem to be the
simple and robust processes that might be expected of a con-
vincing prebiotic synthesis, especially of such a crucial class
of biomolecules. Still another approach uses other pyrimidines
(not C, U, or T) (71) or pyrimidine-like bases (72) that more
readily form nucleosides with ribose. In a subsequent step, these
non-standard nucleosides are then either chemically converted
to a standard pyrimidine or else invoked as a precursor to con-
ventional RNA

Nucleotides
The last step to make an RNA monomer is to add phosphate.
This step can be coupled with chemical activation of the nucleo-
side in order to make the polymerization of monomers energet-
ically favorable. A phosphate links each nucleoside monomer
together in an RNA polymer through phosphodiester bonds
between the 5′ and 3′ hydroxyls on the riboses of adjacent
nucleotides. The activated form of the nucleotide used by all
RNA polymerases in contemporary biology is the nucleoside
5′-triphosphate (NTP). The energy that drives polymerization is
accessed by breaking the bond linking the α and β phosphate
groups, with pyrophosphate released as a byproduct. Attempts
to create nucleotides by phosphorylating nucleosides under pre-
biotic conditions have had mixed success. The most successful
approach involves the dry-phase phosphorylation of nucleosides
with phosphate salts by heating a dried solution of nucleoside
and inorganic phosphate. This reaction produces an assortment

of different mono-phosphorylated nucleotides (NMPs) (73). The
addition of urea to the reaction increases the yields substan-
tially, but still produces a mixture of products, including 3′
and 2′ phosphates and 2′,3′-cyclic phosphates (NMcPs), which,
in many cases, are the major product (74). The relative yields
of products are sensitive to reaction conditions, which can be
fine tuned to favor the accumulation of 5′-NMP (75). For in-
stance, the temperature of the reaction affects the distribution of
products, particularly the formation of NMcP. The earliest ex-
periments were carried out at temperatures of 100◦C and higher
and resulted in the greatest proportion of NMcP phosphory-
lated products. Simply lowering the temperature to 65◦C greatly
reduces the amount of NMcP relative to the 5′-NMP prod-
uct. However, lowering the temperature below 60◦C inhibits
all phosphorylation (75).

An alternative to the dry-phase phosphorylation schemes in-
volves the use of a condensing agent in aqueous solution. Small
yields of NMPs are produced from heated solutions of nucle-
oside, phosphate, and certain prebiotically feasible condensing
agents such as cyanogen, cyanate, and cyanoacetylene (76, 77).
The yields are low because none of the tested condensing
agents provide any selectivity for the nucleoside over water.
Consequently, water is able to out-compete nucleoside for phos-
phorylation due to its substantial concentration advantage. With
what little phosphorylation of the nucleoside that does occur,
as with the dry-phase reactions, NMcP is found as a major
product of these reactions. The observation that the unimolecu-
lar cyclization of 3′-NMP to NMcP proceeds efficiently under
these conditions is consistent with this model (78).

Other possibilities include adding or building a base onto
a pre-formed sugar phosphate as mentioned in the previous
section (69, 70) or utilizing phosphate derived from minerals or
extraterrestrial sources. For example, the phosphorous-contain-
ing mineral schreibersite, found in many meteorites, decom-
poses in aqueous solution generating compounds such as
phosphate, pyrophosphate, and phosphite (79). The proposed
degradation pathway proceeds through a phosphite radical in-
termediate, which could potentially be useful in producing
polyphosphates. In this regard, phosphite has been suggested
as an attractive prebiotic alternative to phosphate due to advan-
tages in solubility and reactivity (80).

The mono-phosphorylation discussed above completes the
nucleotide unit, but does not create the high energy activated
phosphate that drives polymerization, so an additional step must
be invoked to complete the activated nucleotide. This could
occur either by using a nucleotide with an activated phosphate
group or in the form of using an external activating agent to
effect the polymerization process. Polyphosphates can be made
under similar conditions (81, 82), but generally require higher
temperatures to achieve, and their utilization in a prebiotic
setting has been questioned (83).

Cyclic phosphates
The emphasis in the area of nucleotide synthesis is almost
always focused on 5′ activated phosphates, based in large mea-
sure, on nature’s (current) preference for NTPs. Alternatives to
this model include 2′,3′-cyclic phosphates, which have a strong
case for consideration. First, they are often the major products,
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sometimes substantially so, of the prebiotic phosphorylation ex-
periments discussed above (74, 78). The cyclic phosphate is an
activated phosphodiester and so is ready for potential polymer-
ization without the need for an additional activating step or
condensing agent. Finally, since the natural breakdown prod-
uct of any RNA polymer is NMcPs, their direct utilization in
the polymerization process, whether spontaneous or catalyzed,
is attractive on the basis of simplicity and efficiency. The
main objections to the utilization of NMcPs are based not on
their likely prebioticity, but rather on their weak performances
in non-enzymatic template-directed polymerization experiments
(84).

Nonenzymatic Assembly
of Oligonucleotides
The prebiotic utility of nucleotides lies in their ability to
form long, polymeric chains that store genetic information and
form complex and functional macromolecular shapes. Any ini-
tial assembly of oligonucleotides presumably would have been
non-nucleotide-templated and occurred either in solution or per-
haps on a clay or mineral surface. The energy to drive poly-
merization could come either in the form of a pre-activated
nucleotide or by utilizing an external activating agent during
polymerization (discussed above). The latter approach, which
bypasses the pre-activation of the nucleoside phosphate, would
balance that advantage in the inefficiency of polymerization.
Typical experiments yield small amounts of mostly dimers and
trimers, and among these are a mixture of the “natural” 3′,5′ in-
ternucleotide linkages with unnatural 2′,5′ linkages, as well as
other complex products including 5′,5′-pyrophosphate linkages
(85). The alternative strategy of pre-activating the nucleotide
has produced the most robust laboratory results. The choice
of activating group is dictated primarily by practical consid-
erations. Nucleoside triphosphates, nature’s chosen activating
group, react too slowly to be practical for the laboratory. Other
activating groups have been explored, and among these, the
most studied have been the phosphorimidazolides. The preva-
lent use of phosphorimidazolides in these types of non-enzyma-
tic polymerization studies is based on the simplicity of their
synthesis and utilization, as well as their successful results.
The steps and components of their synthesis can be consid-
ered plausibly prebiotic, but unlikely to persist and accumulate
to reasonable levels. Their popularity as a polymerization sub-
strate is less an endorsement of their prebiotic relevance and
more the adoption of a well-behaved model system with which
to address general and, hopefully, fundamental questions about
the behavior of non-enzymatic RNA polymerization.

Polymerizations of this type in solution produce predomi-
nantly shorter than 5-mer oligonucleotides with a mixed and
variable composition of 2′,5′ and 3′,5′ linkages (86). The dis-
tribution of products is highly sensitive to reaction conditions,
including the presence of metal ions, modification of the leaving
group, and sequence context. The addition of the clay montmo-
rillonite to otherwise similar reactions has a favorable effect
on polymerization (87). The effect is likely due to the con-
centration of monomers within the clay’s cationic layers. These

clay-catalyzed experiments have produced polynucleotides up to
55 nucleotides long with approximately 80 percent 3′,5′-linked
composition (88).

Template-directed synthesis

The appeal of RNA or any nucleic acid as a genetic material
is due to its ability to base-pair and consequently serve as a
template for the synthesis of complementary copies of itself.
Eventually, random, non-templated RNA assembly would have
had to give way to template-directed systems able to propa-
gate beneficial genetic information from one generation to the
next. When a template is added to prebiotic polymerization sim-
ulations, the effects can vary dramatically depending on the
nucleotide composition of the template. In basic experiments
with homopolymeric templates, the complementary strand is
polymerized from monomers that base-pair with the template.
The incorporation of purines, particularly guanosine, into the
complementary strand is much more efficient than pyrimidine
incorporation (89). These trends hold true for mixed sequence
systems: good templates are generally those with a high per-
centage of cytidine, directing the incorporation of guanosine.
Such a system might be a good template from which to make
a reverse-complementary copy, but that copy would be an
extremely poor template from which to regenerate the origi-
nal oligonucleotide. The complementary nature of nucleic acid
replication cannot succeed with such an extreme templating bias
unless another, currently unknown, rescue mechanism is postu-
lated.

The increased efficiency of oligomerizing dimers, trimers, or
longer oligomers instead of monomers is an attempt to address
some of these difficulties. The energetics of base-pairing longer
stretches of nucleotides increases binding efficiency, but unless
the pieces are sufficiently long, the templating peculiarities
just discussed can still apply to oligomerizations and severely
restrict the number of replicable sequences. The feasibility of
this kind of system has been characterized using a carefully
chosen palindromic system with trimers ligating on a hexamer
template (14). A modified system using a manual denaturation
step to separate the product strands from the template strands
during each generation of copies has demonstrated exponential
replication of nucleic acids (15).

Enantiomeric cross-inhibition

A previously mentioned difficulty in prebiotic synthesis, now
re-surfacing for this discussion of prebiotic template-directed
oligonucleotide synthesis, is the problem of sugar handedness.
Unless a reasonable mechanism or process is found that leads
to the accumulation of one sugar enantiomer over another, the
prebiotic synthesis of sugars must be assumed to produce an
equal mixture of D and L ribose, and, consequently, also in the
absence of a reasonable selectivity mechanism, lead to a mixture
of D and L nucleosides. Studies of uncatalyzed templated
polymerizations using a mixture of nucleoside enantiomers
indicate that the non-biological “L” enantiomer acts as a chain
terminator when incorporated against a D enantiomer template,
blocking further templated extension of the oligonucleotide
(90). This is another serious difficulty without a satisfactory
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resolution with regard to the uncatalyzed template-directed
polymerization of RNA nucleotides.

Ribozyme to Replicase

Ignoring, for the moment, the challenges associated with the
abiotic synthesis of RNA polymers, the emergence of the RNA
World still depends on the ability of RNA to catalyze its own
replication in some fashion. An RNA-dependent RNA poly-
merase is the class of enzyme that modern biology would use for
this purpose, and a ribozyme with this functionality is thought
to be central to the beginnings and propagation of the RNA
World. No such ribozyme has yet been discovered in nature,
but a laboratory re-creation of a ribozyme with that function-
ality, though not proof of its historical existence, would show
that it could once have existed, and validate a fundamental pillar
of the RNA World hypothesis. The isolation of RNA ligase ri-
bozymes from a population of random sequence RNA molecules
was the start of an experimental progression that has come clos-
est to realizing the goal of an RNA polymerase ribozyme (91).
RNA ligase ribozymes catalyze the identical chemical reaction
as an RNA polymerase, but instead of the triphosphate-bearing
half of the reaction being an NTP, it is instead present as the
5′-triphosphate of the 5′ terminus of the ribozyme itself (Fig. 5).
In terms of in vitro selection targets, ligase activity appears to
be relatively prevalent in RNA populations after having been
isolated under different reaction conditions by several teams
using different starting populations of RNA. The phrase “rela-
tively prevalent”, in this case, means on the order of one ligase
ribozyme in every 1013-1014 RNA molecules (91), only about
an order of magnitude lower frequency than experiments isolat-
ing self-cleaving ribozymes from random sequence populations
(92, 93). While these probabilities may seem relatively low,
they correspond to finding a ∼100 nucleotide ligase ribozyme
in approximately every microgram of random RNA, a trivial
amount of material assuming that mechanisms for the prebiotic
synthesis of RNA oligomers existed at all.

A strategy to convert the RNA ligase ribozyme into a general
RNA polymerase involves separating the template and substrate
from the ribozyme, optimizing the enzyme to “ligate” single
nucleotides as substrates, and translocating along the template
to the next position. Following a symbiotic regime of rational
design and in vitro evolution, Bartel and his coworkers created
a polymerase ribozyme able to polymerize along a template up
to 14 nucleotides, the equivalent of a full turn of RNA helix
(94). Technological advances of in vitro selection methodologies
have led to a modest improvement of more than 20 polymerized
nucleotides, which represents the current state of the art in
polymerase ribozymes (95). This lineage of experiments has
generated the most sophisticated artificial ribozyme known to
science, but still falls well short of the presumed efficiency that
would be needed in the RNA World.

Nucleoside-2′,3′-cyclic phosphates have been mentioned as
candidates for activated monomers in the context of non-
enzymatic polymerizations, and also deserve mention in the
context of ribozyme-catalyzed polymerizations. The initial ex-
perimental verification of the possibility of a cyclic phosphate

polymerase was the isolation of cyclic phosphate RNA ligase
deoxyribozymes (96). Once again, in vitro selection was used
to explore large populations of both DNA (97)and RNA (M.P.
Robertson, J.E. Blaustein, and W.G. Scott, unpublished results)
and isolate new ligases. Attempts to convert these ligases into
polymerases have not been reported.

RNA has proven to be a remarkably malleable tool in the
hands of biochemists, and a satisfactory RNA-dependent RNA
polymerase ribozyme will probably be developed in the labora-
tory eventually. When that happens, it will be the culmination
of at least a decade’s worth of directed efforts, using complex
combinations of rational design and in vitro evolution. It will
be an important demonstration that further strengthens the case
that an RNA World could have existed, but it will also show
that RNA polymerase ribozymes do not appear to be a simple
functionality that is likely to appear de novo from a naı̈ve pop-
ulation of RNA molecules. The possibility of a self-replicating
RNA system less sophisticated than a general RNA-dependent
RNA polymerase ribozyme cannot be eliminated.

Ribozymic Metabolism

The minimal theoretical requirement to initiate the RNA World
is a self-replicating RNA polymerase ribozyme. Realistically,
supporting functionalities would soon be necessary to sustain
an emerging RNA World. For example, a reliable supply of
activated nucleotides would have been essential as the poly-
merases depleted the presumably scarce supply of abiotically
produced material. To demonstrate that ribozymes are capable
of catalyzing such complex chemistries, a nucleotide synthetase
ribozyme was created in the laboratory (98). The ribozyme ap-
pends a base to an activated ribose to form a nucleoside. This
is just one step in what can be imagined as an ever more com-
plex network of metabolic pathways supporting the propagation
of the RNA organism. But while the boundaries of the RNA
World begin with an RNA polymerase, and begin to end with
the invention of protein synthesis, less can be inferred about
what happened in between and what level of complexity was
achieved before the RNA World began to wane. Based on the
defined starting and end points of the RNA World, a poly-
merase with a supporting metabolism to produce its activated
nucleotide substrates would be necessary. Closer to the end, a
ribosomal-type translation system with a supporting metabolism
to produce its necessary substrates is believed to have been
in place. Beyond these examples, modern biology may hold
clues of extant molecular relics of RNA World functionalities.
In fact, the case in favor of an RNA World is built, in part, on
the ubiquity of nucleotide-based cofactors throughout biochem-
istry and the suggestion that they are remnants of an extensive
RNA-catalyzed metabolism (99). While the range of chemical
reactions that natural ribozymes are known to catalyze is very
limited, in vitro selection has generated a rich collection of ri-
bozymes with diverse functionalities indicating that, under the
right conditions, RNA is capable of catalyzing a large subset
of the reactions normally catalyzed by protein enzymes, though
not as efficiently.
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Figure 5 RNA ligation and polymerization. A schematic representation, based on the Class I RNA ligase ribozyme, illustrating that the difference between
a ligase and a polymerase lies primarily in the substrates utilized and not in the chemistry of the reactions.

Another characteristic of living systems that is thought to
have been utilized very early in the evolution of life, if not
concurrently or even preceding RNA replication, is compart-
mentalization. All modern cells are enclosed by membranes that
act as a barrier to regulate the intake and escape of molecules
from the system. This functionality is necessary to contain the
byproducts of metabolism and as a mechanism to link genotype
with phenotype, which would be just as important for the ear-
liest forms of life. For instance, an RNA replicase operating
free in solution without boundaries might be able to repli-
cate RNA molecules that it encounters, but the most efficient
replicases would not benefit from an evolutionary advantage
unless their systems and progeny were segregated from less ef-
ficient competitors (100). In simple in vitro systems involving
vesicle-encapsulated RNA, the synthesis of additional RNA re-
sulted in spontaneous vesicle growth at the expense of empty
vesicles (101). Preliminary studies with these types of protocell
systems have shown that basic properties like growth, encapsu-
lation, and division occur as a consequence of purely physical
properties and do not necessarily require additional catalytic
functionalities in order to be operational (101).

preRNA

In most discussions, the RNA World is synonymous with
the origin of life, but this need not necessarily be the case.
The difficulties associated with the prebiotic synthesis of long
RNA polymers have led many to speculate that an alternative,
simpler biopolymer–that can somehow eliminate the problems
associated with RNA–preceded the RNA World. Most of these
“preRNA” candidates retain the familiar Watson-Crick base
pairing between strands, but a number of different types of
alternative backbone systems have been proposed, including a
non-cyclic carbohydrate (102), peptide (103), and a variety of
non-ribose sugars (104, 105). But unlike RNA, no recognizable
molecular artifacts have yet been found in support of any of
them. In the absence of direct evidence, the enthusiasm for
any particular candidate can only be judged against a number

of practical factors, including the ease and likelihood of its
prebiotic synthesis pathway and the ability to ultimately transfer
its sequence information to an RNA polymer. With examples of
the genetic transfer of sequence information from a non-RNA
polymer to a strand of RNA having been demonstrated (106),
the main hurdle, like RNA, is in the ease and likelihood of
its prebiotic synthesis. preRNA candidates have one or more
attributes that address a shortcoming of RNA, but none of the
candidates are without flaws themselves. In this respect, no
current preRNA candidate has distinguished itself as clearly
superior to the others.

Summary

The mysteries of how life originated on this planet and came to
achieve its current complexity hold a special fascination in the
imagination of humankind. The earliest eras of life’s evolution
are very poorly understood, but fragments of evidence exist.
The RNA World hypothesis outlines a description of how the
earliest molecular forms of life may have arisen. The fragmented
evidence that points most convincingly toward an RNA World
relies almost entirely on what is known of modern biochemistry
and the plausibility of reverse engineering a pathway from now
to then. The converse, however, the period of time leading
up to the moment of RNA-based life, is more challenging to
imagine. Difficulties and uncertainties exist at every step leading
up to the emergence of the RNA World, from the inefficiencies
of abiotic organic syntheses to the probability of inventing a
ribozyme more complex than any that has been seen today.
Because of the difficulties of creating an RNA World from
scratch, many believe that a preRNA World based on a simpler,
nucleic acid-like polymer, preceded the RNA World as the first
living system.
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Aerobic organisms derive the energy required for cellular processes from
the conversion of dioxygen to water, which highlights the importance of
dioxygen chemistry in biologic systems. The biochemistry of dioxygen is far
from simple and has been the subject of intense study in a range of
chemical and biologic disciplines. The reduction of dioxygen is
energetically favorable; however, dioxygen is a ground state triplet,
kinetically unreactive with singlet organic molecules. Nature has developed
a diverse array of catalysts to overcome this kinetic barrier. These
dioxygen-activating enzymes are divided into two classes: oxygenases and
oxidases. Oxygenases incorporate directly at least one atom from dioxygen
into the organic products of their reaction. Oxidases couple the reduction
of dioxygen with the oxidation of substrate. Typically, enzymes that react
with dioxygen contain transition metal ions and/or conjugated organic
molecules as cofactors. The reaction with dioxygen is initiated by electron
transfer from the cofactor to O2. The subsequent chemistry varies
depending on both the nature of the cofactor and the protein scaffold.
Here we review the fascinating chemistry of the dioxygen-activating
enzymes and identify some of the common strategies and themes that
have emerged from over half a century of research.

Biological Background

The introduction of an oxygen-rich atmosphere led to the evo-
lution of enzymes capable of exploiting this diatomic gas for
a variety of different chemistries. Viewing life today, we can
conclude that the use of dioxygen ultimately turned out to be
advantageous. Dioxygen is required by all aerobic forms of life
for a variety of chemical transformations and biological pro-
cesses, which are conducted by a rich and diverse set of protein
catalysts (1). In addition to its crucial function in the respira-
tory chain, dioxygen also is involved in biosynthesis, signaling,
xenobiotic metabolism, DNA repair, and biodegradation. How-
ever, a darker side exists to dioxygen biochemistry. The reactive
oxygen species (ROS) formed by reduction of dioxygen species
have been linked to several detrimental processes such as aging
and cancer (2). These ROS can damage proteins, cell walls, and

∗These authors contributed equally.
†Corresponding author.

DNA. One key area of interest is how dioxygen-activating en-
zymes use ROS without damaging their own peptide backbone
in the process.

Dioxygen Chemistry

The full four-electron, four-proton reduction of O2 to two
molecules of H2O is strongly exothermic (Table 1). However,
most redox processes involve sequential one or two-electron
transfer pathways. The first electron transfer to dioxygen is
the most difficult step (Table 1) because of the loss in O–O
bond strength associated with formation of superoxide (3). Most
organic molecules do not possess enough reducing power to
facilitate this initial reduction, and as a consequence, their
one-electron oxidation by dioxygen is thermodynamically un-
favorable. Moreover, dioxygen is a triplet in its ground state,
whereas most organic molecules possess singlet ground states.
Consequently, the direct reaction of dioxygen with organic
molecules necessitates a spin conversion to the singlet excited
state of O2, which has 22.5 kcal/mol more energy.
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Table 1 Reduction potentials of dioxygen and reduced
oxygen species in water (3)

Redox reactions of O2, pH 7, 25◦ C E◦ (V vs. NHE)

O2(g) + e− → O2 −0.33
O2(g) + e− + H+ → HO2 −0.13
O2(g) + 2e− + 2H+ → H2O2 0.281
O2(g) + 4e− + 4H+ → 2H2O 0.815
O2

− + e− 2H+ → H2 O2 0.89
H2O2 + e− + H+ → H2O + OH 0.38
H2O2 + 2e− + 2H+ → 2H2O 1.349
OH + e− + H+ → H2O 2.31

Enzymes have evolved to couple efficiently the reduction of
dioxygen to the oxidation of biological compounds. Difficult
C–H abstraction and O-atom insertion reactions are catalyzed
by oxygen-activating enzymes under mild conditions and with
high specificity.

Cofactors used in Dioxygen
Activation

Practically all known oxygen-activating enzymes employ a co-
factor in the form of a metal center, a highly conjugated organic
molecule, or both. Ultimately, the reactions involve the re-
duction of O2 by two or four electrons to generate hydrogen
peroxide or water. Metallocofactors and flavin molecules are
powerful reductants, able to overcome the large potential as-
sociated with the formation of superoxide (Table 1), and with
comparatively stable one-electron oxidized forms. The activated
dioxygen products are highly reactive and readily accept addi-
tional electrons to yield the final enzymatic products.

Dioxygen activation by metalloenzymes is dominated by Fe
and Cu, although a few examples of other transition metal
active sites, such as Mn, have been documented. Metallocofac-
tors bind dioxygen and its many reduced forms. The resultant
metal–oxygen bonds compensate partly for the loss of bond
strength upon reduction of O2. The rich spectroscopy associated
with metal sites has advanced our understanding of the chem-
istry of dioxygen-activating enzymes. Methods such as electron
paramagnetic resonance spectroscopy (EPR), X-ray absorbtion
spectroscopy (XAS), and Mössbauer have been used to obtain
structural information regarding the metallocofactors at various
stages in the catalytic mechanisms (4).

Dioxygen-activating enzymes can be categorized according
to the type of cofactor(s) employed. Although similar types of
cofactors can catalyze different reactions, common structural
features and reaction intermediates often exist for a given type
of cofactor, as discussed below.

Iron-containing motifs for dioxygen
activation

Iron-containing proteins are classified as heme, mononuclear
non-heme, and binuclear non-heme enzymes. The Fe center

in heme proteins is ligated by four nitrogens of a porphyrin
molecule, in addition to one or two axial ligands (Fig. 1a). The
reaction of FeII with O2 generates an FeIII-superoxide, in which
the reduced O2 is coordinated at an axial position of the heme
unit in a bent, end-on fashion.

Mononuclear non-heme iron centers with several differ-
ent types of coordination environments have been identified
(5–6–7). The most prevalent coordination is an octahedral or
square pyramidal site with a 2His-1carboxylate ligand set co-
ordinated to one face of an FeII center (Fig. 1b). In the rest-
ing state, the other positions are occupied by water molecules,
which can be readily substituted during the reaction cycle by
the substrate, the co-substrate, or O2. Another group of mononu-
clear non-heme iron enzymes activate their organic substrate for
direct reaction with dioxygen. These enzymes contain an FeIII,
in which the coordination environment differs by subfamily. For
example, intradiol dioxygenases contain a trigonal bipyrimidal
FeIII ligated by 2His, 2Tyr, and a hydroxide in the resting state
(Fig. 1c).

The active sites of binuclear non-heme enzymes consist of
two Fe atoms, separated by 3–4 Å and bridged by O-atoms
derived from hydroxide or carboxylate residues (Fig. 1d) (8).
The iron centers can adopt 4-, 5-, or 6-coordinate geometries,
with the bridging ligands bound via one or two O-atoms. The
remaining coordination sites are occupied by His and Asp/Glu
residues.

The reactions of iron-containing enzymes with O2 often in-
volve high oxidation states of the metal. Generally, the initial re-
action of dioxygen with both heme and mononuclear non-heme
ferrous enzymes results in the formation of FeIII-superoxide
intermediates. Highly reactive FeIV=O intermediates often are
employed often for C–H activation. The mechanism of substrate
oxidation by binuclear non-heme enzymes involves high valent,
oxo-bridged species, with Fe in the +3 or +4 oxidation state.

Copper-containing motifs for dioxygen
activation
The copper-containing enzymes can be classified as mononu-
clear, binuclear, or multicopper proteins (9). Unlike iron, copper
cannot readily access high oxidation states and the formation
of CuIII in biological systems remains controversial. Generally,
CuI centers undergo one electron oxidations to activate dioxy-
gen. Thus, the Cu-containing enzymes tend to employ multiple
copper atoms or an additional cofactor for the final two or
four-electron oxidation of their substrates.

Mononuclear copper enzymes capable of dioxygen activation
contain a Type 2 copper center (Fig. 1e). Generally, Type 2
copper sites have a tetragonal geometry in the CuII state and can
be identified by their EPR spectra (10). Reduction of the Cu site
is accompanied by a loss of water molecules and a change in
coordination geometry; trigonal or tetrahedral geometries are
common for CuI (11). Dioxygen is thought to bind to the
reduced copper site in an end-on or side-on fashion, to yield
a CuII-superoxide intermediate.

A Type 3 active site, which consists of two antiferromagnet-
ically coupled Cu atoms, ∼ 3 Å apart, is found in binuclear
copper enzymes (10). Each copper is coordinated by three his-
tidine residues and by one or two water molecules that serve

2 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.
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Figure 1 X-ray crystal structures of representative motifs used in reactions with dioxygen. Amino acids and the heme cofactor are shown as sticks. Iron,
copper, and water are shown as green, aquamarine, and red spheres, respectively. PDB codes are given in parentheses. (a) P450, the red stick represents a
bound O2 molecule (1DO9); (b), non-heme iron, 2His-1carboxylate (1RXF); (c) non-heme iron, intradiol dioxygenase (1DLM); (d) di-iron, methane
monooxygenase, including a bound molecule of acetic acid (1MMO); (e) type 2 copper, copper amine oxidase (1A2V); (f) coupled binuclear copper,
tyrosinase (1WX3); (g) reduced flavin.

as η2 bridging ligands (Fig. 1f). These enzymes all bind to O2

in an η2 fashion, where each O atom is bound by the two cop-
pers. Each copper atom transfers one electron to dioxygen to
yield a CuII

2-peroxide intermediate (for example, “oxy state” in
Fig. 3g). Proteins with Type 3 copper centers include dioxygen
transport and dioxygen-activating enzymes.

The multicopper enzymes contain a trinuclear metal cluster
that consists of a Type 2 copper site and a binuclear, Type 3
copper site (10). The Type 3 site of multicopper enzymes is
distinct from the active site of the coupled binuclear copper
enzymes described above. Although the Type 3 Cu centers
are antiferromagnetically coupled, the centers are separated by
∼ 5 Å and are bridged by a hydroxide ligand. The multicopper
oxidases also contain at least one mononuclear, Type 1, blue
copper site in addition to the trinuclear Cu cluster. The Type
1 Cu site is ligated by two histidines, a cysteine, and often a
weakly coordinating axial 4th ligand. Blue copper sites also are
found commonly in electron transfer proteins and are defined
by their intense Cys-to-metal charge-transfer transition at ∼
600 nm (11).

Dioxygen activation by flavins
A large group of enzymes react with O2 by using an organic
flavin cofactor (Fig. 1g) (12, 13). The reactions can be divided
into two half-reactions. First the flavin is reduced by substrate,
and then the reduced flavin reacts with an electron acceptor,
such as dioxygen. When O2 is the electron acceptor, the first
step in the oxidative half-reaction is the rate-limiting electron
transfer, which leads to the formation of a caged radical pair
of superoxide anion and flavin semiquinone. The fate of the
radical pair depends on whether the enzyme is an oxidase or
an oxygenase and will be discussed below. The second-order
reaction of a reduced free flavin with O2 in solution proceeds
at a rate of 2.5 × 102 M−1 s−1. For an enzyme-bound flavin,
the rate can vary between 2 M−1 s−1 and 106 M−1 s−1. It is not
fully understood how enzymes with extremely similar active
sites can access such a range of rates for reaction with O2.

The following sections describe specific examples of oxyge-
nase and oxidase chemistry catalyzed by the cofactors described
above. It is by no means an extensive list, but it should offer the
reader a flavor of the diverse mechanisms of dioxygen activation
by enzymes.
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Oxygenases

The enzymes in this section can incorporate either one or
two atoms from dioxygen into the organic product(s) of their
reaction. It is of note that many oxygenases also can catalyze
oxidase like reactions, such as desaturation and ring closure.
Figure 2 shows illustrative examples of the reactions catalyzed
by some of these enzymes, whereas Fig. 3 shows partial reaction
mechanisms, including key intermediates.

Iron oxygenases

Heme-Fe: The cytochromes P450

The cytochromes P450 are some of the most well-studied oxy-
genase enzymes; their oxidation reactions, typically hydroxyla-
tions, are important for xenobiotic metabolism and biosynthesis
(18, 19). Several notable differences exist between P450s, which
catalyze oxygenations, and the O2 transport globins, which sim-
ply bind O2 reversibly. P450s have an axial cysteine thiolate
iron ligand on the proximal side of the heme, whereas the trans-
port globins have a histidine residue (20). Additionally, P450s
have a conserved GX(E/D)T sequence motif on the distal side
of the heme, which is thought to be involved in the proton dona-
tion required for cleavage of O2. In the resting state, the P450s
contain a heme-ligated FeIII. Typically, the electrons for the
reduction of O2 are supplied by NAD(P)H via protein redox
partners. Extensive spectroscopic work has led to the obser-
vation of several of the peroxy intermediates involved in the
conversion of the Fe–oxygen complex, FeIII–O–O•, to the com-
pound I + H2O (Fig. 3a). Most recently, elegant one-electron
cryo reduction and EPR spectroscopy allowed the detection of
the FeIII–O–O2− and FeIII–O–OH1− intermediates. The loss of
water from the latter generates the highly oxidizing compound I,
which is believed to be an FeIV=O species with radical character
localized on either the porphyrin ring or thiol ligand. Com-
pound I can abstract a hydrogen atom from an organic substrate.
The substrate radical combines rapidly with the iron-ligated hy-
droxyl in a “radical rebound” mechanism (21). Several facets
of P450 catalysis are underlying themes for some other oxyge-
nase enzymes. The reduction of the ferric heme and the reaction
with dioxygen occur only after binding of the organic substrate
molecule. This “substrate-triggering” mechanism is of primary
importance, as it prevents the formation of potentially damaging
ROS in the absence of a suitable oxidizable substrate. Addi-
tionally, the substrate selectivity can be either broad or narrow,
depending on the enzyme’s function.

Mononuclear non-heme iron oxygenases

The mononuclear, non-heme iron oxygenases can be classi-
fied into two groups: those that activate substrate for reaction
with O2 and those in which the iron activates O2 directly
(5, 7). Examples of enzymes that employ substrate activation
mechanisms are the intradiol cleaving dioxygenases and lipoxy-
genases, which catalyze ring opening and hydroperoxidation,
respectively (Figs. 2 and 3).

Intradiol dioxygenases prime their substrate for direct re-
action with O2 by inducing radical character in the organic

molecule. The iron is FeIII in the resting state, and spectro-
scopic studies have shown that its oxidation state does not
change detectably throughout the catalytic cycle (Fig. 3b). The
substrate-bound form is believed to have some semiquinone
radical character and is thought to combine directly with O2.
The transient peroxy substrate complex then breaks down by a
Criegee-type alkyl migration to yield the products.

The FeIII center in lipoxygenase is coordinated by 3His/Asn,
the protein’s C-terminal carboxylate and a hydroxide (Fig. 3c).
The FeIII–OH abstracts a hydrogen atom from the substrate
yielding a five-carbon delocalized radical intermediate (desig-
nated as R•) that combines directly with O2 to yield the peroxy
product. Entry of O2 to the enzyme active site is believed to be
controlled tightly, such that it can access only a single carbon
of the substrate radical, giving strict regio- and stereospeci-
ficity (22).

The 2His-1carboxylate mononuclear, non-heme iron enzymes
can be divided into subfamilies, which differ in the cosubstrate
that provides the electrons for the reduction of O2 and the rel-
ative positions of the 2His-1carboxylate residues in the protein
sequence (7). Even among members of the same subfamily,
the only conserved residues are the 2His-1carboxylate, which
indicates the use of this motif for activation of O2. Despite
the conserved ligand set, the chemistry can vary greatly. In the
reaction cycle of the α-ketogluturate (α-KG) dependent subfam-
ily, it is the α-KG co-substrate that ligates the Fe, whereas the
prime substrate occupies a second sphere position. The counter
is observed for the extradiol catechol dioxygenases where the
“prime” substrate ligates directly to the iron.

The largest subfamily in the 2His-1carboxylate group of
non-heme FeII-dependent enzymes depends on α-KG as a co-
substrate (6). The substrate binding is ordered. First α-KG lig-
ates the FeII, then the prime substrate binds adjacent to the metal
site, and finally O2 binds to the metal (Fig. 3d). The ternary
complex reacts intramolecularly to yield the oxidizing species.
This was characterized recently as an FeIV=O by Mössbauer,
Raman, and EXAFS spectroscopy, which is the first enzymatic
example of a non-heme FeIV (14). As with P450s, the FeIV=O
is thought to be the oxidizing intermediate in a wide variety
of reactions, including hydroxylation, desaturation, and oxida-
tive ring closure (6). The multifaceted, yet highly controlled,
nature of this chemistry is exemplified brilliantly by the en-
zyme clavaminate acid synthase, which uses a single active
site to catalyze a hydroxylation, a desaturation, and a ring clo-
sure at different stages in a single biosynthetic pathway. The
α-KG-dependent enzymes, like other oxygenases, can hydrox-
ylate aromatic amino acid side chains in the vicinity of the
active site under certain conditions (7). This illustrates the en-
zymes’ need to control the oxidizing intermediate to minimize
such deleterious side reactions. In fact, mammals are thought
to require vitamin C for the reduction of FeIII, generated as a
by-product of unproductive reaction cycles of α-KG enzymes.

The extradiol dioxygenases, similar to their intradiol counter
parts, cleave aromatic compounds, but the position of ring
opening differs (Fig. 2) (7). In the resting state, the extradiol
dioxygenases contain a 2His-1carboxylate, five-coordinate FeII.
Bidentate binding of the catechol to the Fe activates the metal
for O2 binding. This process is analogous to the α-KG enzymes,
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Figure 2 Some common reactions carried out by oxygenase enzymes. A * represents an oxygen atom derived from O2. The reactions listed are those
thought to be the enzyme’s biologically relevant reaction. Where appropriate the name of the enzyme catalyzing the example reaction is given.

except an additional substrate is not required to make the
center five-coordinate. The FeIII superoxide formed on dioxygen
binding can induce radical character in the catechol that leads
eventually to ring opening.

Another subgroup of the 2His-1carboxylate family is depen-
dent on a reduced pterin cofactor (5). They catalyze hydrox-
ylations at the aromatic positions of amino acids in pheny-
lalanine catabolism and hormone biosynthesis (Fig. 2). Unlike
the α-KG-dependent enzymes, the pterin co-substrate does not
ligate to the iron directly. In the reaction cycle, the pterin co-
substrate supplies two electrons for the heterolysis of O2 to give
a yet to be characterized iron-oxygen hydroxylating species.

X-ray crystallography and magnetic circular dichroism spec-
troscopy have shown that, for the α-KG- and pterin-dependent
mononuclear non-heme iron enzymes, the binding of the penul-
timate substrate promotes a change to a five-coordinate iron
center. As with the P450s, this finding implies that dioxygen
will not bind in the absence of an organic substrate, which pre-
vents the build up of potentially damaging intermediates (23).

Binuclear non-heme iron oxygenases

Soluble methane monooxygenase (sMMO) is the best stud-
ied binuclear non-heme iron oxygenase enzyme, largely due

to its remarkable ability to hydroxylate the stable C–H (440 kJ
/mol) of methane (15). sMMO is a three-component enzyme
system, which consists of the di-iron hydroxylating protein, a
flavin-Fe2S2 protein, and a third regulatory protein that does
not contain a cofactor. The role of the flavin-Fe2S2 protein
is to provide two electrons from NADPH to form the active
FeII–FeII form of the di-iron hydroxylating protein. Although
incompletely understood, the regulatory protein seems to co-
ordinate the interaction of the other two components such that
uncoupled reaction cycles do not occur. The intermediates in the
sMMO reaction cycle accumulate in the absence of methane,
which is a feature that has allowed their spectroscopic charac-
terization (14). Studies on the Mössbauer suggest that O2 binds
initially to the binuclear Fe site forming a µ-1,2-peroxo-FeIII

2

intermediate, which then decays to form the highly oxidizing
intermediate termed Q (Fig. 3e). EXAFS and Mössbauer have
indicated collectively that Q is a bis-(µ-oxo)-FeIV

2 with a short
Fe–Fe separation of 2.46 Å. A strong consensus on how this
intermediate compound hydroxylates methane has not yet been
reached despite a wealth of studies using isotopically labeled
and radical clock substrates (15). Currently, a radical rebound
mechanism or a nonsynchronous concerted rearrangement re-
mains possible.
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Figure 3 Illustration of possible partial reaction cycles of some oxygenase enzymes. Water molecules and protein ligands have sometimes been omitted
for clarity. (a) P450 (18); (b) intradiol dioxygenase (7); (c) lipoxygenase (7); (d) α-KG-dependent non-heme iron enzymes (14); (e) soluble methane
monooxygenase (15); (f) uncoupled binuclear copper (16); (g) coupled binuclear copper; (h) flavin monooxygenases (17).

Copper oxygenases

Copper-containing oxygenases are less common than their
iron counterparts, perhaps because of the greater difficulty
in obtaining more reactive, higher oxidation states. Examples
include dopamine β-monooxygenase (DβM), tyramine
β-monooxygenase (TβM), peptidylglycine α-hydroxylating

enzyme (PHM), tyrosinase, and a membrane bound form of

MMO (16, 17, 24). The membrane bound form of MMO

contains both a Type 3 binuclear Cu site and a mononuclear

Type 2 Cu site (25). At the moment, its mechanism has not

been studied in detail and will not be discussed additionally

here.
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Uncoupled binuclear copper oxygenases

DβM, TβM, and PHM all employ two uncoupled, Type 2 copper
sites in the biosynthesis of neurotransmitters and of hormones
(16). The reaction entails the hydroxylation of unactivated
carbon centers, similar to the chemistry of the P450s and
α-KG-dependent non-heme iron enzymes. The two metal sites
of the uncoupled binuclear Cu monooxygenases are separated
by more than 11 Å, which is a feature that distinguishes this
family of enzymes from the binuclear Type 3 copper proteins.
Each Cu site has a discrete coordination environment and
serves a unique function in the hydroxylation reaction. The
CuM site functions as the dioxygen activation site, whereas
CuH serves as the electron transfer site, providing the additional
electron required for substrate oxidation. Evidence suggests that
the reaction of dioxygen with the reduced CuI

M generates a
CuII

M-superoxide intermediate (Fig. 3f), which subsequently
abstracts a hydrogen atom from the substrate (26, 27). A
methionine ligand to CuM is believed to stabilize the reduced
enzyme form, such that oxygen activation is coupled strongly
to the ensuing C–H activation step. The steps following C–H
activation are still unresolved. A CuII-oxyl radical (CuII−O•)
is a postulated, short-lived intermediate along the reaction
pathway. This high energy intermediate is unprecedented in
copper chemistry, but it could provide the driving force for
the requisite electron transfer from CuI

H to CuII
M.

Coupled binuclear copper oxygenases

A characteristic Type 3, binuclear Cu site is found in tyrosi-
nase (10). Tyrosinase catalyzes the conversion of monophenols
to ortho-quinones, the formation of which is coupled to the two
electron reduction of O2 and proceeds in two steps. The first step
occurs via electrophilic attack on the phenol ring of the substrate
and is followed by the oxidation of the di-hydroxybenzene to
yield the quinone product. Thus, tyrosinase functions as both an
oxygenase and an oxidase. Much of the structural information
pertaining to the tyrosinase active site and various Cu-dioxygen
intermediates was derived by comparison to several spectro-
scopic studies on model complexes (10). The resting form of
tyrosinase assumes two forms: 15% of the enzyme exists in
the oxy state (CuII

2O2
2−), whereas 85% is present in the met

state (both Cu sites are oxidized, but O2 is not bound). The
reaction is initiated by the binding of phenolic substrate to one
of the Cu atoms (CuA) in the oxy form (Fig. 3g). Substrate
hydroxylation converts the active site to the met state, which
binds diphenol in a bidentate fashion (as for catechol oxidase,
Fig. 5c). The ensuing oxidation to yield the o-quinone generates
the reduced, deoxy state (CuI

2) of the enzyme. The oxy form
is regenerated by the reaction with dioxygen and the catalytic
cycle resumes. Alternative mechanisms, invoking the formation
of CuIII intermediates or radicals, also have been postulated.

Flavin oxygenases

Several types of flavoprotein monooxygenases exist. One
group catalyzes electrophilic aromatic substitution or het-
eroatom oxidation reactions, whereas the other group catalyzes
Baeyer–Villiger-type oxidations of ketones (Fig. 2) (13, 17).

In the well-studied, single-component flavoprotein monooxyge-
nases, the flavin is reduced by a hydride delivered from a single
molecule of NAD(P)H (Fig. 3h). The reduced flavin then re-
acts with O2 producing a peroxyflavin intermediate, which is in
equilibrium with the hydroperoxyflavin form. For electrophilic
substrates, as in the Baeyer–Villiger-type oxidation, it is the
peroxyflavin intermediate that reacts with substrate. For hydrox-
ylation of aromatic rings, the more electrophilic hydroperoxy
intermediate is the reactive species. In the final step, the flavin
is dehydrated to regenerate the resting state.

Single-component flavin monooxygenases employ different
strategies to prevent the buildup of ROS. Extensive work on
the p-hydroxybenzoate hydroxylase has demonstrated how pro-
tein dynamics compartmentalize different parts of the reaction
(17). Reduction of the flavin and reaction with dioxygen occur
in different conformations. Flavin reduction by NADPH only
occurs in the presence of substrate, leading to the dioxygen re-
active conformation. The Baeyer–Villiger monooxygenases and
mammalian flavin monooxygenases use an alternative strategy.
The flavin is reduced readily by NADPH in the absence of sub-
strate, but the (hydro)peroxyflavin intermediate is stabilized by
the bound NADP until a suitable substrate binds.

Members of the single-component flavin monooxygenase
family have been shown to have wide substrate and reaction
selectivities. In particular, one Baeyer–Villiger monooxygenase
is known to react with over a 100 different substrates and is
finding use as a tool for green biocatalysis in synthetic organic
chemistry (28).

Oxidases

Oxidases couple the oxidation of an organic substrate to the
two- or four-electron reduction of O2, producing H2O2 or two
molecules of H2O, respectively. Oxygen atoms from dioxygen
are not incorporated into the product, unlike reactions catalyzed
by oxygenases. Oxidase reactions may proceed via inner-sphere
or outer-sphere mechanisms.

Iron oxidases

Non-heme mononuclear iron oxidases
As mentioned, many non-heme iron enzymes also catalyze
oxidase-type reactions, such as desaturation, in biological sys-
tems (7). Similar to the non-heme iron oxygenases, the reac-
tions are thought to proceed through an FeIV=O intermediate.
Two examples of enzymes that catalyze biologically interest-
ing oxidase reactions are isopenicillin N-synthase (IPNS) and
1-aminocyclopropane-1-carboxylate oxidase (ACCO).

IPNS catalyzes a double ring closure in the formation of
isopenicillin concomitant with the four-electron reduction of
dioxygen to two molecules of water, without the use of any
cofactors or cosubstrates other than the Fe (Fig. 4a) (7). Ligation
of the substrate thiolate activates the Fe for reaction with
dioxygen by converting the active site from a six-coordinate to a
five-coordinate metal center. The first ring closure is believed to
occur with heterolysis of FeIII–O–OH forming FeIV=O, which
then closes the second ring.
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Figure 4 Illustration of possible partial reaction cycles of some iron oxidase enzymes. (a) isopenicillin N-synthase (7); (b)
1-aminocyclopropane-1-carboxylate oxidase (7); (c) ribonucleotide reductase R2 (14).

ACCO breaks down 1-aminocyclopropane-1-carboxylate
(ACC) in plants to form the growth hormone ethylene, hydro-
gen cyanide, and CO2 (Fig. 4b) (7). In the initial stages of
catalysis, ACC ligates the iron, priming the system for reaction
with dioxygen. Electrons for the reduction of O2 are derived
from ascorbate, leading to formation of the reactive iron oxy-
gen intermediate, possibly an FeIV=O. Although the later steps
of the reaction are poorly characterized, it is thought that an
FeIV=O may remove a hydrogen atom from ACC, generating
a substrate radical, which breaks down to generate the gaseous
product molecules.

Binuclear non-heme iron oxidases: Class I
ribonucleotide reductas

Ribonucleotide reductases (RNRs) catalyze the conversion of
nucleotides to deoxynucleotides and can be found in all or-
ganisms. RNRs are categorized into three classes and employ
different cofactors for this process. The Class I RNRs contain a
binuclear iron cofactor (29). The iron active site is located in the
R2 subunit, one of two homodimeric subunits that compose the
Class I RNRs, and is very similar structurally to the active site
of sMMO (Fig. 1d). The binuclear iron site reacts with dioxy-
gen, ultimately generating a tyrosyl radical, which transfers an
electron across 35 Å and oxidizes a cysteine residue in the R1
subunit. The resulting Cys radical abstracts a hydrogen atom
from the nucleotide to initiate deoxynucleotide synthesis. The
di-iron center is required by the enzyme for the initial activation
of the tyrosine residue but is not necessary for catalytic activity,
as electrons are shuttled back and forth between the Tyr• in R2
and the Cys• in R1. Spectroscopic methods such as EPR, XAS,
and Mössbauer have been employed to characterize many of the
short-lived di-iron intermediates formed on reaction of the metal
site with dioxygen (14). The initial activation of dioxygen yields

a peroxide-bound binuclear FeIII center (Fig. 4c). This interme-
diate molecule may require protonation prior to reduction. An
additional electron is transferred to the FeIII

2-peroxide adduct,
generating an oxo-bridged FeIII/FeIV center. The nature of the
electron donor was revealed to be a tryptophan residue, which is
oxidized to a cation radical in the electron transfer process. The
ultimate formation of the tyrosyl radical by the Trp•/ + species
has been shown to occur by several pathways. The iron active
site in RNR-R2 shares several features and intermediates with
sMMO. However, formation of an FeIV/FeIV species is unique
to the latter enzyme and may dictate its monooxygenase ability.

Copper Oxidases
Mononuclear copper oxidases
Most copper-containing oxygenases and oxidases use multiple
metal centers to conduct their biotransformations. Copper amine
oxidases (CAO) and galactose oxidase (GalO), instead, employ
posttranslationally derived amino acid side chains as cofactors
to supply additional electrons (24).

CAOs use a quinone cofactor to catalyze the oxidation of
primary amines to aldehydes (Fig. 5a) (30). The metal cofactor
of CAO is a square pyramidal CuII center ligated by three his-
tidines and by two water molecules (Fig. 1e). A distance of ∼ 3
Å separates the copper site and the organic cofactor. Although
its catalytic function is as an oxidase, CAO also functions as
an oxygenase in the self-processing mechanism of quinone co-
factor biogenesis (31). The biogenesis reaction requires two
equivalents of molecular dioxygen for the six-electron oxida-
tion of an active site tyrosine to 2,4,5-trihydroxyphenylquinone
(TPQ). The catalytic oxidase reaction of the CAOs can be sepa-
rated into two half-reactions. In the reductive half-reaction, the
amine substrate is oxidized to the corresponding aldehyde. Con-
currently, TPQ is converted to the reduced aminoquinol form.
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Dioxygen subsequently reacts with the reduced aminoquinol,
generating TPQ and one equivalent of hydrogen peroxide. Re-
duction of the copper center has not proven essential for oxidase
activity. In selected CAOs dioxygen has been shown to be ac-
tivated via direct electron transfer from the reduced TPQ (30).
Kinetic studies suggest that the metal center in the oxidase reac-
tion contributes primarily to charge stabilization of the activated
dioxygen (Fig. 5a).

GalO contains a unique cofactor, which is composed of a
cysteine-crosslinked tyrosine ligated to a copper center, de-
rived from posttranslational crosslinking of the two amino acids
(Fig. 5b) (32, 33). A second Tyr, two His residues, and water
molecule comprise the remaining ligands of the square pyra-
midal CuII site. Cofactor formation is catalyzed by the enzyme
itself, in a dioxygen and CuI-dependent reaction. The Tyr–Cys
residue is oxidized during the posttranslational process to yield
the active form of GalO, which is a CuII–Tyr–Cys• cation radi-
cal. The reaction catalyzed by GalO is the oxidation of primary
alcohols to their corresponding aldehydes. The oxidation of sub-
strate is coupled to the two-electron reduction of dioxygen to
H2O2. Kinetic studies support the oxidation of alcohols via a
ping-pong mechanism. In the reductive half-reaction, a hydro-
gen atom is abstracted from the C-α position of the metal bound
alcohol to produce CuI and the reduced cysteinyl-tyrosine. In the
oxidative half-reaction (Fig. 5b), dioxygen is believed to bind
directly to the reduced Cu site, displacing the water molecule.
The Tyr–Cys ligand supplies the additional electron that is re-
quired for the two-electron reduction of dioxygen to peroxide,
and for the regeneration of the cofactor radical.

Binuclear copper oxidases
The active site of the catechol oxidases is virtually identical to
the Type 3 binuclear Cu site found in tyrosinases (vide ultra)
(10, 34). In contrast to the tyrosinases, catechol oxidases do
not exhibit monooxygenase activity and are capable only of the
second reaction, the oxidation of diphenols to quinones. The
resting form of catechol oxidases lies exclusively in the met
state. According to the accepted mechanism, two molecules
of catechol are oxidized on binding to either the reduced,
deoxy form or the oxy form. Dioxygen reacts with the reduced
form after product release to yield the CuII

2-peroxide adduct
and allow binding of the next substrate molecule (Fig. 5c).
The difference in reactivity toward O2 for the Type 3 copper
centers in tyrosinases, catechol oxidases, and hemocyanins has
been attributed to the partial or the complete occlusion of the
substrate binding site in the latter two enzyme families. The
degree of flexibility around the copper active site also has been
cited as a possible factor (35).

Multicopper oxidases
The multicopper oxidases couple the one-electron or
two-electron oxidation of their substrates to the four-electron
reduction of dioxygen to water (36). The reaction with substrate
can proceed via an outer-sphere or an inner-sphere mecha-
nism, and as a result, the substrate specificity varies substan-
tially among the enzymes. The best-characterized enzymes are
laccase, ascorbate oxidase, and ceruloplasmin. Radical phenol
and amine species formed by laccase and ascorbate oxidase

react further via polymerization reactions with other organic
molecules, or disproportionate to generate the final biologi-
cal products. The substrate for ceruloplasmin is FeII, which is
oxidized to FeIII. Four substrate molecules transfer electrons se-
quentially to the Type 1 Cu site, which shuttles three electrons
to the trinuclear cluster to generate the fully reduced enzyme
form. Dioxygen is activated by the trinuclear copper cluster,
which obtains two electrons from the Type 3 site (Fig. 5d). The
Type 2 center is required for dioxygen activation but remains re-
duced at this stage in the reaction. The hydroperoxide is bound
to the trinuclear cluster near the Type 3 binuclear Cu center, but
both the Type 2 and the binuclear copper centers contribute sig-
nificant electron density to the reduced oxygen molecule (37).
The bound peroxide is reduced further by two electrons, one
from the Type 2 Cu center and one from the distant Type 1 Cu
site, forming the native intermediate. The native intermediate is
believed to contain an oxide coordinated by the three Cu atoms
of the trinuclear cluster. This species reacts with the substrate
in the catalytic cycle.

Flavin Dependent Oxidases

Flavoprotein oxidases can conduct a variety of oxidation reac-
tions, such as the conversion of alcohols and amines to aldehy-
des (12). Typically, the organic substrate provides an equivalent
of hydride to reduce the flavin. As mentioned previously, the
rate-limiting step in the reaction of the reduced flavin with
dioxygen is the initial electron transfer to form a superioxide
anion (30). Unlike the flavin oxygenases, a hydroperoxyflavin
intermediate has never been detected for the flavin oxidases dur-
ing catalysis. Instead, the mechanism is thought to proceed by
two sequential one-electron transfers forming H2O2 (Fig. 5e).
The lack of a solvent deuterium isotope effect in kcat/Km(O2)
for glucose oxidase has provided evidence that proton transfer
is not rate-limiting for the reduction of dioxygen.

Cytochrome c Oxidase

Cytochrome c oxidase is a vital enzyme in the respiratory path-
way of most aerobic organisms (38, 39). The enzyme couples
the four-electron reduction of dioxygen to the generation of a
proton gradient and the resulting synthesis of ATP, which is
the primary source of energy for all cellular processes. Cy-
tochrome c oxidase contains two iron-porphyrin units (heme a
and heme a3) and two mononuclear Cu sites (CuA and CuB).
Heme a and CuA serve as electron transfer sites, whereas heme
a3 and CuB form a binuclear metal site that activates dioxy-
gen. CuB is coordinated by three His residues and is located
5 Å from the Fe center of heme a3. A tyrosine residue is
bound covalently to one CuB His ligand and is believed to be
critical to the four-electron reduction of O2. The first interme-
diate generated upon the reaction of dioxygen with the reduced
CuI

B–FeII a3 center has been identified, based on resonance
Raman spectroscopic studies, as an FeII

a3–O2, although a per-
oxide bridged FeIII

a3–O2
2−–CuII

B species has not been ruled
out entirely (Fig. 5f) (38). The heme-bound dioxygen molecule
is reduced rapidly by four electrons, two of which are obtained
from the iron center and one each obtained from CuB and the
active site tyrosine. The resultant intermediate Pm consists of
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Figure 5 Illustration of possible partial reaction cycles of some copper- and flavin-dependent oxidase enzymes. (a) Copper amine oxidase 30, 31; (b)
galactose oxidase (32); (c) catechol oxidase (10); (d) multicopper oxidases (10); (e) flavin oxidases (30); (f) cytochrome c oxidase (38).

an FeIV=O, CuII, and a tyrosyl radical, as deduced from Ra-
man and EPR spectroscopy (40, 41). A series of proton and
electron transfer events regenerates the resting, fully oxidized
form of cytochrome c oxidase. The electrons for this process
are derived from cytochrome c and shuttled through the CuA

and heme a sites, during which protons are pumped across the
cell membrane. Thus, cytochrome c oxidase functions as an
electron-coupled proton pump.

Conclusions

The mechanisms of the oxygenases and oxidases detailed here
represent some of the numerous strategies employed by en-
zymes to overcome the kinetic barrier for reaction of organic
molecules with dioxygen. This list is far from exhaustive; new
reactions are discovered continually, and many intermediates in
more established systems have not yet been characterized. A
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key feature of the dioxygen-activating enzymes is their ability
to form highly ROS using carefully tuned cofactors. The en-
zymes prevent the release of ROS at a stage in the catalytic
cycle when damage to the protein or the wider cellular environ-
ment could occur as a consequence. Efforts to mimic nature’s
dioxygen chemistry with synthetic inorganic complexes often
are only partially successful (7, 42). Many biomimetic com-
plexes will react with dioxygen, but the resultant M–O bonds
are either too stable to catalyze the subsequent chemistry or the
products are too unstable and lead to undesirable side reactions.

Although great strides have been made to understand dioxy-
gen activation by enzymes, many questions remain. The rela-
tionship between protein structure and enzyme catalysis is not
well understood. Changes in the active site, beyond the primary
coordination sphere, lead to altered cofactor redox properties.
An identical cofactor often is employed by different enzymes
to carry out dissimilar chemistry. The protein fold tunes the
reactivity of these sites through electrostatic effects, control of
solvent and substrate access, and by carefully organizing the
orientation of substrates around the active site. The role of pro-
tein dynamics in tuning enzyme reactivity has become the focal
point of recent studies, as well. These aspects of enzyme catal-
ysis present the primary difficulties in the design of synthetic
complexes that function as protein mimics.
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This article deals with the passive transport of electrolytes, water, and small
organic molecules across biologic membranes (cell membranes and
membranes that confine cellular compartments). Passive transport may be
classified into diffusion, facilitated diffusion, and bulk flow. The focus in the
current article is on simple diffusion, a process described by the random
movement of solutes that results in the net transport (flux) along a
concentration gradient. This process, at first, may be described by the first
law of Fick. More detailed models take into account the partitioning of
solutes between the aqueous media and the barrier itself, as well as the flux
resistance that arises from water layers adherent to the barrier, which
results in the second law of Fick. The actual extent of the diffusion of
molecules across biologic membranes is caused by the interaction between
the composition and the structural arrangement of the membrane and by
the physico-chemical characteristics of the permeant. For the sake of
simplification, the primary structural element of a biomembrane, which is a
phospholipid bilayer, can be considered a continuous, lipophilic phase
between two aqueous compartments. Commonly used permeability
screening approaches include in silico modeling, liposome-based
experimental models, cell culture models, and in situ perfusion.

The permeability of compounds through cell membranes is
of great interest and importance for the elucidation of many
biologic cell functions. Most metabolically important substances
are transported across membranes by active transport. Many
other intrinsic compounds, as well as most drugs, are known to
pass the membrane by passive diffusion.

Biologic Background

Biologic membranes as transport
barriers

The most prominent function of biologic membranes is to
control selectively the molecular transport into and out of
cells. The ability of certain molecules to traverse such biologic
barriers depends on their composition as well as their structural
and functional features. These features are discussed in more
detail on a molecular level elsewhere in this encyclopedia. In

brief, the plasma membrane of a cell, as well as any other
biologic membrane, is organized basically as a bilayer structure
of two sheets composed of phospholipids and neutral lipids,
like cholesterol, in which membrane proteins are embedded.
The polar head-group of the phospholipids is facing toward the
aqueous phases, which are the cytosol on the one side and the
medium around the cell on the other, whereas the lipophilic
chains of the sheets face to one another to form the center of
the membrane.

At first glance, such a membrane might be assumed to be a
tight barrier that separates the cell interior from its surround-
ing or cellular compartments from each other, not allowing for
any transport of compounds across this barrier. However, par-
ticular molecules need to pass through cell barriers to maintain
continuously the basic functionality of the cells; they need to
introduce and load substrates as well as remove and discharge
toxic compounds. Furthermore, overall cell volume, osmotic
pressure, intracellular pH, and ionic composition are controlled
by the passage of molecules through the cell membrane (1).
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Types of transport processes across
cell membranes

Transport of molecules across biomembranes can be classified
mechanistically into the following types: 1) active transport via
carriers, 2) passive transport, which comprises a) simple diffu-
sion and b) facilitated diffusion, and 3) endocytosis/transcytosis.

Active transport consumes energy through coupling with cell
metabolism. It is accomplished typically via substrate-specific
carrier proteins. Therefore, active transport can be maintained
against a concentration gradient, which means, for example, cer-
tain substances selectively can be picked up independently of
their concentration in the cell. Also, a toxic substance may be
removed completely from the cell while an appreciable con-
centration of the same substance still exists in the surrounding
medium.

In contrast to active transport, passive transport as a whole
does not involve energy consumption and, therefore, only can
work down a concentration gradient (or other types of gradients,
such as electrochemical potential, thermal, or pressure gradi-
ents). In other words, passive transport of molecules equalizes
their chemical potential on both sides of the membrane. The
process of passive transport can be subdivided into two dif-
ferent mechanisms: passive diffusion and facilitated transport.
Passive diffusion is a physico-chemical process, whereas in fa-
cilitated transport, molecules pass through the membrane via
special channels or are translocated via carrier proteins. Both
passive diffusion and facilitated transport, in contrast to active
transport, follow a gradient, where facilitation merely lowers
the activation energy for the transport process.

In contrast to the above-discussed molecular transport mech-
anisms, endocytosis, exocytosis, and transcytosis represent the
transport of compounds across plasma membranes along with
the bulk of their surrounding aqueous medium through vesicle
formation (invagination), translocation of the vesicle, and sub-
sequent membrane fusion, a process that also requires energy.
These topics are not covered in this article.

Transport across epithelial barriers

Transport across epithelial barriers, such as the gastrointestinal
(GI) wall or the blood/brain-barrier, is the result of a series of
different, sequential, and parallel processes. Nevertheless, they
may be modelled in many cases in the same way as transport
across a single membrane.

As a class of tissue, epithelia demarcate body entry points,
predisposing a general barrier function with respect to solute
entry and translocation. The intestine is lined with enterocytes,
which are polarized cells with their apical membrane facing
the intestinal lumen that is separated by tight junctions from
the basolateral membrane that faces the subepithelial tissues.
In addition to their barrier function, the epithelia that line
the GI tract serve specialized functions that promote efficient
nutrient digestion and absorption and support other organs of
the body in water, electrolyte, and bile salt homeostasis. The
homeostatic demand on GI tissue that results from this dual
function may pose special transport consideration compared
with solute translocation across biologically inert barriers.

Passively absorbed compounds diffuse either through the cell
itself (transcellular pathway) or in between cells (paracellular
pathway). The lipid bilayers of which the mucosal and ba-
solateral epithelial cell membranes are composed of, define
the primary transcellular diffusion resistance to solute transport
across the intestinal barrier. Transcellular permeability, particu-
larly of lipophilic solutes, depends on their partitioning between
intestinal membrane and aqueous compartments (Fig. 1).

Physico-Chemical Approach
to Passive Transport

Passive transport is the process of mass transfer across any sepa-
rating barrier, diaphragm, membrane, or partition “wall” toward
equilibrating any differences in chemical potential because of
gradients of concentration, electrostatic potential, thermal, or
(partial) pressure gradient.

Individual molecules and/or ions (if we, for the moment,
disregard the solvation shell) traverse the barrier to equilibrate
the gradient. The velocity of the passage of individual molecules
affects the overall kinetics of transport with respect to both the
lag time (time until steady-state of transport is reached), the
time period after which the equilibrium is reached, and—in
the case of nonsymmetrical systems like cell membranes—the
equilibrium state. Properties of both the barrier (membrane)
and the diffusant (traversing molecule) are of importance for
the mechanism of passage, particularly their interaction on
the molecular level. Here, solvation shells and energies of
solvation/resolvation play a major role. Solvation states and
intermediate states affect activation energies for the passage of
the molecules.

Quantitative description of the diffusion
process

Let us consider diffusion of molecules between two compart-
ments in the first place, for the sake of simplicity, without a
(rate-influencing) barrier between them (Fig. 2, Scheme 2a).
The donor compartment contains a higher concentration of dif-
fusant (C D) compared with the concentration in the acceptor
compartment (C A); in other words, a concentration gradient ex-
ists. Furthermore, also for the sake of simplicity, we consider
transport along a line, for example, in one dimension only.

Definitions

Flux (J ) of a species is the mass (M ) (or number of molecules
of this species) transported per unit time across the barrier,
normalized by the cross-sectional surface area A of the barrier:

J = dM

dt
· 1

A
(1)

(dimension of J : g sec−1 cm−2)
A plot of the mass transported versus time is linear if

the donor concentration is virtually constant and the acceptor
concentration is virtually zero; the flux is constant when the
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apical membrane
(brush border)

basolateral
membranetight junction

Figure 1 Pathways of the intestinal barrier. A: paracellular passive diffusion, B: transcellular passive diffusion, CF: influx/efflux facilitated transport
facilitated by membrane proteins, G: transcytosis, and H: endocytosis (reprinted from Reference 2 with kind permission from Dr. Jon Våbenø and Dr. Roy
Lysaa).

system has reached the equilibrium called steady state (i.e., the
linear part in Fig. 3):

M = J · A · t (1a)

The slope of the curve corresponds to J · A. In most experimen-
tal setups, the surface area A is known and flux J can be derived.
Constant flux is maintained as long as C D is much larger than
C A and as long as both are practically unchanged. In biologic
systems, a good example for such conditions may be the uptake
of xenobiotics from the GI-tract, where the GI tract acts as a
reservoir for the molecules, which are transported through the
intestinal epithelium into the blood, which acts as a sink.

The quantitative value of flux is widely dependent on the con-
centration in the donor compartment C D (figuratively spoken,
the pressure). Ideally, C D should not change over the period of
observation; if C D is not constant, its change with time needs
to be considered, which in many cases applies to real situations.
However, the concentration in the acceptor compartment should
be kept neglectably small (sink conditions) to make calculations
easier. Fortunately, in biologic systems, this scenario is very of-
ten the case and experimental conditions in most cases can be
chosen accordingly. It is handy to define permeability P as the

inverse of the resistance of the membrane, which is the flux
normalized by the concentration in the donor compartment.

P = J /CD (2)

Permeability, therefore, comes in the dimension of cm/sec, a
self-explanatory unit.

Combining Equation 1 and 2 reveals:

dM

dt
= P · A · CD (3)

In cases where C D is not constant over time, the flux J also
changes with time. Exchanging mass by concentration, M =
C D · V , where V is the concentration of the donor phase,
reveals:

dCD

dt
= P · A

V
· CD (4)

Setting k = P*A/V , integration of Equation 4

CD∫
CD0

dCD

CD
= k

t∫
0

dt (5)
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Figure 2 Schematic illustration of concentration gradients. CD concentration in the donor compartment; CA concentration in the acceptor
compartment. Scheme 2a: without a physical barrier; Scheme 2b: lipid barrier-controlled; Scheme 2c: water layer-controlled; and Scheme 2d: combined
lipid- and water layer-controlled.
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Figure 3 Diagram illustrating mass transport versus time, lag time, and steady-state flux.

reveals

ln CD0 − ln CD = −k · t (6)

The sigma minus plot (i.e., plotting ln C D0 − ln C D vs. time)
yields permeability as the slope k , where still k = P*A/V .

A similar general expression also can be used under non-
sink conditions. Here it is useful to describe the velocity of
transport (i.e., flux J ) expressing the effect of the concentration
gradient (∆C ) and the length of the dimension along the line
(∆x ), as well as to introduce the diffusion coefficient as the
proportionality constant (the Fick law).

J = −D
∆C

∆x
(7)

This description is particularly useful because the diffusion
coefficient is reasonably well defined in aqueous solutions, it is
related to molecular properties in aqueous solutions, and it can
be predicted. However, in biologic systems, the observed length
x—for a single transport step—will be widely unchanged.
Preferably, steady state and sink conditions are studied, which
simplifies the Fick law and focuses on permeability as stated
above.

Let us now consider a barrier between the donor and the
acceptor compartment, where the barrier has different properties
in terms of the solvation of the traversing molecules, as a
simplification of a biomembrane. Such a model is shown in
Fig. 2, beginning with Scheme 2b, where a homogeneous lipid
barrier between the donor and the acceptor compartment is
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introduced. The permeability also is defined in this case as
described above and as indicated in the Scheme. Looking closer
into the system, the diffusant will partition into the lipid barrier
according to the ratio of solubility both in the aqueous phases
and in the lipid phase (the partition coefficient, i.e., the ratio
of chemical potentials in the two phases). The concentration
ratios in the two interfaces will be equal, but not the absolute
concentrations, as the concentration in the donor compartment is
higher than in the acceptor compartment. The gradient between
the two interfaces will make the diffusion occur (see Fig. 2).

The diffusion coefficient in the aqueous phases (donor and
acceptor phase) would not play a role if practically no con-
centration gradient exists within these compartments, in other
words, if the diffusion in the aqueous compartments is not rate
determining. The partition coefficient between the lipid phases
and aqueous phases, K , determines whether C mD and C mA, are
higher or lower than C D and C A, respectively.

If the diffusion of the permeant in the lipid barrier phase
is rate determining, then the thickness of the barrier has to be
taken into account as well. Here, the permeability coefficient
is proportional to its diffusion coefficient D in the membrane
(slow diffusion in the membrane).

J = dM

dt
· 1

A
= D · K · CD

h
(8)

dM

dt
= D · K · CD · A

h
(9)

Again, given a practically unchanged C D, the mass transport
still reveals the simple form:

M = k ∗ t (10)

Also in this example, flux J is constant during the steady state
and permeability P can be revealed. However, here we have
to consider a lag time t L. For a constant flux, we have to wait
until the lipid barrier is saturated and shows a constant gradient
of the diffusant according to the partition coefficient. The lag
time that represents the intercept with the time axis is found by
extrapolating the linear part of the curve (Fig. 3).

M = k ∗ (t − tL) (10a)

Lag time t L would be a measure of membrane thickness h and
the diffusion coefficient (diffusion velocity) in the membrane.

The barrier models can be increasingly more complex with
respect to the structure of the barriers:

• Adjacent water layers on both sides of the lipid barrier
(Fig. 2, Schemes 2c and 2d).

• Nonhomogeneous barriers (as are cell membranes)
• Nonsymmetrical barriers (as are cell membranes)

Any of the components of the barrier may be rate deter-
mining, and in some cases, several of them are important for
the diffusion process (Fig. 2, Scheme 2d; combined control). In
any case, it is most straightforward to look at the overall perme-
ability of the entire barrier. The overall permeability (apparent

permeability)—as the reciprocal of the overall resistance—is the
sum of the resistances of all the layers involved. One should
keep in mind that permeability is a material property of the
system with respect to the interaction of the solute, barrier,
temperature, solution composition, and other factors.

Furthermore, molecules at each step would be in a solvated
state. However, these solvation states cannot be directly exper-
imentally measured, easily predicted, nor modeled. The most
simple and effective mathematical approach, therefore, is to
look at the entire barrier as a whole and to stick to the evalua-
tion of the overall flux and permeability, respectively, as stated
above, keeping in mind that it is the interaction on the molecu-
lar level that explains these conditions. The overall transport is
described, then—as it is not physico-chemically consistent—in
the terminology of “apparent permeability,” P app.

Nonsink conditions are less appropriate for experimental
work on transport through barriers and, thus, are not discussed
more here.

Diffusion with respect to
physico-chemical characteristics
of the permeate

In the beginning of the last century, it was observed that the per-
meability of a substance across a cell membrane is proportional
to the relative partition coefficient of the permeating substance
between phases of oil and water. In later years, it was found
that the product of the permeability coefficient P and the square
root of the molecular weight of a permeant shows a better
correlation with the partition coefficient than does permeabil-
ity alone. This correlation has lead to the idea that permeation
is limited not only by the lipid solubility of the permeant but
also by a “screen-like” property of the membrane because small
molecules penetrate faster than would be predicted from their
oil–water partition coefficients. For larger molecules, however,
one would expect a product of permeability with the cube root,
rather than the square root, of the molecular weight to be more
closely correlated with the oil–water partition coefficient. Like-
wise, the apparent partition coefficient to the membrane plays a
major role for the transport processes across the membrane. In
strict physico-chemical terms, a membrane is not a phase, but
it is most common to treat it as such anyway.

Partitioning of a substance between two phases (e.g., the
aqueous phase and the membrane) may be expressed by the
difference in Gibbs free energy between the two phases. Major
energy differences of the permeant between the two phases are
because of the hydrogen-bonding abilities of the substance and
the energy of hydration and/or solvation. In addition, nonpolar
molecular interactions and entropy terms also contribute to the
energy difference. A plot of the logarithm of the partition coef-
ficient versus the number of hydrogen bond donors and acceptor
of the permeant gives a straight line (3, 4). The partitioning of a
molecule at the water–membrane interface is greatly dependent
on its polar nature. The more polar a substance, the higher are
the energy expenses for the substance to enter into the mem-
brane phase. For example, the permeability and partition into
the membrane decrease approximately exponentially with the
number of OH groups of the permeating molecule (3, 4).
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Membrane uptake of the noncharged form of a solute is
favored over its charged form. As a result, solute membrane
permeability versus pH curves is shifted toward the right for
weak acids and toward the left for weak bases (5). This
condition also explains the irregular permeability behavior of
ion pairs.

Passive transport of water and protons

The movement of water and protons/hydroxyl ions across the
cell membrane is of particular importance for the existence of
the cell (6).

Two passive processes move water through membranes: dif-
fusion and hydrodynamic flow. A semipermeable membrane is
a membrane that will allow certain molecules (i.e., water) or
ions to pass through it by diffusion. If the concentrations of
a substance for which the membrane is impermeable are dif-
ferent on the two sides of the membrane, then water will be
transported to equilibrate concentrations, for example, a stream
of water toward the higher concentration is driven by osmotic
pressure.

For the permeation of protons and hydroxyl ions, it has been
shown that a prerequisite is the formation of membrane span-
ning water aggregates in which just the electrons are switched
from one membrane side to the other (6). This prerequisite is
in contrast to what is found for other ions.

Simple diffusion of nonelectrolytes

In the case of nonequilibrium spatial distribution of a certain
species, characterized by a nonuniform distribution of chemical
potential, diffusion of this species will occur in accordance with
the gradient of its chemical potential. If a gradient exists in the
chemical potential for one of the species, then a statistical force
will be exerted on the particle distribution. The average velocity
of a particle will be given by the product of its mobility and
the sum of the forces acting on it (4). During the transport of
a substance across a membrane, it must move through phase
boundaries, such as aqueous phase/membrane/aqueous phase.
As mentioned before, the substance has different affinities to
each phase encountered. In most cases, the diffusion within the
membrane is much slower than in the liquid phase.

So, permeability is proportional to the diffusion coefficient in
the membrane and the partition coefficient between the mem-
brane and aqueous phases, while being inversely proportional to
the thickness of the membrane. The molecular weight and shape
of the permeant are related closely to all of those characteristics.

It is reasonable to expect that nonelectrolytes normally have
to take off their tightly bound hydration shell, at least partly,
before they passively permeate a lipid bilayer. This mechanism
has been studied for glucose, where it was assumed that the
number of bound water molecules correlates with the activation
energy of the permeation process (7).

Facilitated transport of electrolytes
and nonelectrolytes

In contrast to small uncharged molecules that can diffuse across
cell membranes, hydrophilic molecules and ions do not partition

readily into the lipid barrier. Biologic fluids contain a variety
of such charged species that originate from the dissociation of
salts, acids, and bases. Another kind of transport, facilitated
diffusion, is prevalent for them because their permeation via
simple diffusion is rather limited because of limited partitioning
into the biomembrane. Facilitated diffusion is a process where
permeants diffuse across membranes with the aid of transport
proteins. Water-filled pores in the membrane formed by proteins
are the main pathway for ions. These pores may be gated so that
they can open and close, thus regulating the ion flux. Another
kind of membrane proteins, carrier proteins that change shape as
the molecules are being carried through, are responsible for the
facilitated transport of larger molecules like glucose and amino
acids. In contrast to active transport, facilitated diffusion does
not require energy and only can carry molecules or ions down
a concentration gradient.

The transport proteins involved are intrinsic, that is, they
span the membrane. They are solute-specific, for example,
they have binding sites for the specific molecule or ion that
they transport. They also have a defined capacity of how
many solutes they can transport. An example of facilitated
diffusion is glucose that permeates through cell membranes
rather slowly via conventional diffusion because it is not soluble
in the membrane. However, glucose passes quickly across a cell
membrane via facilitated diffusion.

Tools and Techniques to Study
Diffusion Across Membranes

Both the prediction and the studying of transport processes
through biologic membranes are of great interest in many fields.
For example, in drug development, permeability across the
intestinal barrier is of essential importance for the destiny of
a drug candidate and in molecular biology, knowledge about
the pathways in cells of endogenous compounds is of interest.
Many different techniques to study such phenomena, thus,
have been developed during the years. The complexity of the
used techniques ranges from chromatographic systems with
covalently bound membrane phospholipid to in situ studies with
segments of animals.

Prediction of diffusion based on
experimentally determined
physico-chemical characteristics

Chromatographic methods

Chromatography also can be used to predict permeability. The
most widely used methods are immobilized artificial membrane
chromatography (IAM) and immobilized liposome chromatog-
raphy (ILC).

Immobilized artificial membrane
chromatography (IAM)

IAM chromatography is a reverse-phase liquid chromatography
method that emulates the lipid environment of cell membranes
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by using a chromatographic surface prepared by covalently
immobilized cell membrane phospholipids. The technique is
experimentally simple and can screen many compounds within
a short time. The predominant factor that regulates the passive
diffusion across a membrane is its ability to pass through the
lipid cell layer, and the capacity factor log K s determined by
this technique shows reasonable correlation with permeability
across cell monolayers and partitioning into liposomes (8, 9).

Immobilized liposome chromatography (ILC)

Compared with IAM, which uses a monolayer of phospholipid,
the liposomal phospholipid bilayers in ILC have the advantage
of closely resembling biologic membrane bilayers and consti-
tute a 2-D fluid in which lipid molecules and other components
are free to diffuse (10). With this technique, the phospholipid
composition can be changed to mimic the membrane of inter-
est. Membrane lipids extracted from human cells also can be
used; the technique then is called immobilized biomembrane
chromatography (IBC) (11).

Partitioning and distribution (log P/log D)
The lipophilicity of a drug is the most-used single physico-
chemical property to predict permeability across biologic mem-
branes (12). The most common distribution model is octanol/
water (log P) or octanol/buffer (log D , at fixed pH).

Several experiments have demonstrated that a correlation
exists between log P and the degree of transcellular absorption
of a homologous series of compounds. However, for structurally
different compounds, such correlation could not be shown. The
liposome partitioning system is employed increasingly as an
alternative to the octanol approach (13, 14).

In vitro artificial membrane methods

Phospholipid vesicle-based methods
Liposomes

Liposomes can be used to investigate the passive diffusion of
compounds across a membrane.

Unilamellar liposomes (Fig. 4) can be loaded passively with
the compound of interest, the external water phase replaced
by an acceptor medium, and the concentration of this com-
pound measured in the medium as a function of time. Liposome
studies allow a complete manipulation of solute environment
both inside and outside of the vesicles, thus making it a suit-
able system for passive mechanistic absorption studies. The
so-called “stopped-flow technique” can be used to study per-
meability through liposome bilayers. The major advantage with
this technique is that even very rapid permeation processes can
be measured.

The distribution coefficient between a liposome phase (see
above about the membrane phase) and a water phase also
has been used instead of an octanol/water partition coefficient
(log P). The liposome phase provides a biomimetic environ-
ment to a much larger degree compared with the octanol phase
and has shown to the ability to predict in vivo permeability
more precisely (13). Lipid bilayer-containing partition systems
thus have been considered to model the hydrogen-bonding abil-

Figure 4 Schematic drawing of a unilamellar liposome (reprinted from
Reference 15).

ity of biologic membranes better than bulk solvents. Biologic
lipid membranes are composed of charged lipids that provide a
polar environment at the membrane surface, which in biologic
systems, often holds a negative charge. A strong attraction of
positively charged molecules, thus, is observed. Liposome par-
titioning, in contrast to octanol/water partitioning, can take into
account hydrogen bonding and electrostatic effects. However,
the partition coefficient measured in liposome systems may not
reflect permeation always. In some cases, it may reflect more
drug interactions with the membrane surface (10, 12).

The phospholipid vesicle-based barrier

The phospholipid vesicle-based barrier is a novel predictive
medium-throughput screening method for drug permeability,
with the use of a tight barrier of liposomes on a filter support
(Fig. 5). The liposomes are deposited into the pores and onto the
surface of a filter support by centrifugation. Solvent evaporation
and freeze–thaw cycling then are used to promote the fusion of
liposomes, and a tight barrier is obtained as shown with cal-
cein permeability and electrical resistance (16). The technique
is much less labor intensive than comparable cell-based meth-
ods and seems, therefore, appropriate for screening of a larger
number of drug candidates in earlier stages of drug develop-
ment. The advantage of this model compared with the parallel
artificial membrane permeability assay (PAMPA) models is that
the use of liposomes instead of a mixture of phospholipids in
an organic solvent leads to a model that resembles the biologic
membrane to a larger extent.

Parallel artificial membrane permeability
assay (PAMPA)
The PAMPA model is a simple model for fast determination
of transcellular in vivo drug absorption. Coating a hydropho-
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Figure 5 Schematic drawing of the experimental setup used in the
permeation studies with the phospholipid vesicle-based barrier (reprinted
from Reference 15).
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Figure 6 Schematic drawing of the PAMPA permeation cell (reprinted
from Reference 15).

bic filter material with a mixture of lecithin and inert organic
solvent creates an artificial lipid membrane (17). The use of
96-well microplates coupled with the rapid analysis using a
spectrophotometric plate reader makes this system compatible
with automated procedures and, hence, an attractive model for
screening many compounds (9). Different variants of this model
have been reported in the last 10 years with different lipid com-
positions: “n-hexadecane” HDM–PAMPA (18), “bio-mimetic”
BM–PAMPA (17), and “Double-Sink” DS–PAMPA (19). A
schematic drawing of the PAMPA barrier with dissolved phos-
pholipid in an organic solvent on a filter support separating the
donor and acceptor chamber is shown in Fig. 6.

What is common for the PAMPA techniques and the phos-
pholipids vesicle-based barrier is that they are much less labor
intensive than many cell-based assays, they are versatile and
cost efficient, and they are being claimed to be a helpful stand-in
for cellular models (20, 21). They also give access to a wider
pH range compared with cell-based models, are easier to au-
tomate, and give a higher throughput. The limitations of these
models are that they underestimate the permeability of actively
transported drugs and hydrophilic molecules with low molec-
ular weight and that the use of UV detection excludes drug
compound that do not display UV absorbance (8, 9, 20).

Cell-based tools

Isolated membrane vesicles

Cell homogenates precipitated by centrifugation and resus-
pended in a buffer result in the formation of vesicles, which are
mixed with the permeant in the buffer and filtrated after a fixed
time. The amount of permeant taken up by the vesicles then
is determined. Vesicles offer a unique opportunity to study the
properties of drug and nutrient transport at the cellular level.
In addition to offering a possibility for separating the brush
border and basolateral membranes, membrane vesicles studies
allow a complete manipulation of the solute environment both
inside and outside the vesicle, thus making it an ideal system
for mechanistic absorption studies. Uptake studies can be per-
formed with a small amount of the substance to be tested. A
unique advantage for this technique is that the vesicles can be
cryopreserved and used for a long duration. The drawbacks are
that membrane vesicles are used primarily for studying concen-
trative processes, for example, active carrier-mediated transport,
the need for radiolabeled compounds, and day-to-day variations
in the preparation (8, 22, 23).

In vitro cell models

In vitro techniques for the measuring of permeability are less
labor- and cost-intensive compared with the more complex in
situ and in vivo models. In addition, they are more suitable
as screening models because they require smaller quantities of
test compound. The capacity of an in vitro system to predict
permeability across a biologic barrier depends on how closely
the model resembles the in vivo system (8, 23).

Single-cell studies

Cells from animal or human origin can be isolated from different
tissue and used as uptake systems. Normally, the isolated cells
are suspended in a buffer under O2/CO2 in the presence of the
permeant and shaken well. After a certain time period, the cells
are separated from the buffer and extracted to determine the
amount of permeant inside the cells. Because of the low volume
of the cells, the assay is based mostly on use of radiolabeled
compounds (23). Cells can be isolated from different origin, and
one animal can give rise to experiments with many different
compounds or conditions. However, many disadvantages exist
as well, like the lack of reproducibility with large variations in
viability, because of the chemical or mechanical stress during
isolation. This method also only allows for uptake, not transport
or permeability, to be studied, but the polarity of the uptake;
whether a compound is taken up on the apical or basolateral
side cannot be decided (22).

Cell monolayer studies

Several different cell monolayer models that mimic in vivo
barriers have been developed and are very popular models
in industry as well as academia. The ideal model would be
a monolayer of polarized normal human enterocytes, but at-
tempts to isolate and grow them have failed because of the low
viability and the complicated requirement for attachment, mono-
layer formation, and differentiation. However, tumor cells grow
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Filter Basolateral chamber
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Apical chamber

Figure 7 Schematic drawing of a cell monolayer assay with the cell
monolayer on a filter; support separates the apical and basolateral
chamber from each other (reprinted from Reference 15).

rapidly into confluent monolayers followed by spontaneous dif-
ferentiation, which provides a good system for transport studies
(22, 23).

Caco–2 cells have been the most extensively characterized
and the most used of all cell models, especially in the field
of drug permeability and absorption; this model has been con-
sidered the “gold standard” used to validate other permeability
assays. This cell line originates from the human colon ade-
nocarcinoma, differentiates spontaneously, and forms polarized
monolayers with a well-defined brush border on the apical side
as well as tight junctions. Other commonly used culture models
are: HT–29, T–84, MDCK, LLC–PK1, and 2/4/A1. The HT–29
and T–84 are like the Caco–2 cells, human colon cancer cell
lines. MDCK, LLC–PK1, and 2/4/A1 originate in animals. The
first two come from kidneys, whereas the last one is derived
from fetal rat intestine. The 2/4/A1 can be used to estimate the
passive permeability of the human small intestine, especially
with regard to paracellular transport, because the tightness of
the tight junctions better correlates with the situation in vivo;
however, this cell line does not express functional active trans-
port and efflux systems (8, 12, 24, 25).

The use of cell monolayers, instead of single cells or isolated
membrane vesicles, provides the opportunity to investigate
the transport of drugs across the intestinal epithelial instead
of just looking at the uptake of the drug into the cell or
vesicle. Sampling on both the apical end basolateral side of the
epithelium is possible, and crossover studies can be performed.
Another advantage is that the cells are of human origin, different
from many tissue-based techniques where animal tissue is
used. The system also is amenable to automation. The major
drawback of cell monolayer models is the intrinsic variability
that can be seen in permeability data. The results obtained
in several laboratories can differ by more than an order of
magnitude, probably because of the underlying variability in,
for example, culturing techniques, genetic drift, and variable
expression of transporters. Many cell lines are originations from
colon cancer tissue and by that do not resemble the situation
in the normal small intestine perfectly, for example, the tight
junctions are tighter and thereby can result in underestimation of
the permeability of hydrophilic compounds. Caco–2 assays are
relatively accessible and more amenable to higher throughput
than tissue models, but their culture can be labor-intensive and

costly (8, 9, 22–25). A schematic drawing of a cell monolayer
assay is shown in Fig. 7.

Tissue models
It is extremely difficult to obtain viable human tissues for perme-
ability studies on a regular basis. Because animal intestinal tis-
sues also are made up of essentially the same kind of endothelial
cells, permeability screening for drug discovery purposes rou-
tinely is carried out using various animal species. However, the
viability of the existing tissues is difficult to maintain because
the tissues are devoid of direct blood supply and need constant
oxygenation. The everted gut technique, intestinal rings, and
the Ussing chamber are the most widely used methods that use
tissue for studying absorption and permeability (22). The Uss-
ing chamber can be used to look into the permeability of many
different membranes/barriers. Using this technique, the tissue
architecture is preserved and closely resembles the in vivo situ-
ation and the viability of the tissue can be monitored closely by
electrical parameters during the experiment. However, because
these techniques also involve the determination of the active
transport and efflux mechanisms, we leave these topics to other
parts of the encyclopedia.

In vivo and in situ models
In vivo studies are performed in unanesthetized animals or
humans. Epithelial permeability has been studied in vivo mainly
by perfusion techniques such as double balloon catheter. In situ
perfusion methods involve a surgical procedure on anesthetized
animals whereby a segment of the intestine is isolated and
perfused with drug solution. In situ perfusion of intestinal
segments frequently is used to study the permeability and
absorption kinetics of drugs. The biggest advantage of the in
situ system compared with the in vitro tissue systems is the
presence of an intact blood and nerve supply in the experimental
animals (8). But because these models are dealing with active
transport mechanisms, a more detailed presentation would be
beyond the scope of this article.
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2. Våbenø J. Dipeptidomimetics as Pro-Moieties for hPEPT1 Targete
Prodrugs. In: Department of Pharmacy, University of Tromsø,
2004.

3. Conradi RA, Burton PS, Borchardt RT. Physico-chemical and
biological factors that influence a drug’s cellular permeability by
passive diffusion: methods and principles in medicinal chemistry.
Lipophil. Drug Action Toxicol. 1996;4:233–252.

4. Ohki S, Sprangler RA. Passive and facilitated transport. In: The
Structure of Biological Membranes. Yeagle PL, ed. 2005. CRC
Press, Boca Raton, FL. pp. 329–387.

5. Fleisher D, Biological transport phenomena in the gastroin-
testinal tract: cellular mechanisms: Review article. Drugs and
the Pharmaceutical Sciences. Transport Proc. Pharmaceut. Sys.
2000;102:147–184.

6. Blume A, Lipid phase transitions: water and proton permeability.
Methods Enzymol. 1986;127:480–486.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 9



Passive Diffusion Across Membranes

7. Bresseleers GJ, Goderis HL, Tobback PP. Measurement of the
glucose permeation rate across phospholipid bilayers using small
unilamellar vesicles. Effect of membrane composition and tem-
perature. Biochim. Biophys. Acta. 1984;772:374–382.

8. Balimane PV, Chong S, Morrison RA. Current methodologies
used for evaluation of intestinal permeability and absorption. J.
Pharmacolog. and Toxicol. Methods 2000;44:301–312.

9. Hamalainen MD, Frostell-Karlsson A. Predicting the intesti-
nal absorption potential of hits and leads. Drug Disc. Today
2004;1:397–405.

10. Zhang YX, Zeng CM, Li YM, Hjerten S, Lundahl P, Immobilized
liposome chromatography of drugs on capillary continuous beds
for model analysis of drug-membrane interactions. J. Chromatogr.
A. 1996;749:13–18.

11. Beigi F, Gottschalk I, Lagerquist Hagglund C, Haneskog L,
Brekkan E, Zhang Y, Osterberg T, Lundahl P, Immobilized
liposome and biomembrane partitioning chromatography of drugs
for prediction of drug transport. Int. J. Pharm. 1998;164:129–137.

12. Malkia A, Murtomaki L, Urtti A, Kontturi K, Drug permeation in
biomembranes; In vitro and in silico prediction and influence of
physicochemical properties. Eur. J. Pharm. Sci. 2004;23:13–47.

13. Hellwich U, Schubert R, Concentration-dependent binding of the
chiral beta-blocker oxprenolol to isoelectric or negatively charged
unilamellar vesicles. Biochem. Pharmacol. 1995;49:511–517.

14. Kramer SD. Liposome/water partitioning: theory, techniques and
applications. In: Pharmacokinetic Optimization in Drug Research.
B. Testa, et al., eds. 2001. Wiley-VCH, Zürich.
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The elementary textbook treatment of the pentose phosphate pathway
(PPP) describes its nature and occurrence in the cytoplasm of most cells.
The reaction scheme is of two segments, oxidative and nonoxidative. The
reactions of the oxidative segment are few and involve the decarboxylation
of glucose 6-phosphate (Glc 6-P) to ribulose 5-phosphate (Ru 5-P) and CO2

via 6-phosphogluconolactone and 6-phosphogluconate (6-PG).
Concomitant production of two moles of NADPH and H+ for each mole of
Glc 6-P converted to Ru 5-P. The nonoxidative reactions are depicted
classically with an ordered reaction sequence of reversible steps for the
interconversion of other pentose phosphate products that originate from
Ru 5-P by epimerase and isomerase enzymes. The reactions of the PPP also
link the formation of sugar phosphate intermediates (glycolyl units)
containing 3–7 carbon atoms that are generated by freely reversible
equilibrium reactions catalyzed in fixed order by Transketolase and
Tansaldolase. These reactions permit the following three biosynthetic PPP
functions to emerge: cellular energetics, growth, and repair. Specifically via
1) the contribution by the oxidative segment of a high NADPH / NADP+

redox potential that provides electrons for most reductive anabolic
processes; 2) the formation of ribose 5-phosphate (Rib 5-P) for all
nucleotide and nucleic acid biosynthesis, which is a demand that does not
usually exceed 2% of all Glc metabolized by PPP activity; and (c) a storage
pool of diverse phosphorylated glycolyl units that may be used directly or
as signals for biosynthetic and energy-yielding reactions by other pathways.
Finally, selected reactions of the nonoxidative segment are also part of the
most extensive synthetic and life-sustaining event on the planet, namely
the photosynthetic reductive path of CO2 assimilation in all C-3 plants.

The history of the unravelling of many of the above events
reveals instances of profound weakness in evidence used to
justify the nonoxidative pathway description. These instances
are identified and discussed in this overview and show that
textbook depictions of PPP are so incomplete and misleading
that the scheme for the pathway is deemed erroneous.

A figurative narration describing some of the elementary bio-
chemistry of the pentose phosphate pathway (PPP) of glucose
metabolism (Figs. 1 and 2) (1) has appeared, with ever diminish-
ing scope of treatment, in all textbooks on general biochemistry
since 1954. It is a scheme of reactions exclusively confined in
the cytoplasm of most cells. The few reactions of the oxidative
segment (Fig. 1) are established thoroughly and are beyond con-
tention. No such certainty can be claimed for the assignment
of enzyme composition, correct identification of all reactants,

nor the reaction order for the nonoxidative segment (Fig. 2).
Otto Warburg, a German biochemist and Nobel Laureate, was
the dominant figure in the unravelling of the chemistry of the
Fig. 1 reactions. Bernard L. Horecker, an American enzymolo-
gist, can justifiably claim much of that distinction for the Fig. 2
scheme (2).

The Reactions and Significance
of the Oxidative Segment

The first step in the discovery of the PPP commenced in the
autumn of 1929 when Otto Warburg arrived in Baltimore to
deliver the Herter Lecture at John’s Hopkins Hospital. As part
of the visit, he was invited to the laboratory of E.S.G. Barron
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Figure 1 Reactions of the oxidative segment of the pentose phosphate pathway. The conversion of [2-14C] glucose to CO2 and [1-14C] ribulose
5-phosphate is shown. Detail of the reaction steps are discussed in the text. Reprinted from International Journal of Biochemistry, 19. Williams John. F.,
Arora Krishan K. and Longnecker John P. The pentose pathway: A random harvest, 69 Pages, 1987, with permission from Elsevier,
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to witness a demonstration of some remarkable and puzzling
results that Barron and Harrop had published recently (3). The
demonstration involved a simple system, namely, the reaction
of glucose with non-nucleated erythrocytes in the presence and
absence of methylene blue (MeB). Methylene blue is one of
a large number of organic dyes that form electromotively ac-
tive oxidation–reduction systems. MeB had been used success-
fully by Torsten Thunberg, during the previous decade, for the
identification of many dehydrogenase reactions. However, con-
siderable diplomacy was needed for a peaceful presentation of
the Barron reaction system because Warburg had been publicly
scathing in condemnation of biochemical reactions that included
MeB. Notwithstanding this prejudice, when Warburg observed
the outcome of the Barron experiments, he was truly astonished.
In 1929, it was accepted that all glucose metabolism in erythro-
cytes was by glycolysis with the formation of two equivalents of
lactate, which were diffused by the cells. Contrary to this expec-
tation, the Barron data with MeB as a reactant showed a 50%
suppression of the extent of glycolysis and lactate formation
while the rate and extent of glucose utilisation was maintained
and accompanied by a rapid oxygen uptake. Florkin (4) wrote,
“ In Baltimore Warburg clearly saw, for the first time in his ex-
perience, a dehydrogenase at work even though methylene blue
was involved.”

Warburg returned to Berlin where, with his colleague W.
Christian, he repeated and extended the Barron work and over
the next 18 months showed that the phenomenon, which was
first witnessed in Baltimore, comprised the following sequence
of reactions [reactions (1)–(5)].

D-glucose 6-P + H2O + 2 NADP+ −→ CO2

+ pentose 5-P + 2 NADPH + 2 H+ (1)

2 NADPH + 2 H+ + 2 FMN −→ 2 NADP+

+ 2 FMNH2( Rapid reaction) (2)

2 FMNH2 + O2 −→ 2 FMN

+ 2 H2O(Slow reaction) (3)

2 FMNH2 + 2 MeB −→ 2 FMN

+ 2 MeBH + 2 H+(Fast reaction) (4)

2 MeBH + 2 H+ + O2 −→ 2 MeB

+ 2 H2O(Very fast reaction) (5)

Reactions (1)–(5) encompass the disclosure of 1) the reactions
of the oxidative segment of the PPP, 2) the discovery of
a new pyridine nucleotide-NADP+, and 3) the detection of
a flavin mononucleotide (FMN) flavoprotein (initially called
“Old yellow enzyme”) and the recognition of its role as a
catalytic carrier of reducing equivalents from reduced pyridine
nucleotide to molecular oxygen via MeB. No contradiction can
exist that the unravelling of the reactions of reactions (1)–(5)
marked a historic moment of high achievement in biochemical
research. The achievment was to lead Warburg and Christian to
discover and characterize glucose 6-phosphate dehydrogenase
(Zwischenferment) (Glc 6-PDH) (EC 1.1.1.49) and NADP+

(Wasserstoffubertragendes).
In 1931, Warburg and Christian (5) reported the first discov-

eries on Glc 6-PDH and the conversion of glucose 6-phosphate
(Glc 6-P) to 6-phosphoglucono δ-lactone, Keq = 6 × 107

(Fig. 1). Warburg thereby established the existence of new
reactions for the oxidative metabolism of glucose that dif-
fered from those of the Emden–Meyerhof glycolytic path-
way. During the next decade, Warburg, Dickens, Lipmann,
Diche, and others showed, among other things, that the above
lactone, a potential acid, was hydrolyzed by lactonase (EC
3.1.1.17) to form 6-phosphogluconic acid (6-PG). The ther-
modynamic constants for the combined actions of Glc 6-PDH
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phosphate pathway. The reaction sequence for the F-type (Classic) PPP is
based on data in references (40 and 41). Conventionally the flow of
reactants is from [1-14C] ribulose 5-P (the product of Fig. 1) to labelled
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Arora Krishan K. and Longnecker John P. The pentose pathway: A random
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and 6-phosphogluconate-δ-lactonase are ∆G = − 6.35 Kcal
mol−1 and Keq 1.7 × 104 at pH 7 (6). Decarboxylation of
6-PG by an NADP+-dependent 6-phosphogluconate dehydro-
genase (6-PGDH) (EC 1.1.1.44) formed a pentose 5-phosphate,
which was not identified correctly until 1951 (7). This latter
step is essentially irreversible, and the oxidative energy released
is irredeemably lost because the pathway does not include the
primitive, albeit effective, mechanism for ATP generation and
capture by substrate-level synthesis of acyl-phosphoanhydride
or acyl-thioester.

The sum reaction for the oxidative segment of the PPP is
shown by reaction (1). Using insightful planning and remarkable
chemistry, Warburg et al. (8) had also isolated and characterized
(from 100 L of horse erythrocytes) the new pyridine nucleotide
coenzyme NADP+ for the above reactions. He recognized and
chemically established that the new coenzyme was functionally

different than the NAD+ of the glycolytic fermentation path-
way that produced ethanol or lactate. However, this brilliant
discovery also led to the first of many contentious episodes
that have marked the unravelling of the PPP. With prophetic
force and confidence, Warburg et al. (8) defined the biologic
role of NADPH as the source of reducing equivalents for res-
piration and thereby put forth an erroneous view that persisted
for the next 16 years. This misjudgement was also supported by
Engelhardt and Barkash (9) who had proposed the title “Hex-
osemonophosphate Shunt” for the oxidation of Glc 6-P by Fig. 1
reactions. The currency of the error only ceased when Lehninger
(10) showed that NADH of mitochondria is the redox source
of reducing equivalents for the electron-to-oxygen pathway of
respiration and ATP production.

Only gradual recognition occurred (Reference 11, pp. 679–
683) that the principal function of the dehydrogenase enzymes
of Fig. 1 was the provision and maintenance of a very high
NADPH/NADP+ ratio (approximately 80/1, compared with
8.6 × 10−4 for the cytoplasmic NADH/NAD+ ratio) as the
source of cytoplasmic reducing power (electrons) for biosyn-
thetic and other reactions that require reducing equivalents in
aerobic organisms. (A reducing equivalent is equal to one elec-
tron or one hydrogen atom.) Although the PPP is the most
usual source of biosynthetic reducing power in cytoplasm, a
singular outstanding exception to this generality was found in
adipose tissue by Flatt and Ball (12) who showed that 50% of
the very large demand for NADPH was supplied by the action
of L-Malate:NADP+ oxidoreductase [oxaloacetate decarboxy-
lating (EC 1.1.1.40.)], and the remaining half was supplied by
the PPP.

Glc 6-P DH exists in multiple molecular forms and is sub-
ject to wide genetic, endocrine, and nutritional variations. Its
deficiency is the most common enzymopathy in humans. It
is also the most sensitively regulated enzyme in the whole
array of reactions comprising the oxidative and nonoxidative
segments of the PPP (Figs. 1 and 2). More than a dozen
pathways of biosynthesis use NADPH as a substrate (e.g., syn-
thesis of fatty acids, steroids, some photosynthetic products,
isoprenoids, sphingosines, phenylalanine and tyrosine, seminal
fructose, 3-hydroxykynurenine, and NAD+). A high level of
unbound NADPH is mandatory for the reductions of oxidized
glutathione, dihydrofolate, D-glucuronate, ribonucleotides, cy-
tochrome P450, nitrate and nitrite, glucose production from
pyruvate via malate, and the hydroxylation of some fatty acids.
The cellular oxidant/antioxidant balance is also dependent on
NADPH production principally derived from PPP activity. The
regulation of the following reactive oxygen system (ROS) en-
zymes: glutathione reductase, glutathione peroxidase, catalase,
superoxide dismutase, NADPH oxidase, and nitric oxide syn-
thetase depend on the high value of the NADPH/NADP+ redox
couple. Thus, Glc 6-PDH has a pivotal role in the management
of oxidative stress and its consequences in normal physiology
and pathophysiologic events such as carcinogenesis and aging.
Consult Reference 13 for a review of Glucose 6-phosphate de-
hydrogenase and Reference 14 for a brief review of all other
enzymes shown in Figs. 1 and 2.
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The Reactions of the Nonoxidative
Segment

A synoptic survey of the unravelling of the nonoxidative
segment is presented in the latest comprehensive review of
the PPP (1). The treatment covers the chemistry of reactions,
enzymes, methods, tissue distributions, and the mathematical
theory for the quantitation of metabolism by a theoretical
connection of the pathways of Figs. 1 and 2 into a pentose
phosphate cycle (PC).

Early Discoveries

The initial investigations that lead to chemical knowledge of the
pathway of Fig. 2 were indirect and not planned to that end as
the following narration will show. Warburg’s proposition linking
NADPH and respiration [reactions (2)–(4)] was shared by Erwin
Haas who was a member of Warburg’s Berlin-Dahlem labora-
tory. Haas departed Germany in 1938 and proceeded to the
laboratory of Professor T. R. Hogness (University of Chicago),
where he met Bernard Horecker, who had just completed Ph.D.
training in enzymology. Haas was a meticulous scientist who
possessed much of Warburg’s data and methods (of which he
was something of a master) and a plan of research to test the
proposed role of NADPH in respiration. Haas and Horecker set
out to isolate a putative NADPH cytchrome-c reductase [reac-
tion (6)] in order to demonstrate the existence and nature of
an enzyme that was hypothesized to be the missing link in a
respiratory pathway between reduced pyridine nucleotide and
oxygen via the cytochrome system [reactions (7) and (8)].

NADPH-Cytochrome C reductase (EC 1.6.2.4)

NADPH + H+ + Cyt-C Fe3+ −→ NADP+

+ Cyt-C Fe2+ + 2H (6)

Cytochrome Oxidase (EC 1.9.3.1)

2H + Cyt-C Fe2+ + 0.5O2 −→ H2O

+ Cyt-C Fe3+ (7)

Sum Reaction

NADPH + H+ + 0.5O2 −→ NADP+ + H2O (8)

The search for an enzyme activity was successful, and a rea-
sonably pure flavoprotein, NADPH-cytochrome c reductase (EC
1.6.2.4), was isolated from yeast (15). It was then 1940, and ba-
sic research was interrupted and not taken up again until the end
of the Second World War. During that interval, Horecker worked
on war-related programs, was appointed to the staff of the Na-
tional Institutes of Health, and in 1945 returned to basic research
in enzymology. He proceeded to isolate NADPH-cytochrome c
reductase from acetone-dried extracts of pig liver (16), at a time
that was almost coincident with the report of Lehninger (10) that

NADH was the substrate of respiration. As listed above, the true
acceptor for NADPH-cytochrome c is cytochrome P450. This
natural disappointment drew attention to a much larger prob-
lem, namely an inquiry into the chemistry, enzymology, and
metabolic fate of the pentose phosphate product of Fig. 1. The
British biochemist, Frank Dickens (Courtauld Institute, London
U.K.), had been making pioneering investigations on this topic
since 1936. However, a solution of the problem was going to be
made in the United States, where metabolic biochemistry and
enzymology flourished in the post-war vigour of the1950s. It is
helpful to note the intense interest at the time in the nature and
significance of the new pathway of Glc 6-P oxidation. Important
findings were going to be made in the laboratories of Bernard
Horecker, Ephraim Racker, Seymour Cohen, Bernard Axelrod,
and Gilbert Ashwell. Moreover, a most promotive stimulus was
the outstanding investigation then being made by Melvin Calvin
and colleagues at UC Berkeley. Their work was to lead to a No-
bel Prize and to our current chemical appreciation of the path of
reductive carbon fixation by photosynthesis (PS). Calvin’s great
progress, during 1950–1955, was heavily dependent on success
by the above biochemists to solve the chemical and enzymo-
logical problems posed by the reactions of Fig. 2. A notable
number of the intermediates and enzymes of Fig. 2 were identi-
fied as reactants in the path of carbon in PS (17). Also, Horecker
made early and successful attempts to compete with Calvin in
the quest to map the enzymology of the carbon reduction cycle.

By 1950 all investigators possessed strong clues that were
to serve as signposts for an ultimate elucidation of a PPP
reaction scheme. These signposts were 1) clear evidence that
an alternative path of Glc 6-P oxidation existed in yeast, some
bacteria, red cells, liver, and other animal tissues. 2) Dickens
(18) had confirmed that 6-PG was decarboxylated oxidatively
at carbon one to yield ribose 5-phosphate (Rib 5-P) and other
sugar phosphate products (all unresolved), including a putative
tetrose-P. He also demonstrated that Rib 5-P was oxidized at
five times the rates of arabinose 5-phosphate (Ara 5-P) and
xylose 5-P, both of which are theoretical products of 6-PG
decarboxylation. 3) Finally Dische (19) reported that inosine
and inorganic phosphate (Pi) were converted by red cell lysates
to triose and hexose phosphates. This last important finding of
possible end products of Rib 5-P dissimilation was confirmed
by Waldvogel and Schlenk (20) who showed Glc 6-P formation
from Rib 5-P using rat liver extracts.

Post-1950 Discovery of Reactions
for the Nonoxidative Segment
of the PPP

With the above background, between 1950 and 1955, a breath-
taking series followed of discoveries of enzyme and substrate
reactivities that were destined to be incorporated into a reaction
scheme (mechanism) for the classic nonoxidative PPP (Fig. 2).
The Fig. 2 diagram has also been given the prefix F-type (for
fat-cell) PPP Williams et al. (1), because its ordered reaction
sequence was later shown to measure uniquely a large contri-
bution (50%) to metabolism when Glc was converted to fatty

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



The Pentose Phosphate Pathway: An Overview

acids and triglyceride by insulin-stimulated adipocytes (12, 21,
22). An assembly of reaction steps for the scheme of Fig. 2 may
be theorized using the conjunction of results from the following
temporal list of events. In 1951, Cohen’s group (23) showed that
Rib 5-P and Ara 5-P were formed from 6-PG oxidation. Rib 5-P
formation was confirmed by Horecker et al. (7) who also proved
unequivocally that Ru 5-P was the first pentose -P formed when
6-PG was decarboxylated. A new enzyme, Ribose 5-phosphate
isomerase (R 5-P I) (EC 5.3.1.6), that catalyzed the interconver-
sion of the above two pentose phosphates was also proposed (7)
(Fig. 2). A very active preparation of R 5-P I from Alfalfa (24)
was used to demonstrate its reaction and equilibrium. Horecker
and Smyrniotis (25) used a liver enzyme preparation with Rib
5-P to note the formation of an initially high concentration of se-
doheptulose 7-phosphate (Seh 7-P). This seven-carbon ketulose
ester had been found originally and was characterized by Andy
Benson et al. (26) in Calvin’s laboratory, and it was shown to
be an early product of PS carbon fixation. Seh 7-P was formed
by the action of Transketolase TK (EC 2.2.1.1) (Fig. 2). TK was
discovered by Racker and his collaborators (28–29) who demon-
strated that it catalyzed the transfer of a two-carbon fragment
(an active glycolaldehyde group) from appropriately structured
ketulose-sugar donors to a wide selection of aldo-sugar accep-
tors (Reference 1, p. 754). Two of its donor transfer actions,
using different aldo-acceptors, are shown as blue rectangular
panels in Fig. 2. TK requires Mg2+ and thiamine pyrophosphate
(TPP) as a coenzyme, and a two carbon group is transferred to
its acceptor via an hydroxyethyl-TPP intermediate. A list of
15 of its glycolaldehyde acceptor substrates is tabulated (Ref-
erence 1, p. 754). Horecker’s group (30) discovered a second
broad specificity group transferring enzyme, namely Transal-
dolase (TA) (EC 2.2.1.2), which catalyzed the reversible trans-
fer of a three-carbon dihydroxyacetone-enzyme-bound moiety
(shown as red panels in Fig. 2) from Seh 7-P to glyceralde-
hyde 3-phosphate (Gra 3-P). This reaction formed Fru 6-P and
a presumed tetrose phosphate that owed its assigned identity
more to arithmetic than to biochemistry because it was neither
isolated nor identified. The availability of synthetic erythrose
4-phosphate (Ery 4-P) enabled Kornberg and Racker (31) to
demonstrate the reversal of the TA reaction [reaction (9)]; thus,
an authentic reason for its inclusion as an intermediate in the
reaction scheme of Fig. 2 was provided. Ery 4-P probably only
exists in exceedingly low concentration in any tissue, and to
date, no evidence exists that it has ever been measured cor-
rectly in, nor isolated from, any preparation carrying out PPP
or PS metabolism in vivo or in vitro (32, 33).

Fru 6-P + Ery 4-P ←→ Seh 7-P + Gra 3-P (9)

A third ketopentulose ester, xlulose 5-phosphate (Xlu 5-P)
Fig. 2, was isolated as a product of Rib 5-P metabolism by
Ashwell and Hickman (34). It was also shown by Srere et al.
(35) that Xlu 5-P, rather than the earlier assigned Ru 5-P, was
a definitive substrate of TK. Ribulose 5-phosphate-3′-epimerase
(Fig. 2) catalyzed the formation of Xlu 5-P and imparted the
transconfiguration to the hydroxyls at carbons 3 and 4, which
is a necessary stereochemical condition for substrate reactivity
with TK. The 3′-epimerase was purified from a bacterial source

by Stumpf and Horecker (36) and from muscle by Dickens
and Williamson (37). In summary, the above research seemed
to uncover an array of substrates and enzymes that satisfied a
minimum requirement for inclusion in a new pathway that con-
nected the product of 6-PG decarboxylation with the formation
of hexose and triose phosphates. A prescient Racker (38) was
the first to present Fig. 2 as a theoretical cyclic metabolic path-
way with stoichiometry for an ensemble of the above reactants
and enzymes.

Search for an Order of Reactions
in the Nonoxidative PPP
It is possible to draw various theoretical schemes that oblige
the arithmetic conjunction of five-carbon sugars with a sum-
mary outcome of sugar products that contain six-carbon and
three-carbon atoms, respectively (39). That variety is greatly
enhanced if reactions catalyzed by aldolase (Ald) (E C 4.1.2.13)
are included. Aldolase occupies the same cellular compartment
as all other enzymes of the PPP; it is a dihydroxyacetone
3-phosphate (DHAP) group transferring enzyme, with a cat-
alytic capacity that is usually much greater than TK or TA (a
notable exception is adipose tissue where Ald activity is low (21,
22) and only approximates the activity of TK and TA). Ald also
has a broad substrate array of aldo-sugar phosphate acceptors
(Reference 1, p.754), most of which are the same substrates
as those involved in TK and TA reactions. It has never been
clear why the pioneering investigators of the nonoxidative PPP
assigned aldolase a role of catalytic silence.

The results of the only foundational experiments that ex-
plored the identity of a reaction sequence (mechanism) for the
PPP were published by the Horecker group (40, 41). Detailed
treatment of the conduct and conclusions of these important,
but rarely discussed, experiments is given in References 1
and 42. A prediction labeling technique that used [1-14C]- and
[2,3-14C]-Rib 5-P as substrates was adopted. These substrates
were reacted with fractionated enzyme extracts of acetone pow-
der preparations from rat liver, pea leaf, and pea root tissues and
formed, among other intermediates, C14-labeled Glc-6-P (Fig. 3)
and glyceraldehyde 3-P (Gra 3-P) (41). It was anticipated that
both the position and the amount of 14C-label imparted to the
Glc 6-P formed by the above substrates would reveal the nature
and order of the reactions involved in its formation.

Because the enzyme extracts were made from acetone-dried
powders, they were free of all nucleotides (40, 42). This strategy
confined the dissimilation of labeled Rib 5-P to a hexose
6-P end point. Glc 6-P could not recycle, and the labeled
prediction pattern was not scrambled. Mg2+ was also omitted
from the reaction mixture to inhibit the activity of Fructose
bisphosphatase (EC 3.1.3.11) and production of a contaminating
Fru 6-P from Fru 1,6-P2 formed by aldolase and the triose-P
products of the TK reactions. It is curious that Fru 1,6-P2 , which
is an Ald product, was formed (Fig. 3) by the liver and pea tissue
reaction mixtures but was omitted from the final construction
of the scheme for Fig. 2.

The experiments with liver enzyme preparation were of a
17-hour duration (Fig. 3). Ribose 5-P was used rapidly during
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Figure 3 Conversion of ribose 5-phosphate to sugar phosphate products
by rat liver enzyme preparation (RLEP) (40). Details of the incubation,
protein content and methods used are described in (42). For measurement
of the max. catalytic capacity of RLEP see (43). Reprinted from
International Journal of Biochemistry, 19. Williams John. F., Arora Krishan
K. and Longnecker John P. The pentose pathway: A random harvest, 69
Pages, 1987, with permission from Elsevier,
http://www.sciencedirect.com/science/journal/13572725

the initial 3 hours, and Seh 7-P also accumulated during this
early period. Only with the slow decline in Seh 7-P from 6
hours was there increased linear production of Glc 6-P, that
was harvested after 17 hours and degraded carbon atom by
carbon atom (42) to produce the C14 distribution pattern of the
whole molecule. The degradation data using [1-C14]-Rib 5-P
as substrate showed that the Glc 6-P product was labeled with
C14 isotope at carbons 1 and 3 with a C-1/ C-3 isotope ratio
of 3 (74% of the C14 isotope in C-1 and 24% in C-3) (40).
With a sense of caution, Horecker (40) tentatively proposed an
ordered set of equations for the reactions of the TK and TA
steps (Fig. 2), where the C-1 of the combined two species of
Fru 6-P ended up with twice the level of label as that at C-3. Fair
agreement was claimed (40) between the experimental values
(ratio 3) and the theoretical prediction of Fig. 2 (ratio 2). Clearly
no agreement was reached, fair or otherwise: The value 3 can
never be 2.

The above difference is serious, and the experimental iso-
tope distributions cannot be reconciled with the Fig. 2 reaction
scheme, nor can the difference be excused by pleading inaccu-
racies in the procedures of analysis and degradation, because
the percentage error in the determination of C-1 is only 2%;

C-2, 2.7%; and C-3, 1%, with a maximum cumulative percent-
age error of 12% for the estimate of all carbons of the molecule
(42). The companion experiment (41) used [2,3-14C]-Rib 5-P
as the prediction substrate and 4-hour incubations with enzyme
extracts of acetone powders of liver, pea root, and pea leaf
tissues. The results (1, 41) deviated so radically from the path
predicted by Fig. 2 that they cannot be deemed to offer any sup-
port for the proposed PPP reaction sequence. It is emphasized
that in the publications of these two studies, an ordered series
of chemical equations for the nonoxidative PP was only tenta-
tively proposed and a metabolic map was not drawn. However,
in 1955, two important and substantial reviews of carbohydrate
metabolism were published by Horecker and Mehler (44, 45),
and each presented Fig. 2 as the metabolic map for the PPP (still
with the tentative caveat). That illustration is still the contem-
porary chart of the PPP or pentose cycle (PC). It is astonishing
that such substandard and unacceptable disagreement between
practice and theory was so uncritically ignored by the general
community of biochemists. Harland Wood (46) was an excep-
tion; he reported a tolerant suspicion of the [1-14C] Rib 5-P
data and total rejection of any claim for predictive value by
the [2,3-14C] Rib 5-P results. It was suggested (46) that an as
yet unidentified pathway was operated by the above enzyme
fractions. Notwithstanding the rejection by Wood (46), with-
out anymore revision, a placid acceptance followed as well as
an equally prompt inclusion of F-type PPP into the canon of
metabolic biochemistry. Two independent investigators did test
the mechanism of the PPP; the first by Katz et al. (47) used
[1-14C]-Rib metabolism in liver slices, and the other by Hiatt
(48) used the same labeled substrate in mouse liver in vivo.
These investigators did not find 14C distributions in the glu-
cose product with twice as much isotope in C-1 as C-3, but
instead they found these carbons were equally labeled. These
independent failures to confirm the predictions of Fig. 2 were
also ignored. Finally it is important to note that inclusion of
several PPP enzymes and reactants in the Path of Carbon in
PS gratuitously added an aura of confidence and prestige to the
status of the tentative PPP. Thus, 1955 marked an end of the
second contentious period in the unraveling of the pathway.

Other than immensely valuable research by Patricia McLean
and her collaborators at the Courtauld Institute, U.K., and
investigations by Karl Brand at the Max Planck Inst, Dortmund,
Germany, fundamental research on the mechanism of the PPP
essentially ceased by 1957 and was not resumed for another
decade. Instead the era of the quantitative measurement of
pathways of carbohydrate metabolism had dawned and PPP
measurements featured hugely. This emphasis on quantitation
is best summarized in the following quotation from H. G.
Wood (46): “The determination of the relative role of different
pathways in normal living cells is without doubt of the greatest
fundamental importance to our understanding of life processes
and will in the future require more attention in all fields of
metabolism.” Later Wood and Katz collaborated (49, 50) and
during the next eight years developed theory and methods for
the measurement of an entity denoted by Wood (46) and later
stringently defined by Wood and Katz (49) as PC. The PC
definition directed the following set of ordered events: (I) the
entry of three moles of Glc 6-P into metabolism by the oxidative
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segment (Fig. 1) and a characteristic product formation of CO2,
Gra 3-P, NADPH, and H+ [reaction (13)]. (II) All Fru 6-P
formed in the nonoxidative segment of the cycle is converted
to Glc 6-P [reaction (12)]. Compliance with directives I and
II determined the reaction sequences of the partial reactions of
reactions (10) and (11).

Oxidative Segment PPP

3 Glucose6-P + 6 NADP+ −→ 3 CO2 + 3 Pentose

5-P + 6 NADPH + 6H+ (10)

Nonoxidative PPP

3 Pentose 5-P −→ 2 Fructose 6-P + 1 Gra 3-P
(11)

Glucosephosphate isomerase (EC 5.3.1.9)

2 Fructose 6-P −→ 2 Glucose 6-P (12)

Pentose Cycle

Sum Glucose 6-P + 6 NADP+ −→ 3 CO2+
Gra 3-P + 6 NADPH + 6H+ (13)

In a review (51) of theory for estimating the PC, the follow-
ing boundary conditions were defined: 1) three moles of CO2;
six moles each of NADPH and H+ are formed per mole of
Glc 6-P oxidized by the cycle. 2) All C14-labeled glucose me-
tabolized by the cycle is in isotopic and chemical equilibrium
with Fru 6-P [reaction (8)]. 3) The reaction steps shown at re-
actions (6)–(9) are unidirectional. 4) All C14 -labeled substrate,
intermediary, and product stages of the reactions of reactions
(6)–(9) are deemed to be in metabolic (chemical) and isotopic
equilibrium, and finally 5) the original position of the label in
the substrate can only be randomized by the mechanism of the
PC [reaction (9)].

Measurement of the Pentose
Cycle: Theory and Practice

A detailed treatment of this topic, including the derivation of
some important mathematical expressions is given in Refer-
ence 1 (pp.753–762), and only a summary of the essentials will
be presented here. Between 1958 and 1979, a dozen theoreti-
cal papers were published that provided the mathematical basis
and formulas for measuring the F-type PC by the application
of 14C-specifically labeled substrates. The method of measure-
ment depended on an exact solution of the problem posed by
the recycling and, thus ,changes to 14C isotope distributions in
Glc 6-P, which emerge from the metabolism of the substrates
[2-14C]-glucose or [3-14C]-glucose in PC. Calculating the dif-
ferent distributions of labeled carbon to infinite cycles, for all
percentage contributions of PC, is a difficult mathematical prob-
lem that was solved entirely by Joseph Katz. Katz is not only

a gifted biochemist but also an equally talented mathematician
and innovative metabolic theorist. The acceptance of a PC def-
inition imposed agreement that all 14C-labeled Fru 6-P formed
by the Fig. 2 reaction sequence is converted to Glc 6-P and
recycled again through the oxidative segment reactions. The
quintessence of all measurement methods has involved the de-
velopment of mathematical expressions that describe the rhyth-
mical and ordered redistributions of either carbons 2 or 3 from
labeled substrate glucose, into positions 1, 2, and 3 of the hex-
ose 6-P products for any percentage contribution of PC. Such
a theoretical distribution is a unique property of the PC. Ex-
perimental data for the C-1/C-2 and C-3/C-2 ratios, which have
definite limits and values imposed by Katz and Wood theory
(49, 50), are used in specially derived equations that calculate
the PC contribution relative to the total metabolism of glucose.
The above statements cannot be qualified. They derive from the
fixed order of the reactions of Fig. 2, which is the mechanistic
basis for all the formulas of all the measurement papers (Ref-
erence 1, p. 753). The amounts of 14C in C-1, C-2, and C-3
of Glc 6-P or its derivatives and the precise ratios of their iso-
topic labeling are the identity badge of the classically defined
PC reaction sequence. They are also the foundation of its the-
ories of existence and quantitation. It was therefore intriguing
to note that, notwithstanding the initial ambiguities in the reac-
tion order of Fig. 2 using liver enzymes plus the failed efforts
of Katz (47) and Hiatt (48) to support it, that no less than ten
independent measurements over nearly 30 years failed to find
any significant level of PC in liver (Reference 1, p. 766). Liver
is a very rich source of the enzymes of the PPP (6, 14, 42,
52), and it provides, among other things, a ready display of the
reactions of Figs. 1 and 2. Thus, the failure by all measurement
investigations to find an F-type PC in liver was mystifying. The
mystery deepened when it was noted that the formulation of
their elegant measurement theory required Katz and Wood to
abandon, indeed fail to mention, their earlier reservation and
criticism of the substandard evidence for the reaction sequence
of PPP (46) and the failure (by JK) to confirm its presence in
liver (47).

Search for an Alternative Reaction
Scheme for the Pentose Pathway

A resolution of the mystery was sought in the author’s labora-
tory, with investigations that commenced with the propositions
that the scheme of Fig. 2 may be an erroneous prediction of the
PPP mechanism and the coupling of reactions of Figs. 1 and 2
into a metabolic cycle (PC) [reaction (13)] had no firm experi-
mental support. For example, the McLean group (Reference 14,
p. 110) frequently reported, during a decade of investigations,
that the enzymes of Figs. 1 and 2 did not behave as “con-
stant proportion groups.” Rather their group values showed a
well-defined segregation into unlinked oxidative and nonoxida-
tive enzyme clusters with activities that independently varied.
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The L-Type Pentose Cycle

The following three sets of findings summarise selected aspects
of progress in the unraveling of a new PPP reaction sequence
in liver that was found to measure 20–30% of total glucose
metabolism. The experimental history of these events is fully
recorded by Williams et al. in References 42 and 53 and in
Reference 1 (pp. 766–790).

First, the foundational experiment that established the F-type
PPP was repeated using [1-14C]-Rib 5-P and the same rat liver
enzyme preparation. However, the reaction mixture was sam-
pled for the labeled Glc 6-P product at a series of much shorter
time intervals and right up to the 17-hour termination point
that was described for the original work. The results (Table 1)
showed a patterned assortment of label distributions in Glc 6-P,
which drifted from 8 hours to 17 hours toward the isotope com-
position in C-1 and C-3 that was noted originally by Horecker
et al. (40). However, in this study, the C-1/C-3 ratio at 17
hours was the prized value of 2. Moreover in the seven time
samples, which commenced at 1 minute, Glc 6-P was heav-
ily labeled in C-2, C-4, and C-6, whereas C-1 and C-3 only
began to accumulate 14C-isotope after 3 hours of reaction. Al-
though this was a study in vitro, it is obvious that liver cells
in vivo do not take between 3 and 17 hours to elaborate a path
of metabolism and that more enlightening events were being
revealed by the isotope distributions in the samples analyzed
between 1 minute and 30 minutes of reaction. Second, a carbon
balance analysis of all compounds in the various reaction mix-
tures showed that the intermediates of Fig. 2 only accounted
for 80% of the carbon in the Rib 5-P substrate (42). The com-
pounds comprising the missing 20% were identified as sugar
phosphates, mostly ketuloses (Fig. 4). These new reactants were
isolated, shown to be radioactive, and identified as Seh 1,7-P2,
D-manno-Heptulose 7-P, D-glycero-D-altro-Octulose 1,8-P2

(D-g-D-a -Oct); D-glycero-D-ido-Octulose 1,8-P2 (D-g-D-i -
Oct) and a small amount of Ara 5-P (42). Octulose monophos-
phates and bisphosphates and Seh 1,7-P2 were measured in
fresh liver by Paoletti et al. (54) and in spinach chloroplasts
by Flanigan et al. (33). Last, the structures and order of the
reactions of these sugar esters in a new and much modified
reaction scheme for the PPP in liver are shown in Fig. 4.
The new intermediary compounds were isolated easily from
all incubations from 30 minutes to 17 hours. The scheme of
Fig. 4 shows the new PPP with prediction 14C-labeling pat-
terns in the intermediates and products of the reactions. The
reaction scheme of Fig. 4 was formulated initially from the dis-
tributions of 14C in the labeled Glc 6-P (42) and D-g-D-i -Oct
1,8-P2 (55) formed from [1-14C]-Rib 5-P during the early inter-
vals of the repeat of the foundational experiment (42). The new
pathway, called L-(liver) type PPP, is distinguished from depic-
tions of the classic F-type PPP by the inclusions of Seh-1,7-P2

and octulose-(Oct)-monophosphates and bisphosphates together
with Ara 5-P as new intermediates. Aldolase, phosphotrans-
ferase (PT), and D-Arabinose-5-phosphate ketol isomerase (EC
5.3.1.13) are new enzymes. The effects of mass transfer cataly-
sis by TA were absent, but TA-exchange reactions (TAx) (56),
which contributed the [4,6-14C]-labeling pattern to Glc 6-P dur-
ing the first 8 hours were active (1, 42, 56). The TK reaction

forming hexose 6-P in the L-type PPP (Fig. 4) used D-g-D-i
-Oct 8-P as substrate. TK and Ald were also very active ex-
change catalysts (57–59).

A clear demonstration that aldolase is a mandatory catalyst in
liver PPP involved the immunochemical evidence of Bleakely
et al. (43) who showed the total cessation of hexose 6-P
formation when liver aldolase antibody titrated the removal of
aldolase from the system where Rib 5-P was reacted with the
same rat liver enzyme preparation that established the Fig. 2
scheme. Irrespective of the other contrary data, this evidence
alone showed another reaction mechanism involved Ald in liver
PPP. The claim that aldolase is an essential enzyme in the
PPP was also supported by data of (60) in which, using an
in vitro construction of a PPP preparation for the complete
oxidation of Glc, noted the formation of Oct-P and the need to
include aldolase and sedoheptulose 1,7-bisphosphatase for the
construction system to work .

Exposing the Problem of Assigning
a Reaction Scheme to the
Nonoxidative PPP

The reactions and enzymes shown in Fig. 4 occur in liver
cytoplasm and are expected items in the soluble enzyme com-
partments of most animals. Adipocytes as well as perhaps the
lactating mammary gland and some microorganisms may be ex-
ceptions. However, the failure to find incontrovertible evidence
for both F-pathways and L-pathways that permitted the place-
ment of C-3 to C-8 glycolyl phosphates in a reaction order and
with stoichiometry that satisfied flux demands of a metabolic
pathway or cycle is the crux of this 50-year-old enigma. Find-
ing an answer to the problem proved to be quick, obvious,
and simple. Uncovering irrefutable evidence and proof for the
explanation was a more pressing task that was solved by Flani-
gan et al. (61). It was the universal use of 14C isotopes in
prediction-labeling experiments to both inquire into mechanism
and predicate theories for quantifying the F-type and L-type
PPP that was the first fundamental error. The second misjudg-
ment was lack of practical attention to the consequences of the
glycolyl-group exchange reactions that are actively catalyzed
by TKX, TAX, and AldX. The subscript X is used to distinguish
exchange catalysis from the mass transfer activity of these en-
zymes. Despite some anecdotal warnings by the authors of Ref-
erences (49–51) that both exchange and mass transfer activities
could be anticipated in PPP and PS investigations, the warnings
were unheeded by the PC measurers. A rare exception, in which
an exchange-enzyme control accompanied measurements of the
L-type PC, is discussed by Williams (1) and Longnecker and
Williams (62).

13C-NMR spectroscopy was used by Flanigan et al. (61)
for the kinetic investigations of exchange reactions by group-
transfer enzymes. Adoption of NMR technology silenced the
unfailing criticism of 14C labeling patterns that were measured
by wet chemical methods. The maximum catalytic capacities for
exchange by the three enzymes were all quantified in reaction
mixtures at mass-transfer equilibrium. TAx was measured by the
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Table 1 Percentage distribution of 14C in glucose 6-phosphate formed during the time course
of reactions of [1-14C]-ribose 5-phosphate with rat liver enzyme preparation (42)

Carbon number 1 min 2 min 3 min 30 min 3 h 8 h 17 h

1 1.40 0.70 1.30 1.20 28.50 40.50 56.50
2 44.10 43.80 13.00 11.80 17.70 17.60 12.40
3 1.10 0.10 3.30 1.10 10.50 16.50 24.40
4 12.20 2.60 5.10 7.10 5.50 4.00 2.00
5 0.50 7.10 0.40 0.60 0.00 4.60 1.60
6 40.70 45.70 76.90 78.20 37.80 21.80 3.10
Recovery (%) of 14C 105.1 100.8 106.2 103.4 96.9 98.7 100.5
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Figure 4 L-type pentose phosphate pathway reactions. The [1-14C] ribulose 5-P substrate is the product of reactions shown at Fig. 1. The reaction
sequences illustrate the distinctive distribution of 14C in hexose 6-P and the following new intermediates: octulose monophosphate, sedoheptulose and
octulose bisphosphates. Transaldolase exchange reactions involving ribose and arabinose 5-phosphates are shown. Other detail of the L-type pathway is
given in the text. Reprinted from International Journal of Biochemistry, 19. Williams John. F., Arora Krishan K. and Longnecker John P. The pentose
pathway: A random harvest, 69 Pages, 1987, with permission from Elsevier, http://www.sciencedirect.com/science/journal/13572725
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exchange rate of the 13C-TA dihydroxyacetone group with un-
labeled Seh 7-P. TKx was measured by the rate of incorporation
of a (2-13C)-TK glycolaldehyde group to unlabeled Fru 6-P and
Aldx by the exchange of an unlabeled DHAP-Ald group from
D-g-D-a-Oct 1,8-P2 to [1-13C]-Rib 5-P and measurement of the
rate of formation of [4-13C]-D-g-D-a-Oct 1,8-P2. A comparison
of the exchange capacities of these enzymes with the maximum
nonoxidative PPP flux rates in three liver preparations showed
that TKx and Aldx exceeded flux by 9–19 times in liver cy-
tosol and acetone powder enzyme preparations in vitro and by
5 times in hepatocytes. TAx was less effective in exchange,
only exceeding the flux rate by 1.6 times and 5 times in liver
cytosol and acetone powder preparations, respectively. Values
for the ratios of the rates of group exchange and pathway flux
in liver are important because of the feature roles of hepatic tis-
sue and of these preparations in the establishment and status of
the Fig. 2 and Fig. 4 schemes in biochemistry. The prevalence
of exchange activity was also investigated using the dominant
TKx rates relative to the maximum PPP flux rates of normal
and regenerating liver, Morris hepatoma, mammary carcinoma,
melanoma, colonic epithelium, spinach chloroplasts, and epi-
didymal adipocytes. TKx rates in these preparations exceeded
PPP flux by 5–600 times (61).

Conclusion

A surfeit of evidence has accumulated slowly during the last
53 years to show that predictions and calculations based on
14C-distributions in PPP and PS products and intermediates are
pointless and misleading. The isotope patterns cannot reveal the
order of the reaction sequences, which can only be measured by
an uncompromised net flow of carbon. Instead the 14C-patterns
mainly reflect a composition of disorder, induced by random
combinations of group exchanges that scramble, and obliterate,
any underlying slow flux influences. The 14C ratios, which
are used by measurement theoreticians, in the PC reaction
products merely measure the net radioisotopic equilibrium of
the combination of reactions catalyzed by TAx, TKx, and Aldx.
Thus, the description and metabolic map of F-type (and the
L-type PPP) has been an erroneous presentation since its first
appearance in biochemical texts. In his monograph (11), Terry
Wood correctly concluded that “radioisotopic studies of PPP
(mechanism) have only created problems and their use should be
eschewed and replaced by investigations that use pure enzymes
and rigorous chemical procedures.”

How should we now view the PPP—with
or without conceptual structures?

The reactions of Fig. 1 are not in contention. The enzymes and
intermediates of Figs. 2 and 4 are probably present in most tis-
sues, particularly where Ald activity is greater than that of TA.
No secure evidence exists, however, that the individual reac-
tions of either Figs. 1 or 2 are so linked that they constitute a
metabolic pathway, with a flux generating step, ordered reactant,
and end-product stoichiometry or fixed direction of operational
flux. Nor is there a basis for belief that the PPP can operate as

a metabolic cycle. The reaction array is best perceived as a sur-
viving example of the unstructured primordial pools of reactants
that preceded the evolution of primary metabolic pathways and
cycles currently encountered in biochemistry. The pentose phos-
phate pool is a reservoir of glycolyl phosphates, with as many
accessible inputs and exits as there are intermediates in Figs. 2
and 4. This reservoir includes a link with hexose and triose phos-
phates of the glycolytic pathway that may react reversibly to
form or be formed from pentose phosphates by near-equilibrium
mass-action effects and in the process mix with other glycolyl
phosphates that are neither constrained by stoichiometric obli-
gation to connecting reaction sequences nor removed freely into
or supplied by the actions of other metabolism.
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Peptide libraries, which consist of a few thousands to tens of millions of
distinct peptides, can be generated combinatorially through biologic or
synthetic approaches. The phage-display peptide library method is simple
and economical, and peptides with various natural protein folds can be
generated by this approach; but this biologic method generally is limited to
peptides that contain only L-amino acids. Synthetic combinatorial libraries,
however, can accommodate D-amino acids, unnatural amino acids, and
even organic moieties, which makes these approaches highly versatile.
These synthetic methods include the spatially addressable parallel library
method, the combinatorial library method that requires deconvolution, the
one-bead one-compound (OBOC) combinatorial library method, the
self-assembled peptide nucleic acid (PNA) encoded chemical microarrays,
and the synthetic library method that requires chromatography selection.
Various methods to screen these combinatorial libraries have been
developed. For example, phage-display peptide libraries can be screened
for the ability of phages to bind to unique immobilized target proteins or
whole cells, peptide microarrays can be screened for their ability to interact
with fluorescent proteins, combinatorial library methods that require
deconvolution can be screened by standard solution-phase assays, and
OBOC libraries can be screened by on-bead binding or functional assays or
several solution-phase cell-based or biochemical assays. Combinatorial
peptide library methods are enabling technologies that have proven to be
very useful in basic research and drug discovery.

A combinatorial peptide library is a collection of a few thou-
sands to hundreds of millions of different peptides. Geysen
et al. (1) opened the door of the combinatorial library when they
reported the first combinatorial peptide library (96 peptides) that
was generated with the multipin technology in 1984. Since then,
several different combinatorial approaches have been developed
to generate libraries that contain many peptides with discrete se-
quences from which bioactive peptides can be isolated and/or
identified. In the early reports in this field, synthetic peptide li-
braries were generated and screened against antibody molecules
or streptavidin (1–4). About the same time, the phage-display
peptide library method was created (5–7). Since 1990, several
totally different combinatorial library methods have been intro-
duced. These methods enable one to generate and screen easily
and rapidly libraries with millions to billions of random pep-
tides. The screening of combinatorial peptide libraries allows

for the rapid discovery of peptide ligands or substrates against
a variety of biologic targets. The principle for selecting new
ligands by means of combinatorial peptide libraries exploits
the natural diversity of protein–protein and protein–ligand in-
teractions. It has emerged as a powerful tool in the study of
many biologic systems. The amino acid sequence of an “ac-
tive” peptide then is determined. Biologic peptide libraries, such
as those that involve filamentous phage-display peptides, typ-
ically can accommodate only the 20 natural amino acids. In
contrast, synthetic peptide libraries have the potential to incor-
porate D-amino acids and other unnatural amino acids, as well
as specific secondary structures or scaffolding structures that
may enhance biologic activity. In addition to amino acids, bi-
ologic building blocks such as monosaccharides, nucleotides,
lipids, or even small organic moieties can be used. The ad-
vent of these peptide library methods not only facilitates the
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drug discovery process but also provides important information
for the fundamental understanding of molecular recognition.
In this mini-review, we shall focus our discussion on the
preparation, screening, structure elucidation, and application of
various peptide library methods.

Peptide Library Methods

In essence only two approaches exist to generate combinato-
rial peptide libraries: biologic and synthetic library approaches.
According to the different techniques used, the synthetic li-
brary approach can be divided additionally into five methods:
1) the spatially addressable parallel library method (1, 4, 8),

2) the combinatorial library method that requires deconvolution

(3, 9), 3) the one-bead one-compound (OBOC) combinatorial

library method (2, 10), 4) the self-assembled peptide nucleic

acid (PNA) encoded chemical microarrays (11), and 5) the syn-

thetic library method that requires chromatography selection

(12). Although the focus of this review is on peptide libraries,

it is important to point out that the five synthetic methods can

be applied readily to the generation of small molecule, pep-

tidomimetic, and macrocyclic libraries.

Each peptide library method has its own advantages and

disadvantages. A comparison of these methods with respect to

cost, resources, and uses is shown in Table 1.

Table 1 Comparison of selected combinatorial library methods

Combinatorial library methods Advantages Disadvantages

Biologic library
methods

Phage-display Provides up to 109 peptide entities;
longer peptides (e.g., 30 amino
acids) with tertiary folds possible;
molecular biology and DNA
sequencing technique available in
many laboratories; inexpensive;
available commercially and from
many research laboratories; and
library can be expanded, aliquoted,
and stored frozen.

Limited to peptide libraries with
eukaryotic amino acids; limited to
binding and simple functional
assay.

Spatially
addressable
parallel library
method

Multi-pin
technology

Structure determination not needed;
pin library can be screened directly
for binding; releasable peptides
from higher loading lanterns can be
screened by multiple-solution phase
assays; moderately expensive pins
and crowns can be used a few times
without obvious loss of activity;
and commercially available.

Peptide library is relatively small; pin
library with linker effect; and
limited to binding and simple
functional assay.

SPOT synthesis Structure determination not needed;
convenient on-paper assay;
moderately expensive; spot
synthesis equipment and
custom-spot peptide membrane are
commercially available.

Peptide library is relatively small;
limited to binding and simple
functional assay if bound peptides
are used for the assay; releasable
peptides possible, but each in small
quantity; and peptide spot
membrane generally not recyclable
for subsequent use.

Nanokan
technology

Easy readout with radiofrequency tags;
applicable to standard
solution-phase assay; solution
peptides can be used for multiple
assays; and commercially available.

Peptide library is relatively small;
inefficient unless split-mix
synthesis used; peptide requires
cleavage from resin for subsequent
solution-phase screening; and
equipment and supplies are very
expensive.

The 96- deep
well plate
system

Applicable to standard solution- phase
assay; solution peptides can be
used for multiple assays; and
robotics for automated synthesis
are commercially available.

Inefficient synthesis unless fully
automatic; equipment and supplies
are expensive.
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Table 1 (Continued )

Combinatorial library methods Advantages Disadvantages

Peptide
microarray

Microassay possible, saving expensive
and precious assay reagents;
moderately expensive; replicates of
peptide chips can be made; and
peptide chips are available
commercially or can be
custom-made.

Linker effect; in situ synthesis not
available widely; spotting technique
is rapid but requires synthesis of
individual compound separately;
limited to on-chip binding and
some functional assays; and peptide
chip generally not recyclable for
subsequent use.

Synthetic library
methods that
require
deconvolution

Iterative
approach

Many peptides can be synthesized and
analyzed rapidly; can be applied to
standard solution-phase assay;
inexpensive; and can be
synthesized easily by experienced
peptide chemist.

Peptide mixture; requires multiple
separate iterative synthesis; not as
efficient as the positional scanning
method (below); and library not
commercially available.

Positional
scanning

Same as iterative approach (above)
except it is more efficient and less
synthesis is required; libraries can
be aliquoted and used for multiple
assays.

Peptide mixture; results may be
ambiguous if multiple hits with
different motifs are present in the
mixture; and library not
commercially available.

One-bead
one-compound
library
method(OBOC)

On-bead
screening

Highly efficient synthesis and
screening; each peptide is spatially
separable, therefore multiple
different motifs can be identified;
applicable to both binding and
functional assays; inexpensive; and
can be synthesized easily by
experienced peptide chemist.

Linker effect unpredictable until tested;
chemical structure of positive beads
has to be analyzed; and library not
commercially available.

Releasable
assay

Highly efficient synthesis; screening
applicable to both binding and
functional assay.

Releasable chemistry more involved
but is still much more efficient than
many other library techniques; new
solid support that easily can release
compounds needs to be developed;
and library can not be reused and is
not commercially available.

Self-assembled
PNA encoded
chemical
microarrays

Library decoding on DNA chip is
highly efficient; mix-split synthesis
possible.

Synthesis of PNA tag is cumbersome;
requires special DNA chip for
decoding; limited to binding and
simple functional assay; and not
commercially available.

Synthetic library
method that
uses affinity
chromatography
selection

Library synthesis is easy; inexpensive;
and can be synthesized easily by
experienced peptide chemist.

High background because of
nonspecific binding; only
predominant motif can be
identified; limited application; and
library not commercially available.

Biologic Library Method

The first biologic peptide library was reported by Parmley and
Smith in 1988 (13). They developed the “fusion phage” by
inserting foreign DNA fragments into the encoding gene of
the pIII protein. This development led to the expression of
an L-amino acid-containing peptide on the virion surface that
did not affect virus infectivity. Each phage particle has five

copies of the peptide on one end. The M13 phage is the most
widely used phage-display system because of its high capac-
ity for replication and its ability to receive large DNA inserts
into its genome. Trinucleotide sequences that encode specific
amino acids can be constructed and inserted into the phage
genome either to increase diversity or to introduce a bias into
the clone population. This very powerful method enables the re-
searcher to routinely generate 108−109 different phages. Such
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a library can be panned against a target molecule by stan-
dard protocols. Other biologic peptide libraries include plas-
mid libraries, polysome libraries, fimbria libraries, yeast-display
libraries, bacterial flagella libraries, mRNA-display libraries,
ribosome-display libraries, and other more recently developed
in vitro selection methods. For a review on biologic libraries
please see Reference 14.

Biologic library methods enjoy the following advantages over
synthetic peptide library methods: 1) Many peptide entities
can be generated easily and economically, 2) the biologic
library method can take advantage of known protein folds (e.g.,
immunoglobulin fold, zinc-finger fold, or conotoxin fold) by
grafting random oligopeptides onto such tertiary folds, and
3) less restriction exists on the size of the peptide (e.g., 30 amino
acids) one can generate. However, the biologic approaches
suffer from three major disadvantages: 1) With the current
systems, only the natural L-amino acids (20 eukaryotic amino
acids) can be incorporated into these libraries, and incorporation
of unnatural amino acids or other organic subunits into these
libraries generally is not feasible, 2) although simple disulfide
cyclization is feasible and longer peptides with specific protein
folds (such as immunoglobulin folds) may be used, complicated
bicyclic, compact scaffolding, branched structures, or molecules
with a special chemistry of cyclization are impossible, and
3) the screening assays of the biologic libraries generally are
limited to the binding assays (e.g., panning) and some functional
assays such as protease substrate determination (see below).
These methods generally are not applicable to most standard
drug screens that use solution-phase assays. Synthetic peptide
libraries, however, can overcome many of these limitations.

Synthetic Library Methods

Spatially addressable parallel library
method

Peptide libraries can be synthesized on solid-phase support by
using spatially addressable high-throughput synthetic methods
(manual or automated). The amino acid sequence of each of
these peptides is predetermined. The reported techniques based
on this strategy include multipin technology, SPOT synthesis,
NanoKan, peptide microarray, multisyringe system, and the
96 deep-well plate system. These methods are labor-intensive
but can be facilitated by robotics. Depending on the library
method used, the peptide library is screened either by a direct
solid-phase binding assay or by a solution-phase assay. The
chemical structure of the positive peptide then is decoded by
location. The major drawback of this method is that only limited
number of peptides can be synthesized and therefore the library
generally is rather small.

Multipin technology

As mentioned earlier, the first peptide library with a limited
number of peptides was generated by using multipin technology
in 1984 (1). In this method, acrylic acid is irradiation-grafted
onto the tip of polyethylene pins. Each pin is inserted into

an adapter that fits over a 96-well polypropylene plate with
a standard microtiter plate footprint. Each well of the microtiter
plate then serves as a separate reaction vessel for the amino
acid-coupling steps. In the original experiments, ∼50 nmol
(ideally) of a single peptide was linked covalently to the
spherical head of each pin. Today, the multipin system is
available commercially from Mimotopes (San Diego, CA) as
Pepsets. The peptide loading of each pin has been increased
significantly by introducing the so-called “SynPhaseTM Lantern”
(e.g., 75 µmol for the SynPhase PS A-Series Lanterns) or
“SynPhaseTM Crown” (e.g., 8.3 µmol for the I-Series Crown)
to fit into the tip of each pin.

Tea bag and nanokan technique

In 1985, Houghten (15) introduced the “tea bag” method for
simultaneous multipeptide synthesis. In this method, peptide
synthesis occurs on resin beads that are sealed inside labeled,
porous polypropylene packets. At the end of the synthesis, the
individual peptides are liberated from the resin. In 1995, this
method was improved by using minibaskets (e.g., Nanokan) to
encapsulate radio-frequency microchips (Rf tagging) and a sam-
ple of resin beads for peptide synthesis (16, 17). Each of these
minibaskets can be scanned with an electronic reader before or
right after each coupling cycle during the “split-mix” synthe-
sis (see Fig. 1a) (2, 3, 18). Therefore, the synthetic history of
each minibasket can be traced. At the end of the synthesis, com-
pounds can be cleaved off the resin beads inside each minibasket
and placed in a 96-well plate to form a spatially addressable
compound library. The main advantage of this method is that it
offers considerable synthetic flexibility as one may use any resin
bead in the synthesis. A few thousand to ten thousand individ-
ual peptides can be generated easily. Furthermore, peptides can
be produced in sufficient quantity (500 µmol) for purification
and complete characterization if desired. The IRORI Nanokan®
system is available commercially from Discovery Partners In-
ternational (San Diego, CA). However, the IRORI system is
very expensive. A less expensive encoding system, called En-
core (Torviq Inc., Granger, IN), uses “necklace” color tags and
multicolor reaction vessels to encode the synthetic history. This
system also uses the “split-mix” synthesis strategy to generate
compound libraries with a limited number of compounds.

SPOT synthesis technique

A peptide library can be synthesized using the SPOT synthe-
sis technique to form a low-density peptide spot array (e.g.,
25 spots/cm2). In this method, different peptides are synthe-
sized in situ as low-density arrays on cellulose membrane or
paper (8). The volume of Fmoc-amino acids and coupling
reagents dispensed creates a specific SPOT size that deter-
mines both the scale of reaction and the absolute number of
peptides that can be arranged on an area of a membrane.
Cotton (another form of cellulose) and polystyrene-grafted
polyethylene film segments also have been used as solid sup-
ports. Recently, polymeric membranes that are chemically, me-
chanically, and thermally more stable have been developed,
which include hydroxy-functionalized PEG acrylate polypropy-
lene membranes and an amino-functionalized ester-free PEG
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Figure 1 The ‘‘split-mix synthesis’’ method to generate a one-bead one-compound combinatorial library (a) and a number of permutations for random
peptide libraries (b). P, E, and T are building blocks (in this case amino acids).

methacrylamide polypropylene membrane. SPOT synthesis is
amenable to miniaturization and automation. Automatic instru-
ments such as the Auto-SPOT Robot ASP222 (Intavis Inc.,
Cologne, Germany) for SPOT synthesis are available commer-
cially. The advantages of the method are that it is simple, not
too expensive, and capable of providing sufficient quantities of
peptides for various applications.

Peptide microarrays

Peptide microarrays are prepared by immobilizing many peptide
molecules on the surface of a solid support in a small area in an
addressable fashion. The immobilization can be achieved via in
situ synthesis or chemical ligation through a covalent bond. A
hydrophilic linker between the solid surface and the peptide usu-
ally is added to minimize steric hinderance caused by the solid
support. The most commonly used solid support for microarray
printing is a standard microscope glass slide. Other solid sup-
ports also have been used such as polystyrene, nitrocellulose
membranes, PVDF membranes, Hybond ECL membranes, gold
surfaces, and chemical vapor deposited diamond films.

Peptide arrays on paper or cellulose membranes gener-
ated by SPOT synthesis generally are low density, even with
the commercially available automatic SPOT synthesizer. Such
a low-density peptide chip (several thousand peptides) now
is available commercially, for example, PepChip™ microar-
ray from Mimotopes. Foder et al. (4) first described the

high-density peptide microarray using the photolithographic
light-directed parallel synthesis method. The disadvantage of
this method is that it requires building blocks (in this case,
amino acids) protected with photolabile protecting groups (e.g.,
6-nitroveratryloxycarbonyl) that are not available yet commer-
cially. To address this problem, Gao et al. (19, 20) devel-
oped digital photochemistry for parallel synthesis of peptides
to prepare a peptide microarray. In this method, they com-
bined light-directed synthesis (controlled by computer) with
microfluidics so that photo-generated acid (e.g., H+SbF6

−)
can be generated in situ (with light) to remove the protect-
ing groups of standard commercially available building blocks
such as Boc-protected amino acids. More recently, the same
group has developed a novel photogenerated base (PGB) ap-
plicable to Fmoc-chemistry for the parallel synthesis of a pep-
tide on a microarray. When fully optimized, this versatile in
situ, high-throughput parallel synthesis of peptide microarrays
would offer unprecedented opportunities for creating various
high-throughput detecting and sensing devices, which would
enable a broad range of biochemical and biomedical appli-
cations (21).

We reported site-specific ligation of peptides to a carrier pro-
tein or polymer before printing onto the glass slide with an
automatic arrayer to form a peptide microarray (22). Recently,
Dikmans et al. (23) reported a novel process for manufacturing
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multipurpose high-density peptide microarrays termed “Spot-
ting compound-support conjugates” (SC2). In this method, a
trifluoroacetic acid (TFA) cocktail containing > 80% TFA plus
scavengers is used to solubilize the peptide-cellulose of each
SPOT. The peptide-support conjugates then are precipitated, re-
dissolved in dimethyl sulfoxide (DMSO), and then printed on
glass slides.

Synthetic Library Methods that
Require Deconvolution

The term “deconvolution” has been used to describe the pro-
cess whereby the active molecule or molecules in a library are
identified, usually by the iterative testing of mixtures of com-
pounds for a specific biologic property. Using the results from
biologic assays, the identity of the active component may be
deduced without the need to determine directly or indirectly its
chemical structure. The two main deconvolution approaches are
the iterative process (24) and the positional scanning (25). In
the iterative approach first reported by Geysen et al. (24) in the
multipin system, a progressive selection is performed by choos-
ing one amino acid at a time for each position. Sublibraries are
generated based on the result of the previous one; therefore, the
sequence is obtained step by step. In the positional scanning
method reported by Pinilla et al., sublibraries of peptides with
an amino acid fixed at one designated position but randomized
in other positions are prepared and tested for biologic activities.
Based on the biologic assay results, the amino acid sequence
of the active peptide can be deduced at the end of the process.
This method assumes that the contribution of each amino acid
residue to the biologic activity is independent of each other.
It works very well only if one predominant motif exists for
the target protein. An interpretation of results from targets with
multiple binding motifs likely will be difficult.

OBOC Library Method

In 1991, we first reported the OBOC concept to synthesize
peptide libraries using a “split-mix synthesis” method (Fig. 1a)
(2). The peptide is synthesized on resin beads such as a 90 µm
diameter TentaGel resin (Rapp Polymere, Tubingen, Germany).
Because each bead is in contact with only one amino acid at a
time during each coupling cycle and the reaction is driven to
completion, each bead expresses a single peptide entity (Fig. 1a)
and carries about 100 pmol peptide. Because the peptide beads
in an OBOC combinatorial library are spatially separable, an
OBOC library can be considered as a huge chemical microarray
that is not addressable.

The main advantages of the OBOC method include: 1) A
large number (e.g., 106−108) of peptides can be synthesized
(Fig. 1b) and screened rapidly and simultaneously by using ei-
ther one or a combination of both on-bead and solution-phase
assays, and 2) multiple peptide ligands with completely different
motifs often can be identified in a single screening. This occur-
rence is the opposite of the (convergent) iterative approach (see

above) in which multistep synthesis and screening result in the
emergence of only one, but not necessarily the best, solution
motif.

One major disadvantage of the OBOC method using the
on-bead screening method is that each library compound is
tethered to the solid support via a linker such as polyethylene
glycol and may result in steric hindrance between the cellular
receptor and the library compound. However, in some instances
the linker may be beneficial, for example, the linker can be used
as a convenient handle to link the cancer-targeting ligand to the
therapeutic payload.

Self-Assembled PNA-Encoded
Chemical Microarrays

In this method, peptides or small molecules are prepared by
the “split-mix synthesis” method and cleaved from the resin to
form an encoded solution-phase library such that each library
compound is tethered to a PNA code via a hydrophilic linker
(11). The library then is mixed with the target protein and later
exposed to planar oligonucleotide microarrays of predetermined
sequences. Alternatively, the encoded soluble library can be
hybridized to the oligonucleotide microarrays before incubation
with the target protein.

Synthetic Library Method that
Requires Chromatography
Selection

In this method, the peptide library is an equimolar mixture of
random peptides in solution phase from which ligands can be
isolated with affinity chromatography (12). It usually is synthe-
sized on solid support with a “split-mix synthesis” method. The
peptides then are cleaved from the resins, and the solution-phase
peptide library is loaded onto an affinity column with an immo-
bilized receptor. After thorough washing, the bound peptides are
eluted and microsequenced. Major concerns about this method
include nonspecific binding and uninterpretable results if more
than one predominant motif is present in the mixture. Addi-
tionally, enough purified peptide must be retrieved for accurate
microsequencing or mass spectrometry analysis. In general, be-
cause of the high background from nonspecific binding, the
affinity selection method, with rare exceptions, can be applied
only to a relatively small peptide library (e.g., <10,000 pep-
tides).

Peptide Library Screening

Peptide library screening can be divided into two categories:
solid-phase screening, in which peptides still are tethered to
the solid-phase support, and solution-phase screening in which
the peptides are released from the solid support and tested in
solution. Solid-phase screening is generally easier with higher
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throughput than is solution-phase assay. However, the linker
that tethers the peptide to the solid support may interfere with
the interaction between the peptide and its receptor. In addi-
tion, the multivalent binding between the immobilized synthetic
and phage-display peptide gives little information about the real
binding affinity between the receptor and an univalent soluble
peptide. Different assays such as ELISA, cell-based cyctotoxic
assay, antimicrobial assay, affinity chromatography, and radio-
metric and fluorescence-based assays can be used to screen
peptide libraries. Surface plasmon resonance spectroscopy (e.g.,
Biacore) is a powerful technique to screen soluble and un-
labeled peptides, which allows the real-time measurement of
soluble peptide binding to different targets of interest immo-
bilized on a chip such as proteins, sugars, fatty acids, nucleic
acids, cell membranes, and even whole cells. However, com-
mercially available equipment (e.g., Biacore) that uses label-free
detection equipment is generally low throughput. In the last few
years, several reports have applied label-free optical detection
methods to screen peptide or chemical microarrays (26, 27).

To screen large libraries optimally, carefully selected high-
throughput assays should be employed. The choice of the
assay system used largely depends on the combinatorial library
method used to construct the library, the availability of reagents
such as enzymes, antibodies, and radiolabeled ligands, and
of course the biologic target itself. To isolate the few active
peptides from the library successfully, it is essential to have
a robust and accurate screening method that can screen large
libraries rapidly. One may use several assay systems serially first
to narrow down the potential ligands and then retest them for
biologic effect and crossreaction with other unwanted targets.

Phage-Display Library Screening

The phage-display peptide library can be screened easily by pan-
ning (e.g., binding to an acceptor-coated petri dish). The phages
that bind specifically to an acceptor molecule will be isolated
and enriched via several cycles of panning and amplification in
Escherichia coli (E. coli ). By the end of the panning, the bound
phagemids are eluted, cloned, and processed for subsequent
identification via DNA sequencing. The phage-display peptide
library also has been screened with intact cells in cell culture to
identify ligands that bind cell surface receptors. Peptides with
a propensity to bind and then enter intact cells can be selected
by eluting the phagemids off the cell surface before lysing the
cell for phage recovery. Ligands identified through in vitro pro-
tein or cell panning need to be validated and evaluated for in
vivo targeting. Phage-display peptide libraries also have been
screened in vivo in experimental animal models and humans.
For example, different libraries have been screened for binding
to the vasculature of various organs and tumors by injecting
the phage library intravenously into live animals. Organ- or
tumor-bound phage then are amplified in E. coli and screened a
second and third time before sequence analysis. In a recent study
by Krag et al. (28), patients with late-stage melanoma, breast,
and pancreatic cancer were infused with random phage-display
peptide libraries or phage-display short chain Fv antibodies
in either single or multiple panning experiments. For more

information about using the phage-display peptide library ap-
proach to identify cancer-targeting ligands, please see our recent
review (29).

In some cases, functional assays have been used to screen
phage-display peptide libraries. For example, a phage-display
hexapeptide library was constructed with an epitope tag dis-
tal (N-terminus) to screen for peptide substrates of a specific
protease. All the phages were captured by an immobilized
anti-epitope antibody. After incubation with a tissue plasmino-
gen activator (tPA), phages that expressed a peptide substrate
for tPA were released for subsequent rounds of selection. A
similar approach was applied to discover peptide substrates for
HIV-1 protease.

Spatially Addressable Parallel
Library Screening

The spatially addressable parallel libraries can be screened using
either a solid- or a solution-phase assay depending on the
method used to generate the library. In solid-phase assays, the
peptide still is linked covalently to the solid support, such as
a pin, SPOT-membrane, or glass surface. The molecular target
can be a purified protein, a protein mixture, an enzyme, an
intact cell, or a whole organism such as bacteria or virus. For
example, enzyme-linked immunosorbant assay (ELISA) assay
has been used for a multipin or spot-synthesis peptide library.
Binding assays can be used to determine binding specificities,
such as for the identification of cell-specific surface markers.
One unique feature of chemical microarrays for cell adhesion
analysis is that in addition to obtaining binding profiles of
different cells to many ligands, one also can examine the
signaling response of each binding event. Such signaling profiles
can be determined with many fluorescent-labeled antibodies in
conjunction with confocal microscopy. Functional properties
also could be examined by using other assays to measure
specific biologic effects that the ligands have on the target.

In the solution-phase assay, the peptides are cleaved from
the solid support, which enables the soluble ligands to interact
freely with the target molecule or cell. The peptides are put into
96-, 384-, or 1536-well plates for high-throughput biologic anal-
ysis with the aid of robotics. Many conventional assays can be
applied to the screening including cell-based cytotoxic assays
such as MTT and XTT assays, antimicrobial assays, compet-
itive ELISA assays, radioimmunoassays, radioligand binding
assays, fluorescent polarization assays, time-resolved fluores-
cence assays, fluorescent protein-based recombinant cell bioas-
says, scintillation proximity assays, and cell-based calcium flux
assays.

OBOC Peptide Library Screening

OBOC peptide library can be screened on bead or in solu-
tion phase if the bound peptides are released via a cleaveable
linker. The on-bead assays include binding and functional as-
says. In the binding assays, the target of interest could be a
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purified protein, a protein complex, cell lysates, live cells, or
a whole microorganism. In the case of protein screening, pro-
tein first is incubated with a library of immobilized ligands.
Protein-ligand interaction can be visualized with an appropri-
ate reporting group such as a biotin, an enzyme, a fluorescent
probe, a color dye, or a radionucleotide. The biotinylated pro-
tein can be detected with a colorimetric assay by using a
streptavidin-alkaline phosphatase conjugate followed by color
development with a 5-bromo-4-chloro-3-indoyl phosphate. Flu-
orescent microscopy has been used successfully to screen bead
libraries with fluorescent probes. An organic fluorescent dye or
quantum dots have been used as a fluorophor to label the target
protein. Radiolabeled probe is useful but more tedious than the
colorimetric method.

The use of intact live cells or whole microorganisms to screen
OBOC peptide libraries is very attractive because purified target
proteins are not needed in such a screening. For microorganisms
such as a virus or a bacteria, a reporter antibody or a specific
dye that stains such microorganisms may be useful. For intact
cells, reporter probes are not needed because cells that bind to
a bead can be visualized easily under a dissecting microscope.
The positive beads can be washed off the cells and sent for
sequencing. To enhance the quality of the results more, the
positive beads can be retested against either the same cells or
different cells lines before being sequenced to ensure that they
are true positives. Alternatively, one may label one cell type
with calcein and leave the negative control cell line unlabeled.
Beads that bind only to fluorescent green cells but not to
colorless cells can be considered true positive beads. After
sequencing, they can be resynthesized and retested or submitted
for other assays such as the functional assay described below.

Lathrop et al. (30) recently reported a new method called the
“Bead blot” for identifying ligand–protein and protein–protein
interactions using OBOC combinatorial peptide libraries. In this
method, a peptide library synthesized on chromatography resin
beads is incubated with a starting material that contains a target
protein for which a ligand is sought. Then the protein-loaded
beads are immobilized in a porous matrix, and the proteins are
eluted directionally from the beads and captured on a membrane
that is superimposed on the beads. The location of the target
protein on the membrane is determined by probing the bead
blot with various antibodies, and the beads that originally bound
the protein are identified and sequenced. The advantages of the
“Bead blot” include the ability to select ligands of unpurified
protein, including trace proteins present in complex materials,
and ligands of multiple proteins under a variety of conditions
in a single experiment.

Aggarwal et al. (31) synthesized a random one-bead one-
dimer peptide library on a polyethylene glycol acrylamide
(PEGA) resin by modifying the one-bead one-compound method
and screened the library with a prostate cancer cell line LNCaP.
One peptide, QMARIPKRLARH, was found to bind as a dimer
to LNCaP cells that had been spiked into the blood, but it did
not bind to normal hematopoietic cells.

In addition to the binding assay, functional assays have been
developed for the screening of OBOC libraries to identify
specific substrates for protein kinases and proteases. Highly
porous PEGA resin is used for the peptide library construction

because it allows the enzyme to gain access to the bead interior.
To identify peptide substrates for protein kinases, the bead
library is incubated with [γ-32P]ATP and the protein kinase.
The phosphorylated peptide bead library is washed thoroughly
and immobilized on a glass plate with agar. The 32P-labeled
beads then are detected by autoradiography, and individual
radiolabeled (“active”) beads are isolated for microsequencing.

For protease substrate screening, OBOC peptide libraries with
fluorescent dye incorporated at the C-terminus and a quencher
at the N-terminus have been used. Peptide-beads susceptible
to protease cleavage will fluoresce. These fluorescent-labeled
beads were isolated for microsequencing under a fluorescent
microscope or isolated by a fluorescent-activated bead sorter
(e.g., COPASTM BIOBEAD, Union Biometrica, Inc, Somerville,
MA). Information about the substrate sequence, the cleavage
point, and the degree of cleavage can be obtained in a single
screening. Meldal (32) extended the OBOC concept to gen-
erate one-bead two-compound (OBTC) peptide libraries. For
example, an OBTC library can be generated on a PEGA resin
that contains both a library of inhibitors of proteolytic enzymes
and a fluorescence-quenched substrate that competes with the
inhibitor for binding to the active site of the enzyme.

Thus far, only a few groups have reported on the release of
compounds from OBOC libraries for solution-phase assays. An
elegant and powerful approach to screen the OBOC libraries
is the in situ solution-phase releasable assay, in which the
compound-bead libraries are immobilized in a thin layer of agar
(33). Compounds from each bead then are released to the vicin-
ity of each bead for a solution-phase assay in the semi-solid.
This method works particularly well for identifying antimicro-
bial and anticancer agents because a zone of growth inhibition
around the positive beads can be detected easily. Jayawickreme
et al. (34) reported a “cell-based lawn format” that uses an in
situ photocleavage method to release the compound. These in
situ releasable solution-phase assays have great potential but
will require more development before they can be used reliably
for drug screening. For example, special solid supports need to
be developed so that all compounds will diffuse freely out of all
beads into the surrounding media. We recently have developed
novel bilayer shell core beads for such purpose (unpublished
work). These beads consist of a polystyrene core in which the
coding tags reside and a hydrogel shell on which releasable
library compounds are attached.

An alternative approach to using solution-phase assays to
screen an OBOC library is to release compounds from an
individual or small collection of compound beads in a microtiter
plate. The released compounds then are subjected to standard
solution-phase assays or are used to print multiple replicates of
chemical microarrays. To have enough material from one single
bead for biologic assays, one may use macrobeads (250–500 µm
diameter) or bead aggregates that are prepared by cross-linking
the TentaGel resin beads with glutaraldehyde.
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Synthetic Libraries that Require
Deconvolution

Many existing solution assays can be applied to the peptide
libraries made by this approach. As mentioned above, multistep
synthesis and screening that identify only one, not necessarily
the best, solution motif are performed.

Self-Assembled PNA-Encoded
Chemical Microarrays

In the original report, it was used for the screening of protein
binding. Like the OBOC method, a whole-cell binding assay
also can be applied to the encoded planar chemical microarrays,
although this has not been reported.

Synthetic Libraries that use Affinity
Chromatography Selection

For the affinity column selection library, a solution-phase pep-
tide library (a mixture) is loaded onto a column with an immobi-
lized target protein. This method has been applied successfully
to retrieve an antibody-specific binding peptide from a mixture
of peptides. It also was reported to identify peptide motifs for
SH2 domains and kinase domains of protein tyrosine kinases.

Elucidation of the Chemical
Structure of Active Peptides

An important goal in screening combinatorial libraries is the
identification of novel structures that interact with receptor tar-
gets of biologic interest. Depending on the methods used to
generate the library, the procedures for the structure determina-
tion of active peptides identified from screening vary.

Phage-display peptide library
Standard DNA sequencing is used to elucidate the structure
of an active peptide. From the DNA sequence, one then can
determine the amino acid sequence of the displayed peptide.

Spatially addressable library
The structure of each peptide in the library is known already;
therefore, structure determination of the positive lead is not
needed.

OBOC combinatorial library
In peptide libraries composed of α-amino acids (including many
unnatural α-amino acids), automatic microsequencing by Ed-
man degradation is the method of choice. However, the Ed-
man sequencing method is expensive, is relatively slow, and
requires that the N-termini of the peptide are free; plus, the
peptide consists of α-amino acids only. For peptides without a
free N-terminus (e.g., cyclic peptides that use the N-terminal
amino group for cyclization), branched peptides, and peptides
with one or more nonsequenceable building blocks (e.g., β and
γ-amino acids), the OBOC library synthesis requires different
synthetic and chemical encoding strategies. Based on the chem-
istry used, decoding can be achieved by either Edman microse-
quencing, mass spectrometry (MS), or gas chromatography. To
eliminate the interference of coding tags with the screening,
the coding tags should be in the bead interior (Fig. 2a). We
recently have developed two simple, yet highly robust, meth-
ods to prepare topologically segregated bilayer beads (Fig. 2b)
(35, 36). We recently reported a new “ladder-synthesis” ap-
proach that combines both “ladder-synthesis” and bilayer bead
concepts to encode OBOC nonsequenceable peptide and pep-
tidomimetic libraries (36). An add-in benefit of the new
“ladder-synthesis” is that the library beads generated by this
method are amenable to both MS and Edman microsequenc-
ing if the compound is a sequenceable peptide (Fig. 2c).
More recently, Joo et al. (37) used a similar approach for a
high-throughput sequence determination of OBOC cyclic pep-
tide library members using partial Edman degradation/MS.

Synthetic library methods that require
deconvolution
Structure determination by physico-chemical methods for de-
convolution libraries is not necessary because the chemical
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Figure 2 (a) Spatial separation of a testing peptide and coding tag. A, B, and C are sequenceable or nonsequenceable amino acids; X, Y , and Z are
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structure of the active compound can be deduced from the syn-
thetic history and analysis results of the compound mixtures.

Self-assembled PNA-encoded chemical
microarrays
The identity of the positive library compound that interacts with
the target protein can be determined by knowing the nucleic acid
sequences of the oligonucleotide microarrays.

Affinity column selection
For the synthetic library method that uses the affinity chro-
matography selection approach, the bound peptides can be
eluted and microsequenced by Edman degradation. Concurrent
microsequencing of the retrieved peptide mixture can be per-
formed rather than sequencing individual peptides. Sequence
motifs then can be defined in a fast and efficient way. How-
ever, the amino acid sequence obtained will be the result of
the summation of the peptide mixture. Unless a predominant,
distinct motif and an alignment of one or more of the critical
residues exists within the peptide sequence of the library (e.g.,
with a fixed residue at a specific position), the result could be
very difficult if not impossible to interpret.

Practical Applications of
Combinatorial Peptide Libraries

Combinatorial library technology can be employed to study
almost any biologic target, and results from these studies can
increase our fundamental understanding of cellular function and
signaling pathways. It also can be used for the discovery and
optimization of drug leads. Random peptide libraries displayed
on phages have been used successfully for a variety of biologic
applications. These applications include the discovery of peptide
ligands to target receptors, specific ligands for DNA sequences,
enzyme inhibitors, peptides that mimic carbohydrate structures,
protein–protein interfaces, and receptor binding sites. Others
include peptide ligands for cancer cells and cancer-associated
proteins. In vivo screening of phage-displayed peptide libraries
has resulted in the discovery of peptide ligands that bind to the
endothelium of tumor blood vessel and lymphatic vessels of
specific organs, tissues, or cancers.

Over the last decade, the synthetic combinatorial library ap-
proach has been applied successfully to various biologic sys-
tems. These systems include the identification of ligands against
antibodies (both continuous and discontinuous epitopes), strep-
tavidin, avidin, opioid receptors, melanin-stimulating hormone
(MSH) receptors, surface idiotype of B-cell lymphoma cell
lines, T cells, bombesin receptors, molecules A2 and B7 of
major histocompatibility complex (MHC) class I cytokine re-
ceptors, signal transduction adaptor molecules such as SH2 and
SH3 domains, adhesion molecules such as gpllb/Illa, specific
metal ions, double-stranded DNA, and organic dye molecules.
In addition, peptides with antiprotease (including HIV protease),
anti-inflammatory, antibacterial, and catalytic activities have
been discovered. Furthermore, substrate motifs for various pro-
tein kinases, proteases, deacetylases, or other posttranslational

modification enzymes have been elucidated. Peptide-based en-
zyme mimics (artificial enzymes) have been identified through
screening combinatorial peptide libraries. We reported the use
of a 32P or 33P phosphorylation assay and an autoradiographic
method to identify specific and efficient peptide substrates for
protein kinases. We also have described the use of whole-cell
binding assays in which bead libraries are mixed with live
cells to identify cell surface-binding peptide ligands specific
for prostate cancer, nonsmall cell lung cancer, and lymphoma
cells. Table 2 summarizes some published applications of com-
binatorial library methods.

Combinatorial chemistry also has been applied successfully
to the field of material science (38, 39). This application in-
cludes the discovery of polymeric structures with specific phys-
ical, chemical, electrochemical, photochemical, or photoelectric
properties.

Future Directions

Combinatorial chemistry has been playing a central role in
the field of chemical biology. Huge libraries of peptides, pep-
tidomimetics, small molecules, natural product-like molecules,
and macrocycles can be generated on solid support or in solu-
tion phase. Many methods have been developed to screen such
libraries. Numerous reports detail the successful application of
these technologies to basic research and to the development of
pharmaceutics, diagnostics, imaging agents, new materials, cat-
alysts, and biosensors. Biologic libraries such as phage-display
peptide libraries, although very powerful and useful, are lim-
ited primarily to the standard 20 L-amino acids. With existing
technology, the incorporation of a few selected unnatural amino
acids into such libraries is, in principle, feasible but far from
a routine (40). A need exists to develop highly robust biologic
combinatorial chemistry systems that enable one to incorporate
many unnatural amino acids, including some that can be modi-
fied subsequently through site-specific ligation or derivatization.
Peptide and chemical microarrays (planar or bead-based), with
or without microfluidics, have been evolving rapidly in the last
decade. Many new technologies to generate and screen such
microarrays have been developed. One major challenge is to
develop a robust label-free optical detector that can measure
the real-time binding kinetics of a pure target protein or com-
plex protein mixtures against high-density microarrays (e.g.,
10,000–20,000 discrete peptide or chemical spots per three
square inches, a size of a microscope glass slide). Another chal-
lenge is to develop an efficient in situ light-directed synthesis
of chemical molecules other than peptides and nucleic acids in
a high-density microarray format.

The OBOC combinatorial library method is highly versatile
and economical. It also is a form of chemical microarrays. Many
investigators successfully have applied the on-bead screening
methods in their research. The solution-phase and cell-based
assays for OBOC libraries, however, are much less developed
and have been applied successfully in only a few laboratories. A
need exists to develop robust methods that allow investigators
to screen routinely huge OBOC releasable peptide or chem-
ical libraries (e.g., 200,000 compounds) with multiparametric
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Table 2 Combinatorial library methods and their applications

Peptide library methods Applications (examples)

Biologic library
methods

Phage-display
Plasmid-display
Polysome-display
Fimbria-display
Yeast-display
Bacterial-display
mRNA-display
Ribosome-display
In vitro selection methods

Cell surface ligands (integrins, adhesion molecules or
surface receptors, vasculature, tumor lymphatics,
normal organs/cells/body fluids); B-cell epitope
mapping (gp120, neolactotetraosylceramide); MHC
class II molecule binding peptides; peptide substrate
for tPA; peptide substrates for HIV-1 protease; and
SH2 and SH3 domain-binding peptides.

Synthetic
library
methods

Spatially addressable parallel library
• Multipin technology
• SPOT synthesis
• Nanokan technology
• Peptide microarray

in situ synthesis
spotting of finished peptides

• Multisyringe system
• 96-well plate library method

B-Cell epitope mapping (foot-and-mouth disease, TMV
antigen, shrimp allergen); T-Cell epitope mapping
(type 1 diabetes, alloreactive T-cell); protein kinase
substrate/inhibitor (protein kinase I); MHC class I
molecule binding peptides; and epitope mapping for
monoclonal and polyclonal antibodies.

Synthetic library methods that require
deconvolution
• Iterative approach
• Positional scanning
• Recursive deconvolution approach
• Orthogonal partition approach
• Dual recursive deconvolution

T-Cell epitope mapping (multiple sclerosis, human
papillomavirus); B-Cell epitope mapping (various
antigens); opiate receptor agonists and antagonists;
MHC class I and II molecules binding peptides;
protease inhibitors; DNA-binding peptides;
mimotopes/epitopes for monoclonal or polyclonal
antibodies; Tab-2-binding peptides; antibacterial
agents; CAMP-dependent protein kinase motif; and
molecules with catalytic and hemolytic activities.

One-bead one-compound library method B-Cell epitope mapping (insulin); T-Cell epitope
mapping (partially cleaved OBOC for diabetes/Tb
reactive T-cells); imotopes/epitopes for monoclonal
antibodies; Cell surface ligand identification
(surface idiotype, integrins); MHC class I binding
motif; Protein kinase substrate/inhibitor (cAMP
Dependent protein kinase, c-src, c-abl, Etk,
metalloproteinase); Protein-binding ligands (SH2

and SH3 domains, avidn, streptavidn,
Bombesin-receptor, GpIIb/IIIa, anti-β-endorphin
antibody, artificial receptors); Factor Xa inhibitor;
Protease substrates and inhibitors; Antibacterial
agent; Peptides with catalytic activity

Self-assembled PNA-encoded chemical
microarrays

Protease substrates (serine protease thrombin, cysteine
protease caspase-3)

Synthetic library method that requires
affinity chromatography selection

Protein kinase substrate/inhibitor (Csk, 3 bp2, Fps Fes,
Grb-2, Hcp, Shc, Syk, Vav, Zap-70); Epitope
mapping for monoclonal antibodies; SH2

domain-binding peptides; and kinase domains of
protein tyrosine kinases
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solution-phase cell-based assays for compounds that affect spe-
cific cell signaling pathways or target proteins in one single
10 cm Petri dish.

In the areas of catalysis and material sciences, one would ex-
pect that new materials would continue to be developed combi-
natorially. We will not be surprised if one day novel chlorophyll
mimics that consist of peptides and organic chromophores and
are developed through combinatory chemistry become a ma-
jor component of future photocells. The future of combinatorial
chemistry is bright, and it will continue to serve as an indis-
pensable research tool for many investigators to solve difficult
problems across many different scientific disciplines.
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Peptide nucleic acid (PNA) is a chimeric molecule that consists of
hydrogen-bonding purine and pyrimidine heterocycles attached to a
pseudopeptide backbone. The bases allow the recognition of specific DNA
or RNA sequences, which results in hybrid multihelical structures. The lack
of a negative charge on the PNA backbone eliminates Coulombic repulsion
from target DNA and RNA strands, which results in high affinity
hybridization. These properties have led to a diverse set of applications for
PNA, which includes antisense/antigene inhibition of gene expression,
various DNA/RNA detection assays, nucleic acid labeling and purification
technologies, and programmed assembly of nanoscale materials. The
modular design of PNA has led to the synthesis of several
‘‘next-generation’’ analogs that promise to improve PNA’s performance in
many existing applications as well as to open doors to new applications.
Although most prior research on PNA has focused on its nucleic acid-like
character, recent developments of the peptide-like aspects of PNA promise
to stimulate additionally the work on this fascinating DNA mimic.

The DNA double helix is the first molecular icon, a struc-
ture that is readily associated with its function, even by people
with little or no science education. Over the past half century,
the structure has inspired chemists along three lines that are
familiar to those who have worked at the interface between
chemistry and biology. The first group of chemists synthe-
sized in the laboratory what nature produces enzymatically, and
they were motivated by both fundamental and practical needs.
The second group of chemists understood the relationship be-
tween structure and function, where synthetic chemistry allows
atomic-scale changes in the DNA structure. The third group
of chemists identified DNA as a potential target for molecular
recognition, with the ability to regulate gene expression using
synthetic compounds as the ultimate goal. These lines of inquiry
are not necessarily parallel, but rather they become intertwined
at various points, most notably in the area of synthetic oligonu-
cleotides. A variety of DNA analogs have been synthesized and
characterized, which feature modifications to the deoxyribose
ring, the phosphodiester linkage, and the heterocyclic nucle-
obases. Many of these modifications have been combined within
the same structure to optimize the oligonucleotide for a specific
application.

Most synthetic DNA analogs represent logical departures
from the natural structure. However, one of the most radi-
cal structural modifications of DNA to appear in the liter-
ature is peptide nucleic acid (PNA, Fig. 1), in which the
sugar–phosphate backbone is abolished entirely in favor of a
pseudopeptide. PNA was first reported by Nielsen et al. in 1991

Figure 1 Chemical structure of PNA.

from the University of Copenhagen (1). The structure is remi-
niscent of both proteins and nucleic acids, hence the name, and
has led to considerable interest in its possible role in prebiotic
chemistry.

An intriguing molecular structure and origins-of-life scenar-
ios hardly explain the intense research effort dedicated to PNA,
whereas the original 1991 Science article has been cited over
1100 times as of September 2006. Rather, it is what PNA does
in the presence of DNA and of RNA that has captured the
imagination of chemists and of biologists. Although PNA was
conceived originally as a triplex-forming oligomer that would
bind in the major groove of double-stranded (ds) DNA, the ear-
liest reports demonstrated that homopyrimidine PNA binds to
ds DNA by a strand invasion mechanism. First, one PNA strand
displaces the homologous homopyrimidine DNA strand locally
and forms Watson-Crick base pairs with the complementary ho-
mopurine DNA target (Fig. 2) (1, 2). A second PNA strand then
binds to the major groove of the hybrid to form a very stable
PNA2–DNA triplex. This discovery was very exciting because
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Figure 2 Most common DNA/RNA binding modes. Left: Strand invasion of homopyrimidine PNA into duplex DNA yields a PNA2 –DNA triplex. Right:
Hybridization of mixed sequence PNA with complementary DNA or RNA produces Watson-Crick base-paired duplex structures.

targeting ds DNA opens the door to the regulation of gene ex-
pression at the transcriptional level. Several variations on this
“strand invasion” recognition mechanism that ease the sequence
requirements have been reported in the ensuing 15 years, and
research is ongoing (see Further Reading).

PNA is also capable of binding to complementary
single-stranded (ss) DNA and to RNA mixed-sequence
(i.e., purine-containing and pyrimidine-containing) targets by
Watson-Crick base pairing to form hybrid duplex structures
(Fig. 2) (3). As with the triplex structures mentioned above,
these hybrids exhibit high thermodynamic stability partly be-
cause of the lack of electrostatic repulsion between the PNA and
DNA/RNA. High affinity and excellent mismatch discrimination
led to many PNA applications that range from the inhibition
of mRNA processing and translation to sensing, diagnostics,
and imaging. The original Nature article (3) that describes
Watson-Crick PNA–DNA and PNA–RNA duplex formation has
been cited over 700 times to date.

PNA recognition of DNA and RNA has been extended re-
cently to a new binding mode, named “homologous hybridiza-
tion” (4, 5). In this format, guanine-rich PNA probes recognize
homologous DNA or RNA targets by forming hybrid guanine
quadruplexes. Great interest exists in G-quadruplexes for their
suspected roles in the regulation of gene expression at the tran-
scriptional and translational levels, so this added binding mode
could expand the range of biologic targets for PNA.

This article focuses on the interplay between chemical prop-
erties and biologic applications of PNA. Besides strategies to
regulate gene expression, PNA-based biotechnologies will be
presented. Although the vast majority of these studies have used
the original PNA structure, the next-generation PNAs that fea-
ture backbone and nucleobase modifications are likely to be
used in future applications. Finally, to illustrate the versatil-
ity of this fascinating molecule, the use of PNA in materials
science will be summarized. The growing footprint of nanotech-
nology in biologic research warrants careful consideration of the
opportunities presented by PNA’s unique properties. As space
limitations prevent an exhaustive description of PNA research,
readers are referred to several recent reviews for additional in-
formation (see Further Reading).

PNA as Antisense and Antigene
Agents

Compounds that bind sequence selectively to single-stranded
RNA or double-stranded DNA have the potential to regulate
gene expression by antisense or antigene mechanisms, respec-
tively. The high affinity and sequence selectivity exhibited by
PNA sparked much interest in the possible use of DNA in these
applications. Furthermore, the biochemical stability of PNA, as
it is not susceptible to cleavage by nuclease nor by protease
enzymes, raised hopes that PNAs could be effective in vivo as
well as in vitro. Experiments in which the PNAs were targeted
either to RNA or to DNA are described in this section.

Antisense applications
In the classic antisense approach, the binding of an oligonu-
cleotide to a complementary region of a mRNA prevents trans-
lation via three possible mechanisms: 1) binding of the antisense
agent blocks ribosome assembly on the mRNA, 2) an actively
translating ribosome cannot proceed past the steric block pre-
sented by an antisense agent bound within the coding region
of the mRNA, or 3) the hybrid duplex formed by the anti-
sense agent and the mRNA recruits RNase H, which degrades
the mRNA strand. PNA–RNA hybrids are not substrates for
RNase H, which leaves the first two mechanisms available for
PNA antisense agents. Scattered reports indicate that PNAs tar-
geted to the coding region of an mRNA can inhibit translation,
presumably by mechanism 2). However, two separate groups
have reported that PNAs targeted to either the translation start
codon or the 5′-untranslated region exhibited antisense effects,
whereas PNAs targeted to the coding region did not (6, 7). The
failure of the latter PNAs to block translation could be caused
by the weak binding of the PNA to its target sequence, which
could occur if the target sequence is part of a stable, folded
region of the mRNA. Alternatively, the PNA could bind but be
displaced by the ribosome as it translates through the PNA bind-
ing site. Regardless of the explanation, these studies indicate
that PNAs that interfere with ribosome assembly are most likely
to be effective antisense agents.
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Three other examples of RNA-targeted PNAs that block gene
expression should be mentioned. In the first case, the PNA is not
targeted to the mRNA but to the unspliced pre-mRNA present in
the nucleus immediately after transcription. Splicing eliminates
introns from the pre-mRNA and results in the ligation of exons
to produce the mature mRNA. Alternative splicing, in which
the same pre-mRNA produces different mRNAs based on the
use of different splice sites, increases the complexity of the
genome. This process has been implicated in certain genetic
diseases, where the use of one splice site leads to a normal
protein, whereas the use of a different splice site can lead to a
defective protein (and the absence of the normal protein). Cell
culture experiments with complementary PNAs targeted to a
splice site used to express the membrane isoform of IL-5Rα

shifted expression in favor of the soluble isoform, as predicted
(8). Meanwhile, antisplicing PNAs targeted to an aberrant splice
site in the pre-mRNA for an EGFP reporter gene were shown
to shift the expression pattern in favor of the normal splice site,
both in cell cultures and in mice (9).

The second example of nonmRNA targeting involved PNAs
directed against ribosomal RNA (rRNA), which were investi-
gated as potential antibiotics because bacterial and human rRNA
do not have the same sequence. The appeal of targeting rRNA
is that in principle the PNA can shut down all protein synthesis,
rather than translation of a single mRNA. The strongest effects
observed in both cell-free translation and cell growth assays
were exhibited by homopyrimidine PNAs with the capacity to
form triplex structures with homopurine targets in the peptidyl
transferase center and α-sarcin loop (10).

Many different RNA–protein complexes exist in the cell
besides the ribosome, and any of these complexes are po-
tential targets for PNA hybridization. Several researchers fo-
cused on telomerase, which is responsible for elongating the
single-stranded region of the telomere during replication. Telom-
erase is absent or inactive from most healthy somatic cells, but it
is upregulated in many cancer cells. Because the maintenance of
telomere length seems to be correlated with a lack of apoptosis,
telomerase is an attractive anticancer drug target. Telomerase
uses its RNA component as a template to extend the DNA
strand, whereas its protein component is a reverse transcrip-
tase enzyme. PNAs targeted to the RNA template, as well as
to peripheral sites in the RNA, block telomerase activity at low
nanomolar concentrations both in vitro and in cell culture (11).

Antigene applications
PNA exhibits the rare ability to bind sequence selectively to
double-stranded DNA. As described, homopyrimidine PNAs
can bind to homopurine targets by a triplex invasion mechanism.
In addition, PNA pairs can invade specific complementary tar-
gets in ds DNA if the affinity of the two PNAs for one another
is reduced relative to the PNA–DNA hybrids. This task can
be accomplished by incorporating pseudocomplementary bases
in place of adenine and thymine (12). (See the “Nucleobase
Modifications” section.) A significant challenge to using ho-
mopyrimidine or pseudocomplementary PNAs in vivo is the
very slow kinetics of strand invasion at physiologic ionic
strength and temperature (13). Although the attachment of
cationic peptides (14) or intercalating dyes (15) to the PNA

seem to accelerate strand invasion into plasmid DNA in vitro,
no reports exist on the kinetics or thermodynamics of PNA hy-
bridization to nucleosomes in vitro, let alone in cells. It remains
to be seen whether these classes of PNAs will become important
components in the chemical biologist’s toolbox.

A recent report showed how to exploit DNA when it is most
vulnerable, i.e., when the double helix is unwound transiently
and locally (16). This occurs in the vicinity of the transcription
start site prior to the transcription of any gene, and the “open
complex” is sufficiently long-lived so that a complementary
PNA can bind and prevent transcription. PNAs targeted to the
promoter for expression of the human progesterone receptor
(hPR) exhibited potent antigene effects in a human breast cancer
cell line, whereas control PNAs that were not complementary
to the hPR promoter did not reduce gene expression. This
strategy for inhibiting transcription could be applied to other
genes.

In summary, PNAs have shown promising antisense and
antigene effects in vitro, in cell culture, and in vivo. Al-
though challenges remain to achieve optimal biodistribution
and pharmacokinetics, the ability to modify the PNA back-
bone directly or to attach peptide transporter groups easily
should enhance cell uptake and selectivity in delivering PNAs
to targeted cells, which will extend the appeal of PNAs be-
yond simply having higher affinity than most synthetic oligonu-
cleotides.

Probes, Labels, and Sensors

Hybridization between complementary oligonucleotide strands
is the basic process that underlies several biotechnologic tech-
niques that constitute a multibillion-dollar-per-year industry.
DNA/RNA microarrays, polymerase chain reactions (PCRs),
single nucleotide polymorphism (SNP) assays, and fluorescence
in situ hybridization (FISH) are only some techniques that rely
on Watson-Crick base pairing. Although each of these meth-
ods works when using a synthetic DNA oligonucleotide as a
capture or detection probe, the higher affinity and nuclease sta-
bility of PNA offers obvious advantages (except in PCR, where
a pure PNA oligomer cannot serve as a primer). Besides allow-
ing lower concentrations of probe to be used, which helps to
minimize hybridization to unintended targets that have a similar
sequence, PNA can invade stable secondary or tertiary structural
elements to gain access to its target. These folded structures im-
pose thermodynamic and kinetic penalties to any hybridization
probe; the higher affinity of PNA combined with its lack of
electrostatic repulsion from DNA and RNA leads to signifi-
cant advantages of PNA over most oligonucleotides based on
polyanionic backbone chemistries. This section illustrates a few
applications of PNA in biotechnology.

Fluorescent PNA probes

PNA probes have been used for FISH experiments, and com-
mercial kits are available for microbial targets (17). Typically,
the probes present in these kits hybridize to the abundant ribo-
somal RNA from bacteria. A recent paper illustrated the value
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of PNA as a hybridization probe to detect Legionella pneu-
mophila (18). Discrimination between this and other species of
Legionella bacteria required a probe that could bind to sites
that typically are classified as “low affinity” because of the
poor hybridization of DNA probes. PNA probes showed ab-
solute specificity, which identified correctly 47 different strains
of bacteria and distinguished between pneumophila and other
Legionella species.

PNA FISH probes also have been used for telomere analysis
(19). Telomeres consist of hundreds of repeats of a short
sequence (e.g., 5′-TTAGGG-3′ in humans). Therefore, many
copies of a complementary nucleic acid probe can hybridize
to each telomere in a cell, which leads to a bright fluorescence
signal. The high affinity of PNA allows the use of probes shorter
than DNA probes, which means that more copies of the probe
can hybridize to the telomeres.

A third application for fluorescent PNA probes is to intro-
duce fluorescent labels into the RNA site specifically (20). For
example, PNA probes have been hybridized at exonic sites
that flank consecutive splice sites in a pre-mRNA from yeast.
Förster resonance energy transfer (FRET) donor and acceptor
dyes were attached covalently to the PNAs, and low FRET ef-
ficiencies were observed when the PNAs were hybridized to
the pre-mRNA. However, when hybridized to the mRNA pro-
duced by splicing, large increases in FRET have been observed
both in bulk solution and on a glass slide where single-molecule
measurements could be made. As in the FISH applications, the
ability to use short PNA probes to deliver the fluorescent dye
to a desired location decreased the likelihood that the PNA will
disrupt the structure and the function of the RNA that is under
investigation.

PNA can also be functionalized with “fluorogenic” dyes,
that is, dyes that exhibit enhanced fluorescence in response
to a change in the environment. Unsymmetrical cyanine dyes
developed originally as DNA stains can be attached covalently
to PNAs to create fluorogenic probes, and chemistries have been
developed that allow attachment of the dye at internal (21) as
well as at terminal positions (22).

Finally, the intrinsic properties of PNA led to an interesting
variation on the molecular beacon concept. As devised orig-
inally, a DNA probe that bears a 5′-terminal and 3′-terminal
fluorophore (F) and quencher (Q) groups, respectively, can be
designed to fold into a hairpin in which the fluorescence is
quenched because of the close proximity of F and Q (23). Sub-
sequent hybridization with a complementary DNA opens the
hairpin and the increase in distance between F and Q restores
the fluorescence. This design necessitates that the terminal DNA
sequences are complementary to stabilize the hairpin confor-
mation by Watson-Crick base pairing. If F and Q groups are
attached to a PNA probe, the terminal sequences are not re-
quired (24), which is most likely caused by the tendency of
PNA to adopt a compact rather than an extended structure in
the absence of a complementary strand. These “stemless” PNA
beacons ease the sequence constraints that complicate the DNA
molecular beacon design.

Probes for nonfluorescent DNA/RNA
detection

PNA has been tested in a wide variety of DNA detection modes
where unmodified DNA can also be used. However, besides
the standard advantages noted above for PNA (high affinity,
good mismatch discrimination), many of these assays exploit
the ability of PNA to hybridize at low ionic strength, conditions
that can denature competing secondary/tertiary structure in the
target nucleic acid. Moreover, use of PNA with its neutral
backbone as a probe for hybridization at surfaces eliminates
the substantial charge repulsion between the DNA/RNA target
and immobilized DNA probes.

An interesting new approach to DNA detection involves
probes attached to polymer microspheres loaded with a scintil-
lant (25). The hybridization of a complementary, radiolabeled
target DNA leads to strong signal amplification because of the
close proximity of the scintillant and the radiolabel. Another
appealing aspect of this method is that the PNA probe can be
synthesized directly on the scintillant-loaded microspheres.

PNA probes have also been used for in vivo imaging of
mRNAs (26). In this application, the PNA is functionalized with
a cell-penetrating peptide and a magnetic resonance imaging
(MRI) contrast agent. Cell uptake and hybridization to the
mRNA target allowed MRI imaging of gene expression both
in cell culture and in live rats.

Another method for nonfluorescent detection of DNA in-
volves the noncovalent binding of an inexpensive cyanine dye
to PNA–DNA duplexes (27). The dye assembles into a heli-
cal aggregate in the presence of PNA–DNA, which results in
a vivid blue-purple color change. This phenomenon has been
used in SNP detection assays.

PCR clamping

An early application for PNA is in a method known as “PCR
clamping,” which improves the detection of single nucleotide
polymorphisms (SNPs) in samples where mutant DNA of inter-
est is present in a very low amount relative to wild type (28).
This situation can occur, for example, when only a few mutant
cancer cells are present along with a large excess of healthy cells
in a tissue biopsy. The challenge is to detect the low abundance
of mutant sequence against the high background of wild-type
sequence. One approach to improve the signal-to-noise ratio in
such situations is to amplify selectively the mutant DNA by
PCR. This is where PNA is particularly helpful. PCR primers
are designed to overlap the SNP site present in the cancer cells
and then a PNA oligomer that is fully complementary to the
wild-type DNA (and therefore has a single mismatch to the mu-
tant DNA) is synthesized. The PNA preferentially hybridizes to
the wild-type DNA in competition with the PCR primer that is
complementary to the same site, which reduces the amplifica-
tion of the wild type relative to the mutant DNA. This method
allows SNP detection when the wild-type DNA is present in up
to 20,000-fold excess relative to the mutant.
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Bioseparations

A growing need exists to develop sequence-specific means to
purify nucleic acids, both for genomic analysis and for the
larger scale purification of plasmid DNA for gene therapy. The
sequence-specific binding properties of PNA can be used in
affinity separations of DNA as an alternative to standard DNA
purification methods such as anion-exchange chromatography
and density-gradient techniques. This section describes several
such applications of PNA.

Analytical applications
The hybridization of PNA to a complementary DNA or RNA
leads to changes in the properties of the nucleic acid. One
of these changes occurs in the electrophoretic mobility, where
the perturbation in the charge:size ratio because of the PNA
hybridization causes significant shifts in the rate at which a
given DNA or RNA migrates in an electric field. Adjusting
conditions such as temperature allows preferential hybridization
of the PNA to fully complementary targets versus those bearing
even single mismatches, and it results in large separation during
electrophoresis.

Purification applications
In addition to the analytical-scale applications described above,
large-scale purification of nucleic acids using PNA probes has
also been explored. Applications range from the purification
of plasmid DNA to be used in gene therapy to the isolation
of RNA and RNA–protein complexes from complex biologic
samples. One approach to using PNA in this way is to link it
to a solid support such as a polymer bead and then use the
PNA-functionalized support to capture complementary DNA
from solution. However, both biosensor and surface plasmon
resonance data point to a reduction in the specificity and the
binding kinetics to PNA probes that are attached directly to solid
surfaces. The most effective “purification by hybridization”
strategies circumvent this by two-step methods, in which PNA
probes with some attachment functionality (e.g., hexahistidine
peptide or biotin) bind targets in solution and the resulting
PNA–DNA(RNA) hybrids are captured on beads or surfaces
by either Ni–histidine (29) or streptavidin–biotin (30) binding.

A simple, more flexible attachment method is to append
n-alkanes to PNAs for hybridization in solution (31, 32). The
target DNA thereby is modified with a nonpolar tag that may
adsorb selectively to nonpolar media, including alkyl-modified
Sepharose and surfactant micelles (Fig. 3). In general, the co-
valent attachment of n-alkanes and other lipophilic materials
impacts neither the duplex stability nor the sequence selectivity
of PNA–DNA duplexes. The attachment of a 12-carbon alkane
to PNA provides adequate resolution to separate 60-mer DNA
targets from both noncomplementary oligomers and calf thy-
mus DNA in hydrophobic interaction chromatography (HIC),
an aqueous-based method. The resolution is improved greatly
when 18-carbon alkanes are attached to PNA probes, even when
the PNA is targeted to internal sequences of the target. The
strand-invasion ability of PNAs can also be leveraged to pu-
rify dsDNA oligomers in HIC. Far greater resolution can be

achieved when targeting dsDNA because DNA in duplex form
interacts very weakly with the HIC media unless the alkylated
PNA is attached.

Finally, using PNA as an affinity capture reagent recently
was extended to probing RNA–protein complexes (RNPs) in
cells (33). In this application, the PNA is functionalized with
a peptide that allows uptake into cells and is complementary
to an RNA component of an RNP. The PNA also bears two
affinity tags, the first of which is a benzophenone-modified
phenylalanine residue that can photocross-link the PNA to a
protein present in the RNP. The second tag is a biotin group,
which allows the purification of the cross-linked PNA–protein.
Subsequent analysis by mass spectrometry identifies both the
protein and its cross-linking site. As is the case for PNA used
to deliver a fluorophore to a specific site in an RNA, this method
requires that the PNA not disrupt the structure being probed.

PNA-encoded libraries

Another application of PNA that has emerged recently is a
tag to encode and to screen combinatorial libraries of small
molecules (34). For example, fluorescent PNA tags have been
attached to individual members of a library of potential protease
inhibitors. After incubating the library with a target protein,
bound versus free compounds were separated by size-exclusion
chromatography and the PNAs obtained from the bound fraction
were hybridized to a DNA microarray. Any DNA to which
fluorescent PNA was bound allowed decoding of first the PNA
and then the compound from the library tagged by the respective
PNA. The authors suggested alternative screening, profiling, and
assay formats for this promising technology.

Next-Generation PNAs

PNA and its structural analogs are synthesized conveniently
by standard solid-phase methods (35). The backbone chemistry
of PNA allows the attachment of a diverse array of fluorescent
dyes, metal-binding ligands, cell-penetrating peptides, and many
other moieties that increase the functional capacity of the PNA.
In addition to PNAs that simply are modified by attaching
functional groups to the N-terminus or C-terminus, a large
number of PNA analogs that feature integral modifications,
i.e., alterations in the backbone or nucleobase components,
have been reported (36). Most of these analogs were made in
attempts to better understand the structure–function relationship
of PNA so that the hybridization, solubility, and/or cellular
uptake properties of PNA could be improved. In this section, we
introduce several second-generation PNAs, classified as either
having backbone or nucleobase modifications, and discuss their
potential impact on the applications described above.

Backbone modifications

Most backbone-modified PNA analogs fall into one of four
classes (Fig. 4). The first class was made by inserting a methy-
lene group into the PNA backbone or the linker that connects
the nucleobase to the backbone (Fig. 4, I). These modifications
were made to assess the effect of chain length, in the backbone
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Figure 3 PNA amphiphiles (representative structure shown) can form mixed micelles with surfactants such as SDS. Hybridization to complementary DNA
or RNA allows separation from complex mixtures using open channel capillary electrophoresis.

Figure 4 Examples of backbone-modified PNAs.

as well as in the linker, on the hybridization properties of PNA.
Both structural changes induced significant destabilization of the
PNA–DNA and PNA–RNA hybrid duplex. A single backbone
modification lowered the Tm of a PNA–DNA duplex by 8–20◦C
and a PNA–RNA by 6–16◦ C, depending on where the modifi-
cation was made. These results suggest that the original PNA
design, N-(2-aminoethyl) glycine backbone and carboxymethyl
linker, which has the same number of atoms in the backbone
and in the linker as the DNA, is optimal for hybridization to
DNA and RNA.

The second group of backbone modifications was made
by introducing methylene bridges that connect the various
functional groups in the backbone and in the linker (Fig. 4,
II). These modifications were made in attempts to introduce
structural preorganization into an otherwise randomly folded
PNA backbone structure (37) and led to improvements in the
binding affinity (38) and RNA versus DNA selectivity (39).
Although this result supports the hypothesis that preorganization

of the strands reduces the entropy penalty for duplex formation,
additional structural analysis will be required to determine
whether these backbone modifications do preorganize PNA into
helical structures and whether these helical structures bear close
resemblance to that of the targeted molecules, DNA and RNA.

The third group of backbone modifications was made by
installing amino acid side chains with R or S configuration at
the α-position of the N-(2-aminoethyl) glycine unit (Fig. 4, III)
(40). Generally, these chiral PNAs were found to form slightly
less stable PNA–DNA complexes than the original unsubstituted
PNA for backbones that contain amino acid side chains with
bulky, apolar groups. PNAs that contain negatively charged
amino acid side chains, such as aspartic or glutamic acid,
were shown to induce even greater destabilization, presumably
because of the electrostatic and/or steric repulsion. On the
other hand, incorporation of positively charged amino acid side
chains, such as lysine or arginine, led to the stabilization of
the PNA–DNA duplex, with R having a larger effect than S
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amino acids. Furthermore, the arginine-modified PNAs, also
referred to as “GPNAs” because of the presence of guanidinium
groups on the PNA backbone, exhibited substantially improved
cell uptake relative to unmodified PNAs (41). This is likely
because of the similarity between GPNA and various natural and
synthetic compounds that feature multiple guanidinium groups
and readily enter mammalian cells.

The fourth and perhaps most intriguing class of backbone
modifications feature amino acid side chains installed at the
γ-position of the N -(2-aminoethyl) glycine unit (Fig. 4, IV).
Unlike the unmodified PNA or other PNA derivatives that
have been developed so far, generally that do not fold into
well-defined conformations, γ-modified chiral PNAs assume
helical conformation (42). These chiral PNAs preorganize into
either a right-handed or left-handed helix, which depends on
the backbone configuration of the amino acids from which the
PNA analogs were derived. Those PNAs that are derived from
naturally occurring (and less costly) L-amino acids preorganize
into a right-handed helix and bind to DNA and RNA with high
affinity and sequence selectivity, whereas those derived from
unnatural D-amino acids preorganize into a left-handed helix
and do not bind effectively to either DNA or RNA.

Nucleobase modifications

Several modified nucleobases have been incorporated into
PNA—many of which have been covered in a recent review
(36). In general, any modified nucleobases can be incorporated
into PNA as long as they can withstand the conditions used
commonly in Boc or Fmoc solid-phase peptide synthesis. One
of the first modified nucleobases to be incorporated into PNA
was pseudo-isocytosine (J, Fig. 5). J is a synthetic analog of
N-3 protonated cytosine and forms Hoogsteen base-pairs with
guanine in triplexes at neutral pH. This enhances the stability
of PNA2–DNA triplex invasion complexes significantly under
physiologic conditions, although the kinetics of strand invasion
at physiologic ionic strength is relatively slow.

Another important nucleobase to be incorporated into PNA
was 2,6-diaminopurine (D, Fig. 5). D is a synthetic analog
of adenine (A) that contains an extra exocyclic amine. When
base-paired with the complementary thymine nucleobase, D

forms three H-bonds as opposed to two H-bonds in base pairs of
T with A. The extra H-bond provides additional stability to the
hybrid duplex, with a gain in Tm of 3–5◦C/bp for PNA–DNA.
In addition to providing duplex stability, D has been exploited,
in combination with another modified nucleobase, 6-thiouracil
(sU), in the recognition of mixed-sequence, double helical DNA
in a binding mode called “double-duplex invasion” (12). In this
binding mode, both strands of the ds DNA are targeted simul-
taneously by two PNA strands. Replacement of the naturally
occurring T and A nucleobases with D and sU, which form a
less stable base pair than D-T and sU-A because of the steric
interactions, prevents the two complementary PNA strands from
hybridizing to one another to form a PNA–PNA complex. This
strategy has been used successfully in the sequence-specific
recognition and cleavage of mixed-sequence, ds DNA (43).

More recently, another modified nucleobase termed “guani-
dino G-clamp” (X, Fig. 5) has been incorporated into PNA
(44). Guanidino G-clamp is an analog of cytosine, but unlike
cytosine, which can form only three H-bonds with guanine, it
can form five H-bonds—three through Watson-Crick and two
through Hoogsteen base pairing. Besides the extra H-bonds, the
guanidino G-clamp can stack effectively with the adjacent nu-
cleobases because it contains a tricylic phenoxazine ring, and
thus, it provides additional stability to the bound complex. No
binding studies have been performed on guanidino G-clamp, but
the introduction of a similar nucleobase analog that contains an
amino instead of a guanidino group enhanced the stability of
PNA–DNA and PNA–RNA duplexes by 23◦C and 18◦ C per
modification, respectively (45). Guanidino G-clamp is expected
to confer even greater stabilization because of its ability to form
five H-bonds as opposed to four in the case of amino G-clamp.

Nanotechnology and Materials
Science

The information storage ability conferred to PNA by the nu-
cleobases together with the chemical and biologic robustness
of this synthetic nucleic acid have made PNA appealing partic-
ularly for use in the organization of chemical objects ranging

Figure 5 Modified nucleobases incorporated into PNA for improved DNA/RNA binding.
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in size from molecular-scale to nanoscale. The outcome of the
interaction between PNA and these chemical entities are materi-
als whose chemical composition and three-dimensional structure
are encoded in the nucleobases and/or in the secondary structure
of the PNA. The information stored in the PNA is “expressed”
into the new structures by relatively weak chemical and physical
forces, such as hydrogen or coordination bonding and hydropho-
bic interactions. The synthesis and the study of the properties of
these pre-programmed materials provides information relevant
for the understanding of fundamental biologic processes, such
as molecular recognition and self-assembly, and of the rules
based on which artificial enzymes and molecular electronic de-
vices can be built. The PNA-based materials have the potential
of being useful in biology, diagnostics, and therapeutics.

Toward the molecular end of the scale range, PNA has been
shown to act as scaffold for transition metal ions situated at the
core of PNA duplexes (46) (Fig. 6). The metal ion incorpora-
tion was realized by the chemical substitution of nucleobases
with ligands. This process is site specific because the ligands
have higher affinity for metal ions than the nucleobases. The
existence of the metal ions within the PNA duplexes opens
the possibility of directional electron transfer mediated by the
metal ions, in a manner similar to that in which electron trans-
fer metallo-proteins work in Nature. Also, some of the metal
ions enhance electrochemical, optical, or magnetic resonance
detection of the PNA strands or duplexes.

At the nanoscale end, the predictable molecular recognition
process based on hybridization of ssPNA attached covalently to
carbon nanotubes (47) or shell cross-linked nanoparticles (48)
has been used to achieve controlled mechanical manipulation of
nanosize objects and to organize them in large-scale architec-
tures or on surfaces. The strong interaction between PNA and
DNA has also been exploited in the synthesis of DNA-based
nanostructures. For example, bisPNAs have been used as tools
for rational design of nanosize, DNA-based locked pseudoro-
taxanes and catenanes. The strand invading ability of homopy-
rimidine bisPNAs allows them to be used as sequence-specific
“openers” of DNA duplexes (49). The resulting single-stranded

Figure 6 Cartoon representation of a metal-containing, ligand-modified
PNA duplex (a) and an example of metal-ligand alternative base pair (b).

region of the DNA can in turn bind opposite ends of another
single-stranded DNA that is circularized by DNA ligase to pro-
duce a catenane-like structure (50).

Biotinylated PNA oligomers have also found use as
cross-linking agents to connect avidin with DNA three-way
junction nanostructures, which yield hydrogels that grow and
shrink in a temperature-dependent manner (51). Avidin-linked
enzymes can be integrated into the hydrogel structure, where
they can catalyze reactions of small substrates that diffuse into
the pores of the gel (52). Cooling below room temperature led
to precipitation of the gel and allowed the separation of the
product and recovery of the enzyme.

Conclusion

The early reports of PNA’s abilities to bind to single-stranded
and double-stranded nucleic acids with high affinity and se-
lectivity generated much excitement that led to both in-depth
characterization of the binding process as well as an impressive
array of biologic, biotechnologic, and nanotechnologic appli-
cations. The pace of PNA research as measured by number
of publications has grown steadily for the past 15 years and
shows no sign of abating. Additional advances are expected to
come as next-generation PNAs are developed, particularly those
that feature backbone modifications and take advantage of the
peptide-like character of PNA. Recent successes in improving
antigene/antisense activity and cell uptake bode particularly well
for future use of this most versatile of DNA mimics in chemical
biology.
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This review article provides an introduction to folded and extended
conformational motifs of synthetic peptidomimetics as templates for
chemical biology applications. Several variants of these 3-dimensional
structures have been assessed, which comprise versatile scaffolds for
presentation of side-chain and main-chain peptide groups for molecular
recognition. Specifically, relevant parameters and stereochemical
consequences are discussed for helices of peptidomimetics based on: 1)
α-amino acids alkylated (e.g., methylated or ethylated) at the Cα-atom; 2)
α,β-didehydroamino acids, in particular α,β-didehydrophenylalanine, with a
carbon–carbon double bond between the α- and β-positions; 3)
N-alkylated α-amino acids, whereby the side chains typical of coded
residues are transferred from the Cα- to the N-atom; 4) β-amino acids, the
subclass of residues investigated most extensively in which the amino and
carboxyl functionalities are separated by more than one carbon atom; and
5) short-range, backbone-to-backbone cyclizations that generate
small-ring, monolactam or dilactam building blocks.

Introduction

Peptidomimetic is a molecule that bears identifiable resem-
blance to a peptide that, as a ligand of a biologic receptor,
can imitate or inhibit the effect of a natural peptide. Numerous
peptidomimetics have been developed over the past 25 years
by bioorganic and medicinal chemists. Some molecules (i.e.,
those with modifications in the backbone amide group) also
have been termed pseudopeptides or peptide bond surrogates
(1). These synthetic analogs of peptides have a variety of ap-
plications, but most expanded interest in this area focuses on
their potential for developing metabolically stabilized and/or
more potent and selective bioactive compounds. The complex
synthetic aspects (2) and relevant biological data (1, 3, 4) of
peptidomimetics have been summarized extensively in review
articles and in book chapters. In this introductory review, we
focus on the 3-dimensional (3-D) structural properties of pep-
tidomimetics characterized heavily by a few, well-studied amino
acids with modifications in the main chain and/or in the side
chain. An effort was made through appropriate citations to ex-
pose the nonexpert and the beginning graduate students to the
remarkable advances made in this area of research. The field of
peptidomimetic chemistry is entering new decades of exploding
activity. This time is exciting as new techniques and methodolo-
gies have now made it possible to answer questions that were
not possible to address even few years ago. Many developments
ushered in the new era of peptidomimetic chemistry, which

include advancements in solution and in solid-phase peptide
synthesis, organic synthesis, nuclear magnetic resonance and
related biophysical techniques, and mass spectrometry. These
advancements take advantage of an increasing understanding of
protein folding. Numerous examples now exist of low molec-
ular weight peptides and peptidomimetics that adopt folded or
extended structures, and in some cases they serve as excep-
tional substitutes for their much larger protein counterparts in
life processes. Chemists in both academia and industry are mak-
ing important strides to push the frontiers in these areas. With
the ability to incorporate unnatural amino acids that have strong
conformational or nucleating bias, it will be possible to force
much smaller peptides and peptidomimetics to adopt appropriate
3-D structures and functions. The future for the young scientists
who ultimately want to pursue this line of research is indeed
very promising. Rather than looking at peptidomimetics as a
mature field, it should be argued that we are only in our in-
fancy in terms of sophistication. Every reason exists to believe
that a combination of approaches, which include biophysical and
functional characterizations, will propel this area forward in the
next years. It is especially important for those who are consid-
ering future research areas to analyze seriously the potential of
such studies.

Among the various types of known ordered secondary struc-
tures adopted by peptides formed exclusively by α-amino acid
building blocks, in this review article we shall discuss the classic
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α-helix, the 310-helix, the 2.05-helix, and the type-I poly(Pro)n

helix. Relevant parameters for these helices are given in Table 1.

Peptides Based on Ca-Alkylated
α-Amino Acids

Peptides rich in the noncoded Cα-methylated α-amino acids
(1) are biased strongly to fold tightly into the intramolecularly
H-bonded, α-helical, or the strictly related 310-helical conforma-
tion (5–9), the latter generated by sequences of helical β-turns
(10, 11). The same 3-D structural propensities are shared by the
Cα,α-cyclized α-amino acids (2).

By inserting appropriate amino acid side chains (e.g.,
hydrophilic and hydrophobic), it is feasible to construct
amphiphilic helices (with two faces that possess different prop-
erties). The conformational strategy should take into account the
parameters typical of each of the two helices, in particular that:
1) The α-helix (Fig. 1a) is characterized by a fractional number
of amino acids per turn (∼=3.5) and consequently its smallest
repeat (i.e., the shortest main-chain length that brings two side
chains exactly one on top of the other) is a heptad (7 residues);
and 2) in the 310-helix (Fig. 1b), which has an integer number
of amino acids per turn (∼=3.0), a triplet of residues selected
carefully will produce the expected amphiphilicity.

The amphiphilic helical structure of most antibacterial pep-
tides is a prerequisite for their propensity to form channels
across the double-layered biological membranes (12). In aque-
ous solution, positions a and d of the α-helical heptad repeat (a,
b, c, d, e, f, g) (13) require hydrophobic residues for the onset of
the widespread antiparallel dimer (or multimer) superstructure
(α-helix coiled coil) (14–16) (Fig. 2). The hydrophilic positions
e and g , immediately on the back, reinforce the dimer stability

via ionic interactions. Deep knowledge of the factors operative
in helix dimer formation may help our understanding greatly of
protein–protein interactions in chemical biology.

The preferred conformation of peptides based heavily on
Cα-ethylated α-amino acids (3) is different. In the resulting
2.05-helical conformation, intramolecular H-bonding takes place
between the N–H and C=O groups of the same amino acid
building block (17, 18). To achieve the pentagonal disposition,
the H-bonding parameters are distorted remarkably and the sp3

N–Cα–C′ bond angle is compressed severely (by ∼=6.5◦). An
example of this fully extended (all-trans) conformation, based
on Cα,α-diethylglycine (3, R=CH2–CH3) (17), is illustrated in
Fig. 3. This twofold structure is extremely rare in globular
proteins and is known only for a Gly-rich sequence (19).

Only few Cα-alkylated α-amino acids occur naturally (in pep-
tide antibiotics) (20, 21), which include Aib (α-aminoisobutyric
acid or Cα,α-dimethylglycine) (1, R=CH3), Iva (isovaline or
Cα-ethyl, Cα-methylglycine) (1, R=CH2–CH3), and (αEt)Nva
(Cα-ethylnorvaline) (3, R=(CH2)2–CH3).

Peptides Based on Cα,β-Didehydro
α-Amino Acids

Cα,β-Didehydro α-amino acids (∆AAs) are found in a variety
of naturally occurring microbial and fungal metabolites, in a
limited number of globular proteins, and in polycyclic peptide
antibiotics (22). Bioactive peptide molecules that contain these
residues are less prone to enzymatic degradation.

The double bond between the sp2 Cα and Cβ atoms of
∆AAs induces higher lipophilicity and geometric alterations in
the bond distances and angles and restricts the conformational

Table 1 Relevant average parameters for peptide helices based on L-configurated
α-amino acids discussed in this review article

Parameter α-Helix 310-Helix 2.05-Helix Poly(Pro)n I∗

ϕ (◦)† −63 −57 180 −70
ψ (◦)‡ −42 −30 180 160
n|| 3.63 3.24 2.00 −3.30
d (Å) 1.56 1.94 3.70 2.22
p (Å)¶ 5.67 6.29 7.40 7.33

*In the poly(Pro)n I helix, all ω(Ci
α–C′

i–Ni+1–Ci+1
α) torsion angles are in the unusual cis

conformation (0◦).
†The (C′

i−1–Ni–Cα
i–C′

i) torsion angle.
‡The (Ni–Cα

i–C′
i–Ni+1) torsion angle.

||Number of amino acids per helical turn (positive values refer to right-handed helices,
whereas negative values refer to left-handed helices)
§Axial translation (per residue).
¶Pitch or axial translation per helical turn.

(1) (2) (3)
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(a) (b)

Figure 1 Right-handed (a) α-helical and (b) 310-helical peptide models from L-configurated, Cα-methylated α-amino acids viewed along the helix axis,
highlighting their amphiphilic properties. In these models, the largest black (oxygen) and white (nitrogen) atoms on the right side are those of the
hydrophilic side chains of Ser, Asp, Glu, and Lys.

Figure 2 Antiparallel dimer formation generated by an amphiphilic α-helix.

Figure 3 The X-ray diffraction structure of the 2.05-helical homo-pentapeptide from Cα,α-diethylglycine with five, consecutive C=O· · · H–N
intramolecular H-bonds (17).

flexibilitites of the peptide backbone and the side chain as
compared with those of protein residues. Most 3-D structural
studies in this subclass of peptidomimetics have exploited
∆Phe mainly because of its convenient chemical synthesis
and interesting conformational properties. ∆Phe exists in two
diastereomeric forms: the Z-configurational isomer (∆ZPhe, 4),
where the N–H group is in the cis disposition with respect
to the benzyl moiety, and the E-isomer (∆EPhe, 5), where it
is in the trans disposition. Almost all conformational studies
described so far have been performed on the Z-isomer (22–24)

essentially because a large part of the synthetic routes results in
this stereoisomer.

From the investigations on ∆Phe-based peptides, it is clear
that the 3-D disposition largely preferred by this residue is
the helical conformation (23, 24). Therefore, most corner po-
sitions of the various types of β-turns and all positions of
310-/α-helices are accessible easily to this residue. Fig. (4)
shows the right-handed 310-helix generated by a double rep-
etition of the model triplet -(∆ZPhe-∆ZPhe-L-Ala)-. Aromatic
amino acid residues, which include ∆ZPhe (25), are known to
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(a) (b)

Figure 4 Right-handed 310-helical conformation formed by a double repetition of the -(∆ZPhe-∆ZPhe-L-Ala)- model peptide: views orthogonal to (a)
and down (b) the helix axis.

b

a

b

a

b

a

(4) (5) (6)

play a significant role in the stability of the helixcoiled coil mo-
tifs. The importance of weak interactions that involve aromatic
moieties in molecular recognition and in the de novo design of
miniproteins has been highlighted frequently.

Another useful property of ∆Phe is its strong absorption in
the near-UV region (∼=280 nm). This characteristic has been
exploited in several studies to probe peptide conformational
transitions and helix screw sense changes of chiral switches
(26–28).

Interestingly, a series of homo-peptides derived from the
Cα,β-didehydro α-amino acid with the shortest side chain
(Cα,β-didehydroalanine or ∆Ala, 6) was shown unambiguously
to overwhelmingly adopt a multiple, consecutive, fully extended
conformation (29). These peptide molecules are essentially flat,
including the amino acid side chains, and form completely pla-
nar sheets (Fig. 5). This uncommon peptide 3-D structure is sta-
bilized by two types of intramolecular H-bonds, Ni–H· · · Oi=Ci

(typical of the 2.05-helix) and Cβ
i+1–H· · · Oi=Ci (characteris-

tic of ∆Ala peptides). The molecules are isolated and pack in
layers without any significant contribution from intermolecular
N–H· · · O=C H-bonds. For this exceptionally flat (”sole-like”)
peptide structure, it is reasonable to foresee a bright future as a
potentially active bridge in charge transfer systems.

Peptides Based on N-Substituted
α-Amino Acids (Peptoids)

In 1992, Simon et al. (30) introduced a new concept in the
search for potentially bioactive peptide molecules: The side
chain on the α-amino acid α-carbon is shifted by one atom along
the backbone to the next nitrogen to generate a peptoid (7) (i.e.,

Figure 5 The variant of the 2.05 helical conformation adopted by the
homo-tripeptide from Cα,β-didehydroalanine (29).

an N-substituted oligoglycine). Peptoids have been shown to
be protease resistant (only tertiary amide groups are present in
the main chain), oral bioavailable, and easy to synthesize in
oligomeric forms with complex sequences (31). Peptoids have
been also exploited for the construction of many biologically
active compounds in many different fields of pharmaceutical
research.

Because of this principal structural divergence from coded
peptides, peptoids lack amide protons. This property precludes
the formation of the intramolecular H-bonds that contribute
largely to the stabilization of the most common helical structures
of α-peptides. Unlike that of α-peptides, the peptoid backbone
is inherently achiral (as it is based on Gly residues). However,
it has been reported that sufficient bias to form stable helices
of a specific screw sense can be provided by side chains with
an α-chiral carbon atom (that is linked directly to nitrogen)
(32, 33). The extraordinary resistance of these helices to loss of
their ordered secondary structure is another intriguing property
of peptoid molecules.

The only published X-ray diffraction structure for any peptoid
oligomer, the Nrch (8) homo-pentamer, shows clearly that the
molecule is folded in a left-handed helical conformation with
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Figure 6 Molecular representation of the left-handed peptoid helix with the ϕ, ψ, ω backbone torsion angles typical of type-I poly(L-Pro)n.

all tertiary amide bonds in the cis conformation (33). The
periodicity of this helix is approximately three residues per turn,
with a pitch (axial translation per turn) of about 6.7 Å. The C=O
groups are aligned with the helix axis. The handedness of the
peptoid helix is controlled by the chirality of the N-side chain
enantiomer. The values of the ϕ, ψ backbone torsion angles for
each residue indicate a semi -extended conformation [i.e., close
to the classical type-I poly(Pro)n helix] (Fig. 6).

Peptoid helices are detected in structure-supporting solvents
even in relatively short oligomers. Because intramolecular
C=O· · · H–N H-bond formation cannot be the driving force for
peptoid secondary structure, the steric influence of the bulky
and chiral side chain is likely to provide the required con-
straint. Interactions between side-chain groups, and between
side chains and the carbonyls of the main-chain amides, may
add stability to the ordered secondary structure. However, for
very short oligomers (34) or peptoids based on N-substituted
α-amino acids with a small side chain (35), such as Nala (also
termed sarcosine, Sar, 9), complex mixtures of conformers asso-
ciated with either cis or trans tertiary amide groups have been
detected. In addition to the classic CD technique, the contribu-
tion of other spectroscopies, such as pulsed ESR (36), may be
of value for the 3-D structural validation of peptoid molecules.

Peptoid nanostructures will be useful for investigating princi-
ples of macromolecule self-assembly and for fabricating novel
functional architectures in biotic systems.

Peptides Based on β-Amino Acids

ω-Amino acids (that have more than one carbon atom inter-
vening between the amino and carboxyl functions) possess a
larger degree of conformational variability than α-amino acids.
Initial conformational investigations of oligomers of ω-amino
acids were driven by the extensive interest in the various forms
of nylons. More recently, a large body of 3-D structural in-
vestigations on β-amino acid oligomers have been discovered,
but the conformational preferences of peptides based on γ- and
δ-amino acids and of “hybrid” peptides (e.g., those formed by
α- and β- or α- and γ-amino acids) are also the subject of nu-
merous spectroscopic and X-ray diffraction analyses (37–39).
In this section, we summarize the most relevant conformational
results extracted from the studies of peptides rich in the β-amino
acids listed below.

In β-Ala (10), the simplest amino acid of this class, the cen-
tral, characteristic C2–C3 bond is unconstrained and can adopt
values for the related θ (also called µ in some publications) tor-
sion angle of approximately ±60◦ (gauche) and 180◦ (trans).

Detailed analyses of the rotational flexibility about this bond
in linear β-Ala peptides revealed that θ is mostly trans ori-
ented (40, 41). Also, these studies provided almost exclusive
evidence for the formation of extended peptide chains, which
usually self-aggregate into sheet-like structures.

More recently, introduction of (one or multiple) substituents
and chiralities on the C2 and C3 atoms (11–13, 15, 16),
and incorporation of C2↔C3 (14), N↔C2 (17), and N↔C3

(18) cyclized motifs seemed to facilitate folding of β-peptides
into a new type of helices (42–47). A variety of these or-
dered structures has been authenticated. If the nomenclature
is used that terms peptide helices according to the number
of atoms involved in the pseudocyclic structure generated by
the intramolecular C=O· · · H–N H-bond, those found most fre-
quently are the 14-, 12-, and 12/10-helices. Interestingly, al-
though the direction of the H-bond for the 12-helix is the
same as that typical of α-peptides (i.e., from a C-terminal
N–H group to an N-terminal C=O group; in this specific case
i ← i + 3), the direction is reversed (i → i + 1 and i → i +
2, respectively) for the 10- and 14-helices. β-Amino acids in the
extended conformation may also produce parallel or antiparallel
pleated-sheet structures.

The 14-helix emerged as the best documented structure
among the β-peptide folded structures. The ϕ, ψ torsion an-
gles are extended (±130 − 140◦). The θ value is constrained
(e.g., by the cyclohexyl ring of the cyclic β2,3AA) (14) (n = 2),
close to ∓60◦. Both the pitch and the diameter of this ternary
helix are ∼=5.0 Å.

When the substituents on the C2 and C3 atoms of the β-amino
acid are part of a five-membered ring (as in the trans cyclic
β2,3 AA, 14, with n = 1), the accessible θ torsion angle is
restricted to about ±95◦. The resulting 12-helix has a set of ϕ, ψ

torsion angles near ∓90◦. The helix repeats approximately every
2.5 residues, with a pitch of ∼=5.5 Å, and a diameter slightly
less than 4.0 Å.

The 12/10-helix was found in alternating β2-(11) and β3-(12)
monosubstituted residues. The dipeptide unit that contains a
–CONH-bond with no adjacent R2/R3 substituents generates
the 12-membered ring, whereas that with the two adjacent
substituents is part of the 10-membered ring. This ordered
structure consists of consecutive narrower 10-membered and
wider 12-membered H-bonded rings. Consequently, the two
successive H-bonded rings exhibit opposite directionality. In
this conformationally mixed helix, the peptide planes of the
10-atom rings are approximately perpendicular to the helix axis,
whereas the peptide planes of the 12-atom rings are aligned
nearly with the helix axis. As in the 14-helix, the θ value is
close to ±60◦. The number of amino acids per turn is 2.7. The
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(7) (8) (9)
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(13)
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(14)

(11) (12)

overall helix macrodipole is much smaller compared with those
of the other helical structures. The C=O (and the N–H) bonds
show an alternating up/down direction with respect to the helix
axis.

Two (parallel and perpendicular to the helix axis) views for
each of the three β-peptide helices discussed in this section are
presented in Fig. 7. Recent applications of β-peptide helices to
relevant biological issues (antibacterial activity, transport across
cell membranes) (48–51) will certainly stimulate additional
work in this promising area.

Lactam-Based Peptides

Several review articles and books have dealt extensively with
the synthetic problems encountered and have discussed in detail
the biological data of lactam-based peptides. However, insuffi-
cient attention has been paid to the conformational implications
induced in the resulting constrained analogs (52–56). Here, we
will mention briefly only those lactam-based conformational
restrictions in peptides that are achieved by short-range cycliza-
tions that involve the backbone N and Cα atoms (from residue i
to residue i or i + 1). Therefore, conformational restrictions that
involve the C′ (carbonyl) atom and those obtained by medium-
and long-range cyclizations, although of great theoretic and

practical interest, have not been considered. In addition, in all
peptides discussed in this section, the repeating N–Cα–C′ se-
quence is maintained.

As a part of a program that evaluates N-acylated γ-lactams as
conformationally constrained building blocks of pseudopeptide
foldamers, homo-oligomers of L-pyroglutamic acid (L-pGlu)
(19) to the tetramer level were synthesized (57). The pre-
ferred conformation of this pseudopeptide series with Ni ↔ Ci

α

ring restriction in structure-supporting solvents was assessed by
various spectroscopic techniques. In addition, the crystal-state
structure of the Nα-protected dimer was established by X-ray
diffraction. A high-level DFT computational modeling was also
performed based on the crystallographic parameters. In this
analysis, it was demonstrated that an αC–H· · · O=C intramolec-
ular H-bond is responsible for the stabilization of the s-trans
-L-pGlu-L-pGlu- conformation by 1.4 kcal mol−1. This effect
can be detected easily by 1H NMR because of the anomalous
chemical shifts of the αCH protons present in all oligomers. In
summary, a new polyimide-based, foldameric structure (Fig. 8)
was developed that, if functionalized appropriately, holds pro-
mise as a rigid scaffold for novel functions and applications.

The lactam restriction of peptide conformation (20) (Ci
α ↔

Ni+1) was proposed first by Freidinger et al. (58) with the
aim at forcing the peptide bond (ωi) to be trans and placing
a severe constraint on the ψi torsion angle. Conformational
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(a) (b) (c)

Figure 7 Two orthogonal representations for each of the β-peptide 14-, 12-, and 12/10-helices (a, b, and c, respectively) formed by a β2 AA or/and a β3

AA, where R2/R3 are methyl goups. The H-atoms, except the -CONH- H-atoms, are omitted for clarity.
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Figure 8 Computer model of the ternary helical structure of the pseudopeptide –(L-pGlu)4- segment generated by the repeating ψ1, ω 1, and ψ2
backbone torsion angles obtained from the X-ray diffraction structure of Boc-(L-pGlu)2-OH (Boc, tert-butyloxycarbonyl) (57).

(a) (b)

Figure 9 Computer models of: (a) the cyclic correlate based on 12 monomeric units of (2S,4R)-4-amino-5-oxopyrrolidine-2-carboxylic acid. The idealized
backbone ϕ, ψ torsion angles are 120◦, 120◦, respectively. (b) The nanotubular structure resulting from vertical self-assembling of the cyclic correlate
through intermolecular N-H· · ·O = C H-bonds that involve the trans amides (62). The black and white atoms are oxygens and hydrogens, respectively.

energy calculations for (S )-3-amino-2-pyrrolidone (γ-lactam)
and (S )-3-amino-2-piperidone (δ-lactam) derivatives indicate
that the most stable conformations have ψi values restricted
to the range −125 ± 10◦. As a consequence, these chiral
mono-lactams can be accommodated readily at the left corner
of a type II’ β-turn (ϕ = 60◦, ψ = –120◦) (10, 11), a position
occupied typically by α-amino acids of R(D) chirality, but
obviously not at the same position of a type-II β-turn (ϕ
= –60◦, ψ = 120◦). X-ray diffraction, 1H NMR, CD, and
computer graphics analyses on a variety of analogs of bioactive
peptides are in excellent agreement with the theoretic findings,
in particular that underlie the strict requirement of reversing the
chirality of the residue at the left-corner of the β-turn to keep the
same type (II or II’) of chain folding when a 5(or 6)-membered
ring lactam replacement is involved (59). Despite the gross
conformational similarities between the 5- and 6-membered
ring lactams, distinct biological properties usually are noted
for peptides that contain such rings. More subtle differences in

conformation and/or in bulkiness between the two lactams might

be responsible for the observed diverging biological activities.

The effect of the incorporation of a succinimide (21) moiety

into a peptide chain (another type of Ci
α ↔ Ni+1 ring restric-

tion) has been examined carefully (60, 61). The five-membered

succinimide annular system is an intermediate in the re-

pair of selective degradations of side-chain deamidated pro-

teins. It has been shown both theoretically and experimentally

that L-Asu-Xxx- (Asu, α-aminosuccinyl) dipeptide sequences

strongly favor the type-II’ β-turn, a behavior similar to that of

the γ-lactam modification discussed above.

The conformational preference of the terminally blocked

homo-trimer from (2S , 4R)-4-amino-5-oxopyrrolidine-2-carbo-

xylic acid (22a), characterized by Ci
α ↔ Cα

i+1 ring restriction

and an unique, alternating cis-trans secondary amide sequence

was analyzed by X-ray diffraction (62). Using computer mod-

eling, it was also shown that the rigid 3-D structure of the
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trimer can be exploited as a template to construct novel lin-
ear oligopeptide foldamers and large-ring cyclic correlates with
self-recognizing properties (for the latter, see Fig. 9).

The most stable conformation of peptides that contain 3-
amino-2-piperidone-6-carboxylic acid (22b), also an amino acid
with a Ci

α ↔ Cα
i+1 ring restriction, has been determined by 1H

NMR (63). A chair conformation is a feature that characterizes
the piperidone ring, Also, an intramolecularly H-bonded β-turn
form is the most plausible explanation for the experimental
finding on these peptides.

The synthesis of a novel macrocyclic (10-membered ring)
dilactam (23, n = 2), an additional template with a Ci

α ↔ Cα
i+1

ring restriction that may promote formation of type-II β-turns,
has been reported (64). By analysis of the 1H NMR spectrum,
it was established that a chair-like conformation is preferred for
this ring structure and that the two amide groups are trans with
roughly parallel planes. It seems, however, that the presence of
the two macrocyclic secondary amide functions perpendicular to
the plane of the turn would facilitate intermolecular association
that leads to poor solubility and gel formation. A similar
(11-membered) ring structure has been synthesized to generate
a relatively rigid model of the bioactive peptide thymopentin.
Peptides that contain two consecutive macrocyclic dilactams,
separated by a Cα-C′-N-Cα region that retains flexibility about

the ψi+1 and ϕi+2 torsion angles, have been prepared (65). This
swivel-like effect can allow the peptides to adopt low-energy
folded conformations. From potential energy calculations, it
was established that the best candidates for β-turn models are
the 12-membered ring structures that have the configurational
sequence L,L,D,D (in these compounds all amide groups are
nearly trans planar). The 10- and 11-membered dilactams
were shown to be higher in energy. The results of a CD-1H
NMR study are consistent with the presence of a β-turn in the
−L-Lys-L-Glu-D-Lys-D-Glu-bis-dilactam-bridged tetrapeptide.

In search for enkephalinamides with improved analgesic ac-
tivity, conformationally restricted analogs, where the Tyr, Gly,
Phe, and Leu/Met residues are cyclized to form a piperazin-2-
one (24) (an Ni ↔ Ni+1 ring restriction), have been prepared.
Analogs with either D-Tyr1 or L-Leu5(L-Met5) are active. The
absolute configuration of the piperazin-2-one derived from the
intermediate dipeptide amide H-L-Phe-L-Leu-NH2 has been
assessed by X-ray diffraction. The enantioface-differentiating
abilities of cyclic peptides that contain N,N’-ethylene-bridged
dipeptides have been examined. The X-ray diffraction struc-
ture of an L-Ala-L-Ala piperazin-2-one derivative has been
described (66). The ψi torsion angle is fixed at about −35◦,
whereas φi and ωi, in part external to the ring structure, are
trans .

19

20

21

22a

22b

23

24
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Summary

In this introductory review we have presented the most relevant
3-D structural characteristics of a selected set of peptidomimet-
ics that, hopefully, will be of help to the nonspecialized scien-
tists for potential use in the currently exploding field of chem-
ical biology. More specifically, we have discussed examples
of peptide surrogates with main-chain and side-chain modifica-
tions either at the α-nitrogen or at the α-carbon, or at both α-
and β-carbons, or with different types of cyclizations (N↔N,
N↔Cα, and Cα↔Cα). For journal issues or books devoted to
these and other types of peptidomimetics, the reader is referred
to References 67–73.
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19. Åberg A, Yaremchuk A, Tukalo M, Rasmussen B, Cusack
S. Crystal structure analysis of the activation of histidine by
Thermus thermophilus histidyl-tRNA synthetase. Biochemistry
1997;36:3084–3094.

20. Toniolo C, Crisma M, Formaggio F, Peggion C, Epand RF,
Epand RM. Lipopeptaibols, a novel family of membrane active,
antimicrobial peptides. Cell. Mol. Life Sci. 2001;58:1179–1188.

21. Rainaldi M, Moretto A, Peggion C, Formaggio F, Mammi S, Peg-
gion E, Galvez JA, Diaz-de-Villegas MD, Cativiela C, Toniolo C.
Lipopeptaibol metabolites of Tolypocladium geodes : total synthe-
sis, preferred conformation, and membrane activity. Chem. Eur.
J. 2003;9:3567–3576.

22. Stammer CH. Dehydroamino acids and peptides, Vol. 6. In: Chem-
istry and Biochemistry of Amino Acids, Peptides and Proteins.
Weinstein, Boris, ed. 1982. Marcel Dekker, New York. pp. 33–74.

23. Singh TP, Kaur P. Conformation and design of peptides with
α,β-dehydroamino acid residues. Progr. Biophys. Mol. Biol. 1996;
66:141–165.

24. Jain R, Chauhan VS. Conformational characteristics of peptides
containing α,β-dehydroamino acid residues. Biopolymers (Pept.
Sci.) 1996;40:105–119.

25. Ramagopal UA, Ramakumar S, Mathur P, Joshi R, Chauhan
VS. Dehydrophenylalanine zippers: strong helix-helix clamping
through a network of weak interactions. Protein Eng. 2002;15:331–
335.

26. Pieroni O, Fissi A, Pratesi C, Temussi PA, Ciardelli F. Reversible
screw sense inversion of the 310-helix in a dehydropeptide. J. Am.
Chem. Soc. 1991;113:6338–6340.

27. Pieroni O, Fissi A, Jain RM, Chauhan VS. Solution structure of de-
hydropeptides: a CD investigation. Biopolymers 1996;38:97–108.

28. Komori H, Inai Y. Control of peptide helix sense by tempera-
ture tuning of non-covalent chiral domino effect. J. Org. Chem.
2007;72:4012–4022.

29. Crisma M, Formaggio F, Toniolo C, Yoshikawa T, Wakamiya T.
Flat peptides. J. Am. Chem. Soc. 1999;121:3272–3278.

30. Simon RJ, Kania RS, Zuckermann RN, Huebner VD, Jewell
DA, Banville S, Ng S, Wang L, Rosenberg S, Marlowe CK,
Spellmeyer DC, Tan R Frankel AD, Santi DV, Cohen FE, Bartlett
PA. Peptoids: a modular approach to drug discovery. Proc. Natl.
Acad. Sci. U.S.A. 1992;89:9367–9371.

31. Richter LS, Spellmeyer DC, Martin EJ, Figliozzi GM, Zuck-
ermann RN. Automated synthesis of nonnatural oligomer li-
braries: the peptoid concept. Combinatorial Peptide and Nonpep-
tide Libraries. Jung G, ed. 1996. VCH, Weinheim, Germany. pp.
387–404.

32. Sanborn TJ, Wu CW, Zuckermann RN, Barron AE. Extreme
stabilities of helices formed by water-soluble poly-N-substituted
glycines (polypeptoids) with α-chiral side chains. Biopolymers
2002;63:12–20.

33. Wu CW, Kirshenbaum K, Sanborn TJ, Patch JA, Huang K, Dill
KA, Zuckermann RN, Barron AE. Structural and spectroscopic

10 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Peptidomimetics

studies of peptoid oligomers with α-chiral aliphatic side chains. J.
Am. Chem. Soc. 2003;125:13525–13530.

34. Rainaldi M, Moretto V, Crisma M, Peggion E, Mammi S, Toniolo
C, Cavicchioni G. Peptoid residues and β-turn formation. J. Pept.
Sci. 2002;8:241–252.

35. Toniolo C, Bonora GM, Schilling FC, Bovey FA. Proton magnetic
resonance study of linear sarcosine oligomers. Macromolecules
1980;13:1381–1385.

36. Fafarman AT, Borbat PT, Freed JH, Kirshenbaum K. Characteriz-
ing the structure and dynamics of folded oligomers. Pulsed ESR
studies of peptoid helices. Chem. Commun. 2007; 377–379.

37. Roy RS, Balaram P. Conformational properties of hybrid peptides
containing α- and ω-amino acids. J. Pept. Res. 2004;63:279–289.

38. Baldauf C, Günther R, Hofmann HJ. Helix formation in α,γ- and
β,γ-hybrid peptides: theoretical insights into mimicry of α- and
β-peptides. J. Org. Chem. 2006;71:1200–1208.

39. Price JL, Horne WS, Gellman SH. Discrete heterogeneous quater-
nary structure formed by α/β-peptide foldamers and α-peptides. J.
Am. Chem. Soc. 2007;129:6376–6377.

40. Banerjee A, Balaram P. Stereochemistry of peptides and polypep-
tides containing ω-amino acids. Curr. Sci. 1997;73:1067–1077.

41. Kishore R. β-Ala containing peptides: potentials in design and
construction of bioactive peptide and protein secondary structure
mimics. Curr. Protein Pept. Sci. 2004;5:435–455.

42. DeGrado WF, Schneider JP, Hamuro Y. The twists and turns of
β-peptides. J. Pept. Res. 1999;54:206–217.

43. Cheng RP, Gellman SH, DeGrado WF. β-Peptides: from structure
to function. Chem. Rev. 2001;101:3219–3232.
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Natural products have played a vital role in the treatment of human
ailments for thousands of years and continue to play a big role in the
modern discovery of new agents for the treatment of diseases today. In
certain therapeutic areas, natural products account for almost all key
modern medicine used today. Many drugs are formulated and used directly
as they are found in nature, some are derived directly from natural
products by semisynthesis, and others are modeled after natural products.
In this overview, examples of the pharmaceutically important natural
products have been summarized.

Introduction

Natural product preparations have played a vital role in empiric
treatment of ailments for thousands of years in many advanced
civilizations and continue to play a significant role even today
in various parts of the world. The use of plants and preparations
derived from plants has been the basis for the sophisticated med-
ical treatments in Chinese, Indian, and Egyptian civilizations
for many thousands of years. These medical applications have
been documented in the Chinese Materia Medica (1100 BC),
in the Indian Ayurveda (1000 BC), and in Egyptian medicine
as early as 2900 BC. Plant preparations continued to be the ba-
sis of medical treatments in the ancient Western world as well.
This knowledge migrated through Greece to Western Europe,
including England, during the ancient period and led to its for-
mal codification in the United Kingdom and to the publication
of the London Pharmacopoeia in 1618.

The isolation of strychnine (1), morphine (2), atropine (3),
colchicine (4), and quinine (5) in the early 1800s from the
commonly used plants and their use for the treatment of certain
ailments might constitute the early idea of “pure” compounds
as drugs. E. Merck isolated and commercialized morphine (2)
as the first pure natural product for the treatment of pain
(1–3). Preparations of the Willow tree have been used as a
painkiller for a long period in traditional medicine. Isolation
of salicylic acid (6) as the active component followed by
acetylation produced the semisynthetic product called “Aspirin”
(7) that was commercialized by Bayer in 1899 for the treatment
of arthritis and pain (4).

The World Health Organization estimates that herbal and
traditional medicines, derived mostly from plants, constitute
primary health care for ∼80% of the world population even

today. The compounds produced by plants play significant
roles in the treatment of diseases for the rest of the 20% of
populations that are fortunate to use modern medicine. About
50% of the most prescribed drugs in the United States consist of
natural products or their semisynthetic derivatives, or they were
modeled after natural products. “Curare,” the crude extract from
the South American plant, Chondodendron tomentosum, and
the derived purified compound tubocurarine, has been used as
anesthetic in surgery until recently. Purified digitoxin, as well as
the crude extracts that contain digitalis glycosides from foxglove
plant, Digitalis lanata, is used as cardiotonic even today.

Drugs derived from microbial fermentations have played per-
haps a bigger role in the modern drug discovery and have
revolutionized the practice of medicine, which leads to saving
human lives. Although the contribution of purified natural prod-
ucts as single agent drugs is significant in almost all therapies,
their contribution in the treatment of bacterial infection is per-
haps most critical (5). Natural products constitute drugs or leads
to all but three classes of antibiotics. The discovery of microbial
natural products-based antibiotics began with the serendipitous
observation by Fleming in 1929 that bacterial growth was pre-
vented by the growth of Penicillium notatum. Although this
discovery was highly publicized and very important, it took
over 10 years before the active material, penicillin, was purified
and structurally elucidated by Florey and Chain in early 1940s.
Subsequent commercialization was very quick, driven largely
by the medical needs of World War II. Penicillin was one of
the first broad-spectrum antibiotics that treated bacterial infec-
tion and saved millions of lives. Fleming, Florey, and Chain
were awarded the Nobel Prize in 1945 for their efforts on peni-
cillin. The success of penicillin led to unparalleled efforts by
government, academia, and the pharmaceutical industry to fo-
cus drug-discovery efforts based on the newfound “microbial”
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sources for the discovery of natural products beyond plants.
However, initial efforts were mostly focused on the discovery
of antibiotic compounds from fermentations of a variety of mi-
croorganisms of not only fungal origin by also soil-dwelling
prokaryotes (e.g., Streptomyces spp.), which led to the discov-
ery by 1962 of almost all novel classes of antibiotic scaffolds
that are being used today. The antibiotic discovery effort was
performed largely by Fleming’s method of detection of antibac-
terial activity on petri plates. Zones of inhibition of bacterial
strains on agar plates were measured after applying whole broth
or extracts obtained from microbial ferments (5). As newer bio-
logical assays and screening techniques became available in the
1960s, microbial sources, along with plant and marine sources,
started to be used for screening against other therapeutic tar-
gets, which led to the discovery of leads and drugs in those
areas. Examples of these discoveries will be discussed with the
target areas. As time progressed, improved technologies in bi-
ology and chemistry helped with the popularization of natural
products; natural product extracts became part of the screening
resource in most large pharmaceutical houses from 1960 through
the 1980s until their de-emphasis in the early 1990s. Therefore,
natural product extracts became popular sources for the screen-
ing against purified enzymes and receptors, an occurrence that
led to the identification of many nonantibiotic natural products
that have revolutionized the practice of medicine, saved count-
less human lives, improved quality of life, and perhaps helped
increase life expectancy for humans.

Antibacterial Agents

Natural products contribute to over 80% of all antibiotics that
are in clinical practice today. Natural products contribute to all
but three classes of antibiotics (3).

Penicillin was the first β-lactam and the first broad-spectrum
antibiotic discovered that started the “Golden age” (1940–1962)
of antibiotics. The structure of penicillin contains a thiazolidine
ring that is fused to a β-lactam ring. The existence and stability
of the β-lactam ring was highly controversial at the time de-
spite the availability of a single crystal X-ray structure of one
of the penicillins. Penicillin G (8) was the first penicillin that
was clinically used. Penicillin G was converted easily by either
chemical or biochemical means to 6-amino-penicillanic acid (9),

which became the lead for the semisynthetic modifications that
led to the synthesis of various penicillin derivatives. Some early
derivatives (e.g., amoxicillin 10) are still in clinical use. Peni-
cillins (general structure 11) bind to penicillin-binding proteins
and inhibit the bacterial cell wall. Penicillins became targets of
β-lactamases that opened the β-lactam ring and abolished the
antibacterial effectiveness of these compounds (5, 6).

Cephalosporin C (12), a second class of β-lactam antibiotics,
was first discovered from Cephalosporium acremonium , isolated
from a sewer outfall of Sardinia, Italy in 1948. Although
Cephalosporin C was less active than penicillin G, it was less
prone to β-lactamase action and therefore attracted a lot of
attention that led to the development of five generations of
orally active clinical agents (e.g., cephalexin, 13 and general
structure, 14) (5, 6).

Continued search for even better antibiotics led to the dis-
covery of the highly potent and broadest-spectrum antibiotic
thienamycin (15), the third class of the β-lactams, called car-
bapenems, in which the sulfur atom of the thiazolidine ring
was replaced by a methylene group. Thienamycin was pro-
duced by Streptomyces cattleya (7). The primary amine group
of thienamycin self-catalyzes the opening of the β-lactam ring,
which leads to the concentration-dependent instability that poses
a serious challenge for the fermentation-based production of
the compound. The Merck group stabilized the compound by
replacing the primary amine with an aminomethylidineamino
group and synthesized imipenem (16) (8). They developed a
highly efficient total synthesis that remains in commercial use
today. Imipenem was approved for clinical use 23 years ago in
1985, but it remains one of the most important broad-spectrum
hospital antibiotics in the market today. Like other β-lactams,
several generations of carbapenems (general structure 17) have
been approved for clinical use in recent years (9).

As resistance to β-lactam antibiotics increased because of the
expression of a variety of β-lactamases, many groups focused
their efforts on discovering compounds that could be more reac-
tive to β-lactamases without having significant intrinsic antibi-
otic activities of their own and pharmacokinetic properties that
would be similar to β-lactam antibiotics. This focus led to the
discoveries of clavulanic acid (18) and monobactam sulfazecins
(19). Nature effectively stabilized the latter monobactam struc-
ture by the addition of a N -sulfamic acid. The β-lactamase
inhibitor clavulanic acid was combined with amoxicillin, which
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led to the development of a potent and successful antibacterial

agent, Augmentin


(GSK, Surrey, UK) (10). Chemical modifi-
cations of the monobactam produced aztreonam (20), a clinical
agent with a narrow spectrum but significantly improved activ-
ity against Gram-negative pathogens, particularly Pseudomonas
aeriginosa (11).

Immediately after the discovery of penicillin, Waksman
started efforts on soil-dwelling bacteria and discovered the
first of the aminoglycosides, streptomycin (21) from Strepto-
myces griseus , in 1943 (6). Subsequently, a series of amino-
glycosides was isolated. These aminoglycosides are potent
broad-spectrum antibiotics and are potent inhibitors of protein
synthesis. Unfortunately, nephrotoxicity limited their wider use,
and they are used mainly for treatment of infections caused by
Gram-negative bacteria. Continued efforts to screen prokary-
otic organisms led to the discovery of the phenyl propanoids
(chloroamphenicol, 22) and tetracyclines. The latter is a ma-
jor class of tetracyclic polyketides that were discovered from
various species of Streptomyces spp. Although the parent tetra-
cycline (23) was not used as an antibiotic to a great extent,
the chloro derivative (Clortetracycline 24), oxytetracycline (25),
and minocycline (26) are clinical agents. This class of com-
pound suffered from the selection for rapid resistance via efflux
mechanism that limited their use (6). Recently, however, chem-
ical modifications of the A-ring yielded compounds that over-
came the efflux pump and lead to the development of tigecycline
(27) as an effective broad spectrum antibiotic (12).

Another large class of orally active protein syntheis inhibitor
antibiotics that were produced by Streptomyces spp. is repre-
sented by 14-membered lactones generically callsed macrolides,

exemplified by the first member, erythromycin (28) (6). Chemi-
cal modifications of this class of compounds led to many clinical
agents such as the aza derivatives, azithromycin (29) and ke-
tolide (telithromycin, 30) (13, 14). Mupirocin (pseudomonic
acid, 31) is another protein synthesis inhibitor that was isolated
from Pseudomonas fluorescens and is used only as a topical
agent (6).

Vancomycin (32), a glycopeptide produced by Streptomyces
orientalis , is a key Gram-positive antibiotic, originally dis-
covered in 1954, and remains a critical antibiotic in clinical
practice even today for the treatment of Gram-positive bac-
terial infections (6). Teicoplanin (33), a related glycopeptide
produced by Streptomyces teicomyceticus , is a newer antibiotic
that complements vancomycin in the clinic but is not effective
against vancomycin-resistant bacteria. Ramoplanin (34) rep-
resents another glycopeptide that is larger in molecular size
and structurally different from vancomycin and teicoplanin;
it is in the late stages of clinical development for treatment
of Gram-positive bacterial infections. Glycopeptides inhibit
the bacterial cell wall. Daptomycin (35), a cyclic lipopeptide
produced by Streptomyces roseosporus , is one of the newest
members of antibiotics approved for the clinical practice as
a broad-spectrum Gram-positive agent. It works by depolar-
iztion of the bacterial cell membrane (14). Streptogramins
were discovered in the early 1960s but were used for humans
only recently when a 70/30 mixture of dalfopristin (36) and

quinupristin (37) with the trade name Synercid


King Phar-
maceuticals, Bristol, NJ; was developed for the treatment of
drug-resistant Gram-positive bacterial infections (15).

Antibiotics from natural sources range from compounds with
small molecular size (e.g., thienamycin) to large peptides (e.g.,
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ramoplanin). They generally possess complex architectural scaf-
folds and densely deployed functional groups, which affords the
maximal number of interactions with molecular targets and of-
ten leads to exquisite selectivity for killing pathogens versus the
host. This function is nicely illustrated by vancomycin binding
to its target. Vancomycin has five hydrogen bond contacts with
the D-Ala-D-Ala terminal end of peptidoglycan. Resistant or-
ganisms modify the terminal D-Ala with D-lactate, which leads
to loss of one hydrogen bond and a 1000-fold drop in binding
affinity and loss of antibiotic activity (see Fig. 1) (6).

Antifungal Agents

Significant similarities in the fungal and mammalian cellular
processes result in very few fungal-specific drug targets that lead

to the development of only a few quality and safe antifungal
agents. Amphotericin B (38), a natural product that consists
of a polyene lactone, is a highly effective broad-spectrum
antifungal agent unfortunately with a very limited safety margin.
Recently, glucan synthesis was identified as a fungal-specific
target that could be inhibited by a series of cyclic peptides called
echinocandins, which were identified in the 1970s as having
potent antifungal activities (16, 17). This identification provided
impetus for the discovery and development of new related
lipopeptides that led to the identification of pneumocandins
from Glarea lozoyensis (e.g., pneumocandin Bo, 39). Chemical
modifications at two sites of pneumocandin Bo led to the
synthesis of caspofungin (40), which was the first in the class of
glucan synthesis inhbitors; it is a “potent”, highly effective, and
safe antifungal agent approved for serious fungal infections in
hospitals. Side chain replacements of the related cyclic peptide
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FR901379 (isolated from the fungus Coleophoma empetri ) and
echinocandin B (isolated from Aspergillus nidulans) led to two
additional clinical agents of this class, micafungin (41) and
anidulafungin (42), respectively. (16, 17)

Antimalarials

Quinine (5) isolated from Cinchona bark was one of the first
antimalarials discovered, and it became a model for the dis-
covery and development of some of the most successful anti-
malarial agents, chloroquine and its successors. However, the

development of resistance by the malarial parasite Plasmod-
ium falciparum for these drugs has rendered them ineffective.
Artemisinin (43), a sesquiterpene peroxide originally isolated
from a Chinese herb Artemisia annua in 1972 as an antimalar-
ial agent, was chemically modified to a derivative, artemether
(44), which is a very effective and widely used antimalarial
agent (18). Unfortunately, limited supply of this plant-derived
compound rendered it inaccessible for wider use. Recently,
biosynthetic genes of artimisinin have been identified and suc-
cessfully transfected to an heterologous host, Escherichia coli .
This method has allowed the production of an intermediate,
amorphadiene (45) and artemisinic acid (46), which could be
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Figure 1 Vancomycin binding to the active site D-Ala-D-Ala of peptidoglycan (left panel) and D-Ala-D-Lactate (right panel).

transformed chemically to artmether and potentially could re-
lieve the strain of supply and could provide wider availability
(19–21).

Antivirals

Most antiviral agents are based on nucleoside structures and
have their origin from spongouridine (47) and spongothymi-
dine (48) that were isolated from marine sponges in the 1950s
by Bergmann and his coworkers (22–24). These natural nu-
cleosides possessed sugars other than ribose and deoxyribose

and provided rationale for the substitution of the sugars in the
antiviral nucleosides with various sugar mimics, including lin-
ear polar groups that led to the synthesis of Ara-A (49) and
acyclovir (50). HIV protease inhibitors were developed from
pepstatin (51), a pepsin inhibitor produced by various fungal
species. Pepstatin possesses as the structural component sta-
tine a β-hydroxy-γ-amino acid that mimics the transition-state
intermediate of the hydrolytic reaction catalyzed by the pro-
teases (25). This structure became the foundation for the rational
peptidomimetics and design of all HIV protease inhibitors, for

example, indinavir (Crixivan


, Merck & Co., Inc., Whitehouse
Station, NJ; 52) and others (26).
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Antipain Agents

Use of the opium poppy (Papaver somniferum) to ameliorate
pain dates back thousands of years, and the active metabo-
lite morphine (2) was isolated first from its extracts in 1806
followed by codeine (53) in 1832 (27, 28). Morphine and its
derivatives are agonists of opiate receptors in the central nervous
system and are some of the most effective pain relievers known
and prescribed for postoperative pain. Morphine and codeine
differ by substitution by methyl ether. Unfortunately, addictive
properties of these compounds limit their use. Efforts have been
made to reduce the addictive properties of morphine, which re-
sulted in a semisynthetic derivative buprenorphine (54) (29).
This compound is 25 to 50 times more potent than morphine
with lower addictive potential and has been indicated for use
by morphine addicts.
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HO
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Codeine (53)
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HO

Conotoxins, a class of 10 to 35 amino acid-containing pep-
tides produced by cone snails to intoxicate their prey, were
isolated and characterized by Olivera and coworkers (30). They
are a novel class of analgesics that helped identify the target and
blocking of N -type Ca+2 channels. One compound, Ziconotide
(55), was synthesized and developed as a treatment for severe
chronic pain (31, 32).

The alkaloid epibatidine (56) was discovered from the skin
of an Ecuadorian poison frog (Epipedobates tricolor), and its
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potent analgesic activity was demonstrated as early as in 1974
by Daly and coworkers (33–35). The paucity of the material de-
layed the structure elucidation and was only accomplished after
the invention of newer and more sensitive NMR techniques
in 1980s. Once the structure was elucidated as chloronicotine
derivative, it was synthesized and was shown to antagonize
nicotinic receptors in neurons. It did not show any specificity
with similar receptors in other tissues and lacked a therapeutic
index of any clinical value. However it served as a model for
designing compounds with desired specificity and resulted in
the synthesis of ABT594 (57), which is an agonist of the nico-
tinic acetylcholine receptor, is about 50-fold more potent than
morphine without addictive properties, and was under advanced
clinical development until its discontinuance in 2003 (36–39).

H2N-CKGKGAKCSRLMYDCCTGSCRSGKC-CONH2
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Antiobesity

Lipstatin (58), comprised of a 3,5-dihydroxy-2-hexyl hexadeca-
7,9-dienoic acid with cyclization of the hydroxy group at C-3
with the carboxylic acid to form a β-lactone and esterification
of the hydroxy group at C-5 with a N -formyl leucine, was
isolated from Streptomyces toxytricini . It inhibits gastric and
pancreatic lipase and blocks intestinal absorption of lipids
(40, 41). Reduction of the olefins led to the synthesis of
tetrahydrolipstatin, which was approved in 1999 as Xenical (59)
for the treatment of obesity (42–44).
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Alzheimer’s Agents

Galantamine (60) is a tetracyclic alkaloid that was isolated
originally from Galanthus nivalis and subsequently from Nar-

cissus spp. (45). It was approved by trade name Reminyl


Johnson & Johnson, New Brunswick, NJ for the treatment of
Alzheimer’s disease. That galantamine, a selective inhibitor of
acetylcholinesterase, was confirmed by X-ray structural charac-
terization of galantamine bound to a plant acetylcholinesterase
(46, 47).
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Antineoplastic Agents

Natural products have played a much bigger role, perhaps sec-
ond only to antibacterial agents, in the discovery and develop-
ment of anticancer agents either directly as drugs or leads to
drugs (48). In fact, they contribute 64% of all approved can-

cer drugs (3). Taxol


BMS, NY (61, paclitaxel) is unarguably
the most successful anticancer drug in clinical use. It is a tax-
ane diterpenoid that was isolated from the Pacific yew Taxus
brevifolia in 1967 as a cytotoxic agent but not pursued as a
development candidate until its novel mode of action was deter-
mined in 1979 as a stabilizer of microtubule assembly (49–52).
The discovery of the mechanism of action led to the United
States National Cancer Institute (NCI) committing significant
resources to the large-scale production, eventual clinical devel-

opment, and approval of Taxol


(paclitaxel) by U.S. Food and
Drug Administration in 1992 for treatment of breast, lung, and
ovarian cancer. Another important plant product, camptothecin
(62), an alkaloid from Camptotheca acuminata , was discovered
in 1966, also by the Wall and Wani group (53). The development
of this compound was also hampered by the lack of knowledge
of the mechanism of action and most importantly by its ex-
tremely poor water solubility. Determination of the mechanism
of action as an inhibitor of topoisomerases-I led to significant
efforts both by NCI and the pharmaceutical industry, which re-
sulted in chemical modification of the structure, introduction
of water-solubilizing groups (e.g., amino), and development of
several derivatives as anticancer agents exemplified by topote-
can (63) and irinotecan (64) (54, 55).

H

OO OH

O
O

O

O
OOHO O

ONH

OH

O

Taxol (60)

N

N

O

OH O

O

Camptothecin (61)

N

N

O

OH O

O

Topotecan (62)

N

HO

N

N

O

OH O

O

Irinotecan (63)

ON

O

N

The Vinca alkaloids, vinblastine (64) and vincristine (65), iso-
lated from Catharanthus roseus , have contributed significantly
to the understanding and treatment of cancer (56, 57). These
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compounds bind to tubulin and inhibit cell division by inhibit-
ing mitosis; they were perhaps the best-known anticancer agents

before Taxol


. Chemical modifications of vinblastine led to the
clinical agents vinorelbine (66) (58) and vindesine (67) (48 one,
59–61). Podophyllotoxin (68) was isolated from various species
of the genus Podophyllum spp. as an anticancer agent. Chemical
modifications of the naturally occurring epimer, epipodophyllo-
toxin (69), led to the synthesis and development of etoposide
(70) and teniposide (71) as clinical agents (48, 54, 62–65).

Combretastatin A4 phosphate (72) is a phosphate prodrug
of combretastatin A4, a cis-stilbene, isolated from Combretum
caffrum (66). Combretastatin A4 is one of the many combretas-
tatins that inhibits tubulin polymerization (67), shows efficacy
against solid tumor, is a vascular targeting agent that blocks
the blood supply to solid tumors, and is in Phase II/III clinical
development for the treatment of various types of tumors as a
vascular targeting agent (68–71).

Microbial sources have been a very rich source for can-
cer chemotherapeutic agents. Of particular note is the Strep-
tomyces spp., which has been responsible for the production
of many approved anticancer agents that are in clinical prac-
tice. These agents are represented by highly diverse structural
classes exemplified by the anthracycline family (e.g., doxoru-
bicin, 73) (72–74), actinomycin family (e.g., dactinomycin, 74),
glycopeptides family (e.g., bleomycins A2 and B2, 75 and 76)
(75), and mitomycin family (e.g., mitomycin C, 77) (72, 76).
All these compounds specifically interact with DNA for their
mode of action.

Staurosporine (78) produced by Streptomyces spp. is a potent
inhibitor of protein kinase C (77–79). This compound inhibits
many other kinases with almost equal potency and has become a
great tool for the study of kinases. Lack of selectivity for protein
kinase C has significantly hampered the development of this
compound. Recently, however, several compounds derived from
this lead have entered in the clinic for potential treatment of
cancer. These include 7-deoxystaurosporine (79) and CGP41251

(80) (80, 81). CGP41251 shows multiple modes of action
including inhibition of angiogenesis in vivo.

Microbial sources other than Streptomyces spp. have also
provided highly interesting and structurally diverse compounds.
Discovery of epothilones from myxobacterial strains by a Ger-
man group (82) and the Merck group (83, 84) constitute a
breakthrough discovery. The Merck group used an assay that

mimicked Taxol


at the active site for the screening of nat-
ural products that led to the isolation of epothilones A (81)
and B (82). The discovery of a unique structural class, inter-
esting biological activity, and clinically proven mode of action
drew significant attention from the scientific community and led
to a variety of approaches, including combinatorial biosynthe-
sis, chemical modifications, and total synthesis, that permitted
preparation of many derivatives with improved potency and
drug-like properties. A series of these compounds have entered
human clinical trials, and many are in the late stages of develop-
ment. Epothilone discovery and development has been recently
reviewed (85).

Recent pursuit of marine microbial sources led to the isolation
of salinosporamide A (83). It is a β-lactone produced by the ma-
rine bacteria Salinispora tropica and is a proteasome inhibitor
(86). Mechanistically, it works by specific covalent modifica-
tion of the target. This compound has entered human clinical
development for treatment of multiple myeloma (87–89).

Although use of marine microbial sources for the discov-
ery of natural products is a somewhat recent phenomenon,
marine natural products from higher species have contributed
tremendously to the discovery of novel architecturally complex
compounds as anticancer agent leads with one, Ecteinascidin-
743, now approved in the European Union for treatment of sar-
coma. The discovery of natural products derived from marine
sources exploded in the 1970s not only because of increased
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H3CO

H3CO

OCH3 OPO3Na

OCH3

Combretastatin A4
phosphate (72)

level of NCI funding but also because of technological advance-
ments in the techniques for collection of specimens, chemical
isolation, and structural elucidation of low amounts of com-
pounds initially isolated. Because of the fear of a limited supply
of marine sources for large-scale production, marine natural
products have remained the exclusive purview of academia ex-
cept for a small Spanish pharmaceutical company, PharmaMar,
which collaborates closely with academia and governments.
Bryostatins are among the most interesting marine natural prod-
ucts known. They were isolated from the bryozoan Bugula
neritina . They are a series of polyketide macro lactones rep-
resented here by the major congener bryostatin I (84), which is
a modulator of protein kinase C and has been subjected to sev-
eral human clinical trials (90, 91). Recently, combination studies
have been recommended for Phase I and Phase II trials, mainly
under the auspices of the NCI. Modeling studies along with a
diligent chemical design approach has led to the synthesis of a
simplified analog 85 that has been shown to be equally active
as bryostatin I in most in vitro studies (92, 93). This compound
stands a better chance of being produced at larger scale by total
synthesis.

Dolastatins are a class of peptides comprised of mostly
nonribosomal amino acids. They were isolated from a sea hare
Dolabella auricularia (94). Dolastatin-10 (86) is one of the
most potent and the best-studied members (95, 96). It exerts
it antitumor effect by inhibiting tubulin polymerization and
binds at the vinca alkaloid binding site (97, 98). Dolastatin-10
has been studied in Phase II human clinical trials but was
discontinued because of lack of efficacy (99). Auristatin PE

(87), a synthetic analog, seems to be more promising and is
being studied in Phase II human trials (100).

Discodermolide (88) was isolated from Discodermia disso-
luta by using a P388 cell line toxicity bioassay; later it was
determined that it stabilized microtubule assembly better than

Taxol


, and it drew a lot of attention as an anticancer agent
(101, 102). Its development, like that of many other complex
marine natural products, was hampered because of the lack of
ample supply of the material required for the clinical studies.
In this case, the supply problem was overcome by the synthetic
efforts of the Novartis process group. They synthesized it on a
large enough scale to allow clinical studies. Unfortunately, its
development seems to have been halted because of toxicity at
Phase I (103, 104).

Several other novel, structurally and mechanistically diverse
marine natural products have entered various preclinical and
clinical studies. One of these products is ecteinascidin-743 (89
ET-743), isolated from the tunicate Ecteinscidea turbinata (105,
106) and recently approved for the treatment of sarcoma in the
European Union as the first “direct-from-the-sea” drug. Total
synthesis and methods developed during the total synthesis
allowed the preparation of a simpler analog phthalascidin (90)
with comparable activities (107–109).

Hemiasterlin (91), a tripeptide isolated from a sponge that
was chemically modified to HTI-286 (92), which binds to
the vinca binding site of tubulin, depolarizes microtubules; it
entered into clinical development but was apparently dropped
(110, 111).

One difficulty with the cytotoxic agents that are used for the
treatment of cancer is the differentiation of cytotoxicity between
target tumor cells and normal cells. In an innovative approach,
the Wyeth group took advantage of a tumor cell-specific drug
delivery mechanism of antibodies. They conjugated calicheam-
icin (93), perhaps the best described member of the ene-diyne

N

O

O

Me

H2N

NH

O
O

NH2

OMe

Mitomycin C (77)

O N
Thr-D-Val-Pro

O

Thr-D-Val-Pro

O
MeGlyMeVal

MeVal MeGly

Me

O NH2

Me

Dactinomycin (74)

O

OOMe OH

OH O

OH
OH

O

O Me

OH
H2N

Doxorubicin (73)

N N
H
N

N
H

H
N

NH

H
N

CONH2

CONH2 NH2

H2N

Me O
O

O O
OH

HO

OH

O

O OH

OHOOH

NH2O

NH

N

Me

OH

Me

O
HO

O

S

N

S
N

O
H
N

Bleomycin A2, R=CH2CH2CH2S+(CH3)2 (75)
Bleomycin B2, R=CH2CH2CH2CH2NHC(NH)NH2, (76)

R

10 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



Pharmaceuticals: Natural Products and Natural Product Models

N N
O

MeH

NHMe

OMe

OO R

Staurosporine,R = H (78)
7-Hydrxystaurosporine, R =OH (79)

N N
O

MeH

N

OMe

OO

CGP41251 (80)

Me CO2Ph

O

Me

S

N
Me

O

R

OH

O

OH

Me

O

Me Me

Epothilone A, R = H (81)
Epothilone B, R = Me (82)

H
N

O

O

O

Cl

HO

Salinosporamide A (83)

O O
MeO2C

OAc
HO

O

O

OHO

OH H

CO2MeO

OH

Bryostatin 1(84)

O O O

O

O

OHO

OH H

CO2MeC7H15 O

OH

(85)

class of highly cytotoxic antitumor antibiotics produced by Acti-
nomycetes, with recombinant humanized IgG4 kappa antibody

and developed Mylotarg


Wyeth, Madison, NJ (94), which
binds to CD33 antigens expressed on the surface of leukemia

blasts. Mylotarg


is an effective and less toxic treatment of
myeloid leukemia (112–115).

Immunosuppressant Agents

Natural products represent essentially all clinically used im-
munosuppressant agents. These agents collectively have made
organ transplant possible. Cyclosporin (95) is an N -methyl
cyclic peptide and originally was isolated from the fungus
Trichoderma polysporum as an antifungal agent; almost im-
mediately, the inhibition of T-cell proliferation and in vivo
immunosuppressive properties were discovered and led to the

development and approval of this molecule as a highly ef-
fective immunosuppressive agent (116–118). Natural products
isolation of related compounds allowed the discovery of new
congeners with reduced or no immunosuppressive activity in
favor of antifungal and various other biological activities (e.g.,
antiparasitic activity) and asthma (119, 120). FK506 (96), a
macrocyclic lactone, discovered from Streptomyces tsukubaen-
sis as an immunosuppressive agent (121–125), was approved

for clinical use for organ transplant as Tacrolimus


Astel-
las, Tokyo, Japan (126). Rapamycin (97), another macrocyclic
lactone that is a very potent immunosuppressive agent, was

approved as Sirolimus


Wyeth, Madison, NJ for clinical use
for transplant rejection (127, 128). Rapamycin was isolated
from Streptomyces hygroscopicus (129, 130). Mechanistically,
all three of these compounds bind to their specific intracellular
receptors, immunophilins, and the resulting complexes target
the protein phosphatase, calcineurin (cyclosprin and FK506),
and mammalian target of rapamycin (mTOR) to exert their
immunosuppressive effects (131–133). Rapamycin and FK506
have played significant roles in studies of signal transduction
and identification of various targets for other therapeutic appli-
cations, such as mTOR. Mycophenolic acid (98) originally was
isolated from various species of Penicillium, and its antifungal
activity has been known since 1932 (134). Mycophenolate was
approved for acute rejection of kidney transplant (135, 136).

Cardiovascular Agents

The biggest impact made by natural products in the treatment
of cardiovascular diseases is undoubtedly associated with the
discovery of the first of the HMG CoA reductase inhibitors
by enzyme-based screening of microbial extracts that led to
the isolation (from Aspergillus terreus) and characterization of
mevinolin (lovastatin 99), which is a homologue of compactin
(100) that was discovered earlier (137, 138). These compounds
possess a lipophilic hexahydrodecalin, a 2-methylbutanoate side
chain, and a β-hydroxy-δ-lactone connected to the decalin unit
with a two-carbon linker. These compounds are potent in-
hibitors of HMG CoA reductase, the rate-limiting enzyme of
cholesterol biosynthesis, and inhibit the synthesis of choles-

terol in the liver. Lovastatin (Mevacor


) Merck & Co., Inc.,
Whitehouse Station, NJ; was the first compound approved for
lowering cholesterol in humans and became the cornerstone of
all cholesterol-lowering agents generically called “statins.” The
modification of 2-methylbutanoate to 2,2-dimethylbutanoate led

to the semisynthetic derivative, simvastatin (Zocor


, Merck &
Co., Inc., Whitehouse Station, NJ; 101), the second and more
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effective agent approved for human use (139). Hydroxylation of

compactin by biotransformation led to pravastatin (Pravachol


,
BMS, NY 102) (139). The key pharmacophore of the statins is
the β-hydroxy-δ-lactone or open acid. As the importance and
value of cholesterol lowering to human pathophysiology became
clearer, the search for additional cholesterol-lowering agents
became more prominent and led to the discovery and develop-
ment of several other clinical agents. All these compounds re-
tained nature’s gift of the pharmacophore, β-hydroxy-δ-lactone
(or open acid), with replacement of the decalin unit of the
natural products with a variety of aromatic lipophilic groups
that resulted in fluvastin (103) (140), Atorvastatin (104) (141),
Cerivastatin (105, withdrawn from the clinic) (142), Rosuvas-
tatin (106) (143), and Pitavastatin (107). The statins have had
tremendous impact in improvement of overall human health and
quality of life because of the lowering of low-density lipopro-
tein (LDL) particles, which leads to a reduction in the incidence
of coronary heart disease; arguably, they are the most successful
class of medicines.
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Ephedrine (108), isolated from the Chinese plant Ephedra
sinaica , was approved as one of the first bronchodilators and
cardiovascular agents. This discovery led to a variety of such
antihypertensive agents including β-blockers (4).

Angiotensin-converting enzyme (ACE) converts angiotensin
I to angiotensin II, and its inhibition has led to several very
successful, clinically useful antihypertensive agents. Although
these inhibitors are of synthetic origin, the original lead was
modeled after a nonapeptide, teprotide (109). This peptide was
isolated from snake (viper, Bothrops jararaca) venom by On-
detti et al. It had antihypertensive activity in the clinic by par-
enteral administration (138, 144, 145) but was devoid of oral ac-
tivity. Ondetti and coworkers worked diligently, and, recogniz-
ing that ACE was a metallo-enzyme, they visualized the binding
of a smaller snake-venom peptide SQ20475 (110) with ACE;
they modeled an acyl-proline with a sulfhydryl substitution at
the zinc binding site, which led to the design and synthesis of
captopril (111) as an orally active highly effective antihyperten-
sive clinical agent. Additional application of the rational design
by Patchett and coworkers led to the synthesis of enalapril (112)
and other clinically relevant oral ACE inhibitors (138).

Antiparasitic Agents

Avermectins (113, 114) are a series of macrocyclic lactones
that are broad-spectrum, highly potent, glutamate-gated, chlo-
ride channel-modulator antiparasitic agents produced by Strep-
tomyces avermitilis (146, 147). Ivermectin, 23,24-dihydroaver-
mectin B1a/B1b (115), was the first product approved in the
mid-1980s for treatment of intestinal parasites in domesticated
and farm animals, and it remains the standard of care (148,
149). The remarkable activity of ivermectin against Onchocerca
volvulus , the causative parasitic agent of onchocerciasis (river
blindness), led to clinical development and the approval of

Mectizan


Merck & Co., Inc., Whitehouse Station, NJ; for
the treatment of such diseases. These parasitic diseases have
debilitated millions of people in many countries in Africa and

South America. Because Mectizan


is a very effective treat-
ment, Merck is providing this drug free of cost to all people
in need as a part of the “Mectizan Donation Program,” which
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has had tremendous impact on the health and quality of life of
people affected by these diseases (150).

Spinosyns were discovered from the fermentation broth
of Saccharopolyspora spinosa by screening for mortality of
blowfly larvae, and a mixture of spinosyns A (116) and D (117)
was approved and used successfully as a crop protection and
an antiparasitic animal health agent. (151) Nodulisporic acids
are an indole diterpenoid class discovered from various species
of Nodulisporium as orally active antiflea and antitick agents
for dogs and cats (152, 153). The most active of the series is

nodulisporic acid A (118), which selectively modulates the ac-
tivity of insect-specific glutamate-gated chloride channels (153).

Pharmaceutical Models

The roles played by natural products as models for design and
development of pharmaceutical agents are too many to cover
in this overview. A few examples are illustrated during the
discussions of specific disease areas above. For example, a
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Avemectin B1a, R = CH(CH3)CH2CH3, ∆23,24 (113)
Avermecin B1b, R = CH(CH3)2, ∆23,24 (114)
Ivermectin R = CH(CH3)CH2CH3 + CH(CH3)2, (115)

Nodulisporic Acid A (118)Spinosyn A, R = H (116)
Spinosyn D, R = Me (117)
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marine sponge-derived nucleoside was the precursor for various
nucleoside-based antiviral agents, pepstatin for renin and HIV
protease inhibitors, snake venom peptide for ACE inhibitors,
lovastatin and compactin for all statins, and ephedrine for many
painkillers and β-blockers. Below are a few critical examples
that have played a big role in defining leads for some therapeutic
areas but have not resulted in a drug yet.

Asperlicin (119) was isolated from Aspergillus alliaceus as
a weak cholecystokinin A receptor (CCK-A) antagonist by
using CCK receptor binding screening assays (154). It is a
competitive antagonist of CCK-A (but not CCK-B) but did
not have sufficient potency or oral activity to qualify as a
drug candidate. In a remarkable strategy, medicinal chemists
simplified the molecule to a benzodiazepine core of asperlicin,
which led to the synthesis of potent, safe, and orally active
analogs (120 and 121) with selectivity for either CCK-A (120)
or CCK-B (121) receptors. They entered human clinical trials
but were abandoned because of lack of efficacy (155, 156). The
benzodiazepine scaffold was coined as “privileged structures”
by Evans et al (155). This discovery is a beautiful demonstration
of how a natural product became a model for the CCK program
and played a pivotal role in defining the entire field (138).

The second example is apicidin (122), which is a cyclic
tetrapeptide isolated from a fungus Fusarium pallidoroseum by

using an empiric antiprotozoal screen (157, 158). It showed po-
tent inhibition of apicomplexan protozoa including the malarial
parasite Plasmodium falciparum and coccidiosis parasite Eime-
ria spp. It was effective in vivo against reducing malaria parasite
infection in a mouse model (157) and exhibited strong activity
against tumor cell lines (159, 160). Cyclic tetrapeptides with
a terminal epoxy-ketone were known to be effective cytotoxic
agents before the discovery of apicidin, but the pharmacophore
was associated with the epoxy-ketone group (e.g., Trapoxin B,
123) with covalent modification as a mode of action. Apicidin
does not contain the epoxy-ketone but showed potent antitu-
mor activity (161). The mode of action of apicidin was shown
to be the inhibition of histone deacetylase (HDAC) (157). The
amino-oxo-decanoic acid (L-Aoda) mimics the acetylated lysine
residue and positions itself at the zinc-binding site of HDAC
(162). Chemical modification of apicidin with retention of the
ethyl or methyl ketone led to the synthesis of small dipeptides
(e.g., 124) that retained the HDAC and tumor cell line inhibitory
activities with significant reduction of inhibition of normal
cells (161).

In summary, nature has provided a great set of molecules
with enormous chemical diversity that has contributed to the
treatment of many human diseases. Nature continues to amaze
us with novel chemical diversity with unimaginable biologi-
cal activity and target specificity, as illustrated by the recent
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discovery of the fatty acid synthesis inhibitor antibiotic platen-
simycin (125) (163, 164) and platencin (126) (165, 166). The
former shows exquisite selectivity for FabF, whereas the latter
compound is a balanced inhibitor of both condensing enzymes,
FabF and FabH.
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Phosphatidylinositol phosphates are cellular signaling molecules that came
to prominence in the mid-1980s, after inositol trisphosphate was
discovered as a key intracellular second messenger generated from
phosphatidylinositol 4,5-bisphosphate in response to stimulation of a wide
range of extra-cellular receptors. Since then, many novel inositol
phosphates and phospholipids have been discovered, and their cellular
functions have been studied. The roles of these molecules encompass
regulation of many processes indispensable to organism homeostasis. On
the cellular level, the processes include regulation of cell growth and
differentiation, cell motility and invasiveness, vesicular trafficking, protein
targeting to specific cell compartments. This review focuses on biosynthesis
and biological roles of phosphatidylinositol phospholipids.

One of the most significant discoveries of the last two decades
was the finding that multiple cellular signal transduction path-
ways are mediated by inositol phospholipids (PIPn) and that
inositol phosphates are intracellular second messengers.1 Be-
cause of the sheer complexity, studies of the signaling function
of these molecules remain an important field of biomedical re-
search. Once deemed obscure minor components of biological
membranes, inositol phospholipids are now known to be in-
volved in the transduction of the vast array of extracellular
signals, which include neurotransmitters, growth hormones, and
photons (1, 2). Because of the broad scope of these signaling
events, several thousand research publications related to inositol
phospholipids are published every year (3). Much of this activ-
ity is enabled by the availability of phosphoinositides because
of the success in developing synthetic methodologies that lead
to these compounds during the last 20 years (4, 5).

Structure of Inositol Phospholipids

Overall, nine major inositol phospholipids (1–9) (Fig. 1) have
been identified in cellular signaling pathways, and more are
likely to be discovered. Of two possible enantiomers of the un-
symmetrically substituted inositol residue, only the molecules

1As of 05/2007, the Chemical Abstract Service database included ca.
140,000 entries containing the “inositol” keyword.

in which the phosphatidate residue is attached to the D-1 po-
sition of myo-inositol are active physiologically (6, 7). Most
naturally occurring PIPns that participate in signal transduction
pathways in mammalian cells feature inositol ring phosphory-
lated at the 3-, 4-, and/or 5-positions. The addition or removal of
the phosphate residue at the inositol ring is a simple biochemical
process, yet given the large number of possible hydroxylation
sites, it generates molecules that are characterized by a differ-
ent net charge and feature distinct geometric distribution of the
individual negative charges. In addition, the net negative charge
of these molecules can be modulated easily by slight differences
in pH of a local environment. Rapid generation of such a molec-
ular array and facile interconversions between its members may
be the basis for the omnipresence of inositol phospholipids in
the signaling phenomena. The molecules that are nonphosphory-
lated at any of the 3-, 4- and 5-positions can also be glycosylated
at the 6-position (GPI) (8). These phosphatidylinositols serve a
multitude of other functions such as protein and protozoan VSG
anchoring (9), and serving as precursors for the putative insulin
mediators (10).

Regarding the lipid composition of phosphatidylinositols, the
mammalian PIPn carry stearic and arachidonic acid esters at the
glycerol sn-1 and sn-2-positions, respectively (11). The com-
position of inositol phospholipids isolated from plants varies
from those present in mammalian tissues because they contain
linoleoyl residue at the sn-2-position and palmitoyl residue at
the sn-1-position.
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Figure 1 Structures of PIPn 1–9. For stereospecific numbering of the glycerol moiety, see Reference 6. For stereospecific numbering of myo-inositol
residue, see References (5) and (7).

In principle, only three members of PIPn family including
phosphatidylinositol (1), phosphatidylinositol 4-phosphate (3),
and 4,5-bisphosphate (7), are available in sufficient quantities
by isolation from natural sources. Other phosphoinositides, al-
though they play important roles in cell physiology, are formed
transiently or are present in biological sources at only very
low concentrations, which makes preparative isolation of these
compounds unfeasible. To date, all known naturally occurring
phosphoinositides, with the exception of putative prostaglandyl
inositol phosphate (12) but including glycosylated phosphatidyli-
nositols (13), have been synthesized (4), with some methodol-
ogy published from the Department of Medicinal
Chemistry and Pharmacognosy laboratory at the University of
Illinois (14). Because of the synthetic expediency, most avail-
able synthetic inositol phospholipids are supplied as unnatural
analogs that contain the saturated fatty acid chains, with either
a long (dipalmitoyl) or shorter chains (dioctanoyl or dihex-
anoyl). These saturated analogs are not only easier to synthesize,
but also are more stable chemically because they do not un-
dergo peroxidation reactions common to unsaturated fatty acids.
In addition, synthetic methods have been developed toward
phosphatidyl inositide analogs that carry fluorescent, biotin,
and photoaffinity residues to identify the various phosphoinosi-
tide binding proteins and to study spatiotemporal aspects of
inositol-signaling pathways (15, 16).

Principal Biosynthetic and
Metabolic Pathways

In plants, inositol is biosynthesized from glucose 1-phosphate
via inosose 1-phosphate, which is reduced into 1D-inositol
3-phosphate (INO1 pathway). After dephosphorylation by inosi-
tol phosphate monophosphatase, myo-inositol is fed into biosyn-
thesis of inositol phospholipids via a Kennedy-like sequence. In
mammalian organisms, inositol is acquired from the diet and is
also biosynthesized via INO1. The latter pathway, rather than
the inositol phosphate phosphatase, seems to be a more promis-
ing target of antipsychotic drugs (17, 18) (see Fig. 2).

Phosphatidylinositol

Phosphatidylinositol (PI, 1) is the most abundant member
of the PIPn family and is a precursor to all known PIPns.

This compound is biosynthesized from myo-inositol and CDP-
diacylglycerol by phosphatidylinositol synthetase localized in
the endoplasmic reticulum (19). The PI metabolism involves se-
quential phosphorylations at the 3 (20), 4- (21), and 5-positions
(22) to provide compounds (2–8). In addition, PI is subject
to degradation by phospholipases C and phospholipases A2.
Although most mammalian phospholipases C prefer PI-4,5-P2

and PI-4-P (23), isolated reports of PI-specific phospholipases
in mammalian tissues exist (24). In contrast to mammalian
PI-PLC, the bacterial enzymes display strict specificity for un-
phosphorylated PI (25). Generally, PIPn that bear a phosphate
group at the inositol 3-position are regarded as resistant to
cleavage by all PLC isozymes (26). PI seems also refractive
to hydrolysis by two major isozymes of mammalian PLD (27).
PI is also subject to the deacylation reaction by sequential action
of phospholipase A and lysophospholipase that generate glyc-
erophosphoinositols (28), which was recently shown to inhibit
invasion of cancer cells (29).

Phosphatidylinositol 3-phosphate

Phosphatidylinositol 3-phosphate (PI-3-P, 2) is a rare phospho-
lipid generated from PI by the action of Class II and Class
III PI-3 kinase (PI-3K) (30, 31) and via hydrolysis of the
5-phosphate from PI-3,5-P2 by phosphatidylinositol phosphate
5-phosphatases SHIP (32).

Phosphatidylinositol 4-phosphate

Phosphatidylinositol 4-phosphate (PI-4-P, 3) is the second most
abundant inositol phospholipid in biological membranes. It is
a product of phosphorylation by four different species of PI
4-kinases (21), and it is a precursor to PI-4,5-P2 and PI-3,4,5-P3.
These kinases are the two inositol lipids whose biological roles
are understood best. The biological function of PI-4-P is not well
known; however, the studies in yeast indicate its role extends
beyond the substrate for PI 5-kinase (21), such as regulation of
vesicular trafficking and protein secretion from Golgi. PI-4-P
is removed by the subsequent phosphorylation to PI-4,5-P2 or
dephosphorylation to PI by ER-localized phosphatase (21).

Phosphatidylinositol 5-phosphate

Phosphatidylinositol 5-phosphate (PI-5-P, 4) is formed by the
hydrolysis of 3-phosphate from PI-3,5-P2 by myotubularin,
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MTM1 (33). This molecule can be removed either by phospho-
rylation into PI-4,5-P2 by phosphorylation with the β-form of
PI-4K (34) or by dephosphorylation of PI-5-P by the novel form
of PTEN-like proteins with selectivity toward phosphatidyli-
nositol phosphorylated at the 5-position (35). Recent studies
suggest a role for PI-5-P in a variety of cellular events, such
as tumor suppression, response to bacterial invasion (35), and
control of osmotic pressure (36). This phospholipid has been
shown recently to function as a second messenger that binds
to an Arabidopsis homolog of trithorax, which suggests that
it may have a regulatory function that connects lipid signaling
with nuclear functions (37).

Phosphatidylinositol 3,5-bisphosphate
Phosphatidylinositol 3,5-bisphosphate (PI-3,5-P2, 6) is the low
abundance, newest member of PIPn family (33). It is involved
in mediation of several cellular processes such as vacuolar
homeostasis, membrane trafficking, and vesicular protein sorting
(36, 38). The recently discovered PI-3,5-P2 effectors include a
family of β-propeller, epsin, and CHMP protein families (39).
The importance of PI-3,5-P2 in human physiology is demon-
strated by its role in insulin signaling, myotubular myopathy,
and corneal dystrophy (38).

Phosphatidylinositol 3,4-bisphosphate
Phosphatidylinositol 3,4-bisphosphate (PI-3,4-P2, 5) is biosyn-
thesized by phosphorylation of PI-4-P at the 3-position (2a), by
dephosphorylation of PI-3,4,5-P3 at the 5-position by the SHIP
phosphatase (39, 40), and by phosphorylation of PI-3-P by the
Type II 4-kinase (41). The significance of this lipid is under-
scored by the association between SHIP2 gene polymorphism
and type 2 diabetes mellitus (39). Therefore, SHIP2 constitutes
an important target for treatment of both type 2 diabetes and
obesity (40).

Phosphatidylinositol 4,5-bisphosphate
Phosphatidylinositol 4,5-bisphosphate (PI-4,5-P2, 7) is the third
most abundant inositol phospholipid in biological membranes.
The predominant biosynthetic pathway is via phosphoryla-
tion of PI-4-P by a 5-kinase (1h). This inositol lipid is best
known for participating in receptor-mediated cleavage by mam-
malian phospholipases C-β, -γ, -δ, and -ε to produce inositol
1,4,5-trisphosphate second messenger (41, 42), and for initiating
extremely complex metabolic pathways of inositol phosphates,
which include formation of several new second messengers,
such as inositol 1,3,4,5-tetrakisphosphate, 1,3,4-trisphosphate,
and 3,4,5,6-tetrakisphosphate (1e, 43). The biological role
of PI-4,5-P2 is much larger because it is a substrate for
Type I 3-kinases that ultimately provide PI-3,4,5-P3 as an-
other important signaling molecule (44). In addition, PI-4,5-P2

is recognized specifically by pleckstrin homology domains
of many important proteins, which include several enzymes
[e.g., phospholipase D (45)], which provides an interesting
crosstalk between the PLC and PLD lipolytic activities. Another
example of the interrelationship between phospholipases is the
regulation of cPLA2 by PI-4,5-P2 (46). Furthermore, associa-
tion of certain transmembrane receptors with PI-4,5-P2 affects

their functional activity [e.g., interaction of vanilloid receptor
with PIP2 is necessary for receptor desensitization (47)]. There-
fore, PI-4,5-P2 plays and important role in both human health
and disease (48).

Phosphatidylinositol 3,4,5-trisphosphate

Phosphatidylinositol 3,4,5-trisphosphate (PI-3,4,5-P2, 8) is the
most phosphorylated inositol phospholipid, and it is one whose
function is related to cell growth, survival, and differentiation
(49, 50). The proper physiological levels of PI-3,4,5-P3 are
maintained in a major part by phosphorylation of PI-4,5-P2

by the Type I phosphatidylinositol 3-kinases and by hydrolysis
of two 3-phosphoinositide phosphatases: PTEN and SHIP (20).
The latter activities lead to the regeneration of PI-4,5-P2 and to
formation of another second messenger, PI-3,4-P2, respectively
(39, 40). Strong evidence suggests that PI-3,4,5-P3 is an impor-
tant player of signaling pathways in the nucleus. Recent results
also indicate that nuclear translocation of cell surface receptors
could activate nuclear PI-3K, which suggests a new pathway
of signal transduction (51). The most important cellular func-
tion of PIP3 at the moment seems to be its strong interaction
with the PH domain of protein kinase Akt. Binding of PIP3

causes translocation of Akt to the plasma membrane where it
becomes phosphorylated and activated (50). The activated Akt
then phosphorylates downstream cellular proteins that promote
cell proliferation and survival, which results ultimately in tu-
morigenesis. Therefore, the proper concentration of PI-3,4,5-P3

is pivotal to cell homeostasis, and its elevated levels promote
tumor formation (50).

Phosphoinositide-Binding Protein
Domains

A major advance in understanding signaling roles of phos-
phatidylinositols has been the discovery of several highly con-
served protein domains whose function is to bind head groups of
specific phosphatidylinositol phosphates. Such “cut and paste”
modules are attached into a diverse array of multidomain pro-
teins, and they enable recruitment of such proteins to spe-
cific regions in cells via binding to plasma or to intracellular
membranes enriched with such phosphoinositides (52, 53). As
a result, phosphoinositides can act as signal mediators in a
spatially- and temporally-defined manner, and they can control
various intracellular events such as cytoskeletal rearrangement
and membrane trafficking. The pleckstrin homology (PH) do-
main was the first identified phosphoinositide-binding domain.
It contains the largest number of members and is associated with
the formation of signaling complexes on the plasma membrane.
Recent studies identified other novel phosphoinositide-binding
domains such as FYVE, Phox homology (PX), and epsin
N-terminal homology (ENTH), which attest even more to the
functional versatility of phosphoinositides (54). The number
of known domains or modules that bind phosphoinositides
has increased dramatically over the past few years. Struc-
tural analysis of interactions of inositol phospholipids with
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Table 1 Recognition of inositol phospholipids by specific phosphoinositide-binding domains

Phosphoinositide PI-3P PI-4P PI-5P PI-3,4-P2 PI-3,5-P2 PI-4,5-P2 PI-3,4,5-P3

Phosphoinositide-
binding domain

PX
FYVE

PH
E/ANTH

PX PH PH PH PX
E/ANTH

PH PX

phosphoinositol-binding domains has provided significant in-
sight into the mechanism of membrane recruitment by the dif-
ferent cellular phosphoinositides. Thus, the domains that target
only the rare (3-phosphorylated) phosphoinositides must bind
with high affinity and specificity. In the case of certain PH do-
mains (which bind PI-3,4,5-P3 and/or PI-3,4-P2), this binding
is achieved exclusively by headgroup interactions. In contrast,
the PI-3-P-targeting PX and FYVE domains require an addi-
tional membrane-insertion and/or oligomerization component.
Domains that target PI-4,5-P2, which is 25-fold more abundant
than other phosphatidylinositol tris- and bis-phosphates, do not
require the same stringent affinity and specificity and tend to
be more diverse in structure. The mode of phosphoinositide
binding by different domains also seems to reflect their dis-
tinct functions. For example, PH domains that serve as simple
targeting domains recognize only the phosphoinositide head-
groups. By contrast, certain other domains, notably the epsin
ENTH domain, seem to promote bilayer curvature by inserting
into the membrane on binding (55, 56). Structural specificity of
the phosphoinositide binding domains is listed in Table 1.

In summary, transmembrane and intracellular signaling with
phosphatidylinositol phosphates is a dynamically expanding
field. The progress in this area is critical to understanding the
intricate spatiotemporal effects of generation of these small
molecular mediators in response to extracellular signals on the
functional roles of intracellular proteins.
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In oxygenic photosynthesis, light-induced electron transfer reactions occur
in two photosystems embedded in the thylakoid membrane. These
complexes bind many cofactors and are among the handful of membrane
proteins for which the X-ray crystal structures have been determined. The
availability of this structural information, in combination with advanced
spectroscopic techniques, has allowed the electron transfer reactions to be
studied in detail. This work has revealed the pathways, rates, and yields of
the electron transfer reactions but has also raised several intriguing
questions about how these properties are governed by the
protein–cofactor interactions. In this article, a brief overview of the main
features of these very complex reactions is given, along with a summary of
some techniques used to study them. A short survey of some recent
advances in our understanding of the chemistry of electron transfer in
photosynthesis is given.

The energy needed by all living organisms is derived ultimately
from the sun. However, most energy contained in sunlight is
dissipated as heat, which is insufficient to break and form all but
the weakest chemical bonds. Hence, to use the energy of the sun,
living organisms require a mechanism for capturing individual
photons and storing the energy they contain. Moreover, a system
that can perform multiple turnovers is required, because even
the energy contained in a single photon of visible light is not
sufficient for many biochemical reactions. Photosynthesis is the
process by which this energy storage is achieved, and because
all living organisms are dependent on it, it is arguably the most
important biologic process.

Biologic Background

At the heart of this solar energy conversion process are two
light-induced electron transfer reactions that generate oxidizing
and reducing agents and a transmembrane proton concentration
gradient. The nature of this reaction and the type of oxidant
it produces distinguishes the various types of photosynthetic
organisms.

Occurrence of photosynthesis
in the three domains of life

Photosynthesis is most commonly associated with higher plants,
which are eukaryotes. However, in terms of photosynthetic
electron transfer chemistry, a wider variety of species exists

among the bacteria. Indeed, eukaryotic photosynthesis is be-
lieved to have evolved through a symbiotic relationship between
a non-photosynthetic eukaryote and an oxygenic photosynthetic
bacterium. Hence, a complete classification of the various types
of photosynthetic electron transfer apparatus can be performed
within the domain of the bacteria.

Types of photosynthetic organisms

Photosynthetic bacteria can be divided into two classes: anoxy-
genic and oxygenic. The anoxygenic bacteria are thought gen-
erally to have evolved before the advent of oxygenic photo-
synthesis, and in these species, the electron transfer oxidizes
electron-rich compounds such as thiols. The limited availability
of such compounds strongly restricts the environments in which
anoxygenic bacteria can survive. In contrast, the oxygenic or-
ganisms can live in a much wider variety of habitats because
they have evolved the ability to oxidize water, which is much
more abundant. Although considerable diversity exists, both at a
cellular and molecular level between the various photosynthetic
organisms, all of them possess photosynthetic reaction centers,
which are membrane-bound oxido-reductase enzymes in which
the light-induced electron transfer takes place. The reaction cen-
ters are divided generally into two classes on the basis of the
terminal electron acceptors, and all known reaction centers can
be placed into one of these two types. A unique feature of oxy-
genic organisms is that they have two different reaction centers,
one of each type. Hence, the oxygenic photosynthetic bacteria
provide a convenient framework within which most features of
photosynthetic electron transfer can be discussed.
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Components of the photosynthetic
apparatus in oxygenic photosynthesis

The two different reaction centers in oxygenic species seem
to have evolved so that they can generate the very positive
oxidation potential needed to split water without sacrificing the
reducing potential generated on the other side of the membrane.
In both reaction centers, an extensive network of chlorophyll
molecules, used to capture light, is housed in the same complex
as the electron transfer cofactors, and hence, these complexes
are called photosystems . The two photosystems are called more
correctly light-driven oxidoreductases, and they are referred to
as Photosystem I (PS I) and Photosystem II (PS II) or plasto-
cyanin:ferredoxin oxidoreductase and water:plastoquinone oxi-
doreductase, respectively. In addition to the photosystems, the
membrane protein complex cytochrome b6f and the soluble
proteins, plastocyanin, ferredoxin, and ferredoxin-NADP+ re-
ductase (FNR) participate in the electron transfer in oxygenic
photosynthesis. The proton gradient generated by these enzymes
is used by ATP synthase to phosphorylate ADP. These compo-
nents are shown in Fig. 1, along with a schematic representation
of the overall electron transfer pathway. The representations of
the protein complexes in Fig. 1 are derived from their X-ray
structures. The fact that these structures are known for all com-
ponents makes oxygenic photosynthesis one of the best charac-
terized biologic pathways.

Electron Transfer in Oxygenic
Photosynthesis

The electron transfer pathway shown in Fig. 1 is driven by
light-induced charge separation in the two photosystems. The
first of these systems is PS II, shown on the left of Fig. 1. In PS
II, the radical cation generated by the charge separation extracts

electrons from a manganese cluster located on the lumen side
of the membrane. After four turnovers of PS II, the manganese
complex can remove four electrons from two water molecules
to produce molecular oxygen and four protons. On the stromal
side of the complex, four turnovers of the complex reduce
two molecules of plastoquinone to plastoquinol, which diffuses
into the membrane. The plastoquinonol is then reoxidized to
plastoquinone in the cytochrome b6f complex. The electrons
and protons released in this process are both transferred to the
stromal side of the membrane. The electrons reduce the soluble
protein plastocyanin, whereas the two protons are released
into the stroma. In the second photosystem, PS I, the radical
cation generated by light-induced charge separation reoxidizes
reduced plastocyanin. The electrons transferred through PS I
reduce ferredoxin, which is a soluble protein located in the
stroma. Ferredoxin is then reoxidized by ferredoxin-NADP+
reductase (FNR), which converts NADP+ to NADPH. The
oxidation of water in PS II and the conversion of plastoquinone
to plastoquinol and back again lead to the accumulation of
protons in the lumen, which creates a proton gradient across
the thylakoid membrane. Cyclic electron transport, in which
reduced ferredoxin passes electrons to the cytochrome b6f, also
can contribute to establishing a difference in H+ concentration
across the membrane. This proton gradient is used to drive the
ATP synthase enzyme shown on the right, which converts ADP
to ATP on the stromal side of the membrane. The final step of
photosynthesis, the production of carbohydrates from CO2 via
carbon fixation, derives its energy from ATP and NADPH. This
step is not shown in Fig. 1.

The Z-scheme

The elucidation of the overall mechanism of photosynthesis de-
scribed above is the product of many years of intense research.
Initially, the focus of most of this work was to determine the na-
ture of the light-induced reactions and their energetics. In 1960,
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Figure 1 Schematic representation and structure of the electron transfer components of the thylakoid membrane. The overall pathway of electron and
proton flow through the system is also shown. The structural representations have been generated from the following protein databank files using the
program molmol (1): Photosytem I 1JB0 (2), Photosystem II 2AXT (3), Cytochrome b6f 1VF5 (4); ATP synthase F1 subunit 1E79 (5), F0 subunit 1 C17 (6);
Plastocyanin 1JXD (7); Ferredoxin 1FXI (8); and Ferredoxin-NADP+ reductase (FNR) 1FNB (9). Note that the a and b subunits of the ATP synthase are not
shown.
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Hill and Bendall (10) presented a hypothesis that suggested that
two light-induced steps were involved and showed a diagram
in which the energy was plotted along the horizontal axis. Be-
cause the two reactions in this diagram resembled the letter “Z,”
it became known as the Z-scheme. Now it is drawn according
to the more usual convention of energy as a vertical axis, and
many details of the electron transfer reactions have been added
(11). This scheme is shown in Fig. 2. The vertical axis in the
figure indicates the midpoint potential for oxidation or reduc-
tion for the various species. The two vertical steps indicate the
absorbance of light by PS I and PS II, and it is apparent that
the midpoint potentials of the two photosystems are shifted by
∼0.8 V with respect to one another. Because of this shift, PS
II can use 680 nm photons to generate an oxidizing potential of
∼+1.0 V, while PS I uses photons of similar energy (700 nm)
to produce a reducing potential of ∼−0.7 V). The various steps
after light absorption by PS I and PS II refer to electron transfer
along the chain of acceptors in the two systems. Here, we will
focus on the details of these electron transfer reactions. Electron
transfer in the cytochrome b6f complex is a multistep process
also, but these steps are not shown in Fig. 2 and readers are
referred to a recent review (12) for details.

Fig. 3 shows the arrangement of electron transfer cofactors in
PS I and PS II as given by their X-ray crystal structures (2, 3).
The two structures are similar, and each has a so-called “special
pair” of chlorophylls located on the stromal side of the complex
and shown in green in Fig. 2. Extending across the membrane
from the respective special pairs are two branches of cofactors
that act as the electron acceptors.

Photosystem II and type II reaction
centers

PS II is representative of the Type II class of reaction centers,
and in these systems, the primary acceptor is pheophytin (shown

in blue and labeled Pheo in Fig. 3, left). A problem that
has intrigued researchers in the field for many years is the
fact that despite the apparent symmetry of the complex, the
electron transfer occurs exclusively to PheoA on the left in
Fig. 3 (13). The exact nature of this initial charge separation
remains a subject of debate. In purple bacteria, the chlorophyll
dimer acts as the donor and the electron transfer is known to
proceed via the accessory chlorophyll ChlA (shown in light blue
in Fig. 3) (14). However, in PS II, recent evidence suggests
that the initial charge may occur between ChlA and PheoA

and that the oxidized ChlA+ then is reduced rapidly by the
special pair, P680 (15). After this initial charge separation, the
electron is transferred to the neighboring quinone QA and then
across the complex to quinone QB (both shown in red in Fig.
3). The nature of the quinone varies slightly between various
organisms. In PS II, it is plastoquinone, but other quinones, such
as ubiquinone, are found in anoxygenic organisms with Type II
reaction centers.

In the latter organisms, the oxidized donor is re-reduced
by a cytochrome whereas in PSII and P680

+ is reduced by
the neighboring tyrosine YZ, which in turn is reduced by the
oxygen-evolving complex (OEC) (represented by the four Mn
atoms shown in green in Fig. 3). A second turnover of the
enzyme removes a second electron from the OEC and leads to
double reduction and protonation of QB to its quinol form. The
quinol does not have a high affinity for the QB site and diffuses
out of the reaction center to be replaced by a quinone. The
complex can then undergo two more turnovers that produce
another quinol and extract an additional two electrons from
the OEC. The OEC then has sufficient oxidizing potential to
extract four electrons from two water molecules and release
four protons and an oxygen molecule in the process.

Figure 2 shows the lifetimes for the various electron transfer
steps along with the midpoint potentials for the acceptors, as
indicated by the vertical axis. The charge separation to QA
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The lifetimes are averages taken from the literature.
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Figure 3 The geometric arrangement of the redox active cofactors in Photosystem I and Photosystem II as given by the X-ray crystal structures: PS I pdb
entry 1JB0 (2) and PS II pdb entry 2AXT (3).

via PheoA takes place with an overall lifetime of ∼200 ps and
a quantum yield of close to unity. To achieve this extremely
high quantum yield, the rates of forward electron transfer have
been optimized, thus avoiding nonproductive recombination.
The further the electron is from the donor, the slower the back
reaction becomes, and the forward reaction rate, therefore, can
be slower. The price for the high quantum efficiency is less
than maximal energy efficiency. As can be observed from Fig. 2,
roughly half of the photon energy is lost as the electron cascades
downhill along the chain of acceptors. More detail of the initial
electron transfer steps in PS II is given in a recent review (16).
The energetics of electron transfer in reaction centers and the
factors governing the rates are discussed in Reference 17.

One of the most interesting and intensively researched as-
pect of the electron transfer chemistry in PS II is the function
of the OEC. This function is also the most poorly understood
part of the PS II enzyme because of its complexity and the
difficulty in obtaining spectroscopic signatures that can be in-
terpreted unambiguously in terms of a mechanism. Here, only a
basic outline of our current understanding of the water-splitting
process is given, and readers are referred to several recent and
excellent reviews for more detail (18–21). As successive elec-
trons are removed from the OEC, it goes through a series of
five states labeled S0 through S4. The S4 state is not stable and
rapidly transforms into S0 accompanied by the release of an O2

molecule. This sequence of steps is known as the Kok cycle,
named after Bessel Kok (22) who first observed that oxygen was
evolved after every fourth flash of light given to dark-adapted
PS II samples. These five states represent different oxidation
states of the OEC. However, a major challenge in this area has
been to determine which atoms change their oxidation states as
the OEC progresses from one S state to another. Although it is
clear that primarily the Mn atoms are oxidized during the Kok
cycle, evidence exists that no change occurs in the Mn oxida-
tion states during the S2 to S3 transition (see Reference 20 for a
review). The OEC also contains calcium and chloride and it is
known that the calcium is necessary for the complex to function,
but the exact nature of the involvement of these atoms in wa-
ter oxidation still is under debate. The biggest challenge facing

researchers in this area has been to devise a reaction mecha-
nism for the oxidation of water and the formation of molecular
oxygen. Several of the many different models that have been
proposed are discussed and compared in a recent review (18).
Currently, no consensus exists regarding the mechanism. The
following are among the main questions still under debate:
1) How and when are protons released from the OEC during its
catalytic cycle? 2) How is the O–O bond formed? and 3) What
is the role of Ca in the cycle? Although it is likely that these
questions will elude definitive answers for some time to come,
recent advances in determining the structure of the OEC (see
below) can be expected to narrow the possibilities considerably.

Photosystem I and type I reaction centers

As is apparent in Fig. 3, considerable similarity exists in the
arrangement of the electron transfer cofactors in PS I and
PS II. The main differences between the two systems are as
follows: 1) PS I has three Fe4S4 iron-sulfur clusters, FX, FA,

and FB, located on the stromal side of the complex; 2) In
PS I the primary acceptor is a chlorophyll, not pheophytin;
and 3) the distance between the primary acceptor (A0A,B )
and phylloquinone (A1A,B) in PS I is significantly shorter than
the corresponding distance between PheoA,B and QA,B in PS
II and Type II reaction centers. These structural differences
correlate with functional differences between the two types of
reaction centers. In PS II, the mobile electron carrier on the
stromal side of the complex is QB, which is a lipid-soluble,
two-electron acceptor. In contrast, the mobile electron carrier
in PS I is ferredoxin, which is a water-soluble, one-electron
acceptor. The three iron-sulfur clusters in PS I provide a channel
by which electrons are funneled out of the reaction center to
ferredoxin. On the donor side of the complex, plastocyanin,
the reductant that replenishes electrons removed from P700, is
also a water-soluble protein and is a one-electron donor. Thus,
each photon absorbed by the PS I complex leads to the transfer
of one electron from plastocyanin to ferredoxin. In Fig. 2, it is
apparent that the midpoint potentials of the acceptors in PS I are
about 500 to 700 mV more negative than those in PS II, and the
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primary role of PS I is to produce a strong reducing potential.
From this point of view, it is surprising that PS I contains two
phylloquinone molecules on its acceptor side, because quinones
generally behave as oxidants and semiquinones behave as weak
reductants. Thus, in PS I, the environment clearly has a strong
impact on the redox properties of the acceptors. A comparison
of the electron transfer rates given in Fig. 2 also shows that
the electron transfer times generally are faster than in PS II.
Presumably, the reason for this is because no need exists for
multiple reduction of the acceptors. Therefore, the quinone can
be placed closer to the primary acceptor and can pass the
electron to FX faster than QA

− can pass an electron to QB or
QB

−. As in all reaction centers, the initial charge separation is
extremely fast and it has been assumed generally that it occurs
between the chlorophyll dimer (P700) and A0. However, as in
PS II, this assumption is being challenged by recent data, which
suggest that the initial charge separation may occur between the
accessory chlorophyll(s) and A0, followed by rapid donation
from P700 [16].

An unusual feature of the electron transfer in PS I is the fact
that it is heterogeneous. Many steps, for example, from A1 to FX

are governed by two lifetimes. At low temperature this becomes
dramatic; a fraction of the complexes cannot transfer electrons
past the quinone, but in the remaining fraction electron transfer
through the PS I complex leads to stable reduction of FA and
FB. The origin of this behavior is not well understood. However,
in recent years, much discussion has addressed the possibility
that both branches of cofactors in PS I may be active and that
a difference in the energetics and kinetics of electron transfer
in the two branches could account for the heterogeneity (see
below) (24).

Chemical Tools and Techniques

The picture of the workings of the photosynthetic apparatus
presented above has come about largely because of advances
in spectroscopic techniques over the past several decades. Not
surprisingly, these advances have been primarily in the area of
optical laser spectroscopy. However, magnetic resonance meth-
ods and X-ray scattering and spectroscopy techniques have also
played an enormous role. A complete overview of this wide
range of techniques goes far beyond what can be covered here,
and only a brief description of the optical and electron param-
agnetic resonance (EPR) methods by which the electron transfer
can be observed is given. These methods are all time resolved,
and they follow changes in the respective spectroscopic proper-
ties when the sample is irradiated with a flash of visible light.

Optical methods

The initial charge separation in PS I and PS II can be followed
by what are known as “ultrafast” optical spectroscopy tech-
niques. Several variations on this method exist, but they can be
grouped into pump–probe absorbance difference and transient
fluorescence methods (25, 26). In the first instance, the sample
is irradiated with a pump pulse to initiate the electron trans-
fer and the absorbance is measured using a probe pulse at a

known delay after the pump pulse. The time resolution of this
method can be as short as 10−13 seconds. Transient fluorescence
methods involve detecting emitted photons and correlating the
time at which the photons arrive at the detector with the time of
the excitation pulse. The ultrafast techniques are usually limited
to times less than a few nanoseconds. To study electron trans-
fer steps with lifetimes longer than this, a continuous detection
beam and a fast digitizer can be used to follow the absorbance
changes or the emitted light. These methods have provided most
lifetimes given in Fig. 2.

Electron paramagnetic resonance
methods
The electron transfer in reaction centers generates a series of
radical pairs that can be detected by electron paramagnetic res-
onance (EPR) spectroscopy (see Reference 27 for a review).
The advantage of this method is that only paramagnetic species
are detected. Hence there are fewer background signals and
less chance of errors exists when subtracting them. However,
the method is limited to a time resolution of ∼10−8 seconds.
Therefore, it only can be used to study the secondary electron
transfer steps. A crucial advantage of magnetic resonance tech-
niques in general is that they depend on tensorial properties and
therefore give information such as the relative orientation of the
radicals and their spin density distributions along with the rates
of electron transfer. For photosynthetic systems, EPR has been
used most widely to study trapped paramagnetic intermediates
generated by the electron transfer at low temperature. In such
experiments, all kinetic information is lost; however, the prop-
erties of the individual radicals can be studied in detail, and the
pathway can be deduced from the species observed.

Recent Advances

Directionality of electron transfer
in photosystem I
One peculiarity of PS I is that the two branches of electron
cofactors converge at FX so that no a priori reason exists
for why electron transfer should use only one of them. On
the other hand, no obvious need exists for both branches to
be active. This problem has been addressed by a number of
researchers in recent years by using the known structure of PS
I to identify specific amino acid residues close to the cofactors
in one branch or the other and making point mutations at these
locations. Although no consistent picture of the electron transfer
pathway in PS I has been developed yet, much of the data
provide evidence that both branches may be active. If this model
is correct, some data also suggest that it may be possible to
influence the extent to which electron transfer occurs in a given
branch (24).

Water oxidation and the structure
of the water-splitting complex
As discussed, the holy grail of much research on PS II has been
to elucidate the mechanism for water splitting. A major hurdle
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Figure 4 Structure of the oxygen-evolving complex of PS II as derived
from single-crystal EXAFS (28) and X-ray scattering (3) data. The Mn, Ca,
and O atoms of the OEC are shown in green, gray, and red, respectively,
and have been determined by the best fit of a model consistent with the
EXAFS data into the electron density map obtained by X-ray scattering
experiments (28).

in achieving this goal has been that the structure of the OEC
is not known. The determination of the X-ray crystal structure
of PS II represents a significant advance toward solving this
problem. However, currently, the electron density map gen-
erated from X-ray scattering experiments is not sufficient to
unambiguously determine the structure of the OEC. The main
problem is that the Mn cluster is not stable to the high intensity
synchrotron radiation needed for scattering experiments. Very
recently, progress in addressing this problem has been made by
performing extended X-ray absorbance fine structure (EXAFS)
measurements on PS II single crystals (28). Such measurements
use much lower intensities and provide only the distances and
arrangement of neighboring atoms to specific centers, such as
the Mn atoms of the OEC. Using such data, accurate distances
between the atoms of the OEC and a small number of possible
arrangements for the atoms have been determined. By plac-
ing these structures into the electron density map generated by
X-ray scattering, a detailed picture of the structure of the OEC
has been obtained. This arrangement is shown in Fig. 4 This
structure places much more stringent limits on any proposed
model than was previously possible and is an important piece
of the OEC puzzle.
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Physical chemistry is that area of science that attempts to describe the
properties and processes of matter in terms of underlying physical laws.
Biology is no exception to these laws. This introductory article briefly
sketches the role played by traditional physical chemistry in analyzing and
understanding the behavior and control of biologic processes, focusing
mostly on the molecular level. Thermodynamics and kinetics place
restrictions on the kinds of reactions and processes that can take place as
well as on how fast they occur. Electrochemistry, a branch of
thermodynamics that deals with charge transfer processes, underpins much
of redox biochemistry and membrane phenomena. Spectroscopy gives rise
to a wealth of experimental techniques for structural and functional
analysis, while quantum chemistry lurks in the background.

Physical chemistry is the area of science that attempts to
describe the chemical properties and processes of matter in
terms of the underlying physical laws that govern the molecular
world. It is a subject of enormous breadth that underpins most
areas of science and technology, that lies at the very diffuse
interface between physics and chemistry, and that consequently
has important ramifications in biology. Throughout history,
investigations of physical and biologic phenomena have been
closely associated. Scientists, the “natural philosophers” of
previous generations, were rightly curious about all aspects of
the natural world, with none of the restrictive demarcation issues
between “physical” and “biologic” sciences that came later.
During the late seventeenth century, working in Edinburgh and
Glasgow, Joseph Black was both a practicing medic and one of
the founding fathers of thermodynamics and thermochemistry.
At the same time, in France, Antoine Lavoisier was applying
newly developed calorimetric methods equally to the respiration
of mammals and to the combustion of candles. Meanwhile in
Italy, Luigi Galvani was famously using frog legs to establish
the beginnings of electrochemistry and neurochemistry. And so
it is today. Techniques used to probe the fundamental workings
of matter at the molecular level and the fundamental laws
that emerge are of equal applicability to all materials, whether
of biologic origin or otherwise. And the technical challenges
posed by biology stimulate new instrumental developments and
concepts in physical chemistry.

The objective here is to describe how the traditional field of
physical chemistry applies to the study of biology, specifically
to provide a broad and relatively nontechnical introduction for
nonspecialists. However, a comprehensive description of the
role of physical chemistry in biology is a mammoth task that

cannot possibly be tackled adequately in a short article such
as this. Consequently, I shall simply attempt to give a broad
overview from the point of view of a former physicist, now
physical chemist, working toward the physical understanding of
biomolecular processes. I shall follow the traditional headings,
such as might be found in conventional physical chemistry
texts (some are listed below in Further Reading, but almost
any standard text in any edition will do—like London buses,
another one always comes along soon) and shall note particular
relevance to biologic systems, with a few specific examples and
associated remarks as we proceed. This approach will be entirely
unsatisfactory for most readers who require more detail, but it
should act as an aide memoir stimulating interest in additional
details that may be found elsewhere in this volume.

Thermochemistry and
Thermodynamics

Thermodynamics is the area of science that relates to the inter-
play of heat and other forms of energy. At the molecular level,
this science describes the balance between two generally oppos-
ing thermodynamic forces: the natural tendency for mechanical
systems to move toward lower energies and the equally natural
tendency for thermal Brownian motion to perturb this mechan-
ical order. For open systems at constant pressure, this balance
is expressed by the classic Gibbs free energy change (∆G):

∆G = ∆H − T · ∆S
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where ∆H is the change in “enthalpy” or heat content that
describes changes in internal kinetic and potential energies of
all molecules in the system, corrected for any pressure–volume
work done on or by the surroundings during the process; T is the
absolute temperature (Kelvin); and ∆S is the change in entropy
of the system.

It is convenient (although sometimes confusing) to express
the equilibrium constant (K) of a chemical process in terms
of the “standard Gibbs free energy change”, ∆G◦ = -RT·lnK,
where R is the universal gas constant. The standard Gibbs
free energy change is the hypothetical free energy change for
the process in which the reactants and products are imagined
to be present in (arbitrary) “standard states.” In solution, for
example, the convention in (most of) chemistry is to adopt
a standard-state concentration of 1 M (1 mole per liter) for
all reacting species. This convention is clearly a long way
from reality for biochemical systems, especially for reactions
involving hydrogen (H+) ions, so an alternative convention is
frequently adopted here with [H+] = 10−7 M to reflect more
closely the near-neutral pH of most biologic processes.

Under any conditions, the actual free energy change depends
on concentrations of reactants and products:

∆G = ∆G◦ + RT · lnQ

where the reaction quotient, Q, is a quantity rather like the
equilibrium constant, K, but involves the actual concentrations
pertaining to the system rather than concentrations when it has
reached equilibrium.

For example, for a hypothetical reaction A + B → C + D

Q = [C][D]/[A][B]

compared with

K = [C]Eq[D]Eq/[A]Eq[B]Eq

where [A], [B], [C], and [D] are the actual concentrations,
compared with what they would be ([A] Eq, [B] Eq, [C] Eq,
and [D] Eq) if the system was at thermodynamic equilibrium,
in which case ∆G = 0. (Note that in more rigorous treatments,
one should replace concentrations with activities . The activity
is related to concentration, but corrected for the nonideality
that occurs from interactions not accounted for elsewhere in the
analysis. This distinction can be significant for macromolecules
in crowded environments inside living cells.)

Such basic thermodynamic considerations are essential to un-
derstanding biomolecular energetics. The ∆G places fundamen-
tal constraints on the amount of work (mechanical, chemical,
electrical, etc.) that may be done by or on a system under ideal
conditions. It follows from the above that any chemical reaction
or process away from equilibrium can act as a source of free
energy. The prime example here is the way that biology makes
use of adenosine triphosphate (ATP) and its hydrolysis to ADP,
as a ubiquitous free energy currency. ATP is produced dur-
ing by a wide range of catabolic (energy- producing) reactions
such as glycolysis, and its hydrolysis is coupled to free en-
ergy transduction in most molecular machines that drive living

processes—muscle contraction, flagellar motion, cell division,
membrane pumps, nerve signals, and so forth. Yet perhaps sur-
prisingly, and in contrast to much ill-informed speculation about
“high energy phosphate bonds,” the hydrolysis of ATP is not
particularly energetic: The standard free energy of hydrolysis
(∆G◦) of ATP to ADP and inorganic phosphate (about –35 kJ
mol−1 at physiologic pH) is relatively small compared with
many chemical reactions, and actual free energy values will,
in any case, depend on the relative concentrations of all re-
actants and products and the extent to which they are away
from equilibrium. Rather, it would seem that it is the relative
ease with which ATP synthesis and hydrolysis can be coupled
to the biomolecular energy transduction machinery that has led
to its ubiquity. Despite considerable advances in determining
the molecular structures of many enzymes and other proteins
involved in this machinery, no consensus view yet exists as
to how ATP hydrolysis and work are linked at the molecular
level. Thermodynamics is a harsh taskmaster here, and proposed
mechanisms need to satisfy these fundamental constraints. As
the fictional Homer Simpson once said: “In this house we obey
the laws of thermodynamics.”

In statistical thermodynamics, the Gibbs free energy (G) is
related to the statistical probability (p) of finding the system
in a particular state: G = -kBT·lnp, where kB is the universal
Boltzmann constant. Consequently, changes in Gibbs free en-
ergy (∆G) tell us about the relative probabilities that processes
will occur in the absence of other interventions: Reactions with
a positive ∆G involve transition to a less likely (smaller p)
state and, therefore, are unlikely to occur of their own accord;
however, reactions with a negative ∆G involve transition to
a more probable state (larger p) and may proceed. (Techni-
cally, the latter are said to be thermodynamically “spontaneous”
processes—a term that can lead to confusion because many such
processes, although thermodynamically feasible or spontaneous,
will be limited by kinetic barriers and may not take place on a
reasonable timescale.)

The Boltzmann statistical definition of entropy, S = kB·lnW,
shows how this quantity, often expressed as a measure of “dis-
order” in a system, is more rigorously defined in terms of the
number of ways (W) in which a system might adopt a particu-
lar energy. It follows that in a molecular system, the higher the
energy, the greater the number of ways to partition that energy
among the various forms of kinetic (translation, rotation, vibra-
tion, etc.) and potential energies. As a consequence, systems
with high entropy (larger W) tend to be more likely, overall.
For closed systems, such as the entire universe for which the
total energy is constant, therefore, the total entropy must al-
ways be increasing (∆S > 0). However, for regions within
such a system that can exchange energy with their surround-
ings, this mandatory increase is not necessarily the case, and
it is the Gibbs free energy described above that determines the
way things proceed. Obviously, this occurrence is relevant to
living systems that, at first sight, seem to violate the rule of
increasing W (or S). However, in the wider context, the flux
of energy through such systems contributes to the whole, and
thermodynamics remains inviolate. Such concepts of nonequi-
librium thermodynamics and dissipative structures have been
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a major development in twentieth-century physical chemistry
(1, 2).

One consequence of this statistical view of thermodynam-
ics has been the appreciation that thermodynamic fluctuations
must play a significant role in our understanding of processes
that involve biologic macromolecules (3–4–5–6–7). Although
normally insignificant for macroscopic objects, thermally in-
duced fluctuations in structural and thermodynamic proper-
ties of mesoscopic systems—systems between microscopic and
macroscopic, typically relating to objects a few nanometers in
size—such as individual proteins or other macromolecules, will
be crucial to their function. (Mesoscopic: intermediate between
micro- and macroscopic, typically relating to objects a few
nanometers in size.) A dramatic illustration of this importance,
first highlighted by Max Perutz (8), comes from the struc-
tures of the oxygen carrier proteins myoglobin and hemoglobin.
Structures for these molecules were among the first to be deter-
mined by the emerging techniques of protein crystallography,
and they were a major breakthrough in structural biology. Yet
these high resolution structures immediately revealed a puzzle.
In the (static) X-ray pictures, the oxygen-binding centers are
buried deep inside the globular protein structure, with no appar-
ent routes for access or egress of molecular oxygen. However,
as we now appreciate in the more dynamic picture, thermody-
namic fluctuations allow for transient openings of channels or
pathways within the protein structure through which individual
oxygens may flow. Incidentally, this discovery also resolves an-
other paradox, because burial of the oxygen-binding iron (heme
group) within the fluctuating structure allows binding of O2

to take place with exclusion of water, which would otherwise
facilitate irreversible oxidation (“rusting”) of the iron.

At a more basic level, measurements of the energetics of bio-
chemical processes and their couplings to metabolic processes,
following the rules of thermodynamics, underpin our under-
standing of how organisms can function. This understanding
operates at all levels, from the “calorific value” of foodstuffs
in nutritional biochemistry and food science to the coupling
of ATP synthesis/hydrolysis to hydrogen ion gradients [the
“proton-motive-force” or “chemiosmotic” principle (9)] at one
extreme, to entire ecosystems at the other (10). Experimental
physical chemistry has played a role here from the very be-
ginning by supplying the calorimetric tools to measure heat
and related thermodynamic quantities in biologic systems and
organisms. Indeed, one of the first quantitative applications of
calorimetry was the use by Lavoisier of his ice calorimeter in the
late eighteenth century to measure metabolic heat from a guinea
pig, which established the crucial link between respiration and
combustion. More recently, advances in instrumentation have
led to the widespread use of microcalorimeters for the de-
termination of biomolecular thermodynamics and, much more
generally, as a generic analytic technique. It is now possible to
measure directly the heat effects associated with noncovalent
processes in quite dilute biomolecular systems (11).

Kinetics
Thermodynamics describes what could possibly happen at equi-
librium. Kinetics tells us how fast we are getting there. The

world around us, including the subset that we call biology, is
never at thermodynamic equilibrium. Living organisms succeed
because of the very careful way in which the rates of biochemi-
cal processes are controlled. Consequently, the study of kinetics
has had a major impact on biologic science.

Catalysis and control is crucial here. For a chemical reaction
to take place, it is generally necessary that the molecules collide
in the correct orientation and with sufficient energy to overcome
the activation energy barrier (EA), which leads to reaction
products. This reaction is encapsulated in the classic empirical
Arrhenius rate law:

Rate constant

k = A · exp(−EA/RT)

where R is the gas constant and where the pre-exponential
factor, A, can be related to the apparent collision frequency and
the exponential term reflects the Boltzmann probability that the
colliding species will have sufficient energy.

A more rigorous description is given by transition state theory
(12, 13):

k = (kBT/h) · exp(−∆G#
/RT)

where h is the Planck constant and ∆G# is the (notional) Gibbs
free energy of activation to the transition state. This equation
strictly derives from a quantum statistical mechanical treatment
of two-body collisions, so its application to more complex
systems (especially those that involve biologic macromolecules
in water) needs to be interpreted with due caution.

It follows from this equation that the rates of chemical reac-
tions can, in general, be affected by manipulation of either col-
lision factors or activation parameters or both. And, of course,
reaction rates will be very sensitive to temperature change—a
key consideration in the evolution of complex pathways of
interdependent chemical processes that are necessary for main-
tenance of biologic organisms.

Absolute reaction rates can be affected by molecular diffusion
processes that dictate the rates at which collisional encounter
complexes occur before reaction. This affect usually shows up
in the way reaction rates depend on the physical form of the
reactants (gas, liquid, solid, solution, etc.), particularly on con-
centrations for reactants in gas or liquid phases. Adsorption
of reactants onto surfaces can enhance the effective concentra-
tions of reactive species and/or reduce the dimensionality of
the diffusion process. Classic work by Eigen and Richter (14)
showed how restricting diffusion to one or two dimensions can
dramatically increase potential reaction rates, and this principle
has been applied to the kinetics of protein translocation along
DNA chains, for example. See References 15 and 16 for more
information.

Enzyme catalysis completely exploits all these aspects of
the physical chemistry of reaction kinetics. Despite the great
enhancement in reaction rates and specificities that can be
achieved by biologic catalysts, it is now generally accepted
that no new underlying physical principles are involved, just
that enzymes are much better at using and optimizing the
various factors required for any chemical reaction—particularly
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ensuring that chemical groups are in the right place, at the
right time, with the correct orientation for efficient reaction, in
ways that are difficult to achieve with much cruder chemical
catalysts. This process is mediated through the evolution of
specific protein structures (or other macromolecules) to give
binding sites with the correct stereochemistry an environment
for reaction, often with the exclusion of water and adjustment
of acid/base properties of specific groups, offering alternative
reaction pathways that might involve lower activation energy
barriers (17–18–19).

Spectroscopy and Photochemistry

The interaction of electromagnetic waves (photons) with matter
is crucial to many biologic processes. This interaction is also
the basis for a wide range of spectroscopic techniques in
physical chemistry that probe the structure and function of
molecules, many with applications and implications for biology.
Absorption and emission of electromagnetic radiation invariably
involves changes in electric or magnetic dipoles, such as relative
displacements of electrical charges in atoms or molecules, or
reorientation of nuclear magnetic moments, and the frequencies
(energies) with which these transitions take place dictates the
region of the electromagnetic spectrum involved and the sorts
of processes that may occur.

Electromagnetic radiation in the ultraviolet (approximately
180–340 nm) or visible (approximately 340–800 nm) region
generally interacts with matter through excitation of electronic
transitions in atoms or molecules. This interaction gives rise to
the characteristic colors of molecules and materials and is the
basis for a multitude of analytical techniques in biochemistry
and elsewhere. Life, itself, is dependent on the electronic tran-
sitions in chlorophylls, carotenoids, and related molecules in
the first stages of photosynthesis, and physico-chemical analy-
ses of these systems have revealed superbly tuned biomolecular
structures that exploit fundamental effects in electronic energy
transfer and transduction (20). Changes in electronic absorbance
properties give rise to color changes that underpin many analyt-
ical techniques in biochemistry and medicine, and differences
in absorbance of left- or right-circular polarized light by chi-
ral structures is exploited in circular dichroism (CD) techniques
to probe macromolecular conformations and their changes in
proteins, nucleic acids, and other biomolecules (21).

The electronic excited state is inherently unstable and can
decay back to the ground state in various ways, some of which
involve (re-)emission of a photon, which leads to luminescence
phenomena (fluorescence, phosphorescence, and chemilumines-
cence) (22). Some biologic molecules are naturally fluorescent,
and phosphorescence is a common property of many marine
and other organisms. (Fluorescence is photon emission caused
by an electronic transition to ground state from an excited sin-
glet state and is usually quite rapid. Phosphorescence is a much
longer-lived process that involves formally forbidden transitions
from electronic triplet states of a molecule.) Fluorescence mea-
surement techniques can be extremely sensitive, and the use
of fluorescent probes or dyes is now widespread in biomolec-
ular analysis. For example, the large increase in fluorescence

of a dye molecule (e.g., ethidium bromide) when bound to
double-helical DNA is widely used in molecular biology to
detect and locate DNA fragments. Chemiluminescence occurs
when the electronically excited state develops as a result of
chemical reaction. Chemiluminescence is the basis for many
biologic light shows, including the flashing lights of firefly
tails (using enzyme luciferase-catalyzed hydrolysis of ATP) and
many marine organisms.

Vibrational motions of chemical bonds that involve changes
in electric dipole moment or polarizability can be detected by IR
absorbance or Raman scattering techniques. The strong infrared
(IR) absorbance by water makes conventional IR spectroscopy
less generally useful in biology, although this disadvantage is
overcome by Raman spectroscopy, which relies on the inelastic
scattering of high intensity visible (laser) light. Resonance
Raman spectroscopy has been particularly useful in picking out
the vibrational spectra of biologic chromophores in otherwise
complex mixtures, and the differential scattering of circularly
polarized light (Raman optical activity) has been developed as
a high resolution probe of chiral features, particularly in biologic
macromolecules (23).

Phenomena associated with the reorientation of nuclear or
molecular magnetic dipoles in applied magnetic fields have led
to dramatic advances in molecular spectroscopy and imaging
techniques. Nuclear magnetic resonance spectroscopy (NMR)
is now routinely applicable to the study of the structure and
dynamics of biomolecules, large and small (24), and NMR
imaging techniques are used for whole-body diagnostics and
related investigations. Electron paramagnetic resonance (EPR)
techniques that rely on the reorientation of electronic spins
are less generally applicable because of the relative scarcity of
appropriate paramagnetic species in biology. However, specific
“spin probes” are used in some instances, for example, in the
investigation of biologically significant free radical chemistry,
and new probes and improved technologies are being developed.

Most spectroscopic processes mentioned so far involve rel-
atively low energy transitions that do not (usually) affect
the covalent structure of the sample. However, absorption of
higher energy photons (UV, and others) can lead to higher
energy-excited electronic states in which chemical transforma-
tions can occur. Such photochemistry can be harmful to biologic
organisms, particularly at the DNA level (melanomas, etc.), but
can also form the basis for useful techniques and therapies.
Photochemistry is also, of course, central to crucial biologic pro-
cesses such as photosynthesis (20) and visual transduction (25).
And the speed with which photoprocesses can be initiated is
exploited in many biophysical techniques for studying structure
and dynamics, for example, flash photolysis and fluorescence
recovery after photobleach (FRAP).

Mass spectrometry is one physical technique that does not
(at least directly) involve electromagnetic radiation. However,
some sample desorption and ionization processes do use high
intensity pulses of laser light in techniques such as MALDI
(Matrix-Assisted Laser Desorption Ionization) that have proved
very useful in mass analysis of proteins and other biologic
macromolecules. High resolution mass spectrometry derives
from atomic/molecular beam studies in which the trajectories
of ionized particles in a vacuum can be manipulated by static
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magnetic and/or electric fields. This technique has led to very
precise mass analysis methods that now form the central core
of proteomics for identification and characterization of biologic
macromolecules and their interactions (26).

Quantum Theory and Bonding

Quantum mechanics is probably the most successful theory of
the twentieth century, if not ever. It explains the structure and
spectroscopic properties of atoms and molecules with remark-
able precision and is the foundation for our understanding of
chemical bonding. It is therefore surprising, perhaps, that it has
not yet had any great impact on our understanding of biologic
processes. This occurrence is mainly a matter of scale. Quantum
theory is remarkably good at describing the electronic struc-
tures of atoms and molecules. And, to the extent that biologic
(macro)molecules are held together by the same covalent bonds
as any other kinds of molecules, the quantum mechanical nature
of chemical bonding is inherent to their structure and properties.
However, knowing the wave function for the human genome,
even if we could calculate it, would be of little use to a molecu-
lar biologist. Solving the Schrödinger equation for a polypeptide
would not likely tell us how it folds or what its function might
be; these problems, for the time being at least, do not need the
degree of precision at the atomic and electronic level afforded
by quantum theory.

This principle can be illustrated by the wave–particle duality
aspects of quantum theory. The de Broglie wavelength (h/mv)
for a typical macromolecule (10 kDa) traveling at thermal ve-
locities ( > 50 m s−1) is around 0.01 Å or less. Consequently,
quantum effects deriving from the wave-like behavior of mat-
ter and the Heisenberg Uncertainty Principle are unlikely to be
of significance at the level of resolution (typically 1 Å) cur-
rently available for biologic molecules, and classic mechanics
is adequate in most cases, which is not to say that quantum
effects are entirely absent, however. Quantum mechanical tun-
neling has been observed in some instances and may be of
importance in some enzyme-catalyzed reactions. Tunneling or
barrier penetration is a uniquely quantum phenomenon whereby
the wave-like nature of particles at the atomic and subatomic
level allows them to pass through, rather than over, energy bar-
riers. In some enzyme reactions, this phenomenon is manifest
by the deviations from classic Arrhenius kinetic behavior at
very low temperatures. Classically, at absolute zero (0 K) all
molecular motion stops and chemical reactions should cease,
because the molecules no longer have sufficient thermal energy
to overcome activation barriers. However, for some reactions,
especially those that involve hydride transfer, for example, finite
reaction rates have been observed at liquid helium temperatures
(27, 28). Room temperature tunneling effects are also signifi-
cant in electron transfer processes within or between proteins
(29, 30). The possible importance of significant quantum ef-
fects in wave-like energy transfer processes in the early stages
of photosynthesis has recently been reported [31].

More generally, electronic and vibrational spectroscopic
properties of biologic molecules will, of course, be subject to
the underlying rules of quantum mechanics. However, except in

special circumstances, the spectra of biologic molecules in so-
lution rarely show the discrete quantized energy-level structure
seen in simpler atomic or small-molecule systems in vacuum.
This rare display is because the significant conformational flex-
ibility and dynamic solvent environment gives rise to heteroge-
neous and homogeneous spectral broadening effects that mask
the underlying energy-level structures.

At the theoretical level, full quantum mechanical calculations
on biologic macromolecules are not computationally feasible,
nor would they be particularly helpful in understanding macro-
molecular properties without proper inclusion of the solvent
water or other biologic matrix on which these properties so
intimately depend. However, ab initio quantum mechanical cal-
culations on smaller systems that represent crucial steps in an
enzymic reaction, for example, can be helpful in understand-
ing specific processes within macromolecules or in estimating
intermolecular forces and stereochemical effects in molecu-
lar mechanics simulations that are not experimentally acces-
sible.

Symmetry and Group Theory
Group theory is a very powerful mathematical technique for
analyzing molecular structures in terms of their symmetry
properties. These properties can be characterized in terms of
the various symmetry operations, symmetry elements , and space
groups or point groups into which they fall. A symmetry
operation is any action (translation, rotation, reflection, etc.)
that leaves the object looking the same. A symmetry element
is the point, line, or plane about which the symmetry operation
is performed. A point group is the list of all possible symmetry
operations that leave at least one point in the object unchanged
(i.e., without spatial translation). In contrast, a space group is
the set of all operations that move a molecule (or object) to
another position in space.

Symmetry considerations can be very useful in determin-
ing, for example, spectral characteristics of small molecules or
functional groups; for instance, the different selection rules re-
garding IR absorbance or Raman scattering bands in vibrational
spectroscopy of small molecules are equally applicable to such
group vibrations in larger systems. But most biologic macro-
molecules and larger complexes lack sufficient symmetry for
the full rigor of group theory to be applicable in any generally
useful way. Two significant exceptions exist. The classic work
of Caspar and Klug on the structures of icosahedral viruses
was based on symmetry considerations, many of which derived
from the architectural symmetries in the building designs of
Buckminster-Fuller (32). And space groups are, of course, cen-
tral to the analysis of protein crystals, where determination of
the space group is the first essential step in crystallographic
resolution of protein (and other structures) by X-ray diffraction
techniques.

Electrochemistry
Processes that involve the transfer of charge can be manipulated
by electrical potential or, conversely, can generate voltages that
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can drive other reactions or can be used for analytical purposes.
Electron transfer between molecules or chemical groups (i.e.,
oxidation/reduction or “redox” processes) can be configured as
electrochemical cells for numerous purposes, and the thermody-
namics of such systems is key to understanding biologic redox
processes such as in various intermediate stages of photosynthe-
sis and respiration. Ion transport across membranes or against
chemical potential gradients is involved in all aspects of elec-
trolyte balance in biologic systems, both at the microscopic level
of individual cells or organelles and at the macroscopic level of
whole organisms. It is the basis for the transmission of nerve
signals and for the use of membrane potentials for ATP synthesis
(9).

The key expression here is the Nernst equation that, under
ideal conditions, relates the electrical potential (E) of a system
to the standard thermodynamic Gibbs free energy (∆G◦) of
the process and the concentrations (strictly activities) of the
participating species:

E = Eo − (RT/nF) · lnQ

where Eo = -∆G◦/nF is the standard electrochemical potential
of the process, n is the number of moles of charge transferred
per mole of reaction, F is the Faraday (96,500 coulomb/mole),
and Q is the “reaction quotient” that involves the relative
concentrations (activities) of reactants and products.

This process is the basis for several analytical devices, elec-
trochemical cells, pH- and ion-specific electrodes, and other sen-
sors in which concentrations and electrochemical properties can
be measured in terms of the voltage (electrochemical potential)
developed across membranes or other partitions separating the
two halves of a redox reaction. Various microelectrode technolo-
gies employ this approach to study electrochemical potential
gradients in single cells, in tissues, and across biologic mem-
branes. Chemical potential gradients across membranes can also
drive chemical reactions. This approach is the thermodynamic
rationale for chemiosmotic and protonmotive force effects in
which H+ or other ion gradients across membranes can provide
the driving free energy for synthesis of ATP for example (9).
The molecular machinery that involves membrane-associated
proton pumps and ATP-synthesizing enzymes must still be
worked out in detail, but the basic principles of electrochemistry
must apply.

The mobility of ions in an electric field, especially in wa-
ter, formed the basis of early work in the physical chemistry of
solutions. It has now blossomed into the wide range of multi-
purpose electrophoresis techniques that are the mainstay of most
biochemistry and molecular biology laboratories today. Protein
gel electrophoresis, in which protein mixtures may be separated
on the basis of their size and charge, is a standard analyti-
cal and quality assurance methodology. The same is true for
DNA and RNA biochemistry. Sequencing the human genome,
for example, would not have been possible (or at least greatly
hindered) without the development of the high-resolution elec-
trophoresis methods capable of separating strands of DNA that
differ in length by just one nucleotide.

Experimental Techniques

Perhaps the greatest contribution of physical chemistry to biol-
ogy lies not in the theoretical fundamentals, although important,
but in the experimental techniques that have developed from
physical chemistry. Textbooks are written with the benefit of
hindsight, and can give the impression that theory comes first,
with experiments playing a subsidiary supporting role. Reality
is somewhat different. Most scientific development comes from
curiosity-driven observation and experimentation, and experi-
mental techniques developed to study the physics and chemistry
of matter are applicable equally to biologic systems. Indeed,
the need to study biomolecular processes has acted as a spur to
the development and applications of physico-chemical methods,
which benefits both sides. Here is a list of just some techniques
derived from physical chemistry that have applications in biol-
ogy:

In no particular order: UV/visible spectroscopy; fluorescence
spectroscopy; circular dichroism; Raman spectroscopy; rapid
reaction kinetics; stopped-flow and flash photolysis methods;
isothermal and scanning (micro)calorimetry; specific electrode
technologies; electrophoresis; chromatography; light scattering
and diffusion methods; viscosity and rheology; analytical ul-
tracentrifugation; NMR spectroscopy and imaging; X-ray and
neutron diffraction; Langmuir–Blodgett films and other surface
technologies; mass spectrometry; and EPR spectroscopy. . .

And the Rest. . .

A short introductory article such as this cannot possibly cover
completely such a wide-ranging subject, and much has been
left out. Flick through any physical chemistry textbook and you
will find many other topics that we have missed, all of which
possess one or more important roles in biology. Here are just a
few (with a hint of some biologic significance in parentheses):

Properties of gases (physiology of oxygen uptake); acid-base
equilibrium, buffering in aqueous solution (pH control in cells
and organisms); colloids, detergents, and micelles (biologic
membranes); surface chemistry (bioadhesion and biocatalysis);
polymer structure and dynamics (polypeptides, polynucleotides,
polysaccharides); crystallography and diffraction techniques
(structural biology); noncovalent interactions (hydrogen bond-
ing); and so on.

The list could continue, but it illustrates the key role that
physical chemistry has played, and continues to play, in our
understanding of biology.
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The unique Watson–Crick arrangement of hydrogen-bonded bases in DNA
accommodates two different, complementary purine–pyrimidine pairs, A·T
= T·A and G·C = C·G, in a common spatial setting. Nature takes advantage
of these isomorphous structures, which store genetic information in terms
of the proton donor and acceptor atoms that hold the bases in place. As
outlined here, the Watson–Crick base pairs carry other chemical signals
that are used to recognize and to process specific sequences of bases. The
relative stabilities of G·C versus A·T pairs reflect their different electronic
structures. The distributions of electronic charge on the exposed
major-groove and minor-groove edges of the base pairs present unique
motifs for direct sequence recognition, and the deformations of the paired
bases from ideal, planar configurations provide subtle, indirect recognition
elements. The biologic significance of the latter signals is not fully
understood but is becoming clearer as more and more high-resolution
structures of DNA and RNA are determined.

The simple, yet elegant structure of double-helical DNA—two
sugar-phosphate strands wrapped along antiparallel right-handed
pathways around a central core of stacked and hydrogen-bonded
base pairs—provides the molecular basis to interpret the stor-
age, duplication, and rearrangement of genetic information. The
same type of base pairing persists in double-stranded RNA,
DNA·RNA hybrid duplexes, and synthetic multi-stranded poly-
mers, such as PNA (1), which allow the chemical message to
be duplicated, transcribed, blocked, and so on. The information
reported below draws on the three-dimensional spatial arrange-
ments of Watson–Crick base pairs and bound ligands in the
many DNA and RNA structures now stored in the Nucleic Acid
Database (NDB) (2).

Complementarity

Classic Watson–Crick base pairs are formed by unique
hydrogen-bonding interactions between the nitrogenous bases
of DNA and RNA. The purine adenine associates specifically
with the pyrimidine thymine in DNA (or the related unmethy-
lated analog, uracil, in RNA), and the purine guanine interacts
with the pyrimidine cytosine. These complementarity rules,

A·T or A·U and G·C pairs, make it possible to build regu-
lar double-stranded structures of arbitrary base sequence and
to provide a mechanism to copy the genetic code. That is, if
the sequence of one strand of DNA is known, the sequence
of the other strand is determined automatically. Therefore, if
the strands are separated and new DNA is synthesized, two
double-stranded DNA molecules are obtained, each an exact
copy of the original.

These complementarity rules owe their discovery to the
chemical analysis of DNA by Chargaff and associates (3). The
DNA from many different organisms shows the same patterns of
base composition, namely A and T are always present in equal
quantities, as are G and C. The immediate corollary of this
observation, that a purine base (R) exists for every pyrimidine
base (Y) and vice versa, led Watson and Crick to propose
that two helical strands in DNA are held together by specific,
intermolecular purine–pyrimidine (R·Y) interactions (4). In turn,
this unique chemical complementarity of the double-helical
structure, proved to be a major breakthrough to understand the
self-recognition and self-reproduction of DNA and forms the
cornerstone of structural biology as we know it today, more
than half a century later.
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By contrast, the proportion of G·C versus A·T base pairs
is highly variable in the DNA from different organisms, with
over-representation and under-representation of residues found
at dimeric, i.e., adjacent base-pair step, and higher levels (5).
Factors, which may underlie the observed compositional pat-
terns, are not yet understood.

Isomorphous Base Pairs

The Watson–Crick postulate places complementary bases
in similar spatial configurations so that the two-stranded
molecule can adopt a regular structure. The bases of each
purine–pyrimidine pair lie in a common plane, with the
distance between C1′ sugar atoms approximately constant
(∼10.5 Å) and the C1′· · · C1′ vector forming roughly equivalent
(∼55◦) angles with the (purine C1′–N9 and pyrimidine C1′–N1)
glycosidic bonds that join the bases to the sugar-phosphate
backbone (Fig. 1). A pseudo-twofold symmetry axis, also re-
ferred to as the dyad axis, passes through the center of each
base pair, which permits the exchange of complementary bases
with no change in the relative positions of either the attached
sugar residues or the selected base-recognition elements (see
below). In particular, an A·T/U base pair is converted into a
T/U·A pair; and a G·C base pair is converted into a C·G pair
by a 180◦ rotation about this axis. As a result of this isomor-
phous geometry, any base-pair combinations can be fitted into
the same regular structural framework. As a first approxima-
tion, the “ideal” double-helical structure of Watson and Crick
is sequence-independent. As noted below, this regularity breaks
down in high-resolution crystal structures of DNA and is impos-
sible without the R·Y base-pairing rules, e.g., if larger purines
or smaller pyrimidines were paired with each other.

Hydrogen-bond Recognition
and Stability

In turn, the isomorphous structures of the Watson–Crick
base pairs dictate specific hydrogen-bonding recognition pat-
terns. The A·T/U pairs associate via two hydrogen bonds
that involve N1(A)· · · H–N3(T/U) and N6(A)–H· · · O4(T/U),
and the G·C base pairs are held in place by three
such interactions—N1(G)–H· · · N3(C), N2(G)–H· · · O2(C), and
O6(G)· · · H–N4(C) (Fig. 1, top). The extra hydrogen bond of the
G·C pair apparently gives rise to the higher melting temperature
of GC- versus AT-rich DNA (6). Direct in vacuo measurements
of the binding energies support this idea. Isolated G·C base pairs
are more stable than free A·T pairs (–21 vs. –13 kcal mol–1)
(7, 8). Furthermore, G·C pairs are typically less deformed from
ideal planar geometry than A·T pairs (see Table1 and discussion
below).

Base pairing is substantially weaker in solution. For example,
the G·C hydrogen-bonding energy drops to –5.8 kcal mol–1

in chloroform (9). The hydrogen-bonding energies in water,
however, are uncertain because isolated planar bases prefer to
associate in parallel stacked arrays rather than to pair with com-
plementary bases (10). According to direct experimental solu-
tion measurements of the melting properties of oligonucleotides
(which contain both base side groups and the sugar-phosphate
backbone), hydrogen bonding adds 0.5–1.8-kcal mol–1 sta-
bilization per base pair depending on DNA sequence (11).
Thus, base-pair formation in aqueous solution is governed by
base–base hydrogen bonds only slightly more favorable than
base–water hydrogen bonds.

The electrostatic character of hydrogen bonding brings the
protons of one base and the (N and O) acceptors of the com-
plementary base closer together (1.9–2.0 Å) than their charac-
teristic (2.7–2.8 Å) van der Waals’s separation distance. Ac-
cordingly, the base-pairing interaction is stronger and more
specific than ordinary van der Waals’s interactions. The hy-
drogens, which are “shared” in the hydrogen-bonding inter-
actions, have partial positive charges because of their attach-
ment to nitrogen donor atoms, whereas the (carbonyl oxy-
gen C=O or imidazole nitrogen N:) acceptors on the com-
plementary bases bear partial negative charges. To maxi-
mize the electrostatic attraction, the hydrogen usually ap-
proaches the donor atom along the direction of and in a plane
with the lone-pair orbitals of O or N. The partial charges
of the donor, hydrogen, and acceptor atoms of the com-
mon bases (Fig. 2) determine the overall character of the
electrostatic potentials that guide the mutual recognition of
base pairs and their interactions with other molecules (see
below).

Interestingly, the pairing of guanine and cytosine depicted ini-
tially by Watson and Crick (12) entailed only the two hydrogen
bonds, O6(G)· · · H–N4(C) and N1(G)-H· · · N3(C), congruent
with the N6(A)–H· · · O4(T) and N1(A)· · · H–N3(T) hydrogen
bonds holding adenine and thymine in place. Later, Pauling
and Corey (13) showed that guanine and cytosine were joined
by a third N2(G)–H· · · O2(C) hydrogen bond in the minor
groove, and Crick (14) used the three G·C hydrogen bonds
to account for the higher stability of the Watson–Crick pair
compared with a “wobble” G·U pair. Subsequent crystallo-
graphic investigations have revealed the existence of “weak”
C–H· · · O hydrogen bonds between nitrogenous bases, also
somewhat shorter than the sum of the van der Waals’s dis-
tances (15); see Table 2. The geometry of the Watson–Crick
A·T base pair naturally forces a third such C2(A)–H· · · O2(T)
hydrogen bond (16), which emphasizes its similarity to the
G·C base pair (Fig. 1). Alternatively, the direct contact be-
tween adenine and thymine in the minor groove can be
interpreted as an electrostatic attraction (17). In any case,
this additional interaction in the A·T pair is advantageous
for selective recognition during replication and transcription
(Fig. 2).
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Figure 1 Comparison of hydrogen-bonding interactions, chemical structures (including double bonds), and relative displacement of bases composed of
normal A·T and G·C Watson–Crick pairs (top), the rare G(enol)·T pair (bottom left) made possible by the chemical modification of guanine, and the
‘‘wobble’’ G·T pair (bottom right). Hydrogen bonds are designated by dashed lines and the ‘‘weak’’ CH· · · O bond (16), or electrostatic attraction at close
distance (17), of the A·T base pair by a thin wavy line. Conventional proton donor and acceptor atoms are colored red and blue, respectively. The donor
and acceptor atoms involved in ‘‘weak’’ CH· · · O interactions are highlighted in pink and light blue. Structures generated with 3DNA (18) from the average
parameters reported in Tables 1 and 2. Notice the unfavorable acceptor–acceptor interaction between O6(G) and O4(T) in the G(enol)·T pair. The dashed
line joining C1′ atoms on associated bases illustrates the isomorphous geometry of the Watson–Crick and G(enol)·T pairs (with roughly equivalent ∼55◦
angles formed between the long virtual bond and each of the C1′ —N9 and C1′ —N1 glycosidic bonds) compared with the G·T ‘‘wobble’’ pair (with
corresponding angles of ∼45◦ and ∼70◦).

Hybridization

In principle, the hydrogen atoms of the purine and pyrimidine
bases can rearrange in different tautomeric or hybridized forms.
The exocyclic nitrogen atoms attached to the adenine and
cytosine rings usually are in the amino (NH2) form rather
than the imino (NH) configuration. Likewise, the exocyclic
oxygen atoms attached to the carbons of guanine and thymine
rings normally adopt the keto (C=O) form rather than the
enol (C–OH) configuration. Watson and Crick suggested that
keto to enol or amino to imino base tautomerism could be the
origin of the point mutations that underlie evolution (12). Such
rearrangements would allow adenine to associate with cytosine
or guanine to bind to thymine in geometries close to those of
the canonical base pairs. For example, the normal d:d:a pattern
of hydrogen-bond donors (d) and acceptors (a) in guanine is
converted by keto–enol tautomerism to the d:a:d motif, which
complements the preferred a:d:a motif of thymine (Fig. 1).
Errors like these destroy the perfect complementarity between
opposing chains that gives DNA its capacity for self-replication.

In this regard, significant chemical modification is required to
effect either keto–enol or amino–imino tautomerism of the ni-
trogenous bases, with the consequent formation of A·C and G·T
mispairs that fit into the canonical double-helical structure. No-
tably, the N6-methoxy A* ·C mispairs and the O6-methylated
G* ·T mispairs, which are observed in crystalline duplex struc-
tures, are isomorphous with standard A·T and G·C base pairs
(Tables 1 and 2); NDB entries: bd0009, bdlb26, and bdlb58
(19–21).

Fortunately, the imino forms of A and C and the enol forms
of G and T occur rarely. Most A·C and G·T mispairs ob-
served to date in high-resolution crystal structures (e.g., Ref-
erences 22 and 23) associate through a “wobble” configuration
(14), with the bases “sheared” past one another relative to the
Watson–Crick configuration (Table 1 and Fig. 1). These struc-
tural perturbations (Table 1 and Table 2) alter the patterns of
atomic charges and accessibility that are presumably required
for protein recognition and enzymatic action (see discussion
below).
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(a) (b)

Figure 2 Color-coded electrostatic surface of A·T (left) and G·C (right) base pairs produced with the GRASP software package (25, 26) from ideal planar
atomic coordinates (27) and partial atomic charges of the CHARMM27 nucleic acid force field (28): (top) the major-groove edges showing the unique
donor-acceptor patterns of the base pairs; (middle) the upper faces (24) of purines and the under sides of pyrimidines (see also Fig. 1); (bottom)
minor-groove edges showing the common Watson–Crick donor atom ‘‘signature.’’ Conventional hydrogen-bond donor and acceptor atoms on base-pair
edges are designated respectively by – and + symbols. The CH and CH3 groups in the major and minor grooves are noted by ( + ) to emphasize their
moderate positive charges and their tendency to be in close contact with O and N acceptor atoms (17, 29). Isopotential contours, in units of kT (numerical
scale at top of figure), reveal the approximate electrostatic equivalence of the minor-groove edges of the base pairs. Molecular surfaces generated using a
spherical probe with 1.4 Å radius. Bases ‘‘neutralized’’ by adjustment of the partial charges on C1′ atoms. Electrostatic potential omits counterions and
incorporates the difference in dielectric between water and bases, i.e., 80 vs. 2. Essentially, the same results are found with other well-known sets of partial
atomic charges (30, 31), including those determined with state-of-the-art quantum mechanical methods (32).

Antiparallel Strand Alignment
Because of the lack of symmetry in their chemical structures,
individual nucleic acid bases have unique faces (24), which
specify the directions of the DNA strands in the Watson–Crick
model. The upper faces (tops) of complementary bases point
in opposite directions, with the two attached sugar-phosphate
backbones aligned in an antiparallel sense. The top of a base
corresponds with the configuration that orients the C1′ →N gly-
cosidic bond vector in a “northeast” heading with respect to its
“north–south” Watson–Crick base-pairing edge (found between
the associated bases in Figs. 1 and 2). If the base and sugar
are attached by the normally preferred anti glycosidic linkage
(with the six-membered purine ring or the pyrimidine O2 di-
rected away from the sugar ring), the DNA backbone roughly
runs perpendicular to the plane of the base, with the 3′-oxygen
displaced above the top side and the 5′-oxygen below the bot-
tom side of each base. The vector that connects the tops of
consecutive bases coincides with the 5′ →3′ direction of the
sugar-phosphate chain (Fig. 3).

Duplex Grooves and Recognition
The attachment of the sugars to the same side of each
Watson–Crick base pair introduces an asymmetry in base-pair
accessibility inside the grooves formed by the DNA backbone.
The edge of the Watson–Crick base pair that contains the pyrim-
idine O2 and the purine N3 atoms is called the minor groove,
and the longer edge on the opposite side of the glycosidic bonds
is termed the major groove (Fig. 1). The hydrogen-bond donors
and acceptors that line each groove (Figs. 1, 2) serve as recog-
nition motifs for interactions of DNA with proteins, drugs, and
solvent molecules. The pseudo-symmetric positioning of the N3
acceptor atoms of A and G and the O2 acceptor atoms of T and
C provides a common minor-groove recognition element for all
four Watson–Crick base pairs (33) (shown by the pattern of red
and blue atoms in Fig. 2).

The positioning of the N3/O2 acceptor atoms provides a sim-
ple and reliable mechanism to distinguish the Watson–Crick
pairs from the “wobble” pair and other mismatches. As sug-
gested initially by Bruskov and Poltev (34), the fidelity of
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Table 1 Parameters describing complementary base-pair geometry in high-resolution DNA crystal structures∗

Base pair Buckle (◦) Propeller (◦) Opening (◦) Shear (Å) Stretch (Å) Stagger (Å)

κ π σ Sx Sy Sz

Watson–Crick base pairs†

A·T (A DNA) +2.1(±3.9) −11.4(±2.8) 0.0(±4.0) +0.01(±0.08) −0.19(±0.08) +0.15(±0.16)

G·C −3.2(±7.4) −11.5(±5.4) 0.0(±2.5) −0.11(±0.19) −0.18(±0.10) 0.00(±0.35)

A·T (B DNA) +0.8(±5.5) −13.2(±4.9) +2.0(±3.5) +0.05(±0.23) −0.14(±0.14) +0.06(±0.18)

G·C +5.9(±6.6) −9.7(±4.8) −0.4(±2.5) −0.11(±0.17) −0.16(±0.15) +0.12(±0.20)

Keto–enol tautomers (modified purines)§

A∗·C (bd0009) +4.3 −14.9 +5.3 −0.47 −0.16 +0.04
G∗·T (bdlb26) +9.5 −11.5 +0.2 −0.12 −0.12 −0.03
G∗·T (bdlb58) +0.1 −16.3 +3.4 +0.04 +0.02 +0.22

“Wobble” base pairs§

A†·C (bdl011) +10.7 −10.6 +3.5 −1.94 −0.36 +0.25
G·T (bdl011) +11.7 −9.2 −0.4 −2.61 −0.66 −0.07

*See schematic illustrations in Fig. 3 for parameter definitions. Parameters are given for purine–pyrimidine (A·T and G·C) pairs. The parameters
are identical for the corresponding pyrimidine–purine (T·A and C·G) pairs, except that κ and Sx are of the opposite sign.
†Data based on the analysis, within 3DNA (18), of 328 base pairs in 32 A–DNA and 24 B–DNA crystal structures of 2.0 Å or better resolution
without chemical modification, mismatches, drugs, or proteins from the Nucleic Acid Database (2). Numerical values reflect the relative
orientation and displacement of coordinate frames on complementary bases, the positions and directions of which are determined by the
superposition of ideal, planar bases on real bases in the selected structures (20 A·T and 148 G·C from A-type duplexes; 99 A·T and 61 G·C from
B-type duplexes). Mean values and standard deviations (subscripted values in parentheses) exclude terminal base pairs and side groups attached
to nicked backbones. Deformational trends are similar across the (0.7–2.0 Å) range of structural resolution considered here. See the following
URL for complete sequences and literature citations: http://rutchem.rutgers.edu/∼olson/Tsukuba.
§Inter-base parameters of the chemically modified rare base-pair tautomers (19–21), congruent with Watson–Crick base pairs, and “wobble” A·C
and G·T base pairs (22, 23).

nucleic-acid biosynthesis would be increased substantially if the
recognition elements of a polymerase had NH or OH groups that
interacted with the invariant N3/O2 atoms in the minor groove
of the growing double helix. This idea has been confirmed in the
crystal structures of DNA complexed with different DNA poly-
merases (35, 36), where two highly conserved proton-donating
amino acid residues (arginine and glutamine) associate with the
N3/O2 acceptors at the 3′-end of the primer, i.e., the point from
which the DNA chain grows.

The orientation of the amino proton attached to the N2 donor
on G differentiates the G·C and C·G base pairs from each other
as well as from the A·T and T·A pairs. The latter base pairs
can be discriminated by small synthetic molecules that take ad-
vantage of both the asymmetric steric structure of the adenine
C2–H and the capability of the thymine O2 (with two sets of
lone pair electrons) to form an additional hydrogen bond not
possible with the pseudo-symmetrically related adenine N3 (37,
38). It is not yet clear whether naturally occurring, DNA-binding
proteins use similar principles to distinguish between A·T and
T·A base pairs in the minor groove.

By contrast, all four bases present unique protein recogni-
tion patterns in the major groove (33) (Figs. 1 and 2). The N7
acceptor atoms of A and G set the purines apart from the pyrim-
idines, whereas the pseudo-symmetrically placed N6 donor and
O6 acceptor, respectively, separate A from G. The correspond-
ing isomorphic interchange of the O4 acceptor and N4 donor on
T and C discriminates the two pyrimidines. On the other hand,

the latter motifs provide a common identification mechanism
for C and A or G and T.

In addition to the classic donor-acceptor recognition mecha-
nism described above, hydrophobic and electrostatic interactions
facilitate the discrimination of the base pairs one from another.
As shown in Figs. 1 and 2, the pyrimidines are hydrophobic in
the vicinity of C5 and either have a positive charge (cytosine) or
are approximately neutral (thymine). These features distinguish
the pyrimidines from the purines, both of which are hydrophilic
and negatively charged at the pseudo-symmetrically related N7
position. Major-groove binding proteins take advantage of this
difference. First, in many cases, hydrophobic amino-acid side
chains interact directly with the thymine methyl group (29, 39).
Second, negatively charged protein carbonyl oxygens frequently
are found in the vicinity of the C5-H group of cytosine or the
CH3 group of thymine but rarely in the vicinity of the purine
N7 (29).

The positioning of Watson–Crick pairs along the global axis
of the double-stranded B-DNA structure enhances the accessi-
bility of major-groove versus minor-groove atoms, thereby fa-
voring the binding of proteins that recognize specific sequences.
The narrow B-DNA minor groove is less receptive to proteins
but easily accommodates long, crescent-shaped drugs (e.g., Ref-
erences 37 and 38). The binding of proteins in the minor groove
often necessitates a partial and sometimes a complete B→A
conformational change in DNA, which displaces the base pairs
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Table 2 Average hydrogen-bonding geometry of Watson–Crick base pairs in high-resolution DNA structures∗

dC1′...C1′ λ#
Y λ#

R
Base pair (Å) (deg) (deg) Hydrogen-bond distances (Å)

Watson–Crick base pairs†

N2−H···O2 N1−H···N3 O6···H−N4 C2−H∼O2 N1−H···N3 N6−H···O4
A·T (A DNA) 10.4(±0.2) 55.2(±2.2) 55.7(±2.1) — — — 3.5(±0.2) 2.7(±0.1) 2.9(±0.1)

G·C 10.6(±0.2) 55.4(±2.5) 55.7(±1.9) 2.8(±0.1) 2.9(±0.1) 2.9(±0.1) — — —
A·T (B DNA) 10.5(±0.1) 56.0(±2.2) 55.7(±1.9) — — — 3.5(±0.1) 2.8(±0.1) 3.0(±0.1)

G·C 10.7(±0.1) 55.1(±2.6) 55.8(±2.1) — — — 3.5(±0.1) 2.8(±0.1) 3.0(±0.1)

Keto–enol tautomers
N2−H···O2 N1···H−N3 O6−H···O4 C2−H∼O2 N1−H···N3 N6−H···N4

A∗·C 10.4 58.5 55.5 — — — 3.4 2.8 3.0
G∗·T 10.6 57.9 54.6 2.8 2.9 3.0 — — —
G∗·T 10.5 58.4 56.9 2.7 3.1 3.2 — — —

‘Wobble’ base pairs
N1−H···O2 O6−H···N3 N1+···H−O2 N6−H···N3

A+·C 10.3 68.2 47.5 — — 2.8 2.9
G·T 10.4 71.0 43.6 2.7 2.8 — —

*See Table 1 for structures included in the survey.
#Angles λY = ∠C1′(Y)–N1(Y)···C1′(R) and λR = ∠C1′(R)–N9(R)···C1′(Y) describe the pivoting of complementary bases in the base-pair plane (Fig. 1).
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Figure 3 Illustration of parameters used to describe the relative
orientation and displacement of complementary Watson–Crick base pairs
(42). The sequence strand (I) is on the left in black, and the
complementary strand (II) is on the right in red. Darkened corners
represent the glycosidic linkage to the sugar-phosphate backbone. The
reference frame attached to a base pair (top) is constructed such that the
x-axis points away from the (shaded) minor-groove edge along the
pseudo-dyad axis of an ‘‘ideal’’ pair (in which all six parameters are zero),
and the y-axis points in the direction of the sequence strand (27). Images
created with 3DNA (18) illustrate positive values of the designated
parameters. The gray arrows designate the positive signs of rotations for
strand I, and the red arrows for strand II. Heavy dots in images of distorted
pairs designate the origins of the base-pair frames.

away from the global axis and concomitantly exposes unpaired
atoms on the minor-groove edges (40). On the other hand,
small molecules bind specifically to the narrow major groove of
double-stranded RNA (41), which adopts only A-type geometry.

Nonplanar Geometry

The Watson–Crick double-stranded model of DNA has been
confirmed abundantly and refined with fiber and single-crystal
X-ray diffraction studies. The high resolution crystal structures
accumulated to date, starting with the 0.8-Å resolution structure
of the dinucleoside phosphate adenosyl-3′,5′-uridine miniduplex
(43) and now including structures of oligonucleotide duplexes
of comparable resolution (44, 45), show that complementary
Watson–Crick bases are not perfectly coplanar. The bases in
most solved structures are twisted with respect to each other
like the blades of a propeller, with the C1′-atom on the se-
quence strand typically shifted below and that on the comple-
mentary strand displaced above the mean base-pair plane, i.e.,
negative propeller (see parameter definitions in Fig. 3 where
positive propeller is illustrated). This deformation stabilizes the
right-handed B-DNA structure by enhancing stacking overlaps

with bases in adjacent residues (46). The degree of propeller
twisting depends on both base-pair and conformational con-
text. The A·T pairs in B-DNA are more distorted on average
than the G·C pairs (–13◦ vs. –10◦), and almost no propeller
twisting of base pairs exists in the left-handed Z-DNA confor-
mation, e.g., –3◦ in the d(CGCGCG)2 duplex structures (NDB
entry: zdf001) (47). Buckle, although fixed on average near zero,
shows more pronounced variability than propeller and, for G·C
base pairs, exhibits a notable dependence on helical conforma-
tion. The G·C base pairs tend to buckle in a positive sense in
B-DNA duplexes (as shown in Fig. 3) and in a negative di-
rection in A-DNA structures. The constraints of hydrogen-bond
stretching and bending (Table 2) presumably lead to the more
limited variations in opening and stretch (Table 1) compared
with the other complementary base-pair angles and distances.

On average, the A·T pairs are characterized by relatively
small magnitudes of buckle, especially in the B form (Table 1),
but they normally show a larger variability in propeller twisting
compared with the G·C pairs. This observation is consistent
with the different hydrogen bonding of A·T versus G·C. Both
the buckle and the propeller angles enhance base stacking in B
DNA. In G·C pairs, stabilized by three strong hydrogen bonds,
excessive propeller twisting is expected to be unfavorable, as
this would distort two NH···O bonds in the minor and major
grooves (Fig. 1). Thus, propeller twist is expected to be less
pronounced in G·C than in A·T pairs. To improve base stacking,
apparently the G·C pairs “take advantage” of the other angular,
degree of freedom, buckle, which is less prohibitive for the
hydrogen bonds. In A·T pairs with only two strong hydrogen
bonds (Fig. 1), a large propeller of 15–20◦ is acceptable. As a
result, there is no need for a large buckle, which remains ∼1◦

on average (Table 1, B-DNA).

Protein-induced Base-pair
Deformations

The associations of DNA with proteins and drugs introduce
additional deformations of Watson–Crick geometry. Several
examples, which are illustrated in Fig. 4, demonstrate the
functional importance of the base-pair deformations discussed
above.

Buckle

The partial intercalation of aromatic side groups of the yeast
TATA-box binding protein between DNA base pairs (48) is
accompanied by a pronounced (32◦) buckling in one of the two
adjacent A·T pairs, which apparently facilitates “penetration”
of the phenylalanine rings into the minor groove (NDB entry:
pdt012; Fig. 4a). A second example involves the integration
host factor-DNA complex (49) (NDB entry: pdt040; Fig. 4b),
where the partial minor-groove insertion of arginine 63 and
close association of arginine 60 result in marked buckling in the
opposite direction of the surrounding T−37·A37 and G−36·C36

base pairs (with respective buckle angles of –47◦ and –35◦).
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(a)

(b)

Figure 4 Protein-induced distortions of complementary base-pair parameters in representative crystal structures: (a) view from the major groove of the
large buckling of the (upper) A8·T22 base pair in the DNA complexed with the yeast TATA-box binding protein (48) brought about by the partial
minor-groove insertion at the A8A9·T22T21 dimer step of phenylalanine 99 (wire-frame ring connected to the magenta (glutamic acid 93 and
isoleucine 103) polypeptide ribbon; NDB entry: pdt012); (b) major-groove view of negatively buckled (upper) T–37·A37 and (lower) G–36·C36 pairs, the
hydrogen-bonded (wireframe) arginine 60 (lower right) and arginine 63 (upper left) side groups, and a fragment (glutamine 59 and lysine 66) of the
minor-groove-bound, extended β-sheet recognition element of integration host factor (49) (NDB entry: pdt040); (c) view of the upper face of the opened
A13·T19 base pair and the minor-groove contacting (serine 183 and asparagine 190) C-terminal ribbon in the Hin recombinase–DNA complex (50) (NDB
entry: pde009); (d) major-groove view of the extreme opening and base-pair displacement of the chemically modified 4′-thio-2′-deoxycytidine in the
C5Me

407G408C409·G428C*427G426 trimer step (C5Me
407·G428 at top, C409·G426 at bottom) and closely associated amino acids (glycine 78 and lysine

91) in the complex of DNA with HhaI methyltransferase (51) (NDB entry: pde141); (e) minor-groove view of the staggered (lower) A1541·T1499 base pair,
the N6(A1541)· · · O6(G1498) inter-strand hydrogen bond (dashed line), and the major-groove recognition helix (serine 1151 and lysine 1165) of RXR-a in
the complex with its idealized direct repeat DNA target (52) (NDB entry: pd0071). Images created with 3DNA (18) and Raster3D (53). Planes of bases
colored as follows: A—red; T—blue; G—green; C—yellow.

Opening and stretching

A subtle (24◦) base-pair opening of A13·T19 is induced by con-
tacts of Hin recombinase (50) with the minor-groove edge of T19

(NDB entry: pde009; Fig. 4c). By contrast, the major-groove
capture of cytosine by HhaI DNA cytosine-5-methyltransferase

(51) introduces nearly maximal opening (178◦) and extreme lat-
eral base-pair displacement, i.e., stretch (8.5 Å), of the broken
base pair (NDB entry: pde141; Fig. 4d).

Stagger
The close fit of the recognition helix of the 9-cis retinoic acid
receptor, RXR, against the DNA major groove is responsible
for the noticeable stagger (1.2 Å) of the T1499·A1541 pair and
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(d)

(e)

(c)

Figure 4 (Continued)

the accompanying inter-strand N6(A1541)· · · O6(G1498) hydro-
gen bonding (52) (NDB entry: pd0071; Fig. 4e).

Summary

The Watson–Crick base-pairing scheme is characterized by
several unique structural properties, including the complemen-
tarity and perfect isomorphism that are used in replication and in
transcription of the genetic code. These general features under-
lie the ability of DNA to incorporate any arbitrary sequence
in a nearly regular duplex. On the other hand, the subtle,
sequence-dependent variability of A·T versus G·C base-pairing
geometry is used by the DNA-binding proteins involved in reg-
ulation. The ingenious base-pairing principle postulated more

than half a century ago and subsequently confirmed in high res-
olution crystal structures of DNA and RNA continues to surprise
us by its beauty, simplicity, and complexity.
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Fungi produce a wide variety of biologically active compounds. Among
these compounds, the polyketides form a large and structurally diverse
group. These compounds are synthesized by highly programmed, large
iterative multifunctional proteins, which are called the polyketide synthases.
This review describes the structure and biosynthesis of polyketide fungal
metabolites and highlights recent work on the links between gene
sequence, protein architecture, and biosynthetic programming for fungal
polyketide synthases.

Polyketides have long been recognized as one of the most im-
portant classes of secondary metabolites (1). They occur in
plants, bacteria, and marine organisms as well as in fungi. Fun-
gal polyketides vary from the simplest monocyclic aromatic
compounds, for example, orsellinic 1 and 6-methylsalicylic
(6-MSA) 2 acids to polycyclic aromatics such as citrinin 3, al-
ternariol 4, islandicin 5, deoxyherqueinone 6, and norsolorinic
acid 7. Although initially associated with the formation of
aromatic compounds, many polyketides are nonaromatic (e.g.,
the macrolide decarestrictine D 8, long-chain polyfunctional
molecules exemplified by T-toxin 9 and the decalins, lovas-
tatin 10, and compactin 11). Many other metabolites consist of
an aromatic ring attached to a more highly reduced moiety (e.g.,
zeralanenone 12, dehydrocurvularin 13, and monocerin 14). Ad-
ditional diversity results from extensive oxidative metabolism
of preformed polyketide structures (e.g., penicillic acid 15 and
patulin 16), which are formed from cleavage and rearrange-
ment of 6-MSA and orsellinic acid, respectively, and indeed
ring cleavage is a very common feature with the potent hepato-
toxin aflatoxin B1 17 being derived by extensive ring cleavages
and rearrangements of norsolorinic acid 7. Other metabolites
contain a polyketide-derived moiety as part of a larger molecule
whose biosynthesis is other than polyketide. A classic example
is mycophenolic acid 18, in which the branched carboxylic side
chain is derived via a cleaved farnesyl moiety. Other compounds
of mixed terpenoid-polyketide origin include the mycotoxin
viridicatumtoxin 19. Again the origins of the polyketide-derived
moiety may be disguised as a result of extensive metabolism as
observed in the meroterpenoid metabolites austin 20 and para-
herquonin 21, which are all derived via 3,5-dimethylorsellinic
acid (2). The xenovulenes 22–24 are an interesting group where
it has been shown that the cyclopentananone, benzenoid, and
tropolone moieties all have a common biosynthetic origin via
ring expansion and ring contaction of 3-methylorcinaldehyde.
Other groups contain Krebs’ cycle intermediates, for example,

the tetronic acid, carlosic acid 25, and the squalestatins (see 29
below) or amino-acid derived moieties (e.g., fusarin C 26).

Biological Properties

Another important feature of fungal polyketides is their vast
range of biological activities both beneficial and harmful. Thus,
griseofulvin 27 was one of the first effective antifungal agents.
Penicillic acid 15, which was discovered shortly after the peni-
cillins, is also a powerful antibiotic, but unfortunately it proved
too toxic for clinical use. Mycophenolic acid 18 has been “re-
discovered” as an immunosuppressive agent. The strobilurins
(e.g., 28), although not themselves used in the field formed the
basis for the development of the widely used methoxyacrylate
group of antifungal agents and, of course the statins, as repre-
sented by lovastatin 10, are among the most widely prescribed
drugs for control of cholesterol levels and associated heart dis-
ease. As a cursory inspection of their structures would suggest,
the squalestatins (e.g., 29), are effective inhibitors of squa-
lene synthase though their early promise as cholesterol-lowering
clinical candidates declined because of inherent toxicity. They
contain two separate polyketide chains linked to oxaloacetate.
Overall, fungal metabolites and their pharmaceutical and agro-
chemical derivatives have total sales of many tens of billions of
pounds annually. In addition to these beneficial effects, the large
group of mycotoxins represented first and foremost by aflatoxin
B1 17 and others such as the fuminosins 30, zearaleneone 12,
citrinin 3, ochratoxins (e.g., 31), are the cause of many prob-
lems in both animal and human health, and spoilage of both
growing crops and stored foodstuffs through contamination by
mycotoxin producing fungi is a cause of major economic losses
worldwide.
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Biosynthesis

Although diverse in structure, the class is defined by the com-
mon biosynthetic origin of the carbon atoms: These atoms are
derived from the CoA thiolesters of small carboxylic acids, such
as acetate and malonate. As long ago as 1953, Birch realized
that polyketide biosynthesis is related to fatty acid biosynthe-
sis and some of the earliest applications of radioisotopes to
natural product biosynthesis were to fungal polyketide metabo-
lites, where the ease of fermentation and isolation of metabolites
in pure form, and relatively efficient uptake of simple labeled
precursors facilitated the work. In more recent years, fungal
metabolites in general, and polyketides in particular, were the
focus of the rapidly expanding applications of stable isotope
labeling in the 1970s and 1980s beginning with incorporations
of singly 13C-labeled precursors with analysis of regiospecifity
of labeling being greatly facilitated by the contemporaneous de-
velopment of Fourier Transform methods and their application
to 13C NMR. The application of doubly 13C-labeled precur-
sors led to the concept of bond labeling, which allowed inter
alia the mode of cyclization of linear polyketide precursors into
polycyclic molecules, bond fragmentation, and rearrangements
processes to be detected for the first time through analysis of
the resulting 13C-13C coupling patterns. This method was then
rapidly followed by applications of isotope induced shifts in 13C
NMR which allowed indirect detection of 2H and 18O labels
and the use of direct 2H NMR. These new methods (2) allowed
stereochemistry and regiochemistry of labeling to be detected
and in particular permissible levels of oxidation and reduction
in otherwise undetectable biosynthetic intermediates to be deter-
mined. Along with similar work with bacterial polyketides, this
method laid the basis for the ideas of the processive mode of
polyketide biosynthesis to be established. It was a major step be-
cause it changed fundamentally the idea that polyketide chains
were assembled in their entirety and then subjected to necessary
reductive modifications to the simple, in retrospect, idea that
these changes occur concomitant with chain elongation rather
than post-elongation. Although it is still not uncommon for these
classic “Birch” fully oxygenated polyketide intermediates to be
invoked it is now evident that in most polyketide metabolites,
these have no reality. The concept of processive polyketide as-
sembly and modification brought polyketide biosynthesis even
closer to the process of fatty acid biosynthesis in which full re-
ductive processing in each cycle of chain condensation and elon-
gation is the norm. The rapid developments in understanding of
the molecular genetics of polyketide biosynthesis particularly
in bacteria in the 1990s were fully consistent with the proces-
sive mode. Understanding of the genetics of fungal polyketide
biosynthesis still lags behind that of bacterial polyketides and
the remainder of this article will provide a brief overview of
current understanding.

Polyketide assembly

The basic assembly cycle for both polyketide and fatty acid
biosynthesis is shown in Fig. 1 in which a starter unit, normally
acetate is transferred to the ketosynthase (KS) or condensing
enzyme which catalyzes a decarboxylative condensation with

malonate, bound after after malonyl tranferase (MT) catalyzed
malonylation to the acyl carrier protein (ACP). During fatty
acid biosynthesis, the resulting β-ketothiolester 32 is subjected
to additional chemical processing while attached to the terminal
thiol of the ACP: first: it is reduced by a β-ketoacyl reductase
(KR) to a secondary alcohol 34, which then undergoes a dehy-
dratase (DH)-catalyzed dehydration to form an αβ-unsaturated
thiolester 35, and final enoyl reduction (ER) yields a fully sat-
urated thiolester 36. Fungal PKS deploy all these reactions,
but additionally the chain can be methylated, using a methyl
group from S-adenosylmethionine (SAM). This reaction prob-
ably occurs after KS, which gives an α-methyl-β-ketothiolester
33. During the biosynthesis of palmitic acid (C16), there are
seven cycles of these reactions. The final reaction of FAS is
hydrolysis of the thiolester by a dedicated thiolesterase (TE).
Apart from the capacity for C -methylation, fungal PKSs in
common with other PKSs have the ability to use the conden-
sation and reductive cycle in a highly controlled manner to
produce polyketide intermediates in which no reductive modi-
fication has occurred to give a a classic poly-β-ketothiolester,
or more generally “reduced” or “processive” polyketide inter-
mediates in which a complete spectrum of reduction and/or
C-methylation has occurred in each condensation cycle as indi-
cated in Fig. 1 for the squalesatin tetraketide (37) synthase (see
below). Another variation is that a range of alternate starter units
can be used [e.g., hexanoate in the case of norsolorinic acid 7
or benzoate in the case of the strobilurins or squalestatins (28
and 29)].

Enzymology
The understanding of the relationship between FAS and PKS
proteins, the application of molecular genetics, and more latterly
genomics, has greatly facilitated the discovery and understand-
ing of polyketide synthases from diverse sources. The homology
in catalytic function between FAS and PKS enzymes is pre-
served in their respective gene sequences. It is now clear that
fungal PKSs belong to the class of Type 1 iterative synthases
represented by mammalian FASs. Type 1 FAS proteins are large
multifunctional proteins in which single (or occasionally two)
peptides contain the sequences for KS, ACP, AT, KR, DH,
ER, and TE activities—these catalytic functions are carried out
by particular functional domains. Similarly, the genes for Type
1 FAS proteins are correspondingly large single open reading
frames, and Type 1 PKSs consist of very large multifunctional
proteins with individual functional domains. Thus, PKSs use
much the same array of chemical reactions as FAS—but the key
differences is that of programming : FASs have to control chain
length (i.e., the number of extensions), but PKS can additionally
control starter unit selection and the extent of reduction during
each condensation cycle. Fungal PKS can program the extent
of chain methylation and the off-loading mechanism. The issue
of programming is key to understanding and exploiting PKSs.
In the case of the bacterial modular polyketide synthases, each
condensation cycle is catalyzed by a discreet module contain-
ing all the catalytic domains required. In this case, the program
is explicit in the order and composition of the modules. How-
ever, for the iterative Type 1 fungal polyketide synthases, the
programme is cryptic—encoded in the PKS itself.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 3



Polyketide Biosynthesis, Fungi

Figure 1 Generic polyketide assembly pathway reactions catalyzed by iterative fungal polyketide synthases. The assembly sequence for the squalesatin
tetraketide intermediate 37 is shown for illustration.

Fungal Polyketide Synthases

Fungi make some of the simplest and some of the most complex
polyketides known (3). It is useful to consider a heirarchy of
complexity when considering the structures of fungal polyke-
tides, because the complexity in chemical structure is generated
by enzymes and ultimately genes. The simplest structures are
those such as orsellinic acid 1. Addition of an extra acetate
gives a pentaketide such as 1,3,6,8-tetrahydroxynaphthalene,
which is a compound widely distributed in fungi and which
is involved in melanization—a key component of apressorium
formation and invasion of plant cells by plant pathogen such
as Magnaporthe grisea, Colletotrichum lagenarium, and others.
Additional complexity is represented by compounds such as
6-MSA acid 2, in which a single, programmed reduction reac-
tion occurs during biosynthesis. More reduction is then observed
in compounds such as T-toxin 19 produced by Cochliobolus
heterostrophus and lovastatin 10 produced by Aspergillus ter-
reus . In these compounds, many more carbon atoms are used
and many more reduction and dehydration reactions occur. Ad-
ditionally in many cases (e.g. fusarin C 26), pendant methyl
groups have been added from the S -methyl of methionine, cat-
alyzed by a C -methyl transferase domain.

Linking PKS genes and compounds in
fungi

The huge structural variety of fungal polyketides is caused by
differences in programming of their PKS proteins—apparent
increases in structural complexity are caused by increasing use
and control of reductive, dehydrative, and methylating steps by
the PKS. This inrease must be beacuse of differences in PKS
protein sequence and structure. This fact has been exploited in
the development of rapid methods for the cloning of fungal
PKS genes associated with the biosynthesis of particular fungal
polyketide types.

Bingle et al. (3) realized that these subtle protein sequence
differences should be reflected in DNA sequence, and poly-
merase chain reaction (PCR) primers could be designed to

amplify fragments of fungal PKS genes selectively from fun-
gal genomic DNA (or cDNA). In early work in this area, they
hypothesized that fungal polyketides could be grouped into two
classes: nonreduced (NR) compounds such as orsellinic acid 1,
norsolorinic acid 7, and 1,3,6,8-tetrahydroxynaphthalene, and
partially reduced (PR) compounds, such as 6-MSA 2. At the
time, very few fungal PKS genes were known, and based on
very limited sets of sequences, they designed degenerate PCR
primers that were complimentary to conserved DNA sequences
in the KS domains in fungal PKS responsible for the biosyn-
thesis of NR and PR compounds. Later, the same analysis was
extended to the KS domains of highly reduced (HR) compounds,
such as lovastatin 10, when DNA sequence data became avail-
able for the lovastatin nonaketide and diketide synthases (LNKS
and LDKS, respectively) (4). The availability of these sequences
also allowed the development of selective PCR primers for
C MeT domains.

This sequence analysis has been significantly extended as
genomic approaches have been applied to fungi recently (5).
Full genome sequences have now been obtained for more
than a dozen fungi. In each organism, many PKS genes have
been discovered. For example, Aspergillus niger contains 34
PKS genes, so several hundred fungal PKS genes are known.
Sequence comparison of all these new PKS genes, however,
shows that the three classes of fungal PKS genes predicted by
Bingle et al. (3) are the same three classes observed in the most
recent sequence comparisons (5). Despite the fact that so many
fungal PKS genes have been discovered, however, relatively
few genes have been definitively linked to the biosynthesis of
specific metabolites. Because the NR, PR, and HR nomenclature
is useful for describing both the chemical products and their
cognate genes, the state of knowledge of fungal PKS is reviewed
in this way.

Fungal NR-PKS

The tetraketide orsellinic acid 1 is the simplest tetraketide,
which requires no reductions during its biosynthesis. One of
the first discovered fungal PKS, orsellinic acid synthase (OSAS)
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was isolated from Penicillium madriti in 1968. Despite the early
work with the protein, however, the OSAS-encoding gene has
not yet been discovered, and nothing is known of the catalytic
domains or their organization. However, genes involved in
the biosynthesis of several other nonreduced polyketides are
now known, and a general pattern of domain organization has
emerged. In all known cases, these genes encode Type 1 iterative
PKS proteins. At the N-terminus, a domain is present that seems
to mediate the loading of a starter unit (Fig. 2a). It seems
that the starter unit can derive from either a dedicated FAS,
another PKS, or an acyl CoA. The starter unit loading domain
(SAT) is followed by typical KS and AT domains responsible
for chain extension and malonate loading. Beyond the AT is a
conserved domain known as the product template (PT) domain.
This domain is followed by an ACP. Some NR-PKS seem to
terminate after the ACP, but many feature a diverse range of
different domains that include cyclases, methyl transferases, and
reductases. Thus, it seems that these synthases are arranged with
an N-terminal loading component ; a central chain extension
component that consists of KS, AT, PT and ACP domains; and
a C -terminal processing component .

NR-PKS loading component
Feeding experiments with isotopically labeled precursors have
shown that many NR fungal polyketides are formed by the use
of “advanced” starter units. In the classic case of norsolorinic
acid 7 biosynthesis, it has long been known that hexanoate forms
the starter unit. Differential specific incorporation of acetate into
the early and late positions in compounds such as citrinin 3 have
been used to argue that these compounds may have been formed
by more than one PKS so that one PKS makes an advanced
starter unit, which is passed to a second PKS for additional
extension.

Evidence for this suggestion is growing. Townsend has de-
fined the molecular basis for the ability of NR-PKS to use starter
units derived from other FAS or PKS systems. Two genes in
the aflatoxin biosynthetic gene cluster of Aspergillus parasiti-
cus (stcJ and stcK ) encode the α and β components of a typical
fungal FAS (HexA and HexB). Clustering of these FAS genes
with the NSAS PKS suggested that HexA and HexB proba-
bly produced hexanoate for use as the norsolorinic acid starter
unit. The protein complex formed between NSAS, HexA, and
HexB, which is known as NorS, was isolated and character-
ized (6). This 1.4-MDa protein complex synthesizes norsolorinic
acid 7 from malonyl CoA, acetyl CoA, and NADPH. Townsend
showed that hexanoyl CoA is not a free intermediate produced
by NorS, which suggests that hexanoate produced as an ACP
derivative by the HexA/HexB FAS must be passed directly to
NSAS. In the absence of NADPH, hexanoate cannot be formed
by the FAS components; thus, no norsolorinic acid is formed.

The N-terminal domain of NSAS posesses canonical acyl
transferase sequence motifs so that this domain could be a
candidate for the required starter unit transferase. This domain
was cloned and expressed along with the ACP and was shown
to catalyze the transfer of hexanoate from CoA onto the the
ACP. Site-directed mutagenesis experiments to remove the
proposed catalytic cysteine of the transferase resulted in loss of
catalytic activity. The N-terminal transferase showed significant

selectivity for the transfer of hexanoate over longer or shorter
acyl chains (7). Thus, the N-terminal domain of NSAS acts as
a starter unit:ACP transacylase (SAT) component.

Sequence comparison with other known NR PKS suggests
that such SAT domains are common. In the few cases where
the PKS sequence has been correlated with product structure
the presence of SAT domains now explains prior results from
feeding experiments, which suggested the use of advanced
starter units. For example it is now known (8) that two PKS
genes are involved in the biosynthesis of zearalenone 12—one
of these is a HR-PKS (see below) and probably provides
a highly reduced hexaketide as a starter unit. The second
zearalenone PKS is a NR-PKS possessing an N-terminal SAT
domain, which likely loads the hexaketide ready for three
further extensions. Most NR PKS seem to possess potential SAT
domains whether they require an acetate starter unit or not. For
example, polyketide synthases involved in the biosynthesis of
YWA1 39 (WAS) and tetrahydroxynaphthalene (THNS). In the
case of THNS from C. lagenarium, in vitro experiments have
implied that the purified protein uses malonyl CoA as the starter
unit. The THNS SAT domain may therefore be involved with
loading and decarboxylation of malonate to use as a starter unit,
much as the bacterial Type 2 KSβ component does.

NR PKS chain extension component

The extension components of NR polyketide synthases consist
of KS, AT, PT, and ACP domains. Sequence analysis of PT
domains (450–550 residues) from a range of NR PKS genes in
which the chemical products are known suggests that it is con-
ceiveable that the PT domain is involved in chain-length deter-
mination. Comparison of the PT domains from the Acremonium
strictum PKS1, citrinin PKS, zearalenone PKS-B, NSAS, sterig-
matocystin PKS, dothistromin PKS, THNS from C. lagenarium
and Wangiella dermatitidis , and WAS suggests that these do-
mains group into clades that correspond with chain length (9).
Thus the citrinin, ASPKS1, and zearalenone-B groups corre-
spond to tetraketide synthases; the NSAS, sterigmatocystin, and
dothistromin PKS are all octaketide synthases; the THNS are
hexaketide synthases; and the wA synthase (WAS) forms an
outgroup, which is a heptaketide.

The domains found after the chain extension components at
the C-termini of fungal NR-PKS are highly varied. These com-
ponents include putative Claisen-cyclase/thiolesterases (CLC/
TE), C -methyl transferases (C -MeT), reductases (R), and ad-
ditional ACP domains. Recent work indicates that these pro-
cessing components act after chain assembly to modify either
a poly-keto or a cyclized intermediate.

CLC/TE domains

The first fungal NR PKS gene to be cloned was Aspergillus
nidulans wA (encoding WAS). Limited domain analysis was
carried out to determine the presence of KAS, AT, and ACP
domains. Later, it was shown that wA also possess a TE
domain, which form one of the most common processing
components of NR PKS. The TE domain can either operate as
a standard thiolesterase or be involved in a cyclization-release
mechanism. Fujii et al. (10) expressed A. nidulans wA (encoding
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Figure 2 (a) General architecture of NR PKS genes; proposed mechanism of, (b) the WAS CLC domain, (c) the Monascus purpureus citrinin PksCT and A.
strictum MOS synthases; and (d) domain architecture of A. terreus and P. patulum MSAS, and proposed mechanism of 6-MSA 2 and TAL 44.

WAS) in Aspergillus oryzae. Initially, the expression strain
produced the isocoumarin 38, which indicated that WAS is a
heptaketide synthase (Fig. 2b). It was then realized that the
expression construct used in this experiment had a deletion that
resulted in the expressed WAS missing the final 67 amino acids
of the C-terminal TE domain. When the complete wA gene
was expressed, however, the heptaketide naphthopyrone YWA1
39 was produced (10). A series of experiments that involve
step-wise shortening of the C-terminus of WAS showed that
deletion of as few as 32 amino acids resulted in production of
the isocoumarin 38. Site-directed mutagenesis of a conserved

serine and histidine in the C-terminal domain also resulted in
a switch from naphthopyrone production to citreoisocoumarin
production.

Isotopic feeding experiments using 13C-labeled acetate indi-
cated the folding pattern shown in Fig. 2b for the naphthopyrone
39. Thus, both the isocoumarin 38 and the naphthopyrone 39
must result from the cyclization of the common intermediate
40. This finding suggests that the WAS chain extension compo-
nent produces a heptaketide and catalyzes the cyclization and
aromatization of the first ring. The C-terminal domain must
therefore catalyze a second (Claisen) cyclization reaction to
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form 42. The involvement of conserved serine and histidine
residues suggests involvement of the CLC-bound intermediate
41 shown in Fig. 2b. Thus, the TE domain has been renamed as
Claisen Cyclase (CLC). These domains also occur in the known
NSAS and THNS proteins in which the same chemistry must
occur to provide the observed products.

C-MeT domains

Few NR PKS are known to possess C -methylation domains,
although many known fungal nonreduced polyketides are C -
methylated, such as 3,5-dimethylorsellinic acid. A small group
of NR PKS have been identified in genome sequences (5), which
feature a C -MeT domain located after the ACP (Fig. 2c). The
first correlation between a gene sequence and a compound came
from citrinin 3, in which the PKS involved in citrinin biosyn-
thesis in Monascus ruber was reported (11). Here, the C -MeT
domain must be programmed because it acts twice during
polyketide biosynthesis when a probable methylated diketide
starter unit is extended. It is not yet clear whether the C -MeT
domain acts during extension, after chain extension but before
aromatization, or after aromatization. 1,3-Dihydroxyaromatics
are known to tautomerize easily to keto forms, and it is con-
ceivable that it could act as the nucleophile for the reaction with
SAM.

R domains

Reductases are currently rare as part of the processing com-
ponent of NR PKS. Evidence for the role of these reductase
domains has been obtained by the isolation of the PKS respon-
sible for the formation of the tetraketide component found in
xenovulene A 22. The PKS gene (MOS) was found to have
SAT, KS, AT, C-MeT, and R domains (Fig. 2c), and heterolo-
gous expression of the gene in A. oryzae resulted (9) in a high
yield of 3-methylorcinaldehyde 43. Although not described in
the literature, sequence analysis of the citrinin PKS sequence
discussed above shows that it also possesses a C-terminal thi-
olester reductase domain.

Similar domains are known from NRPS systems in which
reductase domains are sometimes used as chain release mecha-
nisms, which release an aldehyde or primary alcohol. In the case
of MOS and citrinin biosynthesis the reductive release mecha-
nism makes good sense as this provides the products with C-1
at the correct oxidation state (Fig. 2c).

Fungal PR-PKS

The domain structure of PR PKSs is much closer to mammalian
FAS, with an N-terminal KS followed by AT, and DH domains
(Fig. 2d). A so-called “core” domain follows the DH, which
is followed by a KR and the PKS terminates with an ACP do-
main. The domain structure differs considerably from the NR
PKS—no SAT domain or PT domain exists, and the PKS ter-
minates after the ACP and seems not to require a TE/CLC
domain. No obvious catalytic machinery exists for off-loading
the product. The DNA sequence of the KS domain is distin-
guishable from NR-PKS and FAS KAS domains using selective

PCR primers and DNA probes (3). Overall, however, catalytic
domains closely match those of the mamalian FAS, although
the “core” domain is different. Remarkably, the fungal MSAS
genes are closely related to recently discovered bacterial genes
for the synthesis of the nonreduced tetraketide orsellinic acid 1
(12) apart from lacking a ∼450-amino acid region that encom-
passes the KR domain.

Although many PR PKS genes are known from genome
sequencing projects, only three genes have been matched to
chemical products—in all cases, the tetraketide 6-MSA 2 MSAS
from Penicellium patulum is one of the smallest Type 1 PKS
at 188 KDa. It proved relatively easy to isolate, and many of
the earliest in vitro studies of the enzymology of any PKS were
carried out with this enzyme (13, 14). The PKS is evidently
programmed—acetate must be extended three times, and the KR
must only act once, after the second extension. In the absence
of NADPH, the KR reaction cannot occur, the tetraketide
is not produced, and triketide lactone (TAL) 44 is produced
instead (Fig. 2d). This reaction reveals that chain extension and
reduction are linked, and it indicates that the KR must act during
chain extension. Mammalian FAS also produces TAL 44 under
the same circumstances.

Chain length determination seems to use a “counting mecha-
nism” as in the case of the Type 2 actinorhodin PKS. Incubation
of various acyl CoA starter units with malonyl CoA with MSAS
in the absence of NADPH and acetyl CoA resulted in two chain
extensions to produce the corresponding substituted TALs.

Moriguchi et al. (15) have carried out an interesting series of
expression experiments in the yeast Saccharoveyces cerivisiae
in which two copies of the MSAS gene can be expressed
simultaneously. This inspection has allowed complementation
experiments in which they show that up to 44 amino acids from
the N-terminus can be removed and activity retained. However,
at the C -terminus, deletion of as few as nine amino acids caused
loss of activity because of removal of key ACP residues. Use
of combinations of deletion mutants, with the knowledge that
MSAS forms homotetramers, provided evidence that the ACP of
one peptide chain must interact with the KS of another chain.
In addition, a short core domain region was identified (15).
This finding was essential for successful complementation and
suggested that it acts as a motif required for subunit-subunit
recognition similarly to the core region of mammalian FAS,
which has been shown to mediate assembly of the synthase.

Fungal HR-PKS

The final class of fungal PKS produces complex, highly reduced
compounds such as lovastatin 10, T-toxin 19, fumonisin B1
30, and squalestatin 29. In all cases, these fungal compounds
are produced by iterative Type 1 PKS. These PKSs have an
N-terminal KS domain, followed by AT and DH domains
(Fig. 3). In many cases, the DH is followed by a C -MeT
domain. Some HR PKSs possess an ER domain, but those that
lack it have a roughly equivalent length of sequence with no
known function. This domain is followed by a KR domain, and
the PKS often terminates with an ACP. No domain similar to
the PT domain of the NR PKS or the core domain of the PR
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monacolin J 49; (d) proposed roles of FUSS domains in the biosynthesis of ‘‘pre-fusarin’’ 60.

PKS seems to exist, and there is no N-terminal SAT domain as
found in the NR PKS. As with the NRs and PR PKSs, many
HR PKS genes are known from the numerous fungal genome
sequences, but as yet few gene sequences have been linked
to the production of known compounds. However, of the few
cases in which both gene and chemical product are known,
some progress has been made in understanding function and
programming.

The lovastatin polyketide synthases

Lovastatin 10 (also known as mevinolin) is produced by A.
terreus . The related compound compactin (mevastatin) 11, pro-
duced by Penicillium citrinum is identical to lovastatin apart

from the C-12 methyl group absent in compactin. Isotopic feed-
ing experiments have shown that two polyketide chains are
required: a nonaketide and a methylated diketide. The require-
ment for two polyketide synthases is evident in the gene clusters
associated with biosynthesis of 10 and 11 where two PKS genes
are found (4), lovB and lovF , which encode LNKS and LDKS
in the case of lovastatin (Fig. 3b).

LNKS formally should synthesize a fully elaborated nonake-
tide such as 47, which could undergo a biological Diels-Alder
reaction to form dihydromonacolin L 48—which is the observed
first PKS-free intermediate. Note that it is possible that the Diels
Alder reaction actually occurs at the more activated hexaketide
stage. When lovB was expressed in the heterologous fungal
host A. nidulans (4) however, the polyunsaturated compounds
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45 and 46 were isolated. These pyrones are related to the ex-
pected nonaketide (e.g. methylation has occurred at the correct
position), but it is evident that reductions, specifically enoyl re-
ductions and later keto reductions, have not occurred correctly
and that chain extension has terminated prematurely (Fig. 3a),
which is becauase the NADPH binding site of the ER domain of
LNKS is impared. A separate ER encoding gene, lovC , occurs
downstream from lovB , and Kennedy et al. (4) showed that in
coexpression experiments the lovC protein could complement
the missing ER domain and the expected dihydromonacolin L
48 was produced (Fig. 3b). It is evident that the lovC protein
must interact with LNKS and control programming by ensuring
enoyl reduction at the correct positions and allowing complete
chain extension. It now seems that lovC type proteins are a
common feature of HR PKS systems in fungi.

In the bacterial modular PKS systems, usually a C-terminal
TE domain is involved in off-loading the product—either to
another PKS or to solution. LNKS seems to possess part of
an NRPS condensation (C) domain (see below) immediately
downstream of the ACP, and this domain has been proposed to
be involved in product release, presumably by either activating
water as a nucleophile or the C-5 hydoxyl rather than the
nitrogen of an aminothiolester as activated by most NRPS C
domains. LDKS is closely related to LNKS, but its ER domain
seems to be intact. LDKS is unusual among fungal PKS because
it is not iterative—a single round of extension and processing
affords the diketide 50 (Fig. 3b). In this respect, LDKS closely
resembles a single module of a bacterial modular PKS (1).
LDKS again lacks an obvious product release domain, which
ends immediately after the ACP. A specialized acyl transferase,
encoded by lovD , transfers 50 from LDKS onto the C-10
hydroxyl of monacolin J 49 (16).

The squalestatin S1 polyketide synthases
Squalestatin S1 29 is a potent inhibitor of mammalian squalene
synthase. It is produced by Phoma species, and like lovastatin,
consists of two polyketide chains: a main chain hexaketide
and a sidechain tetraketide. Like lovastatin, both chains are
methylated, but unusually for a fungal HR polyketide, the main
chain is formed from a non-acetate starter unit—benzoate is
incorporated at this position.

Cox et al. (17) cloned a HR PKS gene from Phoma sp,
PhPKS1 . This gene was expressed in the heterologous fungal
host A. oryzae, which produced the tetraketide 37. PhPKS1 thus
encodes the squalestatin tetraketide synthase (SQTKS). SQTKS
is highly homologous to LDKS, which lacks the C-terminal
NRPS condensation domain of LNKS. Like LDKS, SQTKS
posseses a functional ER domain, but SQTKS carries out three
extensions. Like LDKS, all modification reactions occur after
the first extension. The stereochemistry of the branching methyl
group is the same in each case. Two more extensions occur—all
modifying reactions occur again after the first of these, but
neither ER or C-MeT are used after the final extension (Fig. 1).

HR PKS from Alternaria solani
Alternaria solani is a plant pathogen and the causitive agent of
early blight in solanum species. It produces numerous polyke-
tides, such as solanopyrone A 51 and alternaric acid 52, and it

is thus an ideal target species for speculative PKS gene-fishing
expeditions. Fujii et al. (18) have conducted just such investi-
gations, using PCR primers based on conserved PKS sequences
as probes with genomic DNA libraries (18). An early inves-
tigation yielded two hits—one a HR PKS gene named alt5 ,
and another, a NR PKS named pksA. The alt5 gene encodes
a typical HR PKS, which is known as PKSN, with the usual
array of catalytic domains. Inspection of the ER sequence sug-
gested that it should be functional like those from LDKS and
SQTKS. Expression of alt5 showed this to be correct—a single
compound was synthesized in good yield (∼15mgl−1), which
proved to be the octamethylated decaketide pyrone 53, named
alternapyrone. This compound is the most complex polyketide
yet reported to be produced by an iterative PKS, which shows
programmed chain length control, keto-reduction, methylation,
and enoyl reduction.

HR PKS-NRPS
Fungi produce a wide range of bioactive compounds derived
from polyketides fused to amino acids. Examples include fusarin
C 26, equisetin 54, and tenellin 55. Fusarin C 26 consists of
a tetramethylated heptaketide fused to homoserine and is pro-
duced by strains of the plant pathogens Fusarium moniliforme
and Fusarium venenatum. Genomic DNA libraries from these
organisms were used to isolate a gene cluster centered around
a 12-Kb ORF encoding a HR PKS fused to a nonribosomal
peptide synthetase (NRPS) module (19). The PKS region is ho-
mologous to LNKS: KAS, AT, and DH domains are followed
by CMeT, a defective ER, KR, and ACP domains. Like LNKS,
the ACP is upstream of an NRPS condensation (C) domain,
but in this case the NRPS module is complete, which features
downstream adenylation (A), thiolation (T), and C-terminal thi-
olester reductase (R) domains (Fig. 3c). Directed knockout of
the PKS-NRPS gene proved it to be involved in the biosynthesis
of 26, and it was thus named fusarin synthetase (FUSS). The
disfunctional ER domain and the fact that no lovC homolog
seems to exist in the cluster, is consistent with the polyunsatu-
rated nature of the polyketide moiety.

It is probable that FUSS assembles a tetramethylated heptake-
tide 56 attached to the ACP (Fig. 3c)—the structure of which is
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similar to the heptaketide pyrone 46 produced by LNKS in the
absence of the LovC protein. In parallel, the A domain of the
NRPS module seems to select, activate, and attach homoserine
57 to the thiolation domain. The C domain then uses the amide
of homoserine to form an amide with the ACP-bound polyke-
tide, which forms a covalently bound intermediate peptide 58.
The final reaction catalyzed by FUSS may be reductive release
of the thiolester, which forms peptide aldehyde 59. Finally,
Knoevenagel cyclization would give the putative prefusarin 60.
Other genes in the FUSS cluster are presumably responsible for
the required additional transformation of 60 to fusarin C 26 it-
self: epoxidation; oxidation of a pendant methyl to a carboxylate
and esterification; and hydroxylation a to nitrogen.

A highly homologous PKS-NRPS gene has been shown to
be involved in the biosynthesis of equisetin 54 in Fusarium
heterosporum (20). EQS posseses the same catalytic domains
as FUSS, but examination of the structure of 54 indicates that
the pyrollidinone carbon derived from the carboxylate of the
amino acid (serine in this case) is not reduced, which indicates
either a reoxidation mechanism, or the fact that the R domain
does not produce an aldehyde intermediate in this case.

Conclusion

Recognition that the fungal PKS can be categorized into three
subsets has allowed more detailed consideration of the pro-
gramming elements. The NR PKSs are arranged into loading,
extension, and processing components, and to some extent this
hypothesis has been verified by expression and study of indi-
vidual catalytic domains and by the construction of hybrid NR
PKS genes. However, the programming elements of the PR and
HR PKS remain obscure. The first experiments to probe pro-
gramming in HR PKS have involved domain swaps, but few
conclusions have yet been drawn. Little information is known
about the three-dimensional structure of fungal PKS—whereas
sequence and domain organization similarity with mammalian
FAS mean that broad descriptions of the architecture of the cat-
alytic domains can be modeled, detailed hypotheses that involve
individual domains or peptide motifs cannot yet be linked with
programming.
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Polyketides constitute a large class of microbial and plant-derived
secondary metabolites that displays a vast array of structural diversity.
These organic molecules vary in molecular weight, functional group
modification, and include linear, polycyclic, and macrocyclic structural
forms. Currently, polyketide natural products find clinical use as antibiotics,
antiparasitic agents, antifungals, anticancer drugs, and
immunosuppressants. Given these impressive and wide-ranging
pharmacologic activities, an ever-increasing demand is placed on natural
products research to uncover novel polyketide metabolites for the benefit
of human and animal health. Modular polyketide synthases are nature’s
platform for the expansion of chemical diversity. This review provides new
perspectives on important biosynthetic mechanisms that contribute to this
variety. This includes control of double-bond configuration and
regiochemistry, introduction of β-branching during polyketide chain
assembly, and other processes that contribute to introduction of unique
chemical functionality into these fascinating systems.

Despite the promise of modern synthetic technologies to en-
hance pharmaceutical discovery significantly, natural products
continue to be the greatest source of all new drug leads (1).
Currently, many examples of natural product-derived pharma-
ceuticals are employed to benefit human health (2, 3); polyke-
tides constitute a large class of microbial and plant-derived
secondary metabolites that displays a vast array of structural di-
versity. These organic molecules vary in molecular weight and
functional group modification; they include linear, polycyclic,
and macrocyclic structural forms. Currently, polyketide natural
products find clinical use as antibiotics, antiparasitic agents, an-
tifungals, anticancer drugs, and immunosuppressants (Fig. 1a).
Given these impressive and wide-ranging pharmacological ac-
tivities, an ever-increasing demand is placed on natural products
research to uncover novel polyketide metabolites for the benefit
of human health.

Although the clinical use of polyketide-inspired pharma-
ceuticals has been appreciated for decades, polyketide-derived
metabolites have been recognized recently for their role in
bacterial virulence. For example, the pathogenesis of Mycobac-
terium ulcerans , the causative agent of the devastating skin
disease known as Buruli ulcer, is the result of the secretion of

polyketide-derived toxins known as the mycolactones (Fig. 1b)
(4). These polyketide toxins are responsible largely for the
necrotic lesions that are characteristic of this debilitating condi-
tion. As such, the disruption of mycolactone biosynthesis may
lead to an effective chemotherapy for Buruli ulcer. Recent find-
ings also suggest that the virulence of another mycobacterial
species, Mycobacterium tuberculosis , could be partially depen-
dent on polyketide biosynthesis. The cell surface sulfolipid-1
(SL-1) is among several virulence-associated molecules pro-
duced by M. tuberculosis . SL-1 consists of a sulfated disac-
charide core (trehalose-2-sulfate) that displays four lipidic sub-
stituents; all but one substituent seems to be polyketide-derived
(Fig. 1b) (5). Finally, the toxic agent in rice seedling blight,
which is a highly destructive fungal disease that inflicts se-
vere agricultural losses worldwide, has been identified recently
as the polyketide metabolite, rhizoxin (Fig. 1b) (6). Interest-
ingly, rhizoxin is not produced directly by the fungus (Rhi-
zopus), but rather by the endosymbiotic bacteria Burkholderia
that thrives within the fungus. Together, these three examples
suggest that inhibition of polyketide biosynthesis may lead to
effective chemotherapy for controlling certain human and plant
bacterial diseases.
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Prototypical Polyketide
Biosynthesis
The biosynthesis of many important polyketide compounds oc-
curs via a stepwise, assembly-line type mechanism that is cat-
alyzed by type I modular polyketide synthases (PKSs). These
modular PKSs are composed of several large, multifunctional
enzymes that are responsible for catalyzing the initiation, elon-
gation, and processing steps that ultimately give rise to the
characteristic macrolactone scaffold (Fig. 2) (7–11). Structural
studies have been critical in developing a sophisticated under-
standing of the overall architecture and mechanism of type I
PKSs and their homologs in recent years (12–18). A review

from the perspective of the 6-deoxyerythronolide B synthase (a

well-studied type I PKS) was published recently by Khosla et

al. (19).

It is well established that the sequential arrangement of

modules within a PKS system serves effectively as a biosyn-

thetic program, which is responsible for dictating the final size

and structure of the polyketide core. Typically, initiation of

polyketide biosynthesis begins by the acyltransferase (AT) cat-

alyzed linkage of a coenzyme A (CoA) priming unit (e.g.,

methylmalonyl-CoA, malonyl-CoA, propionyl-CoA) to the acyl

carrier protein (ACP) of the loading module. Once initiated,

downstream elongation modules carry out repetitive extensions
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of the starter unit. In most PKS systems, each elongation mod-
ule contains at minimum an AT domain, an ACP domain, and
a ketosynthase (KS) domain (Fig. 2a). The AT domain is re-
sponsible for loading the appropriate CoA extender unit onto
the ACP domain (i.e., malonyl-CoA, methylmalonyl-CoA, etc.).
The KS domain then, catalyzes a decarboxylative condensa-
tion of the extender unit with the growing polyketide chain
obtained from the preceding module to generate an ACP-bound
β-ketoacyl product. In addition to the three core domains, each
elongation module may contain up to three additional domains
[ketoreductase (KR), dehydratase (DH), enoyl reductase (ER)]

that are responsible for the reductive processing of the β-keto
functionality prior to the next extension step (Fig. 2a). These
reductive steps contribute greatly to the overall structural di-
versity that is observed among polyketide natural products. The
presence of a KR domain alone generates a β-hydroxyl function-
ality, the presence of both a KR and a DH domain generates
an alkene, whereas the combination of KR, DH, and ER re-
sults in complete reduction to the alkane. Finally, termination
of polyketide biosynthesis is catalyzed by a thioesterase (TE)
domain located at the carboxy terminus of the final elongation
module. The activity of this domain results in the cleavage of
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the acyl chain from the adjacent ACP; typically, intramolecular
cyclization results in the formation and release of a macrolac-
tone ring. Tailoring enzymes, such as hydroxylases and glycosyl
transferases, often serve to further modify the polyketide to yield
the final bioactive compound.

The modular organization of type I PKSs has made them
particularly attractive targets for rational bioengineering. Com-
binatorial biosynthetic efforts centered on prototypical modular
PKSs have been the topic of many recent outstanding review
articles (20–23). Currently, several strategies are being pur-
sued that attempt to leverage PKS systems for the generation
of structurally diverse polyketides. For example, it has been
demonstrated that alterations of individual catalytic domains
(i.e., inactivation, substitution, addition, deletion) within a PKS
module can result in predicted structural alterations of the fi-
nal PKS product. Likewise, the addition, deletion, or exchange
of intact modules can also impart structural variety into polyke-
tide metabolites. Using these and other approaches, hundreds of
novel polyketide structures have been generated, which estab-
lished the tremendous potential of these applications. However,
these successes seem to be more the exception rather than the
rule, as many efforts result in trace levels, or they fail to pro-
vide the desired metabolite. This finding suggests that much
remains to be learned regarding the molecular intricacies of
these complex biosynthetic machines. This review provides new
perspectives on important mechanisms that contribute to struc-
tural diversity in modular PKSs. These mechanisms include
control of double-bond configuration and regiochemistry, in-
troduction of β-branching during polyketide chain assembly,
and other processes that contribute to introduction of unique
chemical functionality into these fascinating systems.

Polyketide Double Bonds

Trans double bonds

The presence of unsaturated carbon–carbon bonds within most
polyketide compounds exemplifies the overall structural diver-
sity that is a hallmark of this class of important natural prod-
ucts. Typically, the installation of double bonds into nascent
polyketide chains relies on the two-step processing at the β-keto
group by the successive activity of KR and DH domains that
are embedded within a given PKS elongation module. After
KS catalyzed chain elongation that extends the growing chain
by two carbon atoms, the KR domain, when present, directs
the NADPH-dependent reduction of the β-ketone to yield a
3-hydroxyacyl intermediate. Subsequently, an embedded DH
domain within the elongation module catalyzes dehydration
of the 3-hydroxyacyl intermediate, normally which results in
the incorporation of an (E)-trans α,β unsaturated bond into the
growing polyketide chain (Fig. 3a).

It should be noted that the KR catalyzed reduction of a
β-ketoacyl intermediate has stereochemical consequences be-
cause a new chiral center is introduced into the growing oligoke-
tide. Aside from serving to enhance the structural diversity
of the final polyketide product even more, the stereochemi-
cal outcome of this reaction can have profound effects on any

subsequent processing or elongation reactions. As such, an un-
derstanding of how KR domains exert stereochemical control
of their hydroxylated product is a critical aspect to decipher-
ing the mechanism of DH-mediated double bond formation.
Through bioinformatic and biochemical analyses, an appreci-
ation of ketoreductase-influenced stereochemistry has emerged
(24, 25). Thus, Caffrey (25) has proposed that KR domains can
be divided into two classes, depending on the final configuration
of the β-hydroxyl moiety. The so-called “A” class generates
an L-3-hydroxy product, whereas the “B” class produces the
D-3-hydroxy polyketide intermediate. Although little difference
exists between these two putative classes at the amino acid
sequence level, the presence of a conserved aspartate residue
within an LDD motif correlates well with “B” class. This motif
is absent in the defined “A” class of KR domains. An ad-
ditional diagnostic feature of the “A” class of KR domains
is the presence of a conserved tryptophan residue. Recently,
Keatinge-Clay (18) has proposed a refinement of the KR class
descriptions as originally suggested by Caffrey (25), effectively
increasing the number of possible KR types from two to six
(18). This new classification takes into consideration whether a
given KR domain (either reductively competent or incompetent)
is located in an epimerization-competent module. Although this
new classification offers a more complete description of PKS
KR domains, for simplicity we will continue to use Caffrey’s
KR nomenclature throughout our discussion of double-bond for-
mation.

While examples of both D- and L-hydroxyl group configura-
tions can be found within polyketide natural products, recent
evidence suggests that DH domains require a stereospecific
3-hydroxyacyl intermediate. Bioinformatic analyses performed
on 71 KR domains for which the stereochemical outcome of the
reduction is cryptic because of subsequent dehydration revealed
that all belong to the “B” class of KR domains (25). As such, it
appears that the generally preferred substrate for DH domains
is a D-3-hydroxyacyl chain. However, direct experimental ev-
idence has been difficult to obtain because the 3-hydroxyacyl
intermediate is transient in modules that contain a DH domain.
Recently, biochemical studies of the DH domain found in mod-
ule 2 of the pikromycin PKS system (Fig. 2b) (26) have sup-
ported this hypothesis; inactivation of the DH domain resulted in
the exclusive generation of the D-3-triketide acylthioester inter-
mediate from a diketide substrate (27). Aside from this study, no
other reports probe the substrate preference or catalytic mech-
anism of DH domains within PKS systems; therefore, much of
what is known has been elucidated from studies of fatty acid
biosynthesis (28). Previous studies on the dehydration step that
is catalyzed by the yeast fatty acid synthase confirmed the syn
elimination of water from a D-(3 R)-hydroxyacylthioester sub-
strate (29). This result is consistent with the stereospecificity of
the PKS DH domain and may suggest that trans unsaturated
bonds, typically found in polyketides, are likewise formed via
syn water elimination.

Cis double bonds
Although rare, several PKS biosynthetic systems can install
cis double bonds into the final polyketide product (Fig. 4).
Several possible mechanisms could account for the infrequent
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occurrence of this double bond configuration. One explanation

is that an isomerization event occurs that converts a trans

double bond into a cis double bond. This isomerization activity

could be specified by the PKS elongation module, much like

previously identified epimerization activities that are known

to exist in some PKS and NRPS modules. Alternatively, the

combined activity of KR-DH domains within certain modules

could directly establish the cis double bond. Finally, it is

possible that after reduction of the β-keto functionality, a trans

acting DH could catalyze dehydration to form a (Z )-cis double
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bond. This trans activity might derive from a discrete enzyme
encoded within the biosynthetic gene cluster or from an adjacent
module within the PKS pathway. Additionally, examples exist
in which some general rules may not hold true. Chivosazol,
which is a potential antitumor agent, is one such example (30).

The epothilones 6 (and Fig. 1a), which are produced by So-
rangium cellulosum, are mixed NRPS-polyketide derived natu-
ral products that possess potent antitumor activity. Interestingly,

some compounds feature a cis double bond between carbon

atoms 12 and 13 that should be generated by PKS elonga-

tion module 4; however, sequence analysis of the epothilone

biosynthetic gene cluster indicates that module 4 does not con-

tain a DH domain requisite for the formation of the unsaturated

bond (31). Thus, Tang et al. (31) hypothesized that the DH

activity might occur from the subsequent module or by the
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action of a post-PKS modifying enzyme. Biochemical exper-
iments later demonstrated that the DH domain of module 5
catalyzed the cis double bond formation (32). To account for
this atypical activity, it is proposed that the 3-hydroxythioester
intermediate undergoes an ACP4-to-ACP5 transfer (32). After
dehydration, the thioester intermediate would then be transferred
to the KS5 domain for subsequent elongation. Similarly, the an-
titumor phoslactomycin compounds 13 feature three cis double
bonds, two of which seem to be installed by a KR-DH pair (see
below); however, the elongation module (Plm7) that should be
responsible for generating the unsaturated bond between carbon
atoms 2 and 3 does not appear to encode the required DH activ-
ity (33). Thus, it is likely that the source of this catalytic activity
comes from either a different module within the PKS system or
a separate enzyme that could act either before or after TE medi-
ated termination of polyketide biosynthesis. Additional analysis
is required to discriminate between these two possibilities.

Unlike the examples described above, most polyketide cis
double bonds are installed through a successive KR-DH pair
found embedded within the elongation module. In these cases,
the stereochemistry of the 3-hydroxyacyl intermediate appears
to be the discriminating factor between (Z )-cis or (E )-trans
unsaturation. For example, the antitumor disorazole compounds
5 display up to three cis double bonds per monomer (note:
final compound is a condensed dimer). Sequence analyses of
KR domains preceding DH domains that would be responsible
for cis double bond formation suggest that they all belong
to the “A” class (34). Thus, they are predicted to generate a
L-3-hydroxyacyl intermediate. It is expected that the subsequent
DH domain preferentially recognizes the L-3-hydroxyl group to
facilitate the generation of the cis double bond. Interestingly,
the module responsible for incorporating the cis unsaturated
bond between carbon atoms 11 and 12 is split between two
polypeptide chains (34). It cannot be ruled out that this modular
dissection may play a role in formation of this particular double
bond, as the cleavage point occurs between the DH and KR
domain. Furthermore, it is intriguing that the major product,
disorazole A1, is composed of two nonidentical monomers that
differ in saturation between carbon atoms 5 and 6. It has been
suggested that the synthesis of the two different monomers is
caused by poor activity of the DH domain (34); however, final
proof requires additional experimental verification.

In addition to disorazole 5, several other known examples of
polyketide natural products exist that have cis double bonds
installed by an embedded KR-DH domain pair. The potent
antitumor compound curacin A 3 contains many interesting
structural features. Among them is the presence of a cis double
bond between carbon atoms 3 and 4. Sequence alignment of the
KR domain encoded by curG (encoding the module responsible
for generation of the cis double bond) suggests that it belongs
to the “A” class of KR domains (35). Thus, this particular KR
is predicted to generate a L-3-hydroxyacyl intermediate that is
subsequently dehydrated to the cis double bond. Likewise, the
KR domains that set up the 3 cis double bonds found in the
linear mixed NRPS-polyketide natural product bacillaene 1 are
predicted to produce L-3-hydroxyacyl intermediates (36). In-
terestingly, two of the elongation modules that incorporate cis

olefins are split between two polypeptides (36). As in disora-
zole biosynthesis, it is possible that these modular dissections
contribute to the configuration of the unsaturated bond that is
introduced by these modules.

Finally, we consider the conjugated cis olefins that span car-
bon atoms 12-15 of the phoslactomycins 13. Analysis of the
KR sequences of elongation modules 1 and 2 could not clearly
predict whether these reductive domains belonged to the “A” or
“B” class. Therefore, Alhamadsheh et al. (37) employed a com-
prehensive biochemical study to elucidate the mechanism of cis
olefin formation by the first elongation module. Two hypothe-
ses were considered. First, the configuration of the double bond
could develop directly from the combined activities of the em-
bedded KR-DH domain pair. Alternatively, the KR-DH domains
might establish a trans olefin that is isomerized subsequently
to the observed cis configuration. To distinguish between these
two possibilities, Alhamadsheh et al. (37) genetically inactivated
both the loading module and elongation module of Plm1 and
conducted feeding experiments with diketide analogs contain-
ing both cis and trans olefins. Results from this work indicated
clearly that only the cis olefin containing diketide is accepted as
a substrate for elongation module 2, suggesting that the product
of module 1 must contain the cis double bond. Furthermore, this
work demonstrated nicely that the phoslactomycin biosynthetic
pathway cannot process trans diketide intermediates into ma-
ture products, which rules out the possibility of an isomerization
domain in downstream modules.

Terminal double bonds

Termination of polyketide biosynthesis typically involves the
TE mediated cleavage of the ACP-bound thioester, followed by
cyclization to generate a macrolactone. Alternatively, the TE
catalyzes the simple hydrolysis of the thioester to generate a
linear free acid product. Here, we consider two of the relatively
few known examples of polyketide natural products that are
neither a macrocycle nor a free acid, but instead terminate with
a double bond.

Aside from containing a cis double bond noted above, the
antitumor polyketide compound curacin A 3 also features a
terminal olefin. Previously reported feeding studies suggested
that the formation of the terminal double bond develops from
successive decarboxylation and dehydration events (35). The
biosynthetic gene cluster responsible for curacin A biosyn-
thesis has been identified and initially characterized, which
enables the putative assignment of domains within the pre-
dicted elongation modules (35). Like most other known polyke-
tide biosynthetic pathways, the final elongation module of the
curacin pathway, CurM, contains a terminal thioesterase do-
main that presumably plays a role in formation of the terminal
olefin; however, biochemical evidence for such a role is lack-
ing. Interestingly, domain analysis of CurM also predicts the
presence of a sulfotransferase (ST) domain immediately pre-
ceding the TE domain. Typically, ST domains are responsible
for transferring a sulfuryl group from a donor molecule (such
as 3′-phosphoadenosine-5′-phosphosulfate, PAPS) to a variety
of acceptor carbohydrates, proteins and other low-molecular
weight metabolites (38). Although STs have been characterized
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from both eubacterial and eukaryotic organisms, the presence
of an ST domain within a PKS system is unprecedented.

Current efforts in our laboratory include elucidating the
roles of the ST and TE domains in curacin A biosynthesis,
and in particular, their potential functions in terminal olefin
formation. One possible mechanism that is currently under
consideration is shown in Fig. 3b. On reduction of the β-keto
functionality of the ACP-bound thioester intermediate, the ST
domain transfers a sulfuryl group from the donor molecule
PAPS to the 3-hydroxyl group of the thioester chain. Consistent
with this hypothesis, bioinformatic analysis suggests that the
putative curacin ST domain contains the signature PAPS binding
pocket (unpublished data); however, no experimental evidence
suggests that this ST domain can catalyze the sulfuryl transfer or
that the ST domain can bind the requisite PAPS donor molecule.
Assuming our hypothesis is correct and that the ST domain
functions as proposed, transfer of the sulfurylated intermediate
to the TE domain would initiate hydrolytic termination of
curacin A biosynthesis to produce the linear free acid. At
this point, one of several chemical steps can be envisioned.
Following hydrolysis, the TE may catalyze decarboxylation,
after which the formation of the double bond would occur
in a concerted process by displacement of the sulfate leaving
group. Alternatively, a separately encoded enzyme might be
responsible for decarboxylating the free acid generated by
the TE domain. It is also conceivable that on TE catalyzed
hydrolysis, the decarboxylation reaction occurs spontaneously
due to the presence of the sulfate leaving group at carbon 3.

Similar to curacin, the polyketide metabolite tautomycetin 14
also possesses a terminal olefin. This polyketide metabolite has
potential medicinal value because of its novel immunosuppres-
sive activities (39). The tautomycetin biosynthetic gene cluster
has been sequenced recently, which enables domain composi-
tion analysis of the terminal elongation module (40). Unlike
the terminal module involved in curacin biosynthesis, the final
tautomycetin elongation module does not contain the unusual
ST domain. This finding may suggest that formation of the ter-
minal olefin of tautomycetin 14 occurs by a different chemical
mechanism. The final elongation module does contain a TE do-
main, which presumably terminates tautomycetin biosynthesis
through generation of the free acid (Fig. 3c). As described for
curacin, it is possible that this TE domain can also catalyze the
subsequent decarboxylation event; however, in lieu of an acti-
vated leaving group at carbon 3, it is reasonable to expect that
dehydration to remove the hydroxyl at carbon 3 would also be
a catalyzed event. Alternatively, the terminal olefin could be
installed during the post-PKS maturation of the polyketide to
the final tautomycetin product. DNA sequence analysis of open
reading frames that are downstream of the tautomycetin PKS
gene cluster reveals two potential candidates, tmcJ and tmcM ,
which may be involved in double bond formation (40). Bio-
informatic analyses suggest that tmcJ might encode for a pu-
tative decarboxylase and that the gene product of tmcM is a
potential dehydratase.

Atypical PKS Domains

The wide distribution of PKSs in the microbial world and
the extreme chemical diversity of their products do in fact
result from a varied use of the well-known catalytic domains
described above for the canonical PKS systems. Taking a
theoretic view of polyketide diversity, González-Lergier et al.
(41) have suggested that even if the starter and extender units
are fixed, over 100,000 linear heptaketide structures are possible
using only the 5 common reductive outcomes at the β-carbon
position (ketone, (R- or S -) alcohol, trans-double bond, or
alkane). Recently, it has become apparent that even this does not
represent the upper limit for polyketide diversification. To create
chemical functionalities beyond those mentioned above, nature
has recruited some enzymes from sources other than fatty acid
synthesis (the mevalonate pathway in primary metabolism is one
example) not typically thought of as type I PKS domains. Next,
we explore the ways PKS-containing systems have modified
these domains for the catalysis of some unique chemistries
observed in natural products.

Methyl groups at the α- and β-carbons

As described above for polyketide biosynthesis, the presence or
absence of a methyl group on the α-carbon position of the grow-
ing polyketide chain is most often governed by the selection of
the extender unit (malonyl-CoA versus methylmalonyl-CoA).
However, in PKS systems that use trans acyltransferases
(AT-less type I PKSs) (8, 42), the module by module control
over extender unit selection is sometimes not possible. In most
cases, malonyl-CoA is used as the extender unit, and a methyl
group can be added to selected positions through the action of
an embedded methyl transferase (MT) domain or discrete MT
enzyme. For example, the C-6 methyl group of leinamycin 8
is thought to be installed by the MT embedded in LnmJ (43),
the C-10 methyl of curacin A 3 is generated via the MT do-
main in CurJ (35), and the gem dimethyl groups on C-8 and
C-18 of bryostatin 2, most likely are the consequence of the
MT domains in BryB and BryC (44).

In contrast to the α-carbon methylations, the incorporation
of methyl or methylene groups (or functional groups derived
from such groups) at the β-position represents the assimilation
of a full cassette of enzymes into the typical PKS machin-
ery. Recently, a subset of type I modular PKSs (and hybrid
NRPS/PKS megasynthases) have been identified that contain
multiple enzymes acting in trans during the traditional lin-
ear assembly-line process to accomplish β-branching. Termed
HMG-CoA synthase (HMGS) cassettes, these enzyme systems
provide a unique method of expanding the repertoire of the tra-
ditional reductive domains (KR, DH, ER). These enzymes work
in conjunction with the PKS machinery to create unique func-
tionalities observed at the branch points that include the pendant
methyl groups of bacillaene 1 (36, 45, 46), mupirocin 9 (47),
and virginiamycin M 15 (48), which are the methoxymethyl
and ethyl groups of myxovirescin A 10 (49, 50); the exo-
methylene groups of difficidin 4 (45), onnamide A 11 (51),
and pederin 12 (51–53); the cyclopropyl ring of curacin A 3
(35, 54); the vinyl chloride of jamaicamide 7 (55); the unique
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1,3-dioxo-1,2-dithiolane moiety of leinamycin 8 (43); and the
exocyclic olefins in bryostatin 2 (Fig. 4) (44).

HMG-CoA synthase cassettes

In primary metabolism, HMG-CoA synthase (HMGS) is re-
sponsible for the condensation of C-2 of acetyl-CoA onto the
β-ketone of acetoacetyl-CoA to form 3-hydroxyl-3-
methylglutaryl-CoA and free CoASH (Fig. 5a) (56). Several
secondary metabolite pathways have been identified over the
past five years that perform an analogous reaction, although they
seem to use ACP-tethered acyl groups (Fig. 5b) as opposed to
acyl-CoA substrates. After generation of the HMG-ACP ana-
log on the growing polyketide chain, the product is usually
dehydrated and decarboxylated to yield the branched interme-
diate. Found in 11 pathways to date (36, 45–55), included in the
cassette are a discrete ACP, a decarboxylative KS (active site
cysteine is replaced with a serine), an HMGS, and one or two
enoyl CoA hydratase-like (ECH) domains. (Table 1, Figs. 5, 6).

HMGS cassette biochemistry

Three HMGS-containing cassettes (those in the curacin A, bacil-
laene, and myxovirescin pathways) have been validated bio-
chemically in the past two years and will serve as the basis
for our analysis of the individual components in this com-
plex (46, 54, 57, 58). The mechanistic and structural details

for HMG-CoA synthase in primary metabolism have been elu-
cidated for both bacterial and eukaryotic HMGSs (59–63). Al-
though polyketide HMGSs share only 20–30% sequence iden-
tity with their primary metabolism homologs (in both prokary-
otes and eukaryotes), multiple sequence alignment reveals that
the key catalytic residues (Glu/Cys/His) are conserved. As
shown in Fig. 5b, the first step in the formation of the
HMG-intermediate is the generation of of acetyl-ACP. This step
is accomplished through the loading via an AT of malonyl-CoA
[or perhaps methylmalonyl-CoA in at the case of TaE (58)].
Then, the decarboxylative KS converts the malonyl-ACP into
acetyl-ACP, after which the tethered acetyl group is condensed
onto the β-ketone of the polyketide intermediate. Finally, for-
mation of the HMG-analog is completed on addition of water.

Processing of the HMG-intermediate can vary considerably,
but typically proceeds via dehydration and decarboxylation cat-
alyzed by two enoyl-CoA hydratase-like domains (Fig. 5b).
Based on sequence similarity, the members of the crotonase fold
family observed in these HMGS cassettes can be subdivided
into two groups, termed ECH1 and ECH2 (54). The succes-
sive dehydration and decarboxylation steps are catalyzed by the
ECH1 and ECH2 enzymes/domains, respectively. Evidence for
the specific function of the curacin ECH1 and ECH2 enzyme
pair from the curacin pathway has been demonstrated using a
coupled enzyme assay and ESI-FT-ICR MS (54). Using puri-
fied ECH1 (CurE) and ECH2 (the N-terminal domain of CurF)
overexpressed in E. coli , (S )-HMG-ACP was converted first to
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Table 1 HMGS containing biosynthetic pathways and their producing organisms

Producing Discrete KS ECH1 ECH2

Natural product organsim ACP (Cys→Ser) HMGS (Dehydration) (Decarboxylation)

Bacillaene Bacillus subtilis
168/B.
amyloiquefaciens

AcpK/
BaeF

PksF PksG/
BaeG

PksH/
BaeH

Pksl/Bael

Bryostatin Candidatus
Endobugula
sertula

BryQ BryR

Curacin Lyngbya majuscula CurB CurC CurD CurE CurF N-terminal
domain

Difficidin Bacillus
amyloiquefaciens

DifC DifN DifO

Jamaicamide Lyngbya majuscula
JHB

JamF JamG JamH JamI JamJ N-terminal
domain

Leinamycin Streptomyces
atroolivaceus

LnmL LnmM LnmF

Mupirocin Pseudomonas
fluorescens

Macp14 MupG MupH MupJ MupK

Myxovirescin A
(antibiotic TA)

Myxococcus xanthus
DK1622

TaB &
TaE

TaK TaC &
TaF

TaX TaY

Onnamide Symbiont bacterium
of Theonella
swinhoei

OnnA OnnB (embedded)

Pederin Symbiont bacterium
of Paederus
fuscipes

PedN PedM PedP PedL PedI (embedded)

Virginiamycin M Streptomyces
virginiae

VirB VirC VirD VirE

3-methylglutaconyl-ACP then to 3-methylcrotonyl-ACP, which
is the gained intermediate for subsequent formation of the cy-
clopropyl ring. Insights into the mechanism of the CurF ECH2

decarboxylation have been gained based on the recent crystal
structure of the curacin ECH2 domain (64). Additional in vitro
evidence for the function of these enzymes has been generated
using proteins from the PksX pathway of Bacillus subtilis (46)
and the myxovirescin pathway from Myxococcus xanthus (58).
Prior to the identification of bacillaene as the product of the
PksX pathway, Calderone et al. (46) and Dorrestein et al. (57)
reported the function of several discrete enzymes. Using ra-
dioactive biochemical assays together with mass spectrometry,
they assigned functional roles to AcpK, PksC, the tandem ACPs
in PksL, PksF, PksG, PksH, and PksI. Using the model acceptor
ACP, acetoacetyl-ACP, and malonyl-CoA in combination with
the above proteins, a ∆2-isoprenyl-S-carrier protein was gener-
ated (46). Most recently, a similar in vitro investigation was con-
ducted using the homologous enzymes from the myxovirescin
pathway (58). The HMGS cassette reaction sequence proposed
above held fast for the myxovirescin pathway, although the
generation of the propionyl- or methylmalonyl-S -ACP could
not be demonstrated. The authors have suggested that perhaps
additional enzymes are yet to be identified to fill these roles
to complete the β-ethylation at C16 in 10. Two variations on
the HMGS cassette theme already have been identified. In the
biosynthesis of bryostatin 2, and leinamycin 8, one or both of

the ECH-mediated steps is likely omitted based on the final nat-
ural product structures. The details of these deviations have not
yet been established.

Recently, in vivo evidence for the function of these HMGS
cassettes has come from the Müller lab (49, 50, 65). To date,
all HMGS cassette proteins for myxovirescin A (TaB/TaC,
TaE/TaF, TaK, TaX, TaY) has been individually deleted, and
the impact on the products of the engineered Myxococcus xan-
thus strains has been analyzed. In addition, analysis of products
from ∆taV (the trans-acting AT), ∆taH (a cytochrome P450
that is thought to hydroxylate the HMGS-installed β-methyl
group at C12 of 10), and ∆taQ (an O-methyl transferase nec-
essary for completing the transformation to the final methoxy-
methyl functionality) strains have provided insights into this
complex pathway. Production of myxovirescin A was abolished
(or greatly reduced) in all above deletion strains. Appearance
of novel myxovirescin analogs (β-methyl vs β-ethyl at C16) in
the ∆taE & ∆taF strains appears to be a result of TaB or TaC
complementation, which provides direct evidence for TaE/TaF
in the formation of the ethyl branch point. However, indepen-
dent biochemical verification of TaF function has been difficult
to obtain (58).

HMGS cassette architecture
Analysis of the placement of the known HMGS cassettes
identified to date into their biosynthetic clusters reveals a variety
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of possible architectures (Fig. 6). For example, the ECH2

decarboxylase exists as a discrete enzyme downstream of the
ECH1 dehydratase (mupirocin and others), as an N-terminal
domain of a large PKS (curacin and jamaicamide), and as
an embedded domain (pederin and onnamide). Although most
clusters published to date are mixed PKS/NRPS systems with in
trans ATs and tandem ACPs at the site of HMGS modification,
exceptions exist for each example (difficidin is PKS only,
curacin and jamaicamide contain embedded ATs, and bryostatin
and myxovirescin do not contain tandem ACPs at the site of
HMGS modification).

As HMGS enzyme cassettes have been identified and func-
tionally characterized only recently, many mechanistic details
as well as the key protein–protein interactions needed to or-
chestrate communication among the polypeptide components
remain unclear. Details on how the individual proteins are
brought to the correct place in the pathway to perform their
functions are still unknown for most pathways. In the case of
the PksX/bacillaene pathway, some intriguing microscopy per-
formed on B. subtilis suggests that the bacillaene proteins are
clustered into a huge mega-enzyme factory inside the bacterial
cell (66). Whether this organization extends (or is limited) to the
other members of HMGS cassette containing pathways remains
to be observed. Additionally, in some pathways, key enzymes
have yet to be identified. Two lingering questions include, 1)
Which AT domain loads the discrete ACP in the embedded AT
systems typified by the curacin and jamaicamide pathways? and
2) where are the missing domains located in the incomplete cas-
settes? Despite these remaining issues, the stage is now set for
these unique suites of enzymes to be included and applied in
the growing metabolic engineering/combinatorial biosynthesis
toolbox.

The goal of this review has been to highlight a series of
novel systems for creating chemical diversity in polyketide nat-
ural product biosynthesis. This review includes the mechanistic
basis for introduction of trans or cis double bonds within lin-
ear or macrocyclic compounds, or assembly of the rare terminal
alkene in select secondary metabolites such as curacin and tau-
tomycetin. Similarly, introduction of methyl groups to create
branch points or gem dimethyl functionality can occur by sev-
eral processes that have been dissected in several systems over
the past few years. Finally, one of the most intriguing new meth-
ods for introduction of diverse branching functionality involves
the HMGS-containing enzymes that are being identified in a
growing number of PKS and mixed NRPS-PKS pathways. The
rapidly increasing knowledge and mechanistic understanding of
these complex metabolic systems will provide growing opportu-
nities to engineer chemical diversity using rational approaches.
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This review covers the biosynthesis of terrestrial and marine polyethers and
discusses their biologic properties and the molecular genetics and
enzymology of the proteins responsible for their formation. The
biosynthesis of monensin, nanchangmycin, nonactin, and the marine
polyether ladders are discussed in detail. Novel enzymes found only in type
I polyketide polyether gene clusters that are responsible for the epoxidation
and cyclization of polyene biosynthetic intermediates are described. The
macrotetrolide biosynthetic gene cluster, which is an ACP-less type II
polyketide synthase that functions noniteratively is reviewed.

The first polyether antibiotic to be isolated was nigericin 1 in
1951. By 1983, more than 70 terrestrial polyether antibiotics
had been reported and Cane et al. (1) had proposed a unified
stereochemical model to account for their biosynthesis, includ-
ing the polyene–polyepoxide model of polyether formation. It
took almost 20 years for the first polyether gene cluster to be
reported (2). In contrast, the first marine polyethers were re-
ported in 1981, and a model to explain the biosynthesis of
marine polyether ladder compounds was proposed in 2006 (3);
no genetic information is available currently for the marine
polyethers.

Biological Background

Interest in these compounds (Fig. 1) derives from their ability
to transport ions across biologic membranes, and some terres-
trial polyethers have been used widely in veterinary medicine.
Marine polyethers are responsible for numerous cases of human
food poisoning and toxic algal tides, which cause massive fish
kills.

Terrestrial polyethers

At physiological pH, the ionophores are ionized with the fat-
soluble part of the molecule residing in the lipid bilayer of the
membrane and the ionized moiety in the aqueous milieu (4).
Binding of the metal ion takes place at the membrane surface:
As successive ether oxygen atoms from the ionophore bind to
the metal, it loses its solvated water molecules, thereby form-
ing a neutral zwitterionic metal–ionophore complex. Transport
across the membrane can now take place, and at the opposite
surface, the process is reversed to leave the metal cation and
the anionic ionophore on the other side of the membrane. The

ionophore must bind another cation (usually a proton) to return
to its original starting point.

The anionic ionophores are highly selective for particular
metal cations, and both kinetic and thermodynamic terms de-
termine which cation is selected. Note that the thermodynamic
stability of the metal–ionophore complex does not always de-
termine the transport rate. For example, nigericin forms a much
more stable complex with potassium but transports sodium
much more quickly. In the presence of both sodium and potas-
sium, however, the extra stability of the nigericin–potassium
complex results in the preferential transport of potassium over
sodium (4).

Selectivities of ionophores are shown in Table 1 (5, 6). The
carboxyl group may (e.g., nigericin) or may not (e.g., monensin
2) be involved in cation liganding via an ionic bond. Monensin
has six liganding oxygen atoms but none for ionic bonds, and
it is a weaker complexing agent than is nigericin. Lasalocid 4
can form a singly charged complex with doubly charged cations
such as Ca2+. The broad specificity of lasalocid results from the
metals sitting on top rather than within the oxygen system of the
ionophore. For nonactin 5, the ester carbonyl oxygen atoms and
the ether oxygen atoms are all liganding and form the apices of

Table 1 Ionophore selectivities (5, 6)

Ionophore MW Selectivity sequence

Nigericin 1 724 K > Rb > Na > Cs > > Li
Monensin A 2 670 Na � K > Rb > Li > Cs
Lasalocid 4 590 Cs > Rb ≈ K > Na > Li;

Ba > Sr > Ca > Mg
Nonactin 5 736 NH4 > K ≈ Rb > Cs > Na
Tetronasin 10 602 Ca > Mg > Na
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a cube. Nonactin adopts a conformation resembling the seam of
a tennis ball (5).

Commercial interest in the polyketide polyethers stems from
their antibiotic activity. Many polyethers of the class are po-
tent coccidiostats and can control coccidial infections in poultry
when added at approximately 100 ppm to the feed (7). Coc-
ciodosis is caused from an infection in the digestive tract by
parasitic protozoa, most commonly in poultry from the genus
Eimeria . Monensin was the first polyether antibiotic to be
patented and was released onto the market in 1971. It is still
widely used today and is marketed under the tradename of
Coban® (Elanco, Toronto, Ontario, Canada). After monensin
treatment, coccidia have been observed to literally explode at
one stage in their lifecycle because of the increase in osmotic
pressure generated from the exchange of sodium outside the or-
ganism for protons inside (4). Lasalocid was launched in 1976
under the tradename Avatec® (Alpharma, Inc., Bridgewater, NJ)
(7), and unlike monensin, it cannot be used for laying hens and
must be withheld from poultry for three days before slaughter.
The use of these compounds has led to some controversy as
small amounts of the antibiotics have been detected in food for
human consumption. Lasalocid residues have been detected in
eggs, including organic eggs, and in 2004, the Soil Associa-
tion recommended that maximum residue limits and acceptable
daily intake levels should be set in line with Australian limits of
50 µg/kg in eggs and 1 µg/kg, respectively.

Ionophores can also be used in small doses to control bacteria
in the rumen of cattle, which alters the ruminal fermentation
to increase the amount of propionate (6). It results in an
improvement in the feed efficiency and a reduction in methane
output. Rumensin® (Elanco) is the tradename for monensin.
Nigericin and the divalent antiporter tetronasin 10 also exert
the same effect. Changes in ruminal fermentation patterns have
been shown not to be cation specific, but the ionophore must
have sodium or potassium and proton antiporter activity.

More recently, antimalarial activity has also been reported
for monensin, nigericin, and lasalocid (8, 9). Plasmodium fal-
ciparum is sensitive to these compounds at all stages, but the
schizont stages were most sensitive with 12 hours required for
complete parasite clearance (8). In infected mice treated with
10 mg/kg of monensin, all mice were cured compared with one
third of the mice given nigericin. A combination of the two
drugs was shown to be even more effective allowing the dose
to be decreased. The biological effect is thought to develop
from the depletion of protons from the parasite’s intracellu-
lar vesicles that results in acidification of the parasite cytosol,
thereby inhibiting hemoglobin digestion, mitosis, and endocytic
and exocytic pathways (9).

Marine polyethers
Isolation of marine polyethers (Fig. 1b) is more recent than
from terrestrial sources with structures for okadaic acid 11 and
brevetoxin B 12 reported in 1981. Since that time, numerous
polyether structures have been isolated from marine sources
and several have had their biosynthetic pathways investigated
through classical feeding experiments [e.g., okadaic acid (10)].

Considerable interest in these compounds exists as many are
implicated in more than 60,000 cases of poisoning every year, of

which 1.5% of these are fatal (11). These toxins are produced
by marine microalgae, predominantly dinoflagellates, and are
associated with red tides and lead to massive fish kills and mol-
lusc contamination. Most dinoflagellate toxins are polyketides
and include many polyethers with distinctive ring junctions re-
sembling the rungs of a ladder. The dinoflagellate toxins are
hazardous if inhaled or ingested. They are odorless, tasteless,
and not destroyed by cooking or autoclaving. These toxins are
extremely toxic in minute quantities, and no acceptable exposure
limits have been established.

Okadaic acid 11 is a potent and specific inhibitor of pro-
tein phosphatases produced by the dinoflagellates Prorocentrum
lima , Dinophysis fortii , and Dinophysis accuminata . It accumu-
lates in bivalves and is one of the main toxins responsible for
diarrhetic shellfish poisoning (DSP) (11). It has a highly unusual
biosynthesis that has generated a lot of speculation because of
the presence of “isolated” acetate chain methyl carbon atoms
(10). Okadaic acid is a potent inhibitor of protein phosphatase
A (11).

The brevetoxins (e.g., brevetoxin A 13 and brevetoxin B 12)
are a family of lipid soluble neurotoxins produced by Karenia
brevis (formally known as Gymnodinium breve) that are struc-
turally similar to yessotoxin. They are thought to exert their
biological action through the depolarization of the sodium chan-
nels of the excitable membranes (11). Binding of brevetoxin
to the voltage-gated sodium channels changes its function by
shifting the activation voltage for channel opening to a more
negative value and inhibiting the inactivation of opened chan-
nels (resulting in persistent activation). If ingested, they cause
neurotoxic shellfish poisoning. Brevetoxin derivatives have been
patented as a treatment for cystic fibrosis, mucociliary dysfunc-
tion, and pulmonary diseases.

Yessotoxins 14 are produced by dinoflagellates of the genera
Protoceratium and Gonyaulax . They cause selective disruption
of the E-cadherin-catenin system in epithelial cells (11). In com-
mon with the other ladder shaped marine polyethers, yessotoxin
interacts with transmembrane helix domains.

The gambieric acids 15, which are isolated from Gambierdis-
cus toxicus , are potent antifungal compounds that are partic-
ularly effective against filamentous fungi but inactive against
yeasts. They are also cytotoxic, but they do not exhibit the neu-
rotoxicity that is associated with other large marine polyethers
such as yessotoxins, brevetoxins, and maitotoxins (11).

With a molecular weight of 3422 Da, maitotoxin 16 (see
Fig. 4a later on in this article) is the largest nonproteinaceous
natural product isolated (3). It is a marine polyether ladder
produced by the dinoflagellate G. toxicus . Maitotoxin is a
powerful activator of voltage-insensitive Ca2+ channels and
exerts its biological effect through the increase of intracellular
Ca2+ concentration (11). It can be used as a tool for studies on
cellular events associated with Ca2+ flux. It stimulates synthesis
and secretion of the nerve growth factor. The minimum lethal
dose of the toxin in mice is 0.17 µg/kg (intraperitoneally).

The ciguatoxins (CTXs) are responsible for the symptoms of
ciguatera fish poisoning caused by ingesting certain tropical and
semitropical fish from the Indo-Pacific Oceans and Caribbean
Sea. Ciguatoxin poisoning is the most frequent food-borne ill-
ness related to fin-fish consumption although it is rarely fatal.
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Figure 1 (a) Terrestrial polyethers; (b) marine polyethers.

Symptoms include neurological, cardiovascular, and gastroin-

testinal disorders, and ciguatoxins can be detected in all body

fluids (12). Most people recover slowly over time, which can

take from weeks to years. P-CTX1 17 is the most toxic of

all ciguatoxins with an LD50 of 0.25 µg/kg intraperitoneally.

The toxins derive from the Gambierdiscus spp., which produce

less-potent compounds that are biotransformed in the livers of

the fin-fish to the more toxic ciguatoxins. The compounds acti-

vate the voltage-gated sodium channels that result in an increase

of intracellular sodium. In high doses, ciguatoxins block the

voltage-gated potassium channels that lead to membrane depo-

larization and that contribute to a lowering of action potential

threshold (12).
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Chemistry

Classical feeding experiments with both stable and radioac-
tive isotopic labels (7) enabled the biosynthetic origin of the
polyethers to be elucidated and for a general stereochemical
model to be proposed (1). More recent work on this class of
compounds has focused on a genetic approach, and unusual and
interesting genes specific to polyether biosynthesis have been
isolated from these clusters.

Monensin

Monensins A 2 and B 3 are polyether ionophores produced by
Streptomyces cinnamonensis that differ only in the sidechain

at C16 (ethyl/methyl). Monensin acts as a specific ionophore
to dissipate ionic gradients across cell membranes and is used
widely in veterinary medicine and as a food additive in ani-
mal husbandry (7). Antimalarial activity has also been reported
(8, 9). Monensin is the best studied of the polyether ionophore
antibiotics, and it was the first to have its gene cluster se-
quenced (2).

Early feeding studies established that monensin A is biosyn-
thesized from a classical polyketide pathway and is derived
from five acetate, seven propionate, and one butyrate (for mo-
nensin B, an additional propionate unit replaces the butyrate)
(7). Four of the nine oxygen atoms are derived from molecular
oxygen, with the remaining five deriving from the correspond-
ing carboxylic acid precursors (Fig. 2a). Based on these initial
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Table 2 Monensin gene cluster (2, 13–17)

Polypeptide (size aa) Proposed function

MonAI (3025)
Loading module KSQ, AT(A), ACP
Module 1 KS, AT(P), DH,∗ KR, ACP

MonAII (2238)
Module 2 KS, AT(P), DH, ER, KR, ACP

MonAIII (4132)
Module 3 KS, AT(A), DH, KR, ACP
Module 4 KS, AT(P), DH, ER, KR, ACP

MonAIV (4038)
Module 5 KS, AT(B),† DH, KR, ACP
Module 6 KS, AT(A), DH, ER, KR, ACP

MonAV (4106)
Module 7 KS, AT(P), DH, KR, ACP
Module 8 KS, AT(A), DH, ER, KR, ACP

MonAVI (1700)
Module 9 KS, AT(A), KR, ACP

MonAVII (1641)
Module 10 KS, AT(P), KR, ACP

MonAVIII (3753)
Module 11 KS, AT(P), KR, ACP
Module 12 KS, AT(P), DH,∗ ER,‡ KR, ACP

MonAIX (268) PKS, Type II TE
MonAX (267)
MonBI (144) Epoxide hydrolase/cyclase||
MonBII (140)
MonCI (496) Non-haem epoxidase
MonCII (299) Chain terminating TE§

MonD (458) Hydroxylase
MonE (276) Methyltranferase
MonH, MonRI, MonRII Transcriptional regulators
MonT (511) Efflux protein, resistance protein

Reproduced from Reference 17 with permission from the Royal Society of Chemistry.
*“Unnecessary” domain (sequence is indistinguishable from active Mon DH domains).
†The AT of module 5 should incorporate an ethylmalonate extender unit, and it
contains a signature sequence very close to the propionate sequence.
‡Predicted to be inactive.
||Originally assigned as double-bond isomerase.
§Originally assigned as epoxide cyclase.

experiments, it was proposed that the monensin PKS produced a
linear E,E,E-triene precursor 24 that was oxidized and cyclized
to give the final structure (1). Alternative proposals using Z,Z,Z -
and E ,Z,Z -trienes have been made (2).

Publication of the gene cluster for monensin (Table 2) (2,
13–17) showed that the PKS comprised 12 modules in eight
contiguous open reading frames consistent with the produc-
tion of the linear triene premonensin 25. The loading mod-
ule contains an N-terminal KSQ domain that functions as a
malonylCoA decarboxylase to generate starter units in situ.
The monensin PKS does not contain an integrated C-terminal
thioesterase domain at the end of module 12; instead an un-
usual 121 amino acid extension, rich in glycine, asparagines,
and glutamine, was found (13). MonCII , which was originally
assigned as an epoxide cyclase, has been shown to hydrolyze
monensinyl NAC thioester 21 (Fig. 2c) as well as two other

model substrates (14). Deletion of monCII gave a mutant that
produced none or only trace amounts of monensin, which is
consistent with its role as a chain-terminating TE. Complemen-
tation of monCII on a plasmid restored monensin production.
Moreover, cell-free extracts from the monCII mutant treated
with KOH gave significant amounts of monensin that resulted
from the hydrolysis of a monensinyl ester or thioester present
in the cell-free extract. Two ORFs, monAIX and monAX , have
been shown to function as Type II thioesterases. Deletion of
monAIX and/or monAX resulted in a modest drop in the mo-
nensin titer, which is consistent with their editing Type II TE
role (14).

Genes for late steps such as methylation (monE ) and hy-
droxylation (monD) and several regulatory genes (monH, RI,
RII ) were found in the cluster (2, 13). MonT is proposed to
be involved in monensin export and consequently ensures the
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producing strain is self-resistant. The monCI gene product is a
flavin-dependent epoxidase. Deletion of monCI results in com-
plete loss of monensin production and the accumulation of the
linear E, E, E-triene lactones (22, 23, Fig. 2d), which differ from
premonensin 25 only by the different cyclization pattern of the
polyketide chain: δ-lactone (22, 23) compared with a hemi-ketal
(25) (15). Strains in which the adjacent genes monBI and/or
monBII are deleted in addition to monCI give the same re-
sults. No oxidized derivatives of 22 and 23 were found, which
suggests that the epoxidase encoded by monCII is necessary
and sufficient for epoxidation of all three double bonds. These
experiments are consistent with an E,E,E -configured triene as
originally proposed by Cane et al. (1). Heterologous expression
of MonCI in Streptomyces coelicolor gave a strain that could
convert linalool to linalool oxide with a 10–20-fold greater
conversion activity than studies carried out previously with S.
cinnamonensis (13).

MonBI and monBII are highly homologous to each other
and significantly similar to a ∆3-3-ketosteroid isomerase of Co-
momonas testosteroni . Originally, it was proposed that monBI
and monBII interconverted E double bonds to Z via an extended
enolate ion during polyketide biosynthesis in two modules (re-
sulting in an E,Z,Z -triene intermediate) (2). Their assignment
has been revised in light of new experimental evidence that
has shown that they are involved in the epoxide ring open-
ing and concomitant polyether ring formation (16). Deletion of
monBI and/or monBII gave strains that produced no monensin.
Instead, C-3-O-demethylmonensins 18, C-9-epi -monensins 19,
and C-26-deoxy-epi-monensins 20 (Fig. 2b) were produced in
addition to numerous minor components. The major products
from these mutant strains were the C-3-O-demethyl analogs.
Hence, in the absence of the C-3-methoxy group, nucleophilic
attack by the C-5 hydroxyl group from the si face of the
C-9 carbonyl giving the natural epimer of the spiroketal takes
place (Fig. 2e). In contrast, the presence of the methoxy group
at C-3 leads to the C-5 hydroxy attacking the C-9 carbonyl
from the re face leading to the unnatural spiroketal epimer
19. The C-26-deoxy-epi -monensins result from them being
poor substrates for MonE. Treatment with acid converted the
epi -monensins into the more thermodynamically stable corre-
sponding monensins. Additional minor metabolites were de-
tected in the cell culture but were produced in insufficient
quantities to allow for structure determination. LC-MS analysis
revealed that their molecular weights were identical to mon-
ensins A/B and C-3-O-demethylmonensins A/B, which suggests
that they were intermediates with the correct oxidation state
but cyclized incompletely. Treatment of these minor metabo-
lites with acid led to their conversion to monensins A/B and
C-3-O-demethylmonensins A/B. Taken together, these results
show that the MonB enzymes are epoxide hydrolase/cyclase
enzymes that accelerate, but do not change, the stereochemi-
cal course of polyether ring formation (16). Since the pattern
of products in MonBI and MonBII mutants seem to be iden-
tical, it seems that their actions are somehow coordinated and
could in principle exist as a heterodimer in S. cinnamonensis .
Although the arrangement of the proteins is not known, it is
clear that ring closure in monensin biosynthesis occurs step-
wise in a precise order under enzymatic control from one or

both MonB enzymes. The timing of the hydroxylation step at
C-26 has also been shown to occur before either methylation
or polyether ring formation (16). The biosynthetic pathway for
monensin is shown in Fig. 2e.

Nanchangmycin
Streptomyces nanchangensis produces the polyether antibiotic
nanchangmycin 28, the 16-membered macrolide meilingmycin,
and at least two other antibiotics of unknown structure (18).

The nanchangmycin gene cluster comprises 30 ORFs in a
region of 132 kb of DNA (Table 3) (19, 20). The type I PKS,
encoding 14 modules in 11 ORFs, is arranged in two distinct
groups (nanA1-A6, nanA7-A11 ) with the sugar biosynthesis
genes located in between. A KSQ domain is located in the
loading domain in NanA1 and so decarboxylation of malonate
provides the acetate starter unit. The type II ACP (NanA10) is
proposed to act as an independent ACP for module 13 (nanA9 ),
which lacks an ACP function. Either side of nanA10 three
unique polyether genes are located: nanI , nanO , and nanE ,
which are homologous to monBI/BII , monCI , and monCII .
The epoxidase encoded by nanO oxidizes the triene precursor
30, which is then cyclized by NanI (Fig. 3b). Originally,
the chain-releasing (CR) domain located in module 14 was
thought to carry out the release of the polyether chain from the
nanchangmycin PKS (19). Recent work has shown that although
the CR domain is required in vivo for the efficient production
of nanchangmycin, it does not catalyze the release of the
polyketide chain from the PKS (20). NanE, is in fact responsible
for the release of the fully processed nanchangmycin. It is
homologous to both MonC11 and NigCII (which carries out
an analogous role in nigericin biosynthesis). A gene encoding
a cytochrome P450 (nanP) is located adjacent to the second
PKS cluster and is thought to catalyze the oxidation of the C30
methyl group (19).

It is proposed that the biosynthesis of nanchangmycin
(Fig. 3b) (19, 20) begins with loading of malonyl CoA onto
NanA1. Subsequent decarboxylation and 13 rounds of extension
would result in a tetradecaketide intermediate 30 attached to
the type II independent ACP NanA10. Two epoxidations of the
triene intermediate by NanO and ring opening of the di-epoxide
31 by NanI take place while the PKS intermediate is still at-
tached to the independent ACP NanA10. The polyether chain 32
is then transferred to the ACP of module 14 for the final round
of chain extension. Release from the PKS (NanE) followed by
hydroxylation at C-30 by the putative monooxygenase NanP
would give the completed aglycone polyether 33. Biosynthe-
sis of the 4-O-methyl-L-rhodinose from D-glucose-1-phosphate
(NanG1-G4, NanM) and attachment to the aglycone by NanG5
provides the completed nanchangmycin.

The novel nanchangmycin aglycone 29 (Fig. 3a) containing
a keto group at C-19 was produced from a mutant containing
an in-frame deletion of the module 6 KR (19).

Nonactin
The macrotetrolides 5-9 are a family of macrocyclic polyethers
produced by S. griseus that exhibit a broad spectrum of bio-
logical activities (antibacterial, antitumor, antifungal, and im-
munosuppressive) (5, 21). They can act as ionophores and
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Table 3 Nanchangmycin gene cluster (17, 19, 20)

Polypeptide (size aa) Function

NanA1 (2902)
Loading Module KSQ, AT(A), ACP
Module 1 KS, AT(P), DH , KR,* ACP

NanA2 (2223)
Module 2 KS, AT(P), DH, ER, KR, ACP

NanA3 (4032)
Module 3 KS, AT(A), DH, KR, ACP
Module 4 KS, AT(P), DH, ER, KR, ACP

NanA4 (3956)
Module 5 KS, AT(P), DH , KR,∗ ACP
Module 6 KS, AT(A), DH,* ER, KR, ACP

NanA5 (3979)
Module 7 KS, AT(P), DH, KR, ACP
Module 8 KS, AT(A), DH, ER, KR, ACP

NanA6 (1665)
Module 9 KS, AT(A), KR,∗ ACP

NanA7 (1646)
Module 10 KS, AT(P), KR, ACP

NanA8 (3455)
Module 11 KS, AT(P), KR, ACP
Module 12 KS, AT(P), DH, KR, ACP

NanA9 (802)
Module 13 KS, AT(P)

NanA10 (104) ACP
NanA11 (2187)

Module 14 KS, AT(P), DH, ER, KR, ACP, CR
NanE (290) Type I TE†

NanG1-G5 4-O-methyl-L-rhodinose biosynthesis
NanI (313) Epoxide hydrolase/cyclase‡

NanM (305) Methyl transferase
NanO (478) Epoxidase
NanP (423) Cytochrome P450
NanR1-R4 Regulation
NanT1-T5 Transporters, chemoreceptor, regulator

Reproduced from Reference 17 with permission from the Royal Society of Chemistry.
*Predicted to be inactive.
†Originally assigned as an epoxide hydrolase.
‡Originally assigned as a ketosteroid isomerase.

are effective against Gram-positive bacteria, mycobacteria, and
fungi. The parent compound, nonactin 5, is an achiral molecule
assembled from four molecules of enantiomeric non-actic acid
34 (Fig. 3c) in a (+)(–)(+)(–)-ester linkage. The homologues
6–9 are derived from the substitution of ethyl groups for methyl
groups on the macrocyclic backbone.

Classical biosynthetic studies with 14C-labeled compounds
and later with stable isotopes established that nonactic acid is
derived from two acetates (or malonates), succinate and pro-
pionate (Fig. 3d) (21). Feeding studies with 36 (Fig. 3e) has
shown that the first committed step of macrotetrolide biosyn-
thesis is the coupling of the succinate unit with an acetate (or
malonate) to give α-ketoadipate 40 (22). The late steps of non-
actate biosynthesis (Fig. 3 g) were shown to involve the cycliza-
tion of 42a into (–)-nonactate and 42b into (+)-nonactate, which

demonstrates that a pair of enantiocomplementary pathways are
operating in nonactate biosynthesis (21). (±)-Non-actic acid is
incorporated efficiently into nonactin. Both (+) and (–)-nonactic
acids as well as their dimers have been isolated from cultures
of S. griseus .

Genetic characterization of the nonactin gene cluster has re-
vealed that an ACP-less Type II PKS is used to assemble the
macrotetrolides (21). The non-PKS is highly unusual, catalyz-
ing both C–C and C–O bond-forming reactions, functioning
noniteratively and acting on acyl CoA substrates (which is typ-
ical of Type III PKS). Twenty-three non genes were identified,
which includes five discrete KS proteins, NonJKPQU, and four
discrete KR proteins, NonEMNO. Heterologous expression of
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these 23 nongenes in S. lividans resulted in macrotetrolide pro-
duction, thereby confirming that only these genes are required
for macrotetrolide biosynthesis; sequestration of an ACP from
elsewhere on the S. griseus genome does not occur.

The proposed biosynthetic pathway (Fig. 3 g) requires three
condensation and four reduction steps that would require at least
three KS and four KR genes. It has not been established whether
the five KS and four KR proteins function independently, but
it has been demonstrated that all nine enzymes are required
for macrotetrolide biosynthesis. Shen and Kwon (21) have
suggested that the macrotetrolide PKS comprises noniteratively
functioning subunits, which is unprecedented in all Type II
PKSs known to date. NonJ and NonK have been assigned
roles in dimerization (see below), which leaves NonPQU to
carry out the three C–C bond-forming reactions. A mutant
lacking the NonPQU genes was able to convert non-actic
acid into nonactin, whereas deletion of NonJK resulted in no
macrotetrolide formation. Hence, NonPQU represents a novel
Type II minimal PKS that acts noniteratively, does not have
an ACP, and uses acyl CoA substrates directly for polyketide
biosynthesis.

NonJ has been shown to catalyze the first dimerization step
to give (–)-non-actyl-(+)-non-actyl CoA 44, and NonK is re-
sponsible for the stereo-specific cyclodimerization to afford
nonactin (21). All C–C bond forming KSs are character-
ized by a Cys–His–His (Asn) catalytic triad (including Non-
PQU), whereas NonKJ are characterized by a mutated catalytic
triad: Cys–Gly/Tyr–His. Replacement of the conserved cysteine
residue in NonJ or NonK with glycine gave mutants that could
not catalyze the transformation of (±)–non-actic acid into non-
actin. Taken together, NonJK cannot function as a decarboxylase
and instead catalyze the C–O bond-forming steps in nonactin
biosynthesis using the same active site cysteine that other KSs
use for C–C bond formation. In common with NonPQU, NonJK
act noniteratively on CoA substrates.

The product of the minimal PKS, 41, is the branch point of the
pathway that diverges into a pair of enantio-specific pathways,
each of which involves two KRs and affords (+)- or (–)-42.
The nonactate synthase, NonS, catalyzes the intramolecular
Michael addition of (–)-nonactic acid 43a from (–)-42a. A nonS
mutant supplemented with (±)-non-actic acid could produce
nonactin, monactin, and dinactin, but not trinactin and tetran-
actin, which require one/two (–)-homononactate moieties, re-
spectively. This process suggests that NonS can cyclize (–)-42a
into (–)-nonactate 43a and (–)-homononactate 35 only and that
another nonactate synthase is required for the cyclization of
(+)-42b to give (+)-nonactate 43b and (+)-homononactate.

Based on its high sequence homology to CoA ligases, NonL
was identified as a CoA ligase catalyzing the transformation
of (±)-non-actic acid into (±)-nonactyl CoA. The sequence
of reactions for the biosynthesis of nonactin and the other
macrotetrolides in S. griseus is shown in Fig. 3 g.

S. griseus is likely to be protected from nonactin by two
mechanisms. The first mechanism seems to involve pumping
excess antibiotic from the cell. Two genes, orf5 and orf6,
which are clustered with the rest of the nonactin biosynthesis
genes, show homology with ABC transporter genes. The second
mechanism is the enzyme catalyzed hydrolysis of nonactin

and homologues by NonR, which is homologous to serine
protease and esterase enzymes and confers tetranactin resistance
to S. lividans TK24. Overexpressed NonR has been shown to
stereospecifically catalyze the breakage of the macrotetrolide
ring into homochiral nonactate dimers 37 (Fig. 3f) in a two-step
process (23). The macrotetrolides are converted initially into
their seco-tetramer species and subsequently hydrolyzed to the
dimer; in both cases, it is the bond between the alcohol of
the (+)-nonactate and the carboxylate of (–)-nonactate that is
cleaved. No trimer or monomers were detected.

Marine polyether ladders

All marine polyether ladders thus far characterized (e.g., maito-
toxin 16 (Fig. 4a), the brevetoxins 12 and 13 and hemibreve-
toxin B, the yessotoxins 14 (and the truncated adriatoxin), the
Pacific and Caribbean ciguatoxins, the gambieric acids 15 and
gamberiol (the gymnocins and brevenal) can be grouped into
14 backbone structures (3).

Retrobiosynthetic analysis of these structures has led to the
development of a model for the biosynthesis of these complex
structures from the cyclization of a polyepoxide precursor
(3). The model accounts for the conserved stereochemistry of
the numerous ring junctions in these polyethers, which are
syn/trans (Fig. 4b). The required configuration of the rings
can be derived from stereochemically identical all (R,R)- or
(S,S )-trans epoxides, which are derived from the appropriate
polyene (which may contain over 20 double bonds). Epoxidation
of the polyene precursor takes place from the same face, and
consequently, it is possible for a single monooygenase with
broad specificity to produce all trans epoxides. Ring closure
requires an endo-selective opening of each epoxide.

Independently, Prasad and Shimizu (24) as well as Lee et
al. (25) proposed that brevetoxin A is biosynthesized from
the cyclization of a polyepoxide precursor in a series of SN2
(R,R)-trans epoxide openings (Fig. 4c). Gallimore and Spencer
(3) argue that the nine disfavored endo-tet closures required
for this mechanism makes it mechanistically unlikely and point
out that an alternative cascade of SN2 epoxide openings in the
opposite direction from all (S,S )-trans epoxides yields the same
structure.

Although it can be envisaged that a trans-polyene is con-
verted by a monooxygenase to a polyepoxide intermediate,
which is processed by an epoxide hydrolase (cf. MonB in mo-
nensin biosynthesis) to the polycyclic ether, because of the
reactivity of the polyepoxide intermediate (which may contain
in excess of 20 reactive epoxide groups), this seems unlikely.
An alternative mechanism is for the epoxidation and cycliza-
tion steps to be coupled in an iterative process whereby the
production of an epoxide is followed by ring closure (Fig. 4 d).
Gallimore and Spencer (3) suggest that it may be possible for
this process to be affected by the monooxygenase only: After
epoxidation, the bound enzyme stabilizes the endo transition
state relative to the exo as the hydroxyl nucleophile attacks.
Once the ring has been closed, the enzyme would dissociate
and move on to the next double bond. In this manner, a single
enzyme could be responsible for the conversion of a polyene
chain to a polyether ladder. In both cases, no restriction on
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the number of double bonds can be processed, and hence, the
number of contiguous rings can be (in theory) infinite.

Of all the marine polyether ladder metabolites examined, only
a single ring junction in the largest natural product, maitotoxin,

could not be explained using the model (3). Three of the four
ladders in maitotoxin conformed to the stereochemical model;
however, ladder C requires an epoxide with the opposite stere-
ochemistry to the other centers, which gives rise to the only
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exceptional ring junction (“the J-K ring junction”) in any of the
known polyether ladders. To explain this anomaly, Gallimore
and Spencer (3) refer back to the original stereochemical as-
signment by Satake et al., which is described as challenging,
and they suggest that the assignment be reexamined.

Chemical Tools and Techniques

Early work on polyethers relied on the isolation and structure
determination of the natural products followed by classical
feeding experiments using both radioactive and stable isotopes
to elucidate their biosynthesis (7). Today, advances in genetic
techniques have allowed the gene sequences of the terrestrial
polyethers to be studied although the number of published
polyether clusters is small compared with macrolides and mixed
NRPS/PKS systems. No marine polyether has had its gene
cluster characterized, which reflects the difficulties with working
with marine organisms and the lack of molecular tools available
for these systems.

An interdisciplinary approach is required to study the
polyethers involving chemists, biochemists, and molecular biol-
ogists. The first step is the isolation and structure determination
of the polyether by natural product chemists. For the marine
polyether ladders, this can be a huge undertaking in itself.
Maitotoxin 16, for example, has four ladders, 32 rings, and a
molecular weight of 3422 Da! Sophisticated NMR experiments
were required to assign all stereocenters, and yet it was only
detailed retrobiosynthetic analysis by Gallimore and Spencer
that raised the possibility that one ring junction may have been
assigned incorrectly (see above) (3).

Locating the polyether gene cluster can be done by using
probes specific for polyketide genes to screen a cosmid library
of total DNA [for both monensin 2 (2, 13) and nanchangmycin
28 (19), probes from the erythromycin PKS were used]. Alterna-
tively, the polyether’s resistance gene can be used to locate the
gene cluster [e.g., nonactin 5 (26)]. Sequencing and mapping of
the cosmids in the library allows the gene cluster size and com-
position to be determined. More than one PKS sequence can be
revealed, so care must be taken to ensure that the gene cluster
of interest is being sequenced. For example, eight clusters were
identified from the nanchangmycin producer S. nanchangensis ,
and the nanchangmycin gene cluster was identified through gene
disruption (18). The organization and assignment of function
of each ORF is carried out by sequence comparison. Cloning
and overexpression of individual enzymes in the gene cluster
is an important step in confirming the function and mechanism
of a particular ORF. For example, sequence comparisons of
both the monensin and the nanchangmycin clusters revealed no
TE function required for the release of the polyketide from the
PKS. However, cloning, overexpression, and characterization of
MonCII (14) and NanE (20) resulted in the reassignment from
an epoxide cyclase to Type I TE.

The preparation of mutants is an important tool to investigate
the role of individual enzymes, and it is used to ascertain
which genes in the cluster are essential for the biosynthesis
of the polyether and whether modified/truncated products are
formed. The effected gene can then be supplied in trans on

a plasmid to see whether activity can be restored. Chemists
are required to analyze the fermentation mixtures for minor
and truncated metabolites. In this manner, the triene lactones
22 and 23 were isolated from a 7L culture of a mutant strain
of S. cinnamonensis lacking MonCI , and their structure was
determined by NMR (15).

HPLC-MS is an essential technique for the separation and
identification of these trace compounds, but unless sufficient
quantities can be isolated for structure determination by NMR,
chemists are also required to synthesize standards for compar-
ison. Characterization of the gene cluster requires chemists to
synthesize intermediates (often with stable isotopes at specific
places) to be used as substrates for purified enzymes or to con-
firm the structure of products formed from modified genes.
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Protein post-translational modifications (PTM) are very important to
regulate protein function and to control numerous important biological
processes. Here a brief review of commonly found enzyme-catalyzed PTM
is given. These PTM include modifications that occur on protein side chains
and those that involve protein backbones. The introduction of different
PTM is followed by a summary of the molecular basis for the regulation of
protein function by PTM. The focus is then given to a few major PTM that
play important roles in eukaryotes, such as phosphorylation, methylation,
acetylation, glycosylation, ubiquitylation, and proteolysis. For each
modification, a description will be given about the residues modified, the
enzymatic reaction mechanisms, the major known biological functions, and
its relevance to human diseases. At the end, we discuss challenges in
identifying new pathways regulated by known PTM and discovering new
PTM.

Introduction

The central dogma of molecular biology, DNA is transcribed
to mRNA which is then translated to proteins, implies the im-
portance of proteins. After all, it is the proteins that carry out
most of the biological functions of a cell. Thus controlling
transcription and translation are very important, as they ulti-
mately control what proteins are synthesized in cells and thus
control the properties of cells. However, one should not over-
look what happens to proteins after they are synthesized. Many
chemical modifications can occur to proteins after translation.
Collectively, these modifications are called post-translational
modifications (PTM). PTM are very important in regulating pro-
tein function, which is reflected by the large number of genes
devoted to catalyzing PTM. For example, in the human genome
(with less than 30,000 genes total), more than 500 kinases cat-
alyze protein phosphorylation (1), and more than 500 proteases
catalyze the hydrolytic cleavage of proteins (2). Deregulation
in PTM is the cause of various human diseases, as will be ex-
plained later in specific PTM sections. Here, a brief review is
given on different types of PTM and on how PTM regulate pro-
tein function. Some basic principles will be highlighted so that

readers who are unfamiliar with PTM can have a quick but com-
prehensive understanding of PTM. The recent book on PTM by
Professor Walsh from Harvard Medical School provides a more
complete description of PTM (3). Where appropriate, references
on specific PTM will also be given in different sections for ad-
ditional information. The abbreviations used are cataloged in
Table 1 to help readers who are not familiar with the biological
language.

Types of post-translational modifications

PTM can be enzyme-catalyzed and thus controlled carefully, or
they can be nonenzymatic with less control. For example, pro-
tein glycation during hyperglycemia is a nonenzymatic PTM
that accounts for some symptoms of diabetes (4). Protein ni-
trosylation on Cys residues is another nonenzymatic PTM
that can affect protein function (5). Coordination by metal
ions can also be considered as a PTM. For many proteins,
metal binding is crucial for maintaining the correct structure
or the enzymatic activity (6). Here, the focus will be given to
enzyme-catalyzed PTM. Figures 1 and 2 show many commonly
found enzyme-catalyzed PTM. (3)
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Figure 1 Major enzyme-catalyzed PTM that modify protein side chains.
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Figure 2 A few PTM that involve protein backbone.
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Table 1 List of abbreviations

ABL A tyrosine kinase encoded from abl (Abelson) gene, the fusion protein ABL-BCR is involved in inhibition of
apoptosis in chronic myelogenous leukemia cells

AC Adenylate cyclase, converts ATP to cyclic AMP

AcLys Acetyllysine

ACP Acyl carrier protein, found in fatty acid synthases and polyketide synthases, functions to carry the elongating
fatty acyl chain

ADAM A disintergrase and metalloprotease, a family of proteases that hydrolyze off extracellular portions of
transmembrane proteins

ADP Adenosine 5’-diphosphate

Apaf-1 Apoptotic protease activation factor-1, a cytosolic protein involved in cell death or apoptosis, interacts with
cytochrome c to activate caspase 9

AT Acyltransferase, found in fatty acid syntheases and polyketide syntheases, adds a malonyl group to the holo
form of the ACP domain

ATP Adenosine 5’-triphosphate

Bcl2 Named from B-cell lymphoma 2, an antiapoptotic protein

BCR A protein encoded from breakpoint cluster region gene, has serine/threonine kinase activity. Fusion with abl
protein causes leukemia

cAMP 3’-5’-cyclic adenosine monophosphate

CARD Caspase recruitment domain, mediates the formation of larger protein complexes via direct interactions
between individual cards, involved in the regulation of caspase activation and apoptosis

CARM1 Coactivator-associated arginine(R) methyltransferase 1, methylates Arg17 and Arg26 residues on Histone H3

Cbl-b Ubiquitously expressed homolog of Cbl, a mammalian protein involved in cell signaling and protein
ubiquitination, named after Casitas B-lineage Lymphoma

CBP CREB binding protein, a transcriptional co-activating protein

CD2 Cellular differentiation marker 2, a cell adhesion protein found on the surface of T cells and natural killer
cells

CDK Cell-division kinases, serine/threonine kinases, activated by association with cyclins and involved in
regulation of the cell cycle, transcription and mrna processing

CHD1 Chromodomain helicase DNA-binding protein 1, interacts with methylated Lys4 on Histone H3

CLOCK A protein named from circadian locomotor output cycles kaput gene, regulating circadian rhythm

CML Chronic myelogenous leukemia, a form of leukemia characterized by the increased and unregulated growth of
predominantly myeloid cells in the bone marrow and the accumulation of these cells in the blood

CREB Camp response element binding proteins, as transcription factors, bind to certain sequences called camp
response elements (CRE) in DNA and thereby increase or decrease the transcription of certain genes

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



Post-Translational Modifications to Regulate Protein Function

Table 1 (Continued )

Cyto c Cytochrome c, a small heme protein associated with the inner membrane of the mitochondria and released in
response to pro-apoptotic stimuli

DED Death effector domain, a protein interaction domain found in inactive procaspases and proteins that regulate
caspase activation in the apoptosis cascade

DH Dehydratase, found in fatty acid syntheases and polyketide syntheases, dehydrates the β–OH of acyl thioester

DNAse Deoxyribonuclease, catalyzes the hydrolytic cleavage of phosphodiester linkages in the DNA backbone

ER Endoplasmic reticulum

ER Enoylreductase, found in fatty acid syntheases and polyketide syntheases, reduces the enoyl of enoyl thioester
to the saturated thioester

ERK Extracellular signal-regulated kinase, activates many transcription factors and some downstream protein
kinases, involved in functions including the regulation of meiosis, mitosis, and postmitotic functions in
differentiated cells

Factor IX One of the serine proteases of the coagulation system

FAD Flavin adenine dinucleotide

FADD Fas-associated protein with death domain, connects the Fas-receptor and other death receptors to caspase-8
through its death domain to form the death inducing signaling complex during apoptosis

FHA
domain

Forkhead-associated domain, a phosphospecific protein–protein interaction motif involved in checkpoint
control of the cell cycle

Gcn5 A yeast transcriptional adaptor that has histone acetyltransferase activity

GDP Guanosine-5’-diphosphate

GFP Green fluorescent protein

GPCR G protein-coupled receptor, a transmembrane receptor that senses molecules outside the cell and activates
inside signal transduction pathways and cellular responses

GPI Glycosylphosphatidylinositol, a glycolipid that can be attached to the C-terminus of a protein during
post-translational modification

GPK Glycogen phosphorylase kinase, a serine/threonine-specific protein kinase which activates glycogen
phosphorylase by phosphorylation

Grb2 Growth factor receptor-bound protein 2, an adaptor protein involved in signal transduction/cell
communication

[-2pt]
GTP

Guanosine-5’-triphosphate

HDACs Histone deacetylases, remove acetyl groups from an ε-N-acetyl lysine residues on histones

hDOT1L Human DOT1-like protein, methylates histone H3 at Lys79. (DOT1: Yeast disruptor of telomeric silencing-1)

HECT Homologous to E6-AP C terminus, mediates E2 binding and ubiquitination

HIF Hypoxia inducible factor, a transcription factor that responds to changes in available oxygen in the cellular
environment, specifically to decreases in oxygen or hypoxia
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Table 1 (Continued )

hnRNPs Hetergenous nuclear ribonucleoproteins, which forms complex with pre-MRNA and MRNA and shuttles
between the nucleus and the cytoplasm

HP1 Heterochromatin protein 1, binds to heterochromatin and interacts with numerous partner proteins to organize
the higher-order structure of heterochromatin

IgG Immunoglobulin G, one antibody isotype

IKK Inhibitor of NF-κb kinase, which phosphorylates inhibitor of NF-κb for the proteasomal degradation to
release NF-κb dimers to translocate to the nucleus and activate transcription of target genes

IP7 Inositol pyrophosphate, a proposed physiologic phosphate donor

JHDM Jmjc domain-containing histone demethylase

JmjC Jumonji domain-containing, a novel demethylase signature motif

KR Ketoreductase, found in fatty acid syntheases and polyketide syntheases, reduces the β-ketoacyl thioester

KS Ketosynthase, found in fatty acid syntheases and polyketide syntheases, carries out C-C bond-forming chain
elongation step

LSD1 Lysine-specific demethylase 1, demethylates histone H3 at lysine 9

MAP
Kinase or
MAPK

Mitogen-activated protein kinase, serine/threonine-specific protein kinases that respond to extracellular
stimuli (mitogens) and regulate various cellular activities, such as gene expression, mitosis, differentiation,
and cell survival/apoptosis

Me2Lys ε-N-dimethyllysine

Me3Lys ε-N-trimethyllysine

MEK MAPK/ERK kinase, activates a MAP kinase or ERK through phosphorylation

MeLys ε-N-monomethyllysine

MIO 4-methylidene-5-imiazole-5-one

MOZ Monocytic leukemia zinc finger protein, a histone acetyltransferase implicated in leukemogenic and other
tumorigenic processes, regulates expression of genes required for proliferation and repopulation of potential
of stem cells in the hematopoietic compartment

NAD Nicotinamide adenine dinucleotide

NGFβ1 Nerve growth factor β1, a secreted protein which induces the differentiation and survival of particular target
neurons, belonging to neurotrophins protein family

OSTase Oligosacchryltransferase

PADs Protein Arg deiminases, hydrolyzes the guanidine side chain of Arg residues to citrulline residues in proteins

PARP-1 Poly(ADP-ribose) polymerase-1, catalyzes the transfer of poly ADP-ribose to substrate proteins by using
NAD as substrate, involved in cellular response to DNA damage and DNA metabolism

PKA Protein kinase A, a family of kinases whose activity are dependent on the level of cyclic AMP, involved in
the regulation of glycogen, sugar, and lipid metabolism
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Table 1 (Continued )

PRMT Protein Arg(R) methyltransferase, catalyzes the transfer of methyl group from S-adenosylmethionine to the
guanidino nitrogen atoms of arginine residues

pSer Phosphoserine

PTB Phosphotyrosine binding

pThr Phosphothreonine

PTM Post-translational modifications

pTyr Phosphotyrosine

RAIDD RIP-associated ICH-1/CED-3 homologous protein with a death domain, functions as an adaptor in recruiting
the death protease ICH-1 to the TNFR-1 signaling complex (ICH: Ice and ced-3 homolog; TNRF: tumor
necrosis factor receptor)

RING Really interesting new gene. Ring proteins are components of ubiquitin e3 enzyme complexes.

RIP Receptor-interacting protein

SAH S-adenosylhomocysteine

SAHA Vorinostat, suberoylanilide hydroxamic acid, brand name Zolinza, a class of agents known as histone
deacetylase inhibitors, as a drug for the treatment of cutaneous T cell lymphoma (a type of skin cancer)

SAM S-adenosylmethionine

SCF Skp1-Cullin-F Box, a multi-protein complex catalyzing the ubiquitylation of proteins destined for
proteasomal degradation

SET Supressor of variegation-Enhanser of zeste-Trithorax. SET domains have methyltranferase activity.

Set8 A novel human SET domain-containing protein, which specifically methylates H4 at Lys20

Set9 A novel human SET domain-containing protein, which specifically methylates H3 at Lys4

SH2 Src homology 2, a phosphotyrosine-recognition protein domain of about 100 amino acid residues first
identified as a conserved sequence region among the oncoproteins Src and Fps

SMAD Proteins homologs of both the drosophila protein, mothers against decapentaplegic (MAD) and the C.
Elegans protein SMA, as signal-activated transcription factors regulated by the TGF-β superfamily

Smyd Proteins containing SET and MYND domain. MYND encoded mynd (myosin) gene, which have histone
methyltransferase activity

snRNPs Small nuclear ribonucleoproteins, combining with pre-MRNA and various proteins to form spliceosomes to
removes introns from pre-MRNA segment

Sos Son of sevenless, a guanine nucleotide exchange factor that activates Ras

STAT Signal transducers and activators of transcription, proteins which are involved in the development and
function of the immune system

SUMO Small ubiquitin-like modifier, a family of small proteins that are covalently attached to and detached from
other proteins in cells to modify their functions
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Table 1 (Continued )

TAF10 TATA box-binding protein-associated factor 10, a component of the general transcription factor complex
TFIID and the TATA box-binding protein (TBP)-free TAF-containing complex

TIF2 Transcription intermediary factor 2, a transcriptional coregulatory protein which contains several nuclear
receptor interacting domains and an intrinsic histone acetyltransferase activity

TF Transcription factor, a protein that binds to specific region of DNA by DNA binding domains and mediates
the transcription from DNA to RNA

TGFβ1 Transforming growth factor β1, a secreted protein that performs many cellular functions, including the
control of cell growth, cell proliferation, cell differentiation and apoptosis, belonging to the transforming
growth factor beta superfamily of cytokines

TGN Trans Golgi network, a part of the golgi apparatus in cells

TOPA 2,4,5-trihydroxyphenylalanine

TRADD Tumor necrosis factor receptor-associated protein with death domain, an adapter protein that recruits other
proteins to the cytoplasmic TNF (tumor necrosis factor) receptor complex, involved in apoptosis

UAP Ubiquitin activating protein

UBA
domain

Ubiquitin binding associated domain, one class of ubiquitin binding domains

UBD Ubiquitin binding domain, which binds mono- or poly-ubiqitin

UBP Ubiquitin-specific protease, hydrolyzes both linear and branched Ub modifications

UDP Uridine diphosphate

UMP Uridine monophosphate

As can be observed from Fig. 1, most PTM happen to protein
side chains. Typically, the side chains involved are nucleophilic,
such as Cys (palmitoylation, isoprennylation, disulfide bond for-
mation, ADP-ribosylation), Lys (acetylation, methylation, ubiq-
uitinylation), Arg (methylation, ADP-ribosylation), Asp/Glu
[methylation, poly(ADP-ribosyl)ation], Ser/Thr (phosphoryla-
tion, O-glycosylation), and Tyr (phosphorylation). Weaker nu-
cleophiles are also used, such as the side chain amide ni-
trogen in Asn (in N -glycosylation), the C-2 position of Trp
(in C -glycosylation), and the C-2 position of His (in diph-
thamide). In amidation reactions catalyzed by transglutaminases
and polyglutamylation/polyglycylation reactions that happen to
Glu residues, the ε-NH2 from Lys or α-NH2 from Glu/Gly acts
as the neucleophile, whereas the side chain of Gln or Glu serves
as the electrophile. In addition, several amino acid side chains
can be oxidized, such as Pro, Lys, Asn, Tyr, Trp, and Cys, to
give oxidized amino acids.

A few PTM reactions also involve changes in protein
backbone. These reactions include the hydrolytic cleavage of
the peptide backbone by proteases, the anchoring of pro-
teins to glycosylphosphotidylinositol (GPI) or cholesterol, and

the C-terminal amide formation by oxidative cleavage of
glycine residues. Some PTM involve changes in both the
side chain and the main chain, such as the formation of
4-methylidene-5-imiazole-5-one (MIO) prosthetic group in dea-
minases and aminomutases, the formation of the fluorophore in
GFP (green fluorescent protein), and the formation of pyru-
vamide in decarboxylases (Fig. 2).

Molecular basis for the regulation of
protein function by PTM

As with all other chemical species, protein structure determines
protein function. PTM can regulate protein function because
they can change protein structure. The structure change intro-
duced by PTM can be local and small. For example, methylation
of Lys residues makes the side chain more hydrophobic without
changing protein backbone conformation significantly [at least
based on crystal structures in which methylated and unmethy-
lated histone peptides are bound by another protein (7)], whereas
phosphorylation can change the backbone conformation within
a limited region of a protein by charge-pairing with nearby
Arg residues or by interacting with main chain NH and helical
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(a) (b) (c)

Figure 3 Structure of ERK2 in both unphosphorylated (inactive) and phosphorylated (active) state. (a) ERK2 in unphosphorylated state (figure made
using PDB 1ERK); residues Thr183 and Tyr185 in the activation segment are labeled; (b) ERK2 in phosphorylated state (ERK-P2, figure made using PDB
2ERK). The two phosphorylated residues, pThr183 and pTyr185, are labeled; (c) Superposition of ERK2 and ERK2-P2.

dipole (8). In contrast, some PTM can alter protein overall
structure more dramatically, such as the proteolytic cleavage of
proteins into smaller fragments, or the addition of protein tags
like ubiquitin. These structure changes, small or big, are the ba-
sis for the biological functions of different PTM and typically
lead to one or more of the consequences described below.

Changing protein structure to turn on/off
catalytic activity of enzymes

The best-known PTM that is widely used to regulate enzymatic
activity is phosphorylation. Phosphoryation regulates the activ-
ity of many enzymes by different mechanisms. For example,
glycogen phosphorylase is activated allosterically by phospho-
rylation at Ser14, whereas Escherichia coli isocitrate dehydro-
genase is inhibited by phosphorylation because of the block of
substrate access to the active site (9). The most interesting and
very important catalytic activity regulated by phosphorylation
is protein kinase activity. Most protein kinases are activated by
phosphorylation of Thr/Tyr residue(s) in the activation segment.
The structural changes induced by phosphorylation, which are
illustrated in Fig. 3 with ERK (extracellular signal-regulated
kinase), convert the inactive kinases to active kinases (8). The
regulation of protein kinase activity by phosphorylation bears
enormous biological significance because protein phosphory-
lation is important in signal transduction, and the control of
downstream kinase activity via phosphorylation by upstream
kinase is one major method to propagate signals to downstream
partners, as will be elaborated later.

Proteolysis is another way to control enzymatic activity, al-
though unlike phosphorylation, the change in activity is irre-
versible. Many proteases are synthesized as inactive precursors
(zymogens) that have to be cleaved by proteolysis to become
active. These precursors include proteases that are secreted
into digestive tracts or lysosomes, the catalytic active β sub-
units in the eukaryotic 20 S proteosome that are activated by

self-cleavage (10), and the effector caspases involved in apop-
tosis that are activated by initiator caspases-mediate cleavage
(11).

Changing protein structure to create or to mask
recognition motifs
Many PTM exert their biological functions by creating recog-
nition motifs to recruit binding partners (12) or by masking
recognition motifs to disrupt existing interactions. Phosphory-
lated Ser/Thr residues can be recognized by proteins that contain
14-3-3 domains, FHA (forkhead-associated) domains, SMAD
[proteins homologs of both the drosophila protein, mothers
against decapentaplegic (MAD) and the Caenorhabditis elegans
protein SMA] domains, and several other domains (13). Phos-
phorylated Tyr residues can recruit proteins that contain SH2
(Src homology 2) domains and PTB (phosphotyrosine binding)
domains (14). Acetyl Lys residues can be recognized by pro-
teins with bromodomains (15, 16), and methylated Lys residue
can be recognized by proteins with chromodomains and Tu-
dor domains (17). The ubiquitin and ubiquitin-like protein tags
can also be recognized by various protein domains that medi-
ate the biological function of modification with these protein
tags (18, 19). The structures of a few domains dedicated to
recognition of post-translationally modified residues are shown
in Fig. 4. Typically, domains that recognize post-translationally
modified residues have specificities in that they recognize not
only the modified residue, but also the local structure in which
the residue resides. The specific recognition of PTM in different
contexts is the key to understand many biological consequences
of PTM, as will be explained in more detail in particular PTM
sections later.

In addition to creating recognition motifs to recruit proteins, a
few PTM can also increase interaction with other species, such
as the lipid bilayer of different cellular membranes. These mod-
ifications include the formation of GPI-anchored proteins (20),
protein myristoylation on the α-amino group of the N-terminal

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 9



Post-Translational Modifications to Regulate Protein Function

(a)

(c)

(b)

(d)

Figure 4 Structures of a few dedicated domains that recognize post-translationally modified residues. (a) SH2 domain of v-Src in complex with pTyr
peptide (pTyr-Val-Pro-Met-Leu). Residues Arg12, Arg32, Ser34, Thr36, and Lys60 from the SH2 domain interact with pTyr (figure made using PDB 1SHA);
(b) Bromodomain of yeast histone acetyltransferase Gcn5 in complex with AcLys peptide (histone H4 residues 15–29, AK(Ac)RHRKILRNSIQGI).
Bromodomain residues Pro351, Gln354, Tyr364, Met372, Val399, and Asn407 interact with AcLys (with some of the interaction is mediated by water
molecules, figure made using PDB 1E6I); (c) Chromodomain of HP1 in the complex with histone H3 Me3Lys9 (figure made using PDB 1KNE).
Chromodomain residues Tyr 24, Trp 45, Tyr 48 and Glu 52 bind Me3Lys; (d) UBA domain of Cbl-b in complex with ubiquitin (figure made using PDB
2OOB). UBA domain residues Asp933, Ala937, Met940, Phe946, and Lys950 interact with ubiquitin residues Leu8, Ile44, Ala46, Gly47, Gln49, His68, and
Val70. UBA: ubiquitin binding associated.

Gly (21), protein C-terminal prennylation on Cys residues (22),
and protein palmitoylation on Cys residues that are close to
membrane surface (23). These lipid modifications occur to many
signaling proteins, which include G protein-coupled receptors
and small G proteins, and they play important roles in signal
transduction and membrane trafficking (24).

Adding functional groups to allow catalysis

Typically, proteins are formed with the most common 20 amino
acids, which only offer a limited number of choices of functional
groups for catalyzing different reactions. The limit in the num-
ber of functional groups is complemented by the use of various
coenzymes or cofactors, many of which are attached covalently
to the corresponding enzymes. One class of PTM with this func-
tion is the addition of “swinging arm” prosthetic groups (biotin,
phosphopantetheine, and lipoic acid) to proteins (25). Biotin is
used as a carrier of CO2 in carboxylation reactions, and the
disulfide bond in lipoyl group is used as an electron carrier and
acyl carrier in 2-keto acid dehydrogenases. The phosphopan-
tetheine group provides a thiolate as the carrier of acyl chains
and is used in fatty acids synthases, polyketide synthases, and
nonribosomal peptide synthases (26). Although a thiolate side
chain can also be provided by Cys, the longer phosphopanteth-
eine can shuttle the acyl chains to different catalytic domains,
which allows multiple reactions to occur in sequence on the acyl

chains (Fig. 5). This “swinging arm” catalysis, which is also en-
abled by biotinylation and lipoylation, cannot be achieved by
natural proteinogenic amino acids with shorter side chains.

Another type of PTM provides new functional groups for
enzyme catalysis by oxidation of side chain. These include
TOPA (2,4,5-trihydroxyphenylalanine) quinone in amine ox-
idases (Fig. 6), tryptophan tryptophanyl quinone in methy-
lamine dehydrogenase (27) and formylglycine in sulfatases.
(28) Main chain modifications can also generate prosthetic
groups for enzyme catalysis, such as the MIO group in His/Phe
ammonia-lyase (29, 30) and Tyr aminomutases, (31) and the
pyruvoyl group in decarboxylases (Fig. 6) (32). The formation
of these cofactors by PTM extends the catalytic power of en-
zymes greatly, which enables them to catalyze chemistry that
is difficult with just the side chains of the 20 amino acids com-
monly found in proteins.

Locking proteins into the correct structures or
increasing protein stability

The major type of PTM that has this function is protein
disulfide bond formation (33). Disulfide bonds are more stable
thermodynamically than the reduced thiols in an oxidizing
environment. In eukaryotes, proteins that undergo the secretary
pathway start to form disulfide bonds once they are translocated
into the endoplasmic recticulum (ER) lumen, which is an
oxidizing environment. These disulfide bonds help to stabilize
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Figure 5 Fatty acid biosynthesis catalyzed by fatty acid synthases. The growing acyl chain is tethered to the phosphopantetheinylated ACP domain,
which enables it to undergo cycles of condensation, ketone reduction, dehydration, and enol reduction catalyzed by different domains. AT , acyltransferase;
ACP, acyl-carrier protein; KS, ketosynthase; KR, ketoreductase; DH, dehydratase; ER, enoylreductase.

Figure 6 Post-translationally generated cofactors provide functional groups to allow catalysis. The mechanisms of TOPA quinone in amine oxidases, MIO
in deaminases, and pyruvamide in decarboxylases are shown.
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the desired protein structure by locking the protein in a certain
conformation, and perhaps to assist protein folding too. Many
secreted proteins later undergo proteolysis in the Golgi to give
smaller fragments (see the proteolysis section below). In this
case, disulfide bonds also serve to link the fragments covalently
to maintain a certain structure. One textbook example is insulin,
which is produced as a single peptide chain that later undergoes
several proteolysis step, and the mature insulin consists of
two chains connected via two disulfide bonds (Fig. 7) (34).
The light and heavy chains of antibodies are connected by
disulfide bonds. Another PTM that can increase protein stability
is glycosylation. For example, erythropoietin N -glycosylation
has been found to increase its in vivo lifetime (35), which is
probably because of the blocking of tissue proteases action by
carbohydrate modifications.

Exploration of major PTM

In this section, a few major PTM will be explored in more
details. For each PTM discussed, a brief introduction on the
PTM reaction and the enzymes catalyzing the reaction will be
given. A few biological processes that involve the PTM will be
explained to demonstrate the important function of the PTM in
biology.

Phosphorylation

Protein phosphorylation typically occurs on Ser, Thr, and Tyr
residues (Fig. 1), although His and Asp residues can also be
phosphorylated as in bacteria two-component signal transduc-
tion systems. The universal phosphate donor is adenine triphos-
phate (ATP, Fig. 8), and the reaction is catalyzed by more than
500 kinases in humans. Many kinases are Ser/Thr specific, some
are Tyr specific, whereas some have dual specificity. It was
reported that inositol pyrophosphate (IP7) can also serve as
phosphate donor in protein phosphorylation (36). However, the

reaction is not enzyme catalyzed and the physiologic relevance
is not proven yet.

The large number of protein kinases in the human genome re-
flects that this PTM is widely occurring and regulates numerous
biological processes. The most well understood function is sig-
nal transduction, because phosphorylation of proteins can turn
on/off catalytic activity or create recognition motif to recruit
other protein partners, thus allowing signal to propagate. In ac-
cord with its role in signal transduction, protein phosphorylation
is reversible so that the signaling process can be terminated as
needed. The removal of the phosphate group is catalyzed by
phosphatases (Fig. 8).

Two signaling processes will be discussed here to illustrate
how protein phosphorylation can play a critical role in cell
signaling. A more detailed description of these two signaling
processes can be found in the Molecular Cell Biology text-
book by Lodish et al. (34). The first one, which is shown in
Fig. 9, involves protein kinase A (PKA), which can be acti-
vated by cyclic AMP (cAMP) (37). PKA at resting state exists
as an inactive tetramer that consists of two copies of a regula-
tory subunit and two copies of the catalytic subunit. Hormones
that signal through G-protein coupled receptors can activate
the trimeric G protein, which in turn can activate an effector
enzyme, adenylate cyclase (38). Adenylate cyclase catalyzes
the formation of cAMP from ATP (39), which results in the
increase in cAMP concentration. Binding of cAMP to the reg-
ulatory subunits of PKA dissociate the inactive tetramer, which
releases the catalytic subunit of PKA. The catalytic subunit can
then be activated by phosphorylation at the activation loop. Ac-
tivated PKA can phosphorylate many different substrates and
produce both short-term and long-term effects. Short-term ef-
fects come from the change of the catalytic activities of substrate
proteins on phosphorylation by PKA. The substrates of PKA in-
clude proteins involved in glycogen synthesis and degradation,
such as glycogen phosphorylase kinase and glycogen synthase

Figure 7 Maturation of insulin. Insulin is synthesized as preproinsulin that contains an N-terminal signal sequence. After translocating into the ER, the
signal sequence is cleaved off by the signal peptidase and the resulting proinsulin folds into a stable conformation. Three disulfide bonds are formed
between cysteine side chains. The connecting sequence (Chain C) is cleaved off in the Golgi by proprotein convertases to form the mature and active
insulin molecule, which is then secreted.
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(a)

(b)

(c)

Figure 8 Kinase-catalyzed phosphorylation and phosphatases-catalyzed dephosphorylation reactions. (a) Catalytic mechanism of protein kinases;
(b) Catalytic mechanism of bimetallic pSer/pThr or dual specifity protein phosphatases; (c) Catalytic mechanism of pTyr phosphatases.

(40). Phosphorylation of these proteins by PKA leads to ac-
tivation of glycogen degradation and inhibition of glycogen
synthesis. Long-term effects come from the changes in gene
transcription. PKA can affect transcription by phosphorylating
CREB (cAMP response element binding proteins) and other
transcription factors (41). On phosphorylation, CREB can bind
to specific regions of the chromosomal DNA, and it can re-
cruit the basal transcription machinery via CBP(CREB binding
protein)/P300 to activate the transcription of certain genes.

The second example of cell-signaling process that involves
protein phosphorylation is receptor tyrosine kinase signaling
(Fig. 10) (42). Receptor tyrosine kinases are transmembrane
proteins with an extracellular ligand-binding domain and an
intracellular tyrosine kinase domain. Ligand binding to the
extracellular domain triggers receptor dimerization and/or ac-
tivation, so that the intracellular catalytic domains from two
receptor protein molecules can phosphorylate each other at the

activation segment. This transphosphorylation activates the cat-

alytic domain so that it can phosphorylate other Tyr residues in

the receptor and other substrate proteins. These phosphorylated

Tyr residues then recruit protein-binding partners that contain

SH2 or PTB domains that recognize specific phosphorylated

Tyr residues. One of the proteins recruited is Grb2 (growth fac-

tor receptor-bound protein 2), which contains an SH2 domain.

Grb2 in turn recruit Sos (son of sevenless), which is a guanine

nucleotide exchange factor for the G protein Ras. Sos catalyzes

the exchange of Ras-bound GDP (guanosine-5’-diphosphate) for

GTP (guanosine-5’-tiphosphate), which converts Ras to the acti-

vated form. Activated Ras can bind to and activate Raf, which is

the most upstream kinase in the MAP kinase (Mitogen-activated

protein kinase) cascade (43). By phosphorylation of MEK

(MAPK/ERK kinase, a dual specificity MAP kinase kinase)

on the activation segment, Raf activates MEK, which in turn
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Figure 9 The signaling process that involves G protein-coupled receptors (GPCR) and PKA. (1) Binging of hormone produces conformational change in
the GPCR; (2) GPCR binds to Gs protein; (3) GDP bound to Gs is replaced by GTP and the β and γ subunits of Gs dissociate from the α subunit; (4) Gsα

subunit binds to adenylate cyclase (AC), which activates the synthesis of cAMP (4a), the hormone tends to dissociate, and hydrolysis of GTP to GDP causes
Gsα to dissociate from adenylate cyclase and binds to Gβγ, which regenerates a conformation of Gs that can be activated by an GPCR hormone complex
(4b); (5) dissociation of regulatory subunits (R) from PKA as cAMP concentration increases; (6) subsequent activation of the catalytic subunits (C) by
phosphorylation in the activation loop generates the fully active kinase; (7) activated PKA can phosphorylate glycogen phosphorylase kinase (GPK) and
other enzymes, which leads to activation of glycogen degradation and inhibition of glycogen synthesis; and (8) PKA can affect transcription by
phosphorylating the transcription factor CREB.

phosphorylates and activates ERK. Activated ERK can phos-
phorylate many transcription factors, which leads to changes in
gene transcription and ultimately cell division/differentiation.

The two examples mentioned above illustrated basic prin-
ciples how protein phosphorylation serves specific biological
purposes. Although different kinases might be involved in di-
verse pathways, the molecular mechanism for the regulation
of protein function by phosphorylation is similar: By changing
protein structure, phosphorylation can turn on/off the catalytic
activity of a protein, or create/mask recognition motif for bind-
ing by other molecules.

The 500 or so protein kinases in the human genome reg-
ulate numerous biological processes. Consequently, deregula-
tion of protein phosphorylation can lead to various diseases,
among which cancer is the most prominent one. Accordingly,
kinase inhibitors are being sought for treating various cancers.
One best understood example is chronic myeloid leukemia,
which is caused by chromosomal abnormality that fuses a

kinase ABL (encoded from Abelson gene) with another pro-

tein BCR (encoded from breakpoint cluster region gene) (44).
The BCR-ABL fusion protein was shown to be sufficient to

cause chronic myeloid leukemia in mice. Imatinib mesylate

(Gleevec; Novartis Pharmaceuticals, East Hanover, NJ) is a
clinically used BCR-ABL inhibitor to treat CML (chronic myel-

ogenous leukemia). The receptor tyrosine kinase and MAP

kinase-signaling pathway mentioned above are key pathways
that regulate cell proliferation and differentiation; frequently,

tumor cells have mutations in proteins involved in this path-
way (45). This pathway has thus been studied intensively for

the search of cancer drugs. Other kinases, such as cell-division

kinases (CDKs), have also been targeted for therapeutics (46).
In addition, because phosphatases reverse the effects of kinases,

mutations in phosphatases have been indicated in human dis-

eases such as cancer, diabetes, and neurologic disorders (47).
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Figure 10 Receptor tyrosine kinase signaling process and the activation of MAP Kinase. (1) Binding of hormone to the receptor causes activation of the
kinase activity of the receptor, which leads to phosphorylation of Tyr residues; (2) pTyr residues recruit GRB2, which in turn recruit Sos; (3) Sos promotes
exchange of GTP for GDP in Ras, which leads to the active Ras-GTP complex. Then, Sos dissociates from the active Ras; (4) active Ras binds to and activate
the kinase Raf (4a) and hormone can dissociate from the receptor (4b); (5) activated Raf phosphoryates and activates MEK; (6) activated MEK
phosphorylates and activates of MAP kinase; (7) activated MAP kinase can phosphorylate transcription factors (TF); and (8) phosphorylated translation
factors then bind to DNA and lead to changes in gene transcription and ultimately cell division/differentiation.

Acetylation

Acetylation of Lys residues is a very well known PTM because
of histone acetylation, which is involved in transcriptional regu-
lation of genes. The acetyl group comes from Acetyl-CoA, and
typically, the acetyl acceptor is Lys residues (Fig. 11). Histone
acetylation correlates with transcription activation, and accord-
ingly, histone acetyltransferases (HATs) are normally multido-
main proteins associated with transcription activator/coactivator
complexes (48). The correlation of histone acetylation with tran-
scription activation can be explained by the relaxation of the
chromatin structure on histone acetylation and the recruitment
of other proteins via acetyl Lys. In eukaryotic cells, chromo-
somal DNA wrap around core histone octamers consisted of
two copies each of histone H2A, H2B, H3 and H4 (49). The
complex formed between the histone octamer and the DNA as-
sociated with it is called a nucleosome. Nucleosomes can pack
into a more condensed structure. Evidence suggests that the tight
packing suppresses transcription, whereas transcription activa-
tion correlates with relaxed chromatin structure. The N-terminal
tails of the histones have many Lys and Arg residues, among
other residues, that can be modified post-translationally. No

detailed structure information is available to explain how hi-
stone tail modification affects nucleosome packing. However,
intuitively, masking the positive charges on histones by Lys
acetylation can decrease the interaction with negatively charged
DNA, which loosens the chromatin structure (50). In addition,
acetylated Lys residues can be recognized by proteins that con-
tain bromodomains (Fig. 4) (16, 51), which serve to recruit other
proteins (including chromatin remodeling complexes) that help
to activate the transcription of the gene.

Histone acetylation not only affects transcription, but also
affects other processes that involve DNA, such as nucleosome
assembly, heterochromation formation, and DNA repair (52).
The acetylation/deacetylation of different Lys residues can have
different biological effects. For example, histone H4 Lys5, 8,
and 12 acetylation are involved in nucleosome assembly, H4
Lys16 acetylation does not affect nucleosome assembly but is
involved in transcription activation (52), whereas H4 Lys56 has
been shown recently to promote genome stability and DNA
repair in yeast (53, 54).

Proteins other than histones can also be modified by Lys
acetylation. Many transcription factors, cytoskeleton proteins,
metabolic enzymes, and signaling proteins are acetylated (55).
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Figure 11 (a) Lys acetylation catalyzed by acetyltransferases; (b) mechanism of Zn-dependent HDACs-catalyzed deacetylation; (c) mechanism of
sirtuins-catalyzed deacetylation.

Transcription factors are known to be substrates of HATs,
whereas the enzymes responsible for the acetylation of nonnu-
clear proteins in many cases are not well known (55). The num-
ber of proteins that are regulated by acetylation will continue
to increase as method to detect protein acetylation improves.
Acetylation of nonhistone proteins can change protein–protein
interaction, regulate enzymatic activity, and increase protein sta-
bility by suppressing ubiquitinylation (55).

Lys acetylation can be reversed by the action of deacety-
lases. Many deacetylases are Zn-dependent enzymes that use
Zn2+ in the active site to activate water molecules to hy-
drolyze the amide bond (Fig. 11) (56). Recently, another
type of deacetylases that are nicotinamide adenine dinucleotide
(NAD)-dependent, also known as sirtuins, have been identified
(57, 58). Their unique ability to couple NAD degradation to Lys
deacetylation (Fig. 11) suggests that this type of enzyme can
sense the metabolic state (for example, NAD concentration) of

the cell and use that information to regulate the acetylation state
and thus the function of the substrate proteins.

In addition to Lys side chain acetylation, protein N-terminal
can also be acetylated (59). In eukaryotic cells, the first residue
Met in most proteins is cleaved by N-terminal methionine pepti-
dase. The newly released N-terminal amino group is then acety-
lated. This modification can happen co-translationally before the
mature peptide chain is released from the ribosome. The func-
tion of this modification in most cases is still not understood,
although deletion of the genes involved in this modification has
clear phenotypes (59).

Because of the involvement of protein Lys acetylation in
regulation of transcription, protein–protein interaction, enzy-
matic activity, and protein stability, the deregulation of protein
acetylation has been associated with many diseases, such as
cancer and neurodegeneration (60, 61). Frequently, mutations in
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histone acetyltransferases are found in cancer (60). Chromoso-
mal abnormalities that generate fusions of acetyltranferases are
known to lead to acute myeloid leukemia. These abnormalities
include the fusions of MOZ (monocytic leukemia zinc finger
protein) with CBP (CREB binding protein) or p300, and fusion
of MOZ with the transcription factor TIF2 (transcription inter-
mediary factor 2) (60). MOZ, CBP, p300, and TIF2 all contain
histone acetyltransferase domains. Presumably, the generation
of these aberrant fusion proteins disrupts normal gene transcrip-
tion profile, which leads to leukemia. Deregulation of histone
deacetylases is also suggested to be associated with cancer (61).
A histone deacetylase inhibitor, SAHA (Vorinostat, Merck &
Co., Inc, Whitehous Station, NJ), was approved by Food and
Drug Administration recently for treatment of cutaneous T-cell
lymphoma (62).

Methylation
Although methylation can happen to several different residues
(3, 63), most attention has been given to protein Lys/Arg methy-
lation because the methylation of Lys/Arg in histones con-
trols gene transcription. For Lys and Arg methylation, multiple
methyl groups can be added to the same Lys or Arg residue
(Fig. 12). The methyl group comes from S-adenosyl methionine
(SAM), which is a versatile small molecule that is used in many
enzymatic transformations (64). Almost all Lys methyltrans-
ferases belong to the SET (supressor of variegation-Enhanser of
zeste-Trithorax) family of methyltransferases, whereas the pro-
tein Arg methyltransferases belong to a different class (65–67).
Both histone Lys/Arg methylation and acetylation are associated
with transcription regulation. In contrast to histone acetylation,
which usually correlates with transcription activation, histone
methylation can lead either to transcription activation or to sup-
pression (17, 68). The effect of histone methylation, which is
based on current understanding, is mediated by proteins that are
recruited by methylated Lys or Arg residues. Tudor domains and
chromodomains are known to recognize methylated Lys/Arg
residues via both charge interaction and cation-π interaction
(69–73). The methylated Lys/Arg residue is more hydrophobic
and sterically bulkier than free Lys/Arg, and it can be differenti-
ated by the domains that recognize methylated Lys/Arg residues
(69, 74). Sequences that surround the methylate Lys residues are
also read by the chromo domains and Tudor domains (69–71).
This finding explains why different Lys residues could recruit
different proteins on methylation and thus have different biolog-
ical effects. For example, H3K4 methylation activates transcrip-
tion by recruiting chromodomain helicase DNA-binding protein
1 (CHD1) specifically in yeast whereas H3K9 methylation re-
presses transcription by recruiting heterochromatin protein 1
(HP1) (75–77).

Nonhistone proteins are known to be methylated on Lys
residues, which include transcription factors, such as p53
(78–80), TAF10 (TATA box-binding protein-associated factor
10) (81), and translation factors (63). The p53 protein can be
methylated by different methyltransferases [Set9, (78) Smyd2
(79), and Set8 (80)] on different Lys residues (Lys372, 370,
and 382, respectively). These different methylation events ei-
ther activate or repress p53 activity. Arg methylation has
been found frequently in nonhistone proteins. For example,

PRMT1 has been reported to methylate the transcription factor
STAT1 (signal transducers and activators of transcription) (82),
PRMT4/CARM1 [coactivator-associated arginine(R) methyl-
transferase 1] can methylate CBP/p300 (83), and hetergenous
nuclear ribonucleoproteins (hnRNPs) and small nuclear ribonu-
cleoproteins (snRNPs) that are involved in pre-mRNA splicing
are also Arg methylated (67). The biological functions of these
Lys/Arg methylations in most cases can also be explained by the
effect of methylation to block or create interaction with other
proteins or nucleic acids.

Compared with acetylation, methylation is more stable. For
this reason, it was thought that methylation could be a per-
manent epigenetic mark. The recent discovery of two types
of Lys demethylases suggests that methylation is also a re-
versible PTM. The first Lys demethylase discovered is LSD1
(lysine-specific demethylase 1), which is a FAD (flavin ade-
nine dinucleotide)-dependent enzyme similar to amine oxidases
(Fig. 12) (84). It is believed that LSD1 uses two-electron ox-
idation mechanism and thus cannot demethylate tri-methylated
Lys residues (85). The second type of Lys demethylase, which
contains the JmjC (Jumonji domain-containing) domain, is a
nonheme Fe(II)-dependent enzyme that is capable of doing
one-electron oxidation, and thus it can demethylate trimethy-
lated Lys residues (86). The effect of Arg methylation was
proposed to be reversed by protein Arg deiminase 4 (PAD4),
which generate citrulline via demethyliminiation (87, 88). How-
ever, later studies indicate that PAD4 as well as other PAD en-
zymes do not catalyze demethylimination with appreciable rates
in vitro (88–91). A recent report showed that Arg methylation
can be truly reversed by JmjC domain containing demethylases,
which suggests that PADs are probably not required for Arg
demethylation (92). Thus, both Lys and Arg methylation are
reversible modifications.

Similar to Lys acetylation, abnormality in Lys methylation
has been considered a contributing factor to cancer (93, 94).
Decrease in H3 Lys9 and H4 Lys20 trimethyaltion is found
in cancer cells. Both H3 Lys9 and H4 Lys20 methylation
are associated with heterochromatin formation. Presumably, the
decrease in the methyaltion leads to defects in heterochromatin
formation, which in turn lead to chromosomal instability and
tumor formation (93). Histone methyltransferase fusion proteins
generated from chromosomal translocation are found frequently
in leukemia and are thought to contribute to the development
of leukemia. For example, the H3 Lys79 methyltransferase
hDOT1L (human DOT1-like protein) fusion found in mixed
lineage leukemia is sufficient to cause leukemic transformation
(95). The close association of methylation and cancer suggests
that protein methyltranferases and demethylases can be potential
therapeutic targets.

Glycosylation
In eukaryotic cells, glycosylation happens to many membrane
and secreted proteins (i.e., proteins that transit through the
ER and the Golgi secretary pathway). Glycosylation can oc-
cur either on Asn residues (N -glycosylation, Fig. 13), Ser/Thr
and post-translationally hydroxylated Lys and Pro residues
(O-glycosylation, Fig. 14), or Trp residues (C -glycosylation,
Fig. 14). N -glycosylation is a complicated process and involves
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Figure 12 (a) Lys/Arg N-methylation; (b) mechanism of FAD-dependent LSD1-catalyzed Lys demethylation; (c) mechanism of Fe-dependent JHDM (JmjC
domain-containing histone demethylase)-catalyzed demethylation.

three stages: 1) the formation of donor substrate with 14 sugar
units (Glc3Man9GlcNAc2-PP-dolichol), which occurs in both
the cytosolic and the luminal faces of ER (96); 2) the trans-
fer of the tetradecasaccharyl group to the Asn residues found
in the consensus sequence Asn-X-Ser/Thr, which occurs in the

ER (97); and 3) the hydrolytic removal of the terminal sugar

residues on the tetradecasaccharide, the addition of more sugar

units (Fig. 13) (98), and the sulfation and phosphorylation of

the carbohydrate moieties in the ER and Golgi (99). The later
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Figure 13 Protein N-glycosylation. (1) The formation of the donor substrate with 14 sugar units (Glc3Man9GlcNAc2-PP-dolichol); (2) the reaction scheme
that shows the transfer of the tetradecasaccharyl group to the Asn residues found in the consensus sequence Asn-X-Ser/Thr in proteins; (3) hydrolytic
removal of the terminal sugar residues on the tetradecasaccharide and addition of more sugar units in the ER and Golgi. OSTase, oligosacchryltransferase.

trimming steps can generate different sets of N-linked carbohy-
drates, such as the high-mannose type glycans, the complex type
glycans, and the hybrid type glycans (Fig. 13) (99). Each stage
is achieved by the function of multiple proteins. For example,
up to nine proteins are required for the transfer of the tetrade-
casaccharyl group in yeast (100).

Different from N -glycosylation, O-glycosylation starts with
the addition of a single sugar residue, which can be followed by
the addition of more sugars (101). Similar to N -glycosylation,
most O-glycosylation also occurs to proteins that transit through
ER and Golgi. However, the addition of a single GlcNAc
residue to Ser/Thr is a type of O-glycosylation that occurs
to cytosolic proteins (102). This cytosolic O-glycosylation has
drawn much attention recently because it can regulate the
activity of the substrate proteins, especially because it can
compete with protein phosphorylation for the same Ser/Thr on
substrate proteins (103).

C -glycosylation is the addition of a single mannosyl group
to the indole C-2 position of Trp residues of membrane and
secreted proteins (104). The Trp residue that is C -mannosylated

reside in a consensus Trp–X–X–Trp sequence, and the first
Trp is C -mannosylated. About a dozen proteins in humans are
C -mannosylated. The enzyme that catalyzes the modification
has not been cloned yet, and currently, the function of this
modification is not clear.

The large number of enzymes involved in protein glyco-
sylation and the fact that this complicated N -glycosylation
pathway is conserved throughout eukaryotic species suggest
that glycosylation has important functions. Deficiency in pro-
tein glycosylation causes several diseases in humans, such as
lysosomal storage diseases (105), congenital disorders of gly-
cosylation, and leukocytes adhesion deficiency II (106). In ad-
dition, changes in glycosylation patterns are associated with
cancer and inflammation (107). Protein glycosylation can serve
several different biological purposes. One purpose is to help
proteins that transit through the secretary pathway to fold cor-
rectly. Particularly, the removal of the glucose residue by glu-
cosidase II and the reglucosylation in the ER have been well
known to help secreted proteins to fold and make sure only
correctly folded proteins are secreted (Fig. 15) (108). Protein

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 19



Post-Translational Modifications to Regulate Protein Function

Figure 13 (continued)

O-fucosyltransferase I that modifies Notch protein was reported

to have chaperon activity that helps Notch folding and secre-

tion, and this chaperon activity is independent of its catalytic

activity (109). Glycosylation is also important for sorting se-

creted proteins. For example, the phosphorylation of Man on

N -glycan (Fig. 16) creates a recognition signal for sorting lyso-

somal proteins to lysosome. Glycosylation is also believed to

increase the protein stability, as has been shown for erythro-

poietin mentioned earlier. Glycosylation is also proposed to

affect ligand receptor interaction and thus regulates cell–cell

signaling. However, a detailed molecular understanding about

the effect of glycosylation on ligand receptor interaction is hard

to obtain in most cases. In two well-studied cases, human CD2

(cellular differentiation marker 2) and IgG (immunoglobulin G),

N -glycosylation is found to affect the interaction with their lig-

ands or receptors. Structural data show that the carbohydrate

portion does not contact the binding partner directly. Instead,

glycsosylation affects the binding by changing the conformation

of the glycosylated proteins (110–112).

Ubiquitylation
Ubiquitin is an abundant small protein (76 amino acids) found
in all eukaryotes. It can be conjugated to many proteins cova-
lently and regulates important biological processes. The addition
of ubiquitin to substrate proteins goes through an E1–E2–E3
enzymatic cascade (Fig. 17) (113). E1, which is also called
ubiquitin-activating protein (UAP), uses ATP to adenylate the
C-terminal Gly of ubiquitin and then captures the activated ubiq-
uitin with a Cys residue in the active site. Most eukaryotic
species only have one E1 enzyme responsible for activating
all the ubiquitin molecules needed. The ubiquitin-E1 conjugate
then is recognized by several dozens of E2 enzymes, which
capture ubiquitin from E1 via a transthiolation reaction. The
ubiquitin-conjugated E2 enzymes are then recognized by many
different E3 enzymes, which recruit the substrate proteins and
transfer ubiquitin from E2 to Lys residues of the substrate pro-
teins, either directly or indirectly (Fig. 17). Two major families
of E3 enzymes exist: the RING (really interesting new gene)
E3s and HECT (homologous to E6AP C terminus) E3s. The
Pfam database lists more than 400 RING proteins and 70 HECT
proteins. Many E3s form complexes with other proteins. One
well-understood E3 complex is the SCF (Skp1-Cullin-F Box)
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Figure 14 O- and C-glycosylation reactions. UDP, uridine diphosphate.

RING E3, for which a crystal structure was reported (114).
In humans, multiple Cullins and multiple F Box proteins exist
(115). Considering the different combinations, the number of
possible E3 complexes can be much more than the number of
E3 enzymes (3). E3s decide which substrate proteins get ubiqui-
tylated, thus the large number of E3s and E3 complexes reflects
the diverse substrate proteins that must be recognized.

Ubiquitin itself has 7 Lys residues (Lys6, 11, 27, 29, 33,
48, and 63) that can be used for ubiquitin attachment, which
lead to polyubiquitylation of substrate proteins. Polyubiquitin

chain assembled via different Lys residues have different bio-
logical functions (116), as will be explained later. Which Lys
residue is used in the polyubiqutine chain is controlled by the
specific E3 involved. E3 presumably also controls the length
of the polyubiquitin chain, although the detailed chain assem-
bly mechanism is still not clear (117). Ubiquitylation can be
reversed by the action of ubiquitin-specific proteases (UBPs).
About 60 UBPs exist in the human genome, which presumably
recognize different types of ubiquitin modifications at various
cellular locations (118).
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Figure 15 N-glycosylation helps secreted protein to fold correctly in the ER.

Figure 16 Phophorylation of Man on N-glycan. UMP, uridine monophosphate.

The biological function of ubiquitylation was recognized
originally as targeting proteins to the proteasome for degra-
dation. The importance of this function can be illustrated by
many examples. In cell division, progression through the cell
cycle is driven by cell division kinases, the activities of which
are controlled by a group of proteins called cyclins. Different
cyclins function only at certain stages of the cell cycle. Then,
they must be degraded, which requires polyubiquitylation by
specific E3 enzymes (119). Aberration in the ubiquitylation and
degradation of cyclins is associated with cancer. Misfolded pro-
teins must be degraded by the ubiquitin and proteasome system.
Aggregation of misfolded proteins is known to cause neurode-
generation, such as Parkinson’s disease (116). Ubiquitylation
and proteasome degradation of proteins are also important for
other biological processes, such as hypoxia and circadian clock.

Ubiquitylation is required for the degradation of hypoxia in-
ducible factor (HIF) on hydroxylation at high oxygen levels
(120). Maintaining the circadian clock requires the ubiquity-
lation and degradation of proteins that inhibit the CLOCK (a
protein named from circadian locomotor output cycles kaput
gene) transcription factor (121).

It is becoming clear that the biological function of ubiquity-
lation is not limited to proteasome degradation. Other func-
tions have been discovered, such as promoting membrane
protein endocytosis, targeting membrane protein to lysosome
for degradation, and regulating cytoplasm/nuclear shuttling
(116, 122). It is now generally believed that polyubiquityla-
tion via Lys48 of ubiquitin is a signal for proteasomal degra-
dation, and this action requires minimally 4 ubiquitin units
in the chain (123). In contrast, monoubiquitylation, multiple
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Figure 17 Ubiquitylation catalyzed by the E1, E2, E3 cascade.

monoubiquitylation on different Lys residues of substrate pro-
teins, and polyubiquitylation via Lys 63 of ubiquitin typically
signal proteasome-independent pathways (116). How can so
many different functions be achieved? The diverse sets of ubiq-
uitin binding domains (UBDs) provide the molecular explana-
tion to this question (19). Presumably, different UBDs recog-
nize different types of ubiquitin modifications (monoubiquityla-
tion vs. polyubiquitylation, and Lys48-linked vs. Lys63-linked
polyubiquitylation, for example), and thus they mediate differ-
ent functional consequences of ubiquitylation. UBD on yeast
proteins Rad23, Rpd10, and Dsk2 recognize the Lys48-linked
polyubiquitin chain and deliver the modified substrate proteins
to the 26 S proteasome (124). The UBD on the vacuolar pro-
teins recognize monoubiquitylation or Lys63-linked polyubiqui-
tin chain on membrane proteins, which mediate their sorting into
lysosome or vacuole. Binding of the Lys63-linked polyubiqutin
chain on inhibitor of NF-κB kinase (IKK) by other proteins has
been proposed to activate IKK and thus turn on NF-kB sig-
naling (116). The recognition of ubiquitin by UBDs can also
explain some “unusual” functions of protein ubiquitylation. For
example, Lys48-linked polyubiquitylation of a yeast transcrip-
tion factor Met4p does not signal for proteasome degradation,
but instead it inactivates the transcription factor. It inactivates
the transcription factor because Met4p has an in-cis UBD that
binds the ubiquitin chain and thus inactivates itself and blocks
the proteasomal pathway (125).

In generalization of the function of ubiquitylation, we can
say that ubiquitin is an “information-rich protein tag” that can
be read by different proteins that contain UBD domains (3),

and the exact consequence of ubiquitylation is determined by
how the tag is recognized. Besides ubiquitin, eukaryotic cells
also have about a dozen known ubiquitin-like protein tags, with
SUMO being the best studied one. In addition, many proteins
have built-in ubiquitin-like domains. The logic that underlies
the biological functions of these ubiquitin-like proteins/domains
will likely be the same as what is learned from ubiquitin (3).

Proteolysis
Hydrolytic cleavage of proteins by proteases is an irreversible
PTM. The large number (more than 500) of proteases in the hu-
man genome indicates that proteolysis occurrs often. Proteases
can be classified into four types based on catalytic mechanisms
(Fig. 18): Ser/Thr proteases, Cys proteases, Asp proteases, and
metalloproteases.

At first glance, proteolysis may seem to be an uncontrolled
destruction process like the digestion of food proteins in the
gut. In fact, proteolysis in cells is under tight regulation. Even
proteases secreted to the digestive tract must be controlled to
avoid self-destruction. Typically, proteases are made in the in-
active forms (zymogens) that can be activated by proteolysis.
Inside eukaryotic cells, two major locations exist for proteolytic
degradation of unwanted proteins: the 26 S proteosome and the
lysosome (126, 127). Access to the two degradation organelles
is controlled tightly. The lysosome is an acidic membrane or-
ganelle that contains many proteases and is responsible for
degradation of endocytosed membrane proteins, such as acti-
vated receptor tyrosine kinases and G protein-coupled receptors
that are ubiquitylated and sorted to the lysosome (described in
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Figure 19 The eukaryotic 26 S proteasome. Subunit compositions of the 19 S regulatory particle of Saccharomyces cerevisiae is shown on the left. The α

and β rings of the 20 S proteasome, each of which consists of seven different subunits, are included to indicate how the base 19 S complex is linked to the
core 20 S protease complex. The crystal structure of the 20s degradation chamber is shown in both side and top views (figure made using PDB 1RYP).

the ubiquitylation section). The lysosome can also degrade en-
docytosed or phagocytosed bacterial and viral proteins (128).
In autophagy, the lysosome is responsible for degrading cel-
lular organelles and some cytosolic protein complexes (126).
The 26 S proteosome (Fig. 19) has a 20 S degradation chamber
that consists of four rings α β β α (129). In eukaryotes, each α

ring has seven different α subunits, and each β ring has seven
different β subunits. Three β subunits are catalytically active
Thr proteases that are responsible for the degradation of sub-
strate proteins. By forming this chamber, the active sites of the
proteases are buried inside the chamber to avoid proteolysis of
proteins that should not be digested. Access to the degradation
chamber is controlled by the 19 S regulatory complex that caps
both ends of the degradation chamber. The regulatory complex
contains subunits that recognize polyubiquitylated substrates,
subunits that recycle the ubiquitin tag, and subunits that use
ATP hydrolysis to unfold and translocate the protein into the
degradation chamber. Degradation of the unwanted proteins by
the 26 S proteasome or lysosome in a timely fashion is very im-
portant. For example, cyclins that activate cell division kinases
have to be polyubiquitylated and degraded by the proteasome at
specific times to drive cell cycle progression (119). Degradation
of activated membrane receptors in the lysosome is important to
avoid over stimulation (130, 131). Misfolded proteins must be
degraded by the proteasome or lysosome (in autophagy). Failure
to do so is thought to contribute to neurodegeneration disorders
such as Parkinson’s disease and Alzheimer’s disease (126).

In addition to the “destructive” proteolysis processes in the
proteasome and lysosome, many “constructive” proteolysis pro-
cesses occur in cells. In both prokaryotes and eukaryotes, se-
creted proteins contain a signal peptide at the N-terminus that
directs them to the secretary pathway. This signal peptide must
be cleaved later by signal peptidases (typically serine proteases)

so that the protein can transit further in the secretary pathway
(132). Many secreted proteins, which include insulin, TGFβ1
(transforming growth factor β1), nerve growth factor β1, al-
bumin, Factor IX, insulin receptor, and Notch, also contain a
propeptide that is cleaved by proprotein convertases in the Golgi
(133). Selective proteolysis also occurs at the cell membrane in
signal transduction processes. Notch protein, on binding to its
ligand Delta/Jagged (membrane proteins on neighboring cells),
is cleaved by one of the ADAM (a disintegrase and metallo-
protease) proteins at a site close to the transmembrane region.
This cleavage activates Notch for regulated intramembrane pro-
teolysis, which cuts within the membrane-spanning region of
Notch and releases the intracellular domain of Notch from the
cytoplasm membrane. Then, the intracellular domain translo-
cates into the nucleus where it acts as a transcription factor
to turn on genes required for development (Fig. 20) (134).
Regulated intramembrane proteolysis is catalyzed by the mem-
brane protein complex called presenilin that contains Asp pro-
tease subunits. Presenilin is also responsible for cleavage of
the amyloid-β precursor proteins in Alzheimer’s disease. This
proteolysis-triggered proteolysis signaling occurs often. Similar
signaling pathways are present also in bacteria. For example,
the release of the transcription factor σE is achieved via the se-
quential cleavage of the membrane protein RseA by DegS (a
Ser protease) and YaeL (a Zn protease) (135).

Similar to the MAP kinase cascades for protein phosphory-
lation, protease cascades exist, in which downstream proteases
are activated by the action of upstream proteases (3). One of the
most famous cascades is the caspase cascade that leads to apop-
tosis (Fig. 22) (11, 136). Caspases are Cys proteases that cleave
the amide bond specifically after an Asp residue. Two types of
caspases exist, initiator caspases (Caspase 2, 8, 9, 10) and ef-
fector caspases (Caspase 3, 6, 7). Both initiator and effector
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Figure 20 Four proteolysis events for Notch that lead to the release of an active transcription factor. TGN, trans Golgi network.

caspases are produced in zymogen forms. Initiator caspases use
their N-terminal DED (death effector domain) and CARD (cas-
pase recruitment domain) domains to interact with other proteins
to receive apoptosis signals. The signals cause the dimerization
of the initiator caspases and activate them so that they can cleave
themselves and the effector caspases after specific Asp residues.
Cleavage by the initiator caspases activates the effector cas-
pases, which then cleave their substrate proteins to carry out cell
apoptosis. The substrate proteins of effector caspases include
the inhibitor of caspases-activated DNAse (deoxyribonuclease),
Bcl2 (named from B-cell lymphoma 2, an antiapoptotic protein),
and PARP-1 (poly(ADP-ribose) polymerase-1, an enzyme cat-
alyzing protein poly(ADP-ribosyl)ation and required for DNA
repair). Cleavage of the inhibitor of DNAse by effector caspases
activates its catalytic activity, resulting in the fragmentation
of chromosomal DNA, which is a hallmark of apoptosis. The
caspases cascade and apoptosis is very important for the de-
velopment and homeostasis of metazoans. Decreased ability of
cells to undergo apoptosis will lead to cancer, whereas too much
apoptosis can lead to autoimmune diseases (137).

Identifying new pathways regulated by
known PTM and discovering new PTM

The brief description above on a few major PTM demonstrates
clearly that PTM can regulate many important biological pro-
cesses. So far, a fairly good understanding of many aspects of
PTM has been obtained. What remaining challenges must be
addressed?

One direction is to figure out the molecular details of many of
the biological processes that are regulated by PTM. Structural
biology and biochemisty is needed to answer questions like what
structural changes are induced by a particular PTM and how the
structure changes lead to changes in activity or recognition by

binding partners. Much progress has been made in this direction
but still more remains to be figured out. For example, in protein
ubiquitylation, no structural details about E1 exist, it is not
clear how the polyubiquitin chain is made (117), and it is not
clear how specificities of different ubiquitin binding domains
are achieved (19).

Another direction is to identify the proteome that is modi-
fied by a specific PTM. Advancement in protein identification
by mass spectrometry (MS) has greatly facilitated studies in
this direction and many efforts have been invested. Generally,
an affinity purification method is used to enrich proteins that
are modified by a specific PTM, and then these proteins are
identified by MS. For example, phosphotyrosine-specific an-
tibodies have been used to enrich proteins that are modified
on Tyr residues, and metal affinity columns have been used to
isolate all phosphopeptides (138). These isolated phosphopro-
teins/peptides can then be identified by MS. A His6 tag has been
fused to the N-terminus of ubiquitin and used to isolate ubiquity-
lated proteins that are then identified by MS (139). GlcNAc with
an azide group attached has been used to label proteins that are
O-GlcNAc modified, and then a biotin tag is conjugated to the
modified protein via Staudinger ligation. O-GlcNAc modified
proteins can be pulled out using streptavidin beads and identified
using MS. Using this method, close to 200 O-GlcNAc modi-
fied proteins were identified (140). A clever method to detect
protein S -acylation has been reported recently (141).

These proteomic studies have provided much information.
However, to understand the function of a PTM in cell phys-
iology completely, it is desirable to know which enzyme is
responsible for the modification of a particular substrate pro-
tein. With the availability of bioinformatics tools and completed
genome sequences, it is now relatively straightforward to iden-
tify all the enzymes in a genome that share similar biochemical
function. For example, we now know that the human genome
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(a)

(b)

Figure 21 (a) Domain structures of mammalian caspases; (b) the caspase cascades and the initiation of apoptosis. Apaf-1, apoptotic protease activation
factor-1; Cyto c, cytochrome c; FADD, Fas-associated protein with death domain; LS, large subunit; RAIDD, RIP-associated ICH-1/CED-3 homologous protein
with a death domain; RIP, receptor-interacting protein; TRADD, tumor necrosis factor receptor-associated protein with death domain; SS, small subunit.

contains more than 500 protein kinases, more than 500 pro-
teases, and ∼400 ubiquitin E3s. But without knowing what
substrate proteins they modify, it will be very difficult (if not im-
possible) to understand their biological functions on a molecular
level. Currently, no efficient and reliable method exists yet to
identify the substrate proteins for an enzyme. A straightforward
method is to make a library of short peptides and try to identify
consensus sequences that are recognized by an enzyme (142,
143). The disadvantage is that the structure of a short peptide
may be different from the structure of the same sequence present
in a folded protein. Thus, the reliability of this method must be
validated by other methods. Shokat and coworkers (144) have
used a clever approach to identify kinase substrates (Fig. 22).
This approach uses a bulky ATP analog that can be used only
by a kinase mutant as a cosubstrate. By incubating 32P-labeled
ATP analog and the kinase mutant with cell extract, the substrate
proteins of the specific kinase can be labeled. Identification of
the substrate proteins may be difficult though because the ra-
diolabeled substrate proteins cannot be enriched/purified easily
for identification by MS. It is not clear whether this method can
be applied easily to other PTM enzymes.

Parallel to the efforts of identifying substrate proteins for a
particular enzyme, the activity-based small molecule probes pio-
neered by Cravatt and coworkers can facilitate the identification
of the biological functions of an enzyme that catalyzes protein
post-translational modifications (145). The major advantage of
this type of probes is that potentially they can detect enzymes
that are in the active states, and thus can provide snapshots of
enzymes that are in the active states at different development
stages or different types of cells. Among enzymes that catalyze
PTM, so far probes have been developed for studying proteases
(145, 146), kinases (147), pTyr phosphatases (148), and protein
Arg deiminases (149).

Perhaps a more challenging question is how we can discover
new PTM reactions. In principle, there are analytic tools that
can be used to research this topic. One such tool is top-down
FT-MS, which determines the molecular weight of the whole
protein with high accuracy. By comparing the obtained tan-
dem MS (MS/MS) result with the expected MS/MS result,
post-translational modifications can be identified (150). Crys-
tallography can also discover new PTM, if a protein expressed
in the proper host can be crystallized. Some rare modifications
or protein side chains were discovered this way (151). How-
ever, the success of using these methods would require that
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Figure 22 Shokat’s (144) ‘‘bump and hole’’ method to identify substrates for kinases.

a significant portion of the protein population is modified and
the modification is stable. This condition cannot be met by all
PTM. Thus, discovering new PTM poses a great challenge to
chemical biologists. Undoubtedly, new PTM reactions are wait-
ing to be discovered and the identification of these new PTM,
together with the identification of new pathways that are regu-
lated by known PTM, will advance our understanding about the
molecular logic of living systems.
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Although turnover rate varies greatly with cell type, the survival of
multicellular organisms requires the constant renewal of healthy cells and
the removal of pathogen-infected or damaged cells. A critical component
of homeostasis is the proper regulation of programmed cell death or
apoptosis. Both oversensitivity of crucial cells and resistance of
malfunctioning cells to apoptotic stimuli threaten survival. A lack of death
response permits mutant cells to survive normal death stimuli and
potentially proliferate. Conversely, excess apoptosis removes cells required
for organism survival. Restoring homeostasis by controlling apoptosis is a
potentially powerful technique for alleviating disease.

Biologic Background
Programmed cell death allows the removal of overpopulated
cells, pathogen-infected cells, malformed cells, or cells that have
sustained genetic damage (1). Several disease states are linked
either to a lack of apoptotic response or to unwanted cell death
(2) (see Table 1).

When activated by cellular stress (e.g., hypoxia, DNA dam-
age, or nutrient withdrawal), programmed cell suicide is initi-
ated by the intrinsic apoptotic pathway (Fig. 1). A key step,
the release of cytochrome c through changes in the mito-
chondria outer membrane permeabilization, is regulated by
the Bcl-2 protein family (3). Cytochrome c in combination
with the Apaf-1 protein catalyzes the processing of Caspase-9
(cysteinyl, aspartate-specific protease) within the apoptosome
(4). Caspase-9 initiates hydrolysis of zymogen procaspase-3 and
procaspase-7, which, when activated, lead to the degradation of
cellular targets and eventual cellular suicide (5). Caspase activ-
ity is regulated by Inhibitor of apoptosis (IAP) proteins, which
are negative (prosurvival) apoptosis regulators (6). Conversely,
the IAP proteins are antagonized by a second mitochondrial
activator of caspases (Smac) protein and released from the
mitrochondria alongside cytochrome c, which serves as a posi-
tive (proapoptotic) apoptosis regulator (7).

Another important mechanism for promoting programmed
cell death is the binding of ligands to the death receptors,
which occurs in the extrinsic pathway (8) (Fig. 1). The death
receptors recruit and activate caspase-8, which in turn regulates
effector caspase-3 and caspase-7. Caspase-8 processes the Bcl-2
family member Bid, which collaborates with other members
of the Bcl-2 family to induce cytochrome c release from the
mitochondria and thereby activates the downstream intrinsic
pathway (9).

Changes in the balance between the proapoptotic and prosur-
vival signals modulate the response to apoptotic stimuli. Cancer
cells are a prominent example of how overexpression of pro-
survival factors leads to a harmful repression of programmed
cell death. In contrast, neurodegenerative disorders (Parkinson’s
and Alzheimer’s diseases) have been suggested to result from
excess cell death in slowly regenerating neurons, which leads
to a loss of function (2).

Presumably, targeting the apoptotic pathway can be a means
to treat cancer by antagonizing the prosurvival components
or by agonizing the proapoptotic components. Recent positive
results with agents that target the apoptosis pathway have in-
creased interest in cancer therapies directed at this pathway. It
is quite possible that antagonizing selected proteins within the
apoptosis pathways may not be sufficient always for broadly
applicable therapy. However, the connectivity between the path-
ways can be exploited by the judicious application of multiple
agents that act in concert, perhaps synergistically, on the dif-
ferent components of the pathway to give broad therapeutic
benefit.

When thinking about proapoptotic therapies, agents can be
designed that trigger a cascade of enzymes, such that once the
proteins have been activated the process will continue without
the help of the therapeutic agent. This is strikingly different
from a therapy that relies on enzyme inhibition for their thera-
peutic effect. The latter often requires chronic dosing to main-
tain continued enzyme inhibition. Apoptosis-inducing reagents
may require only doses sufficient to overcome initial apoptotic
roadblocks. Furthermore, fast-growing solid tumors often are
hypoxic and nutrient-starved, conditions that would lead a nor-
mal cell into apoptosis. To avoid programmed cell death, cancer
cells keep apoptosis in check through the overexpression of pro-
survival factors. The studies discussed in the following sections
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Table 1 Diseases Associated with Programmed Cell Deatha

Diseases Associated with Diseases Associated with
Downregulated Apoptosis Upregulated Apoptosis

1. Cancer
A. Hormone-dependent

tumors
Breast cancer
Prostrate cancer
Ovarian cancer

B. Follicular lymphomas
C. P53 mutant carcinomas

2. Autoimmune diseases
A. Lupus
B. Glomerulonephetis

3. Viral Infectons
A. Herpesviruses
B. Poxviruses
C. Adenoviruses

1. Neurodegenerative disorders
A. Alzheimer’s disease
B. Parkinson’s disease
C. Cerebellular degeneration
D. Amyotrophic lateral sclerosis
E. Retinitis pigmentosa

2. AIDS
3. Ischemic injury

A. Stroke
B. Myocardial infarction
C. Reperfusion injury

4. Toxin-induced liver disease
5. Aplastic anemia

aAdapted from Reference 2.

suggest that cancer cells are primed for programmed cell death
and, therefore, are more sensitive to toward the induction of
apoptosis.

Targeting the Bcl-2 Family
of Proteins

It was first observed in type Type 2 B-cell lymphoma that the
translocation of the Bcl-2 gene leads to radical overexpression
of Bcl-2 (10). The overproduction of Bcl-2 has been shown to
be transforming (10). Members of the Bcl-2 protein family con-
tain as many as four characteristically helical Bcl-2 homology
motifs (BH1–BH4). Bcl-2 proteins are divided into classes, as
prosurvival proteins (Bcl-2, Bcl-xL, Mcl-1, A-1, and Bcl-w),
proapoptotic proteins (Bak and Bax), and proapoptotic proteins
that contain only the BH3 motif (Bim, Bid, Puma, and Noxa) (3,
11). The manner in which the different Bcl-2 family members
interact and the mechanisms by which cytochrome c release is
initiated are unclear, but the central role of the Bcl-2 family
in apoptosis, and the therapeutic potential of regulating these
proteins, is well established.

Changes in the ratio of prosurvival to proapoptotic Bcl-2
proteins regulate cellular response to apoptotic stimuli. For
example, decreasing the production of proapoptotic proteins will
sensitize cells to apoptosis (12). Genta, Inc. (Berkeley Heights,
NJ) is investigating this method as a potential cancer therapy.
More specifically, antisense oligonucleotides that correspond to
the first six codons of the Bcl-2 RNA are used to stop production
of the prosurvival Bcl-2 proteins (Genasense; Genta, Inc.).
Promising results have been observed in lymphoma patients, and
phase III clinical trials are underway (13). However, in another
clinical trial, Genasense did not show sufficient efficacy in the
treatment of malignant melanoma to receive FDA approval (14).

Another potential therapeutic approach is to mimic the
proapoptotic BH3 only proteins with small molecules that bind
to the prosurvival members of the Bcl-2 family and promote
apoptosis. This interaction involves a large hydrophobic inter-
face, which is a challenging target for a small-molecule antago-
nist. Nonetheless, progress in the development Bcl-2 antagonists
has been reported. For example, a natural product, Gossypol,
isolated from cottenseed oil, was shown to have spermicidal
activity, and tested originally as a potential male contraceptive
(15). Gossypol is believed to bind to the prosurvival Bcl-2 pro-
teins (16) (see Fig. 2). The cytotoxic effects of Gossypol have
been redirected as a potential anticancer therapeutic. Ascenta
(San Diego, CA) has moved the R enantiomer of Gossypol,
AT-101, into phase II human clinical trials. In these trials, the
pan-specific Bcl-2 inhibitor has been combined with Rituxan
(Genentech, Inc., South San Francisco, CA) in the treatment
of relapsed CLL (chronic lymphocytic leukemia) (17). Recent
results with MEFs (mouse embryo fibroblasts) that express nei-
ther Bax nor Bak show that Gossypol can kill cells independent
of the proapoptotic Bcl-2 family proteins, which suggests that
another mechanism is responsible for Gossypol-induced cell
killing (18).

Work on small-molecule BH3 mimetics has been reported by
groups from Abbott Labs (Abbott Park, IL) (19), the Hamilton
group at Yale (New Haven, CT) (20), GeminX (Montreal, Que-
bec, Canada) (21), and University of Michigan (Ann Arbor, MI)
(22) (see Fig. 2). All of these agents are believed to antagonize
the prosurvival Bcl-2 members by mimicking the action of the
BH3 domain. The Abbott small molecule (ABT-737) was de-
veloped using the SAR (structure activity relationship) by NMR
(nuclear magnetic resonance) method of Dr. Stephen Fesik (19).
This molecule binds with subnanomolar potency to members of
the prosurvival Bcl-2 family, Bcl-2, Bcl-xL, and Bcl-w, but does
not bind to the other widely expressed member of the family,
Mcl-1. In vitro and in vivo studies show ABT-737 has excellent
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Figure 1 The extrinsic apoptotic pathway is triggered when death receptors are engaged by their cognate ligands, which results in recruitment of the
adaptor protein FADD and the apical caspase, caspase-8. This recruitment leads to the activation of caspase-8 and subsequent activation of the effector
caspase-3 and caspase-7. The intrinsic apoptotic pathway is triggered by stimuli, such as irradiation, chemotherapeutic agents, or growth factor
withdrawal. Activation of proapoptotic BH3-only members of the Bcl-2 family by the p53 pathway neutralizes the antiapoptotic proteins Bcl-2, Bcl-xL, and
Mcl-1, which leads to the disruption of the mitochondrial membrane potential and to the release of cytochrome c and Smac into the cytoplasm. These
events result in Apaf-1-mediated activation of caspase-9 and subsequent activation of the effector caspase-3 and caspase-7 and then culminate in cell
suicide. XIAP is the last line of defense against cellular suicide and acts by inhibiting caspases. Other IAP proteins (ML-IAP, cIAP1, and cIAP2) do not inhibit
caspases directly but sequester the proapoptotic molecule Smac, which prevents it from blocking the action of XIAP. Smac mimetics bind to IAP proteins
and block their inhibitory activity by antagonizing the critical IAP–caspase and IAP–Smac interactions.

efficacy against cell lines that do not express Mcl-1 (some lym-
phomas and small-cell lung cancer) but limited potency against
cancers that highly express Mcl-1 (18). However, when com-
bined with an agent that specifically antagonizes Mcl-1, good
efficacy is seen in cell lines where ABT-737 does not demon-
strate single agent activity (18). These results raise issues about
which Bcl-2 family members must be targeted to achieve broad
efficacy and suggest that therapeutic efficacy against diverse
cancers may require a pan-specific Bcl-2 family antagonist. Data
from GeminX (21) indicate that broad inhibition of the Bcl-2
proteins may be viable clinically because its pan-specific Bcl-2
family antagonist, Obatoclax (GeminX), demonstrated activity
against hematological tumors in a phase I clinical study.

Targeting the Inhibitor
of Apoptosis Proteins

IAP proteins prevent cell death through interactions between
their BIR (baculoviral) IAP repeat domains and the proteases
that are critical for the initiation and execution of apoptosis,
caspase-3, caspase-7, and/or caspase-9 (23). X-chromosome

linked IAP (XIAP) is a ubiquitously expressed IAP protein
and a potent inhibitor of caspases that plays a critical role in
resistance to chemotherapeutic agents and other proapoptotic
stimuli. Although no direct genetic mutation defines XIAP as
an oncogene, XIAP overexpression is common in cancer and
has been linked to poor patient prognosis (24). In another
class of IAP proteins, c-IAP1 and c-IAP2 are unique among
IAP proteins for their ability to interact with TRAF1 and
2 (tumor necrosis factor receptor-associated factors 1 and 2)
(25, 26). Importantly, c-IAP1 and c-IAP2 also are targets
of genetic amplification, which correlates with resistance to
chemotherapy and radiotherapy (27). The (melanoma inhibitor
of apoptosis protein) (ML-IAP) is upregulated in melanomas
but not expressed in most normal adult tissues (28).

Changes in IAP expression modulate apoptotic response
to cellular stress. For example, an antisense oligonucleotide
developed by Aegera Therapeutics, Inc. (Montreal, Quebec,
Canada), AEG35156, reduces expression of XIAP. Treatment
with AEG3516 increases apoptosis in studies with myeloid
leukemia cells, and the antisense approach currently is in phase
I/II clinical trials for refractory AML (acute myeloid leukemia)
in combination with chemotherapy (29). The strategy of up-
regulating IAP action to inhibit apoptosis has been validated
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Figure 2 Small-molecule antagonists of prosurvival Bcl-2 proteins: (a) ABT-737 (19); (b) GeminX (21); (c) Yale (20); (d) Gossypol (16); and (e) the
University of Michigan (22).

by transfection of a gene-encoding XIAP in a rat glaucoma
model (30).

The Smac protein promotes apoptosis by neutralizing the IAP
proteins through interactions of the Smac N-terminal region
with the BIR domains of the IAP (31, 32). The interaction
between Smac and IAP proteins disrupts the IAP inhibition
of caspases, which allows caspase activation and eventual cell
suicide. In vivo and in vitro studies reveal that cell killing via
either the intrinsic or the extrinsic pathways can be enhanced
by Smac mimetics (33–36). Collectively, these results suggest
that Smac mimetics that bind to the BIR domains of the IAPs
extricate the caspases in a manner analogous to Smac.

Significantly, interactions between Smac and the BIR3 do-
main of XIAP are localized to the four N-terminal residues of

mature processed Smac (31, 32), suggest that a small-molecule
mimetic might be sensible. The immediate challenge in devel-
oping a small-molecule Smac mimetic is rescaffolding the key
binding determinants of the tetrapeptide onto a platform that
exhibits drug-like properties. This rescaffolding has become an
active area of research with several groups producing nonpep-
tide Smac mimics. Examples of small-molecule Smac mimetics
under preclinical investigation are shown in Fig. 3, with signif-
icant progress reported by groups from Abbott (37), University
of Michigan (38), Genentech (39), Novartis (Basel, Switzer-
land) (40), Princeton University (Princeton, NJ) (41), and Texas
Southwestern Medical Center (Dallas, TX) (25). Based on these
reports, it seems that an effective Smac mimetic will require a
free amino group and a small hydrophobic amino acid at the
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(c)

(d) (e)

Figure 3 Small-molecule IAP antagonists from (a) Abbott (37); (b) Novartis (40); (c) Texas Southwestern (25); (d) the University of Michigan (38); and (e)
Genentech (39).

N-terminus, a proline derivative in the third position, and an aro-
matic group at the fourth position. The studies mentioned above
demonstrate Smac mimetics are effectors of both the extrinsic
and the intrinsic apoptosis pathways.

Targeting the P53 Pathway

The transcription factor p53 responds to cellular stress by pro-
moting the production of growth suppressors and proapoptotic
factors that lead to cell cycle arrest, senescence, or apoptosis
(42). Activation of the p53 pathway is known to target more
than 16 genes that regulate apoptosis (43). Significantly, when
detecting DNA damage, p53 initiates the expression of proapop-
totic BH3-only proteins Puma (p53-upregulated modulator of
apoptosis) and Noxa (43) (see the “Targeting the Bcl-2 Fam-
ily of Proteins” section above). Approximately 50% of cancers
show mutations or deletions in the p53 gene, which silences
a critical mechanism for limiting the propagation of damaged

cells. Most alterations that lead to loss of p53 function con-
sist of single amino acid mutations that destabilize the protein
core (44). Function has been rescued in these mutants by bind-
ing of peptides derived from the C-terminal domain (44) or
small molecules (45). Activity of C-terminal peptides is be-
lieved to be at least partially caused by antagonizing the binding
of the p53 C-terminus to the DNA-binding motif of p53. The
small-molecule activators developed by Pfizer (New York, NY)
shown in Fig. 4, CP-31398 and CP-257042, restore p53 func-
tion by stabilizing the protein core (45). The potency of these
molecules requires a hydrophobic group within a fixed distance
from an ionizable group, which suggests a specific interaction
with the protein. Studies with CP-31398 show inhibition of tu-
mor growth in melanoma and colon cancer xenograft models.

Regulation of p53 activity is complex, including numerous
posttranslational modifications. One such modification is ubiq-
uitination by the E3 ligase MDM2 (murine double minute 2); the
interaction between MDM2 and p53 has been identified as a po-
tential target for therapeutic intervention. MDM2 binds to p53
in the transcription activation domain, blocking p53 function
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(d) (e) (f)

Figure 4 Small molecules that stabilize mutant p53, (a) CP-31398 and (b) CP-257042 (45). Small molecule antagonists of MDM2 binding, (c) RITA (51);
(d) Nutlin-1; (e) Nutlin-2; and (f) Nutlin-3 (52).

while simultaneously targeting p53 for ubiquitination and degra-
dation. Cancers with functional p53 often silence p53 by the
overexpression of MDM2 (46). Studies that use either blocking
antibodies and peptides or reduction of MDM2 levels employ-
ing antisense oligonucleotides demonstrate that disruption of the
p53–MDM2 interaction activates the p53 pathway, which blocks
proliferation and promotes apoptosis (47, 48). Examination of a
crystal structure of a p53-derived peptide bound to MDM2 re-
veals that three amino acids (Phe19, Trp23, and Leu26) project
deep into a hydrophobic-binding pocket on the MDM2 surface
(46, 49). The localized nature of the interface suggests MDM2
as a potential small-molecule target. The Hamilton group used
an approach analogous to the Bcl-2 work mentioned above to
obtain a helix mimic that binds to MDM2 (50). By screening for
molecules that only show activity in cells with wild-type p53,
researchers at the Karonlinska Institutet (Stockholm, Sweden)
discovered a small molecule they named RITA, which shows in
vivo p53-dependent antitumor activity (51) (see Fig. 4). A ma-
jor advance in this area is the work reported by the Hoffman-La
Roche team (Nutley, NJ) in their development of a series of po-
tent MDM2 antagonists they named the nutlins (Fig. 4). This
class of MDM2-binding molecules was identified initially in a
high-throughput screen and followed by extensive structural op-
timization that yielded potency in the 100–300-nM range (52).

Studies using an osteosarcoma SJSA-1 xenograft tumor
model demonstrated that a 20-day course of treatment with
racemic nutlin-3 resulted in a 90% inhibition of tumor growth as
compared with vehicle treatment. Resolution of the racemate to
give the active nutlin-3 enantiomer increased potency two fold,
and studies with enantiomerically pure compound evidenced
100% growth inhibition in the SJSA-1 model as well as in
an LnCaP prostrate xenograft model. Both models showed sig-
nificant tumor regression, which suggests that the disruption of
the MDM2–p53 interaction is antiproliferative and proapoptotic

and that antagonizing MDM2 suppression of p53 is a promis-
ing therapeutic approach for cancers that retain wild-type p53
function (49).

Targeting the Death Receptors

One of the most promising advances in apoptosis-cancer thera-
pies is the activation of the extrinsic pathway through the death
receptors (53). This is an extremely active area of biology re-
search, but with little potential for a small-molecule approach.
An attractive feature of the extrinsic pathway is that its unique
activation mechanism provides an avenue for promoting cell
death in cancers that resist current therapies (8). Another feature
of the extrinsic pathway is that many cancer cells highly express
death receptors but do not express the decoy receptors that are
found on normal cells, which increases the susceptibility of can-
cer cells to death receptor activation (54). As mentioned earlier,
the potential for agents that target multiple components of apop-
tosis holds promise for effective treatment of resistant cancers.
An exciting example of this potential is illustrated in a study in
which a ligand that activates death receptors, Apo2L/TRAIL,
was combined with a Smac-derived peptide (36); complete re-
gression was observed in a mouse glioma model, one of the
most difficult cancers to treat and one for which no current
viable therapy exists. This result suggests that activation of
the extrinsic pathway in combination with apoptosis-sensitizing
agents is an effective strategy for treating cancers resistant to
conventional therapies.
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Relatively few design principles underlie the mechanisms of inhibition of a
myriad range of protease inhibitors. Protease inhibitors tend to be
competitive and to compete with substrate binding, either through direct
competition or deformation of the protease active site. Although protein
inhibitors can gain potency through the burial of a large surface area and
specificity through contacts with specific exosites, small-molecule inhibitors
primarily gain potency through interactions with the catalytic machinery of
the enzyme and specificity through interactions with the substrate binding
sites. Incorporation of these design principles into chemical probes and
drugs have improved greatly our ability to create potent and specific
protease inhibitors.

Proteolytic enzymes are ubiquitous in all organisms and consti-
tute 2–4% of the encoded gene products. They are critical for
diverse biologic processes such as digestion, blood clotting, host
defense, pathogenic infection, viral replication, wound healing,
and disease progression, to name a few. Because proteases trig-
ger an irreversible event—the cleavage of a protein—their activ-
ity must be controlled tightly. Dysregulated proteolytic activity
causes a disruption in the homeostatic balance of a biologic sys-
tem and can result in any number of poor biologic outcomes.
As a result, nature has developed several strategies for inhibit-
ing proteases to control proteolysis. Similar approaches have
often been employed in the development of synthetic protease
inhibitors. To a large extent, the same design principles that
work well for naturally occurring protease inhibitors work well
for inhibitors developed in the laboratory.

This review aims to survey the mechanisms by which pro-
tease inhibitors function. To achieve this goal, we have divided
inhibitors into categories based on their mechanism, to illustrate
that a relatively small number of design principles can be com-
bined to develop new and effective protease inhibitors. These
divisions are somewhat arbitrary, as many inhibitors could be
grouped into several classes. Because of space limitations, the
list of mechanisms is not exhaustive in its treatment of all in-
hibitors, but it aims to be illustrative of the many ways proteases
can be inhibited. Although beyond the scope of this review, it
is also important to keep in mind that spatial and temporal
regulation of proteolytic activity is critically important in biol-
ogy. Beyond the many levels of transcriptional and translational
control, proteases are expressed as inactive (or nearly inactive)
zymogens, and they are not activated until needed. Furthermore,
they are often localized to cellular structures such as the cell

membrane or stored in specific organelles such as lysozomes or
granules to minimize unwanted proteolysis. Background on the
four major classes of proteases (serine, cysteine, aspartic, and
metalloproteases) as well as on the basic mechanisms of enzyme
inhibition is abundant; please consult the “Further Reading” list
at the end of the chapter. Figure 1 provides an overview of basic
substrate and protease nomenclature, whereas Tables 1 and 2
list many of the inhibitors discussed in the text (1–21).

Mechanisms of Naturally Occurring
Protein Protease Inhibitors

Competitive inhibition

Standard mechanism

The most thoroughly studied mechanism of protein protease
inhibitors is that of the standard mechanism (or Canonical
or Laskowski mechanism) inhibitors of serine proteases (1)
(Fig. 2). Standard mechanism inhibitors include the Kazal,
Kunitz, and Bowman–Birk family of inhibitors and bind in a
lock-and-key fashion. All standard mechanism inhibitors insert
a reactive loop into the active site of the protease, which
is complementary to the substrate specificity of the target
protease and binds in an extended β-sheet with the enzyme
in a substrate-like manner. While bound to the protease, the
“scissile bond” of standard mechanism inhibitors is hydrolyzed
very slowly, but products are not released and the amide bond
is re-ligated. The standard mechanism is an efficient way to
inhibit serine proteases, and it is thus used by many structurally
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Figure 1 Diagram of a protease active site. A protease cleaves a peptide at the scissile bond, and has a number of specificity subsites, which determine
protease specificity. Substrates bind to a protease with their non-prime residues on the N-terminal side of the scissile bond and their prime-side residues
C-terminal to the scissile bond. The catalytic residues determine the class of protease. Serine, cysteine, and threonine proteases hydrolyze a peptide bond
via a covalent acyl-enzyme intermediate, and aspartic, glutamic and metalloproteases activate a water molecule to hydrolyze the peptide bond in a
non-covalent manner.

Table 1 Naturally occurring protein protease inhibitors

Inhibitor Target protease Mechanism Specificity KI Reference

BPTI S1 serine proteases Standard Mechanism broad specificity femtomolar to low nanomolar (1)
SMPI M4 metalloproteases Standard? fold-specific thermolysin –0.1 nM (3)
Staphostatin B staphopain B Competitive specific <5 nM (4)
Cystatin A papain family

cysteine proteases
Competitive broad specificity picomolar to low nanomolar (19)

TIMP 1 matrix
metalloproteases

Competitive broad specificity low nanomolar (6)

Ascaris pepsin
inhibitor 3

aspartic proteases,
cathepsin E,
pepsin, gastracin

Competitive some specificity 1–100 nM (7)

Ecotin S1 serine proteases Competitive, Exosite
binding

fold-specifc picomolar to low nanomolar (44)

Hirudin thrombin Competitive, Exosite
binding

specific 0.2 pM (11)

XIAP-BIR3 caspase-9 Allosteric, Competitive specific 20 nM (14)
α-2-macroglobin most proteases Activity dependent non-specific N.D. (18)
α-1-antipeptidase

(serpin)
serine, occasionally

cysteine
Activity dependent broad specificity elastase -6.5 × 107 M−1s−1 (17)

disparate protein scaffolds to create potent inhibitors. However,
most standard mechanism protease inhibitors tend to have
relatively broad specificity within subclasses of serine proteases.
For example, the bovine pancreatic trypsin inhibitor (BPTI)
efficiently inhibits almost all trypsin-fold serine proteases with
P1-Arg specificity, and it can also inhibit chymotrypsin (Phe P1
specificity) with a K I of 10 nM (22).

Standard mechanism inhibitors are classified strictly as
inhibitors of serine proteases. There have been reports of in-
hibitors of other classes of proteases that have similar mecha-
nisms to those of standard mechanism inhibitors, though. Initial
studies on the streptomyces metalloprotease inhibitor (SMPI)
suggest that it inhibits the metalloprotease thermolysin through a
substrate-like binding mechanism (2). Similarly, staphostatin B,
a cysteine protease inhibitor from Staphylococcus aureus , binds
in a substrate-like manner in the active site of staphopain
cysteine proteases. However, staphostatin B has a glycine P1
residue, which adopts a backbone conformation that seems to
prevent nucleophilic attack of the scissile bond (3).

Noncanonical competitive inhibitors
Several protease inhibitors bind in the active site of the protease,
but they do not bind in a substrate-like manner, instead forming

interactions with the catalytic residues in a noncatalytically
competent manner, and thus, they are not considered standard
mechanism inhibitors.

The cystatins, which are a superfamily of proteins that inhibit
papain-like cysteine proteases, are a classic example of these
inhibitors. The cystatins (Fig. 3) insert a wedge-like face of the
inhibitor that consists of the protein N-terminus and two hairpin
loops into the V-shaped active site of a cysteine protease. The
N-terminal residues bind in the S3–S1 pockets in a substrate-like
manner, but the peptide then turns away from the catalytic
residues and out of the active site. The two hairpin loops bind
to the prime side of the active site, which provides most of
the binding energy for the interaction. Thus, both the prime
and the nonprime sides of the active site are occupied, but no
interactions are actually made with the catalytic machinery of
the enzyme (23).

Tissue inhibitors of metalloproteases (TIMPs)
TIMPs inhibit matrix metalloproteases (MMPs) via a two-step
mechanism in a manner somewhat similar to that of cystatins
(Fig. 3). While the N-terminal residues of cystatins bind to
the nonprime side of cysteine proteases, TIMPs N-termini bind
in the P1–P3′ pockets of the protease, coordinate the catalytic
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Table 2 Small-molecule protease inhibitors

Inhibitor Target protease Mechanism Specificity K 1
I Reference

Bortezomib proteosome competitive, transition
state analog

specific proteosome 0.62 nM
chymotrypsin 320 nM

(43)

Pepstatin A aspartic proteases competitive, transition
state analog

class-specific sub-nanomolar (18)

Idinavir HIV protease competitive, transition
state analog

specific HIV1 pr- 0.35 nM
c. albicans asp
protease- 1 µM

(42)

Leupeptin serine, cysteine,
threonine proteases

competitive, transition
state analog

P1 arginine
specificity

trypsin 130 nM cathepsin
B- 6 nM

(51)

E64 cysteine proteases irreversible, alkylation C1 class-specific cathepsin B
89,400 M−1s−1

(23)

Phosphonates∗ serine proteases irreversible,
phosphonylation

P1 residue specificity thrombin 700 M−1s−1

trypsin 110 M−1s−1
(47)

Cephalosporin
analog

elastase mechanism-based some cross-reactivity 161,000 M−1s−1 (48)

Melagatran thrombin competitive, active
site

some cross-reactivity thrombin - 2 nM
trypsin 3.6 nM

(49)

Marimastat matrix
metalloproteases

competitive, active
site

inhibits many MMPs inhibits MMP 1,2,7,8,9
ICt0 < 20 nM

(50)

Captopril angiotensin converting
enzyme

competitive, active
site

specific ACE- 23 nM (IC50)
aminopeptidaseP-
110 µM

(45), (46)

1-Inhibition constants for covalent inhibitors are given as k inact / K I.∗ Values are for D-Phe-Pro-(4AmPhGly)P(OPh)2

NH2HN

D Phe Pro
H
N

O
O

O
P

Zn2+ ion, and exclude a catalytic water molecule from the
active site. Meanwhile a second loop of the TIMP binds in both
the P3 and the P2 pockets, and it binds to the N-terminus of
the MMP. Despite the similarities in mechanistic architecture
between TIMPs and cystatins (hairpin loops and N-terminal
residues in substrate binding pockets), TIMPs interfere with
the catalytic machinery of MMPs by chelating the catalytic
Zn2+ (5).

The ascaris pepsin inhibitor-3 is an aspin, which is a family
of inhibitors of aspartic proteases that protect worms from host
gastric enzymes. Like the cystatins, the aspins are competitive
inhibitors that bind in the substrate-binding subsites, but they do
not have an amide bond that is available for nucleophilic attack.
They gain most of their inhibitory activity by inserting their
3 N-terminal residues in the S1′–S3′ subsites of the protease (6)
(Fig. 3).

Although cystatins and aspins do not interact directly with
the catalytic residues of cysteine proteases, many protease
inhibitors, such as cytotoxic T-lymphocyte antigen 2-α and the
cathepsin propeptides, do interact with the catalytic machinery

Standard Mechanism
Inhibition of a Serine Protease

Figure 2 Standard mechanism of protein serine protease inhibitors bind
in a substrate-like manner that completely spans the active site, and act as
substrates with a very slow kcat. They interact with both the substrate
binding sites (shallow indentation) and the catalytic residues (rectangle) of
the serine protease.

of the enzyme, but they do so in a proteolyticaly noncompetent
manner. These inhibitors have long lengths of peptides that span
the active site cleft in the reverse orientation (from C-terminus
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Cystatin Inhibition
of a Cysteine Protease

Aspin Inhibition
of an Aspartic Protease

TIMP Inhibition of a
Matrix Metalloprotease

CTLAα Inhibition
of Cathepsin L

C-Term N-Term

Figure 3 Competitive, active site inhibitors of proteases. These inhibitors bind in the active site, but not in a substrate-like manner. Peptide extensions
bind in specificity subsites, and sometimes interact with the catalytic residues (rectangle), but not in a catalytically competent manner.

to N-terminus), thus preventing the catalytic cysteine residue
from obtaining proper geometry for effective nucleophilic attack
(24) (Fig. 3).

Competitive inhibition with exosite
binding

Several protease inhibitors are competitive, and they bind in the
protease active site, but also they have secondary binding sites
outside the active site, which are critical to inhibition. Exosite
binding provides two major benefits: 1) It increases the surface
area of the interaction, which leads to a greater affinity, and
2) it can provide a greatly increased amount of specificity.

Ecotin is a dimeric serine protease inhibitor found in E. coli ,
which effectively inhibits many trypsin fold serine proteases,
regardless of primary specificity, and is thought to protect
E. coli from attack by host proteases. It inhibits serine proteases
through a standard mechanism at a primary binding site, but it
also has a secondary binding site that can contribute 5 kcal/mol
of binding energy to the very tight enzyme–inhibitor complex
(Fig. 4). Surprisingly, the individual binding energies of the two
binding sites are not additive; the effect of the secondary binding
site on affinity was found to be inversely proportional to the
strength of binding at the primary site. The secondary binding
site seems to provide compensatory effects that can overcome
suboptimal binding at the primary binding site; if binding at the
primary site is not optimal, the secondary binding interaction
tends to be stronger. In this case, the secondary binding site
actually makes the inhibitor less specific, or more capable of

inhibiting a broad range of proteases, and it protects bacteria
from several host proteases (25).

Many blood-meal parasites have developed specific inhibitors
of clotting enzymes to prevent blood clotting of the host. These
inhibitors often use mechanisms of inhibition described above,
but they have domains that bind to protease exosites and provide

Ecotin Inhibition
of a Serine Protease

BIR 3 Inhibition
of Caspase 9

Hirudin Inhibition
of Thrombin

BIR 2 Inhibition
of a Caspase

Figure 4 Inhibitors that take advantage of exosite binding. These
inhibitors are all competitive inhibitors that prevent substrate binding at
the active site. BIR 3 prevents substrate binding because the active site is
not formed in the caspase monomer. Exosite binding improves the
potency and specificity of protease inhibitors.
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a high degree of target specificity. Rhodniin, which is a throm-
bin inhibitor from the assassin bug Rhodnius prolixus , has two
Kazal-type inhibitory domains and a common standard mecha-
nism serine protease inhibitor domain. Although the N-terminal
domain binds and inhibits via the standard mechanism, the sec-
ond Kazal-type domain has evolved to bind to exosite I on
thrombin. The binding affinities of the individual domains are
roughly additive, and the resultant inhibitor has a K I of 0.2
pM and exquisite specificity for thrombin (26). Hirudin, from
Hirudo medicinalis , and tick anticoagulant peptide (TAP) from
Ornithodoros moubata , specifically inhibit thrombin and factor
Xa (fXa), respectively (8, 27). They do so by similar mech-
anisms; they insert the N-terminal tail of the protein in the
protease active site (analogous to aspin inhibition of pepsin),
whereas the body of the inhibitor binds to specific exosites,
either exosite I on thrombin (Fig. 4) or the autolysis loop on
fXa. Because these secondary binding sites are specific to each
clotting factor, the inhibitors show a high degree of specificity.

Inhibitor of apoptosis (IAP) proteins inhibit caspases, which
are dimeric cysteine proteases responsible for programmed
cell death, or apoptosis. IAPs are multidomain proteins that
have multiple BIR domain repeats. One family member, the
X-linked IAP (XIAP), has three BIR domains, and uses different
BIR domains to inhibit different caspases through disparate
mechanisms.

The XIAP-BIR2 domain and its N-terminal peptide extension
are responsible for inhibition of the “executioner” caspases-3
and caspase-7. The N-terminal peptide extension binds in the
active site in a reverse orientation, which is similar to the
inhibition mechanism of cathepsin propeptides. Meanwhile,
the BIR2 domain binds to an exosite on the caspase dimer
(Fig. 4). The BIR2 domain needs both exosite binding capability
and the N-terminal extension to inhibit efficiently its target
caspases (28).

The XIAP-BIR3 domain is responsible for inhibition of the
initiator caspase-9, but it functions via a completely differ-
ent mechanism. The BIR3 domain is an allosteric inhibitor of
caspase-9; it binds to the dimer interface and prevents dimer-
ization and subsequent activation of the enzyme (9) (Fig. 4).
Caspase-9 is at the apex of the apoptotic cascade that leads
to the activation of executioner cascades. As such, BIR3 can
provide an extra level of regulation by sequestering monomers
in a catalytically inactive conformation and ensuring that no
unwanted caspase-9 activity occurs.

Activity-dependent inhibition
Sometimes called suicide substrates, several protein inhibitors
of proteases require proteolytic activity of the enzymes they in-
hibit, which leads to either covalent modification of the enzyme
or releases charged groups that inhibit the catalytic machin-
ery. In either case, this sort of activity-dependent inhibition
is powerful and fundamentally different than the competitive
mechanisms outlined above; the inhibitor acts as a substrate
and then uses the enzymes’ catalytic machinery to trap and
then inhibit the enzyme.

The potato metallocarboxypeptidase inhibitor (and metallo-
carboxypeptidase inhibitors from leeches and ticks) inhibit car-
boxypeptidase B after a proteolytic processing event. These

inhibitors bind their four C-terminal residues in the protease
subsites S3–S1′. The C-terminal residue, Gly39, is processed,
but it does not diffuse from the active site. In a type of product
inhibition, Gly39 instead stays in the S1′ pocket and chelates
the catalytic Zn2+, which creates a protease-activated reversible
inhibitor (29).

The inhibitor α-2-macroglobin and its relatives are responsi-
ble for clearing excess proteases from plasma. Less an inhibitor
than a “protease sponge,” α2 M is a large protein, which is a
tetramer of about 600 kD that has four bait loops on its surface.
When a protease cleaves one of these reactive loops, it triggers
a conformational change, and the protease becomes cross-linked
to the inhibitor through surface lysines and arginines. The
enzyme is still active; small-molecule substrates can still be
hydrolyzed by proteases complexed with α2 M, but protein sub-
strates are occluded from the active site and the complex is
cleared quickly from the blood (30).

The serpins are a family of inhibitors that inhibit covalently
and irreversibly primarily serine proteases (1) (the serpin Crm1
inhibits cysteine proteases). Serpins have a large reactive center
loop (RCL) that is presented to a protease for proteolytic pro-
cessing. During productive cleavage of the RCL, the N-terminal
half of the RCL, which is still attached to the protease as an
acyl–enzyme intermediate, is inserted into a β-sheet in the body
of the inhibitor. The resulting free-energy change is enough to
translocate the protease (which is still covalently attached to the
RCL) to the distal side of the inhibitor, and the resulting steric
collisions completely deform the protease active site, which thus
leaves the protease tethered to the serpin and completely inac-
tive (Fig. 5). The serpin inhibitory mechanism is completely
irreversible. Because of the drastic nature and irreversibility of
this mechanism, serpins function as protease scavengers, which
protect cells and tissues from unwanted proteolytic activity.

These types of inhibitors, which take advantage of the
catalytic activity of a protease to trap and inhibit the en-
zyme, are effective and powerful inhibitors. As discussed in
the following section, many small-molecule irreversible and
protease-activated inhibitors have been developed that rely on
the same fundamental mechanism of using enzyme activity to
trap and inactivate a protease.

Mechanisms of Small-Molecule
Protease Inhibitors

To develop both tools for chemical biology and possible drugs,
significant effort has gone into the discovery and development of
small-molecule protease inhibitors. The two critical components
in the design of a protease inhibitor, and indeed any enzyme
inhibitor, are potency and specificity. It has been challenging
to create potent and specific protease inhibitors for clinical
use because of the high degree of similarity among families
of proteases, but even relatively nonspecific protease inhibitors
have been invaluable in teasing apart the roles proteases play
in complex biologic processes.

An effective strategy for developing protease inhibitors has
been to take peptide substrates that target the active site and to
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Serpin Inhibition of a Serine Protease

Figure 5 Serpins inhibit serine proteases by binding a reactive center loop in the active site, forming a covalent complex with the enzyme, undergoing a
large conformational change, and irreversibly distorting the active site of the protease.

turn them into inhibitors by interfering with the catalytic ma-
chinery of the enzyme (Fig. 6). Although sometimes hampered
by specificity problems, these types of inhibitors can be useful
biologic probes, can help validate an enzyme as a drug target,
and can act as lead compounds for additional drug development.
Transition-state analogs—inhibitors that stably adopt a confor-
mation that mimics the transition state of an enzyme–substrate
intermediate—have traditionally been an effective way to de-
velop inhibitors. In addition, several irreversible inhibitors have
been developed that bind covalently to cysteine, serine, and
threonine proteases, which are proteases that form a covalent
acyl–enzyme complex during peptide bond hydrolysis.

Transition-state inhibitors

Transition-state inhibitors stably mimic the transition state of the
enzymatic reaction, and thereby interact with the substrate-bin-
ding and catalytic machinery of the enzyme in a low-energy con-
formation. Transition-state analogs are competitive, reversible
inhibitors, although some have extremely low K I’s and very
slow off-rates. All proteases activate a nucleophile to at-
tack a carbonyl, which leads to the formation of a tetra-
hedral intermediate that then collapses to form the enzyme
products—two peptides. Thus, synthetic small molecules that
mimic the tetrahedral intermediate of the protease reaction are
attractive transition-state analogs. A classic class of protease
transition-state inhibitors uses a boronic acid scaffold (4, 10).
Boronic acid adopts a stable tetrahedral conformation in the pro-
tease active site that is resistant to nucleophilic attack. Boronic
acid inhibitors, which are derivatized with different specificity
elements, have been developed against every class of protease

and have been developed into therapeutic agents; the proteo-
some inhibitor Bortezomib (Fig. 7) has been approved for the
treatment of multiple myeloma (31).

Class-specific transition-state analogs have been developed
to interfere specifically with the catalytic residues of each class
of proteases. Aspartic protease inhibitors have long been de-
signed around substrate polypeptides, with a replacement of
the scissile amide bond with a noncleavable transition-state
isostere. The first specific inhibitor for aspartic proteases,
pepstatin A, was discovered from Actinomyces , as an in-
hibitor for pepsin. It also showed strong inhibitory activ-
ity against several other aspartic proteases. Pepstatin A is
a peptide, but the scissile bond is replaced with a statine
group [(3 S,4 S)-4-amino-3-hydroxyl-6-methyl heptanoic acid)
(Fig. 7). Instead of a trigonal carbonyl, statines have a chiral
hydroxyl group, which give it the ability to mimic the tetrahedral
state of the substrate transition state (32). Other transition state
isosteres, including homostatines, hydroxyethylenes, diols, and
phosphinates have been developed for aspartic proteases, and
functionalizing these classes of inhibitors with peptidomimetic
groups to bind to the substrate binding regions, has resulted in
the development of numerous drugs, most notably HIV protease
drugs (33) (Fig. 7).

Another class of transition-state inhibitors is the peptide
aldehyde inhibitors (Fig. 7). Aldehydes inhibit cysteine, ser-
ine, and threonine proteases via a covalent, reversible mech-
anism, and metalloproteases using an analogous but nonco-
valent mechanism. Aldehydes were discovered in screens for
protease inhibitors from microorganisms and generally consist
of a peptidyl moiety that binds in the non-prime specificity
sites with a C-terminal aldehyde group. These inhibitors are

Specificity Element

Warhead

Substrate Binding
Sites

Catalytic
Residues

Figure 6 An effective strategy for developing synthetic protease inhibitors is to combine a peptide or peptidomimetic specificity element with a warhead
that binds (either reversibly or irreversibly) to the catalytic machinery of a protease.
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Figure 7 Various transition-state protease inhibitors. Bortezomib is an approved drug for the treatment of multiple myeloma. It is a boronic acid analog
that inhibits the proteosome, a threonine protease. The boronic acid moiety can adopt a tetrahedral conformation in the active site. Pepstatin is a peptidyl
aspartic acid inhibitor. The reactive statine group binds to the catalytic machinery, and the chiral hydroxyl group of the statine mimics the tetrahedral
geometry of the transition state. Idinavir is an approved HIV 1 Protease inhibitor that binds to the active site via a hydroxyethylene transition state isostere.
Aldehydes are also transition state analogs, which are susceptible to nucleophilic attack. In cysteine, serine and threonine proteases, this results in a
covalent, reversible inhibition mechanism.

substrate analogs that form a covalent hemiacetal linkage (or
hemithio acetal linkage in cysteine proteases) between the alde-
hyde of the inhibitor and the active site nucleophile of the
protease. The resulting tetrahedral adduct mimics the transition
state of the normal enzymatic reaction. The tetrahedral interme-
diate can collapse and regenerate a free inhibitor; therefore,
the enzyme–inhibitor complex is in equilibrium with a free
enzyme and a free inhibitor. Many aldehyde inhibitors, such
as leupeptin, are nonspecific and inhibit many proteases, but
medicinal chemistry efforts taking advantage of unique protease
specificity elements have led to several very specific aldehyde
protease inhibitors (10).

Transition-state inhibitors, especially those with peptidyl or
peptidomimetic extensions, are slow-binding inhibitors, and the
protease-inhibitor binding mechanism includes one or more
weakly bound intermediates before the formation of the tightly
bound E•I complex. This slow-binding inhibition is a hallmark
of inhibitors that bind in the active site in a substrate-like man-
ner. In this way, transition-state analogs mimic the association

mechanism of many of the naturally occurring protein inhibitors
described above, particularly standard-mechanism inhibitors.

Irreversible inhibitors

Serine, cysteine, and theonine proteases, which perform a di-
rect nucleophilic attack on the scissile bond (as opposed to
the water-mediated nucleophilic attack performed by aspartic
and metalloproteases) are excellent targets for covalent, irre-
versible inhibitors. Although pharmaceutical companies have
been hesitant to pursue covalent inhibitors as drugs because
of concerns over their possible cross-reactivity and potential
for the development of an unwanted host immune response, it
has been shown that a high degree of specificity can be built
into these compounds. Furthermore, they are excellent biologic
tools; when functionalized with fluorescent dyes or biotin, co-
valent inhibitors are effective imaging and pull-down reagents
and they have been used to determine the presence and roles of
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active proteases in many biologic systems. Powers and cowork-
ers (15) authoritatively reviewed these inhibitors, with detailed
analysis of their mechanisms of action, structure-activity rela-
tionships, and their effectiveness in vivo.

Covalent irreversible inhibitors of cysteine, serine, and thre-
onine proteases are capable of either alkylating or acylating
their target enzymes (Fig. 8). Alkylating agents are very effec-
tive cysteine protease inhibitors, and they include chloromethyl
ketones, fluoromethyl ketones, diazomethyl ketones, acyloxy-
methyl ketones, epoxides, and vinyl sulfones. The nucleophilic
active site cysteine attacks an activated carbon and forms an
irreversible carbon–sulfur bond. Because the active site serine
of serine proteases is generally less nucleophilic than the cor-
responding catalytic cysteine, alkylating agents primarily target
cysteine proteases. An exception is the chloromethyl ketones,
which are capable of inhibiting serine proteases, although they
have a slightly different mechanism of inhibition. After a nu-
cleophilic attack of the carbonyl of the inhibitor, the inhibitor

alkylates the catalytic histidine. The enzyme can then be dea-
cylated, but the alkylation of the catalytic histidine results in a
covalently bound inhibitor.

Inhibitors that acylate proteases present a carbonyl bond for
nucleophilic attack, but because of either the poor electrophilic-
ity of the acyl–enzyme intermediate or the inhibitor adopting
a conformation unfavorable for deacylation, the enzyme re-
action coordinate is trapped in the acyl–enzyme intermediate
state. These inhibitors can inhibit both serine and cysteine
proteases, and they can generally be sorted into two classes.
Peptidyl-acylating agents have a peptide-like specificity element
to target the inhibitor to a specific enzyme, but they have a
modified scissile bond, such as an aza-group, a carbamate, or
an acyl hydroxamate, that are resistant to deacylation. Several
heterocyclic acylating agents also exist, such as isocoumarins,
β-lactams, cephalosporins, and penems, which have their car-
bonyl groups enclosed in a ring structure. During nucleophilic
attack, the ring is sprung open, and geometric or electrostatic
effects can cause a stable acyl–enzyme complex.
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Figure 8 Irreversible inhibitors of proteases. Serine and cysteine proteases can be acylated by aza-peptides, which release an alcohol, but cannot be
deacylated due to the relative unreactivity of the (thio) acyl-enzyme intermediate. Reactive carbons, such as the epoxide of E64, can alkylate the thiol of
cysteine proteases. Phosphonate inhibitors form covalent bonds with the active site serine of serine proteases. Phosphonates are specific for serine
proteases as a result of the rigid and well-defined oxyanion hole of the protease, which can stabilize the resulting negative charge. Mechanism-based
inhibitors make two covalent bonds with their target protease. The cephalosporin above inhibits elastase [23]. After an initial acylation event that opens
the β-lactam ring, there are a number of isomerization steps that eventually lead to a Michael addition to His57. Therefore, even if the serine is deacylated,
the enzyme is completely inactive.
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Phosphonates (Fig. 8) and sulfonates represent a third class of
covalent irreversible inhibitors. These inhibitors adopt a stable
tetrahedral geometry and are covalently bound transition-state
analogs. They often have a peptide-like specificity element, and
the electrophilicity of the leaving groups can be modified to
tune the reactivity of the inhibitor. These inhibitors are specific
for serine proteases, because the serine protease active site has a
well-defined oxyanion hole, which stabilizes the transition-state
mimic.

A final group of covalent small-molecule inhibitors of pro-
teases are mechanism-based inhibitors. These inhibitors are
enzyme-activated irreversible inhibitors, and they involve a
“two-hit” mechanism that completely inhibits the protease.
Some isocoumarins and β-lactam derivatives have been shown
to be mechanistic inhibitors of serine proteases. A classic
example is the inhibition of elastase by several cephalosporin
derivatives developed at Merck (Fig. 8). The catalytic serine
attacks and opens the β-lactam ring of the cephalosporin, which
through various isomerization steps, allows for a Michael addi-
tion to the active site histidine and the formation of a stable
enzyme–inhibitor complex (34). These mechanism-based in-
hibitors require an initial acylation event to take place before the
irreversible inhibitory event. In this way, these small molecules
have an analogous mechanism of inhibition to the naturally oc-
curring serpins and α-2-macroglobin, which also act as suicide
substrates.

Reversible, competitive inhibitors

Concerns about toxicity, cross-reactivity, and immunogenicity
have hampered the development of irreversible therapeutics
that target proteases. Therefore, many noncovalent, reversible,
competitive protease inhibitors have been developed. Most of
these inhibitors interact with both the catalytic residues and
the substrate binding sites, as binding to either individual ele-
ment usually will not provide enough specificity or potency. In
some cases, such as small-molecule peptidomimetic inhibitors
of thrombin (35) (Fig. 9), binding to the substrate binding
sites of the protease has provided sufficient potency, but this
is likely because of the buried nature and unique specificity
of the thrombin active site. In most cases, though, binding to
the catalytic machinery provides potency, whereas the substrate
binding sites provide opportunities for specificity. Metallopro-
tease inhibitors provide a representative example of reversible,
competitive, small-molecule inhibitors. Metalloproteases have
been the targets of multiple large-scale drug discovery efforts,
and many inhibitors have been developed, with varying re-
sults. many inhibitors of the angiotensin-converting enzyme
(ACE) have been brought to market to combat hypertension
and myocardial infarction. Conversely, the first generation of
matrix metalloprotease (MMP) inhibitors failed in clinical tri-
als for the treatment of cancer, in part because the inhibitors
had cross-reactivity with other metalloproteases. The common
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mechanistic feature between these inhibitors and, indeed, most
small-molecule metalloprotease inhibitors is that they all have
a functionality that chelates the catalytic zinc of the enzyme
(36) (Fig. 9). Numerous chelating groups have been reported
(37), such as hydroxamates, thiols, carboxylates, and boronic
acids, but the challenge has been to develop molecules that
both chelate the catalytic zinc and specifically bind to the
substrate specificity regions of the enzyme. The second gen-
eration of MMP inhibitors have modified the reactivity of the
metal-chelating group and have improved the specificity profiles
of the substrate-binding moiety of the inhibitors (36). The diffi-
culty in producing specific inhibitors might have been predicted
by looking at naturally occurring macromolecular metallopro-
tease inhibitors. Four known human TIMPs exist, which are
responsible for the inhibition of well over 20 MMPs. Clearly,
MMP evolution has not been guided by the development of
strict specificity elements. Instead, chelation of the catalytic zinc
and substrate site binding defines naturally occurring metallo-
protease inhibitors, and gaining specificity remains a difficult
medicinal chemistry problem.

Allosteric inhibitors

As cataloged above, it can be difficult to develop specific pro-
tease inhibitors targeted to the active site of the enzyme, because
of similarities in both the catalytic machinery and the binding
sites among families of proteases. But as our understanding
of protein dynamics grows, it is clear that allosteric regula-
tion events control protease function, from zymogen activation,
to dimerization, to substrate localization, to cofactor binding.
Controlling these events offers a way to control protease activ-
ity more specifically. Inherent difficulties in this process exist,
as these allosteric sites are often not well defined. Furthermore,
it has proven difficult to interrupt protein–protein interactions
with small molecules, as potential binding sites are usually
shallow and solvent exposed. Despite these hurdles, recent
strides have been made in the development of small-molecule
allosteric inhibitors of proteases. To try to combat the rapid
rate of resistance to HIV protease inhibitors, several groups
have developed modified peptides that disrupt the HIV protease
dimer and thus inactivate the enzyme (38). While searching
for novel inhibitors of caspases, Hardy et al. (39) developed
small-molecule inhibitors of caspase-3 and caspase-7. Crystal
structures determined that the inhibitors bound near the dimer
interface of the caspase-7, but they did not interfere with dimer-
ization. They inhibited the enzyme by locking two loops form-
ing the active site in a zymogen-like conformation that renders
the enzyme catalytically inactive. This process is reminiscent
of XIAP-BIR3 inhibition of caspase-9, which also locks the
enzyme-active site in a catalytically inactive conformation by
interfering with loop packing in the active site. Although rela-
tively few small-molecule allosteric inhibitors of proteases have
been discovered to this point, growing interest exists in allosteric
regulation of proteases (as discussed in the following sections),
and more allosteric inhibitors are sure to follow.

Inhibitors Developed via Protein
Engineering

Protein engineering has allowed for the development of many
new protease inhibitors with increased potency and specificity
and for diverse mechanisms of action. Because of the relatively
shallow active sites, homology, and broad specificity of many
proteases, larger molecules are attractive inhibitors in that they
can bury more surface area during binding and hopefully gain
more potency and specificity.

One strategy has been to improve the specificity of naturally
occurring protease inhibitors, either through rational design or
via phage display. Mutations to residues that interact with the
protease active site have drastic effects on inhibitor affinity, but
specificity tends to be gained through evolution of secondary
interactions. The standard mechanism serine protease inhibitors
ecotin (40) and eglin c (41) have been refined at both of their pri-
mary and secondary interaction sites, which drastically improve
their specificity for a single protease. Although not altering the
primary mechanism of action of the inhibitors, the engineering
of secondary binding sites gives these inhibitors a mechanism
of inhibition similar to that of the anticlotting inhibitors such as
hirudin, and greatly improves inhibitor specificity.

Another strategy has been to develop polypeptide-based in-
hibitors of proteases. Typically consisting of 10–20 amino acids,
and often containing disulfide bonds to rigidify the inhibitors
and decrease the entropic cost of binding, constrained pep-
tides have been developed to inhibit aspartic, cysteine, serine,
and threonine proteases. Although peptides are not ideal drug
molecules because of their susceptibility to proteolysis, the rela-
tively small size of constrained peptides allows for the creation
of extremely diverse libraries. Furthermore, they are amenable
to the incorporation of non-natural or D-amino acids, which thus
greatly increases potential diversity. The mechanisms of action
of these inhibitors have sometimes mimicked known biologic
mechanisms, and sometimes they have been completely novel.
Constrained peptide phage display libraries have yielded stan-
dard mechanism inhibitors of the serine proteases chymotrypsin
(42) and urokinase-type plasminogen activator (uPA) (43) with
moderate potency and specificity. Cyclic peptides have also
been shown to inhibit competitively the aspartic protease renin,
and they are thought to bind to the enzyme in a substrate-like
manner (44).

Constrained peptides that mimic natural inhibitors are essen-
tially a reduction of naturally occurring inhibitors to just their
reactive elements. But several allosteric peptide inhibitors have
been developed that have novel mechanisms of inhibition, which
reveal information about enzyme function, and suggest new
ways of regulating proteolysis. Constrained peptide libraries
have yielded two extremely potent exosite inhibitors of the clot-
ting enzyme factor VIIa (fVIIa) (45, 46). The two inhibitors are
bound to two different sites outside of the active site of the
enzyme, and they had unique mechanisms of inhibition. One
inhibitor, A-183, functioned by forcing a loop near the active
site into an inactive conformation and by occluding substrate
binding to the enzyme. The other inhibitor, E-76, was a non-
competitive inhibitor of FVIIa’s natural substrate, factor X, and
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it seems to work by locking the enzyme in a zymogen-like
conformation. In another example of allosteric inhibition, an
α-helical peptide was designed to disrupt—and thus prevent
activation of—the dimerization of the protease from Kaposi’s
sarcoma-associated herpes virus (KSHV) (47). The mechanisms
of inhibition of these peptide inhibitors clearly overlap with
those of both small-molecule and naturally occurring allosteric
inhibitors; namely they lock their target enzymes in an inactive,
closed, or zymogen state. The allure of allosteric inhibition is
founded in the idea that it is possible to find multiple sites on
an enzyme to regulate activity, and these molecules have done
this by using established mechanisms to inhibit new proteases.

A third approach has been to mature specific protease in-
hibitors on other natural protein scaffolds, such as antibodies.
Antibody inhibitors have been raised against metalloproteases
(48), cysteine proteases (49), and serine proteases (50), and to
this point, characterized inhibitors have either been monoclonal
antibodies raised from hybridomas or from phage-display li-
braries. The mechanisms of inhibition are familiar; protease an-
tibody inhibitors either interfere with multimerization (and thus
activation) of a protease (51), bind to loops and protein–protein
interaction sites to occlude substrate binding, or bind in the pro-
tease active site. The benefit of using antibodies as inhibitors is
that they are exquisitely specific—antibodies have evolved to
bind specifically to their antigen—and are useful biologic tools
for imaging and in vivo experiments. And that they have been
able to mimic the mechanism of inhibition of naturally occur-
ring protease inhibitors suggests that specific antibody inhibitors
can be developed for many proteases.

Conclusions and Future Directions

Relatively few design principles underlie the mechanisms of
inhibition of an awe-inspiring range of protease inhibitors.
Protease inhibitors tend to compete with substrate binding,
either through direct competition or deformation of the protease
active site. Although protein inhibitors can gain potency through
the burial of a large surface area and specificity through contacts
with specific exosites, small-molecule inhibitors primarily gain
potency through interactions with the catalytic machinery of the
enzyme and specificity through interactions with the substrate
binding sites. The search for novel modes of enzyme control,
such as allosteric regulation, is particularly exciting, with the
hope that these regulatory sites will be more amenable to the
design of specific inhibitors.

The design of new inhibitors based on these principles is
critically important. A great deal remains to be learned about
the role of proteases in biology, and effective, reliable chem-
ical tools are needed to tease apart these processes. The fail-
ure of MMP inhibitors in clinical trials stemmed from toxicity
problems (cross-reactivity that could be eliminated with more
specific inhibitors), and just as critically, an incomplete under-
standing of which MMP was important to what stage of cancer
growth and metastasis. A more thorough understanding of the
role of individual proteases might have alleviated some of these
issues. Because of their critical roles in biology, proteases are
attractive drug targets. Although only a handful of anti-protease

drug targets have approved inhibitors on the market thus far
(DPPIV, HIV, ACE, and proteosome inhibitors), several drug
discovery efforts that target proteases are underway, which aim
to treat, for example, viral infections, parasitic infections, throm-
bosis, osteoporosis, neurodegenerative diseases, and cancer. As
our understanding of the targets and the design principles of
their inhibitors improve, more treatments are sure to follow (7,
12–14, 16–21).
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Amyloids are β-sheet rich fibrillar protein structures that result from the
self-assembly of polypeptides and proteins. A wide range of proteins are
known to form amyloid fibrils in vivo and an even larger number do so in
vitro. More than 20 different human diseases involve amyloid formation,
and the amyloid fibril or intermediates populated during its assembly are
cytotoxic. All amyloid fibrils share common structural features despite
exhibiting considerable variation in primary sequence. These features
include a crossed β-sheet organization in which the individual β-strands are
arranged perpendicular to the fiber axis such that the hydrogen bonds are
oriented parallel to the fibril axis, resistance to proteolysis, and the ability to
bind to certain dyes. Normally, the aggregation of proteins into amyloid is
a pathological event; however, evidence indicates that naturally occurring
amyloids may also play a beneficial biological role in vivo.

A wide range of human diseases result from the inability of
specific proteins to fold into their correct biologically active
three-dimensional structures or result from the failure of pro-
teins to remain in their properly folded states. These conditions
are referred to broadly as protein misfolding diseases, and they
result from a variety of causes. In some cases, the efficiency
of folding may be compromised by a range of posttranslational
events that lead to insufficient production of active proteins;
however, many protein misfolding diseases are caused by the
transformation of normally soluble proteins or polypeptides into
ordered aggregates. The latter diseases are referred to commonly
as amyloidoses. They represent a large group of diseases char-
acterized by the deposition of insoluble ordered protein deposits
that are known as amyloid fibrils or amyloid plaques (Table 1).
The term “amyloid” was used first by Rudolph Virchow in 1854
when he used the word to describe a macroscopic tissue abnor-
mality that exhibited a positive iodine staining reaction. For
reviews of the history of amyloid, see References 1 and 2.
Today the term amyloid refers to a specific type of protein
quaternary cross-β structure that results from the self-assembly
of peptides, polypeptides, and proteins into ordered aggre-
gates. The first recognition of amyloid as something more
than just an amorphous deposit was made in 1927, when
polarized light microscopy was used to show that Congo
Red-stained amyloid from a variety of tissues exhibited positive

birefringence (3). These early observations of Congo Red bire-
fringence promoted electron microscopic (EM) investigations
of human amyloid. The first EM studies revealed a common
fibrillar ultra structure among the various amyloid deposits in-
vestigated (4). Since then, our understanding of the general
architecture of amyloid fibrils has increased dramatically with
the advancement and refinement of experimental techniques
(5–12). Research into amyloid has exploded in recent years
into a large and dynamic field that continues to grow and to
develop. Because space limitations prevent a comprehensive
discussion of this fascinating area of chemical biology, we will
avoid in-depth discussions of specific amyloid diseases, or of
the computational and theoretical studies that are emerging.
The development of inhibitors of amyloid is an active area
of research, but space limitations prevent a detailed discus-
sion. We do note, however, that several amyloid inhibitors are
in various stages of clinic trials, and their development bears
watching.

In this article, we provide a brief overview of the fundamental
aspects of amyloids by focusing on the common features of
amyloid fibrils, which include their mechanisms of formation
and their cytoxicity. From the vast and ever-growing amyloid
literature, we cite several key papers and some interesting
historical references, and we provide citations to several recent
review articles.
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A Diverse Range of Proteins Form
Amyloid

Amyloids are formed when normally soluble proteins or poly-
peptides aggregate and deposit as amyloid plaques in the tissues
of affected individuals. In vivo, amyloid deposits consist of one
major protein and, usually, a set of common minor components
that are derived largely from building blocks of the basement
membrane, which includes proteoglycans (10, 13, 14). Minor
protein components of in vivo amyloid deposits include serum

amyloid P component, collagen, and apolipoprotein E. In vitro,
highly purified proteins can self-assemble into amyloid fibrils in
the absence of these other components. A wide range of proteins
are known to form amyloid in vivo, and even more proteins can
form amyloid in vitro (Table 1). Indeed, it has been proposed
that nearly all proteins can form amyloid under appropriate
conditions, and the cross-β structure has been hypothesized to
represent a default free energy minimum for the conformation
of a polypeptide chain (15). Thus, it has been suggested that
amyloid was an important early fold in pre-biotic evolution and
perhaps has existed for as long as proteins (16).

Table 1 Prevalent pathological and functional amyloid and amyloid-like structures, and their major protein components

Disease or amyloidosis Aggregating protein Amyloidosis type

Amyloidotic polyneuropathy; familial amyloid
cardiopathy; senile systemic amyloidosis

Transthyretin Systemic

Finnish hereditary amyloidosis Fragments of gelsolin mutants Systemic
Huntington’s disease Human huntingtin with

expanded polyglutamine
repeats

Local

Tuberculosis and Rheumatoid arthritis Serum amyloid A Systemic
Pulmonary alveolar proteinosis Surfactant protein C (SP-C) Local
Cerebral autosomal dominant arteriopathy with

subcortical infarcts and leukoencephalopathy
(CADASIL)

Notch 3 Systemic

Cystic fibrosis, AA (secondary) amyloidosis Amyloid A protein Systemic
Serpinopathies Serpins Systemic
Aortic medial amyloidosis Medin (lactadherin) Local
Atrial amyloidosis Atrial natriuretic factor Systemic
Intracytoplasmic neurofibrillary tangles;

Tauopathies
Tau protein Local

Alzheimer’s disease; inclusion-body myositis;
Down’s syndrome; retinal ganglion cell
degeneration in glaucoma; Cerebral
β-amyloid angiopathy

Amyloid β peptide 40 and 42 Local

Hereditary cerebral haemorrhage with
amyloidosis

Mutants of amyloid β peptide Local

Familial British dementia ABri Local
Familial Danish dementia ADan Local
Type II diabetes, pancreatic islet amyloidosis Amylin, also known as IAPP Local
Parkinson’s disease and other synucleinopathies α-Synuclein Local
Familial amyotrophic lateral sclerosis Superoxide dismutase (SOD1);

TDP-43
Local

Creutzfeldt–Jakob disease; bovine spongiform
encephalopathy (mad cow disease);
Gerstmann-Sträussler’s syndrome

Prion protein Local and systemic

Injection-localized amyloidosisc Insulin Local
Fibrinogen amyloidosis Variants of fibrinogen α-chain Local
Lysozyme amyloidosis Mutants of lysozyme Systemic
Restrictive amyloid heart; ApoAI amyloidosis Apolipoprotein AI Local
ApoAII amyloidosis Apolipoprotein AI Local
ApoAIV amyloidosis N-terminal fragment of

apolipoprotein AIV
Local

Pulmonary alveolar proteinosis Lung surfactant protein C Local
Glucagon amyloid-like fibrils Glucagon Nonpathologic
Cutaneous lichen amyloidosis Keratins Systemic
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Table 1 (Continued )

Disease or amyloidosis Aggregating protein Amyloidosis type

Medullary carcinoma of the thyroid Calcitonin Local
Cataract γ-Crystallins Local
Hemodialysis-related amyloidosis β2-microglobulin (β2m) Systemic
Cutaneous amyloidosis; localized amyloidosis of

the skin
Lambda immunoglobulin light

chains of variable subgroup I
Systemic

Corneal amylodosis associated with trichiasis Lactoferrin Systemic
Icelandic hereditary cerebral amyloid angiopathy Mutant of cystatin C Local
Pituitary prolactinoma Prolactin Local
Hereditary lattice corneal dystrophy Mainly C-terminal fragments of

kerato-epithelin
Systemic

AL (light chain) amyloidosis (primary systemic
amyloidosis)

Monoclonal immunoglobulin
light chains

Systemic

AH (heavy chain) amyloidosis Immunoglobulin heavy chains Systemic
Fibrinogen amyloidosis Fibrinogen Local
Critical illness myopathy (CIM) Hyperproteolytic state of

myosin ubiquitination
Local

Silks of insects and spiders ADF-3, ADF-4, and other silk
proteins

Functional

Pmel17 amyloid (protection of melanocytes
against melatonin toxicity during
pigment-melanin biosynthesis)

Pmel17 Functional

Factor XII amyloid (activator of hemostatic
system)

Factor XII protein Functional

Curli amyloid (cell–cell adhesion molecules) Curli E. coli Protein (curlin) Functional
Functional prions Yeast and fungual prions

Sup35,URE2p Rnq1P,
HET-s

Functional

Despite the vast differences in the amino acid sequence of
amyloid-forming polypeptides, all amyloid fibrils share com-
mon structural features and ligand binding properties. These
properties include a crossed β-sheet organization in which the
individual β-strands are arranged perpendicular to the fiber axis
such that the hydrogen bonds are oriented parallel to the fibril
axis, resistance to proteolysis, and the ability to bind to the dyes
Congo Red and thioflavin-T (5–12, 17, 18). Typically, amyloid
fibrils are 5 to 10 nm wide, unbranched, and variable in length.
Transmission electron microscopy (TEM) and atomic force mi-
croscopy (AFM) studies have shown that amyloid fibrils are
usually made up of protofilaments, each of which are typically
2–5 nm in diameter. Normally, the protofilaments twist together
into rope-like structures with 2–6 protofilaments per fibril or self
associate in a lateral fashion to generate long ribbons (7, 10, 11).
The submicroscopic packing of the protofilaments varies ac-
cording to differences in the primary amino acid sequence of
the polypeptide and the environmental conditions in which amy-
loid formation is triggered. Because of the noncrystalline and
insoluble nature of amyloids, it has been difficult to obtain de-
tailed molecular structures of amyloidogenic proteins in their
fibril form using conventional biophysical techniques such as
X-ray crystallography and solution-state nuclear magnetic res-
onance (NMR) spectroscopy. Solid state NMR methods have
been applied to the study of amyloid fibrils and have proven to

be enormously useful, most notably in studies of the Aβ peptide
(8, 19, 20). Solid-state NMR studies of synthetic amyloid fibrils
have demonstrated that fibrils formed from peptides can be com-
posed of parallel or antiparallel β-sheets, depends on the length
and amphilicity of the peptide (20). Exciting recent work has
led to high-resolution X-ray structures of several 7-mer polypep-
tides derived from amyloidogenic proteins (9, 12). These new
structures reveal an extremely well-packed interface between
pairs of β-sheets and the expected cross-β structure. It is not
yet clear that these exceptionally well-packed structures will be
representative of amyloid fibrils formed by larger polypeptides
and proteins. One theory is that large globular proteins, like
lysozyme (21), β2 microglobulin (22), and cystatins (23, 24)
undergo three-dimensional domain swapping during amyloid
fibril formation. Studies of amyloid-like fibrils of ribonucle-
ase A with a Q10 hinge-loop expansion demonstrate domain
swapping and functional native-like domains. This study indi-
cates that the native-like conformation of the primary sequence
can be maintained in the non–cross-β regions of the protein
chain (25). It is, however, not clear whether the subunits of
other domain-swapped amyloid-like fibrils might also consist
of native-like polypeptide structures. How the non–cross-β re-
gions of the protein chain are accommodated in the amyloid
fibril is still unknown.
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The highly ordered structures of amyloids allow the specific
binding of histological dyes like Congo Red and thioflavin-T
(3, 17, 18). Dye-binding studies have played a major role
in amyloid research and form the basis of simple convenient
assays; however, they are not without their pitfalls. For many
years, Congo Red birefringence has been the standard test for
the presence of amyloid (3, 17). Recent studies argue that
Congo Red also binds to native proteins and lacks secondary
structure specificity, which indicates that the dye is not specific
for amyloid (26). Congo Red can also affect the rate of amyloid
formation, either enhancing or inhibiting fibril formation, which
emphasizes even more that it should be used with caution as
a diagnostic tool for studying amyloid fibrils in vitro (27).
Thioflavin-T is also used extensively for characterizing the
presence of amyloid fibrils and their rate of formation (18).
This dye, which can be detected by fluorescence, is a better
alternative for in vitro fibril detection than Congo Red. Studies
by confocal microscopy that use polarized light have indicated
that thioflavin-T binds to amyloid with the long axis of the
dye parallel to that of the fibril axis (i.e., perpendicular to the
direction of the individual strands). The dye likely binds by
inserting itself into the grooves formed between sidechains at
positions i and I + 2 on the surface of the cross-β structure (28).
For a flat β-sheet, approximately four strands are sufficient to
generate a groove long enough to accommodate one molecule
of thioflavin-T. It is thought that the steric constraints imposed
by these surface grooves account for the relative specificity of
the dye for the crossed-β structure of amyloid fibrils.

Medically, amyloid diseases can be divided into three broad
classes: neurodegenerative, systematic, and local amyloidosis
(10). In neurodegenerative diseases, amyloids are deposited in
the brain. Important examples in this class include the spongi-
form encephalopathies, Huntington’s, Alzheimer’s, and Parkin-
son’s disease. In systemic amyloidoses, aggregation occurs in
multiple organs and tissues. A subset of systemic amyloi-
doses includes senile systemic amyloidosis; lysozyme amy-
loidosis; AL amylodosis, which is caused by the aggregation
of immunoglubin light chains or fragments thereof; familial
transthyretin-associated amyloidosis, which develops from de-
position of wild-type or one of more than 50 mutated forms of
transthyretin (TTR); and diseases of chronic inflammation, in
which an N-terminal fragment of the acute phase protein serum
amyloid A forms amyloid deposits. In the non-neurological, lo-
calized amyloidoses, amyloid deposition occurs in one target
organ, which is usually proximal to the production site of the
amyloidogenic peptide. Common examples of this third class
include medullary thyroid carcinoma, which is associated with
amyloid deposition of (pro)calcitonin; artial amyloid, which is
caused by artial natriuretic factor; amyloid formation by the
γ-crystallins associated with cataract; type 2 diabetes, which is
characterized by deposition of islet amyloid polypeptide (IAPP
also known as amylin); as well as many others (Table 1). Some
diseases are sporadic whereas others are hereditary. The associ-
ation between amyloid fibril formation and disease pathogenesis
is common for all amyloidoses, and the cytotoxic properties of
amyloidogenic peptides are well documented (29, 30). The ex-
act mechanism of amyloid-induced cell death is, however, still
not completely clear.

The proteins and polypeptides that form amyloid can be di-
vided into two broad structural classes: namely those that adopt
a well-defined tertiary fold in their normally soluble state and
those that are flexible and intrinsically disordered in their un-
aggregated state. Normally, proteins that adopt a well-defined
globular fold in their unaggregated state require a partial
unfolding event to become aggregation competent. Particu-
larly well-characterized examples include TTR, β2 microglob-
ulin (responsible for dialysis-related amyloid), and lysozyme
(21, 22, 31–35). Molecules that bind and stabilize the native
states are potential therapeutic agents for amyloid diseases that
develop from folded proteins, because they reduce the ten-
dency to populate the amyloidogenic precursor states (31). In
some cases, natively unfolded polypeptides also seem to re-
quire a partial fold to form amyloid. Studies on tau (associ-
ated with neurofibrillar tangles) and Aβ (which forms amyloid
deposits in Alzheimer’s disease) suggest that amyloid forma-
tion in these systems is preceded by formation of a helical
intermediate (36, 37).

Common Features of Amyloid
Formation

An increasing number of studies on a variety of amyloidogenic
peptides and proteins argue that underlying commonalties exist
in mechanisms of amyloid formation at least in vitro, which
are independent of the details of the polypeptide sequence. This
finding is true for both of the structural classes of amyloids
defined above. The exact mechanism of amyloid formation has
not been determined fully; however, extensive experimental ev-
idence indicates that amyloid formation proceeds by a variation
of the so-called nucleation-dependent polymerization pathway
(38, 39). The kinetics of amyloid formation are complex and
typically exhibit a lengthy lag phase during which little or no
amyloid is formed, which is followed by a much more rapid
growth phase. Oligomeric nuclei are formed during the slow
lag phase. Once a critical assembly of precursors form an ac-
tive seed, a second, more rapid phase of fibril polymerization
occurs, which leads to the classic amyloid morphology. Amy-
loid formation can be accelerated substantially by the addition of
preformed seeds (40). Often, the lag phase can be abolished by
seeding a solution of unaggregated peptide with a small amount
of preformed fibrils (Fig. 1). Seeding is generally, although not
completely, specific. Fibrils often preferentially, but not always,
seed reactions that contain the same polypeptides from which
they were formed. This finding indicates that primary structure
similarity is important for binding interactions between seeds
and polypeptide monomers. Although the general ultrastructure
of all amyloids seem similar, clear morphological differences
exist between amyloid fibrils formed from different proteins.
These variations in morphology are caused by differences in
the molecular packing and the organization of fibril subunits, as
influenced by the polypeptide primary sequence. Other external
environmental factors such as solution pH, ionic strength, tem-
perature, and agitation have also been shown to affect fibrillar
morphologies of amyloids produced in vitro.

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Protein Misfolding, Amyloid Formation

Seeded

Unseeded

Growth phase

Time

F
ib

ril
liz

at
io

n

Lag phase

Figure 1 Schematic representation of the progress of fibril formation. The
solid line represents an unseeded reaction. A distinct lag phase is observed
followed by a rapid growth phase. Seeding (dashed line) can by-pass the
lag phase.

There is a rich experimental and theoretical literature ex-
ists on protein assembly and aggregation, and various kinetic
models have been used to rationalize the time course of amy-
loid formation (38–41). Perhaps the classic example of a pro-
tein assembly reaction is that of actin, which is described by
a nucleation-dependent mechanism. The nucleation-dependent
model comprises three steps: 1) association of monomers into
oligomers, 2) conversion of the oligomers to a nucleus, and
3) growth of the final fibril by addition of monomers to the end.
The nucleation-dependent polymerization model cannot explain
all amyloid formation reactions. The existence of the character-
istic lag phase is not well predicted. Double nucleation schemes,
which were developed initially by Mozzarelli et al. (42) during
their pioneering studies of hemoglobin S polymerization, have
been invoked to explain the existence of a lag time. Double
nucleation models include primary nucleation steps similar to
the nucleation-dependent polymerization model, but they also
invoke a second nucleation step that is dependent on the pres-
ence of fibrils (i.e., the fibrils can act as secondary nucleation
sites). The second step is unimportant before fibrils are formed
but becomes increasingly important as the amount of fibrils in-
creases. This mechanism was used early on to model amyloid
formation kinetics; however, the dependence of the lag phase
on protein concentration in amyloid formation is not always
well predicted by this model. In particular, the model predicts
a lag time that scales much more strongly with monomer con-
centration than is sometimes observed. Variants of the original
double nucleation scheme have been developed that can ac-
count for the weakened concentration dependence. Irrespective
of the details, the view that amyloid formation proceeds by
a cooperative, nucleation-polymerization mechanism is widely
accepted (10, 40).

The structure shared by amyloid fibrils and the common
themes in its assembly provide a unifying mechanism of cell
toxicity; thus, a better understanding of the amyloid assembly
process at the molecular level should give invaluable insight
into the identification and the development of effective therapeu-
tic innovations for a wide variety of human amyloid diseases.

Amyloid fibrils or their precursors are toxic and are directly
responsible for cell death. The majority view in the field is that
partially structured oligomers that appear as intermediates in
the aggregation process may be the toxic entities, rather than
the mature fibrils (43–49). In this view, amyloid may repre-
sent a relatively benign state that sequesters the protein, and if
true, may suggest that several compounds that have been devel-
oped to inhibit the assembly of amyloid fibrils could actually
be harmful if they lead to the build up of toxic prefibril in-
termediates (50). It is important to realize, however, that good
evidence suggests both fibrils and prefibril species can be toxic,
at least in some cases. For example, the pathological effects
in the systemic amyloidoses are caused by disruption of organ
function by the formation of large amyloid deposits. In addition,
the results of several recent studies are very difficult to recon-
cile with the “only oligomers are toxic” model. For example,
the Tottori and English Familial Alzheimer disease mutations
are associated with aggressive early onset of Alzheimer’s dis-
ease, yet their effect is to increase the rate of fibril formation
without increasing meta-stable intermediates. Thus, a detailed
understanding of the mechanism of amyloid fibril formation and
the identification of the toxic species and their mode of action
are subjects of major importance and are currently the focus of
considerable research.

Until very recently, the aggregation of proteins into ordered
amyloid fibrils was thought to be a pathological event that leads
to cytoxicity and highly debilitating diseases; however, amyloid
need not always be deleterious. Amyloid-like structures may
have applications in bio-nanotechnology, which includes roles
as templates for the assembly of novel structures, as materials,
and as cell-supporting matrices (51, 52). In addition, evidence
now suggests that naturally occurring amyloids can play bene-
ficial biological roles in vivo. Several functional amyloid fibrils
derived from a diverse range of single and multi-cellular organ-
isms have been identified and described recently (49). A list of
functional amyloid and amyloid-like structures is provided in
Table 1.

A particularly well studied example of functional amyloid is
provided by Curli assembly (53). Curli amyloids are assembled
by bacteria such as Escherichia coli and Salmonella. Once
assembled on the extracellular surface, Curli amyloid fibers
function as natural cell adhesion molecules that link together
bacterial cells into robust cellular networks of biofilms. Other
examples of functional amyloids include the silk fibers observed
commonly in spider webs; the Chorion proteins of egg shells;
Factor XII, which is an activator of the hemostatic system; and
other naturally produced adhesives and materials (54).

In humans, the formation of Pmel17 amyloid has been shown
to be important for melanin formation (55). Melanin is a nat-
ural pigment for skin coloration, UV protection, and chemical
detoxification, and it is synthesized in melanosomes. Pmel17
amyloid fibrils have been shown to protect melanosomes against
pigment melanin toxicity by decreasing the diffusion of toxic
melanin precursor molecules out of the cell. The formation and
the degradation of functional amyloids seem to be highly reg-
ulated, which is hardly surprising given the toxicity associated
with nonfunctional amyloids (54, 55).
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Amyloid structures can also act as nonchromosomal genetic
elements, which lead to non-Mendelian inheritance. This finding
can have drastic and disastrous effects in the prion diseases.
However, several amyloid forming prions have been suggested
to be potentially functional, which include the yeast proteins
Het-s and β-prion . The Het-s prion, which is found in 80%
of wild isolates, carries out heterokaryon incompatibility to
presumably prevent infection by incapacitating fungal viruses
(56, 57). The β-prion, which has been shown to be necessary
for meiosis and for cell survival in the stationary phase (58),
has also been proposed to be potentially beneficial for fungal
cells. Other prion proteins, like Sup35p, URE2p and Rnq1p,
which have been demonstrated to form amyloid reversibly
in the cytoplasm in a non-Medelian epigenetic fashion, have
been argued to provide evolutionary advantages for host cells
(59–61). This hypothesis is intriguing and will no doubt be the
focus of much attention.

The study of the assembly, degradation, and regulation of
functional amyloids may well provide important clues for con-
trolling aberrant amyloid formation, and a greater understanding
of the diverse physiological applications of the amyloid fold
may open potential new avenues for the treatment of amyloid
diseases. The discovery of functional amyloids has interesting
and possibly worrying implications for the treatment of amyloi-
doses. A common strategy for the treatment of amyloid diseases
is to develop inhibitors of amyloid formation. Functional amy-
loids share a common structure with pathological amyloids,
thus, inhibitors could have the unintended side effects of dis-
rupting the assembly of functional amyloids. Whether this issue
is critical remains to be determined.
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Protein bioconjugation is a critically important tool for the elucidation of
enzyme mechanisms, the tracking of biomolecules in living systems, the
improvement of pharmacokinetic properties, and the construction of new
materials. All these applications rely on a continually expanding set of
chemical reactions that can modify native protein functionality in aqueous
solution under mild pH and temperature conditions. To survey these
techniques, this article provides an introduction to the chemical reactivity
of the amino acid side chains, with an emphasis on the selectivity that can
be achieved using a particular reactive strategy. Site-selective techniques
that target the unique reactive properties of N-terminal residues are also
reviewed, as are native chemical ligation methods for the modification of
the C-terminus. Whenever possible, the mechanistic aspects of the
reactions are discussed, as these considerations provide the foundation for
future reaction development. The article concludes with a brief description
of labeling reactions that selectively target unnatural functional groups in
the presence of native protein functionality.

Our understanding of the chemical reactivity of proteins lies
at the very heart of chemical biology. In concert, the chemical
behavior of the amino acid functional groups provides the basis
for enzyme catalysis, and the differences between their reactive
properties allow chemoselective protein labeling techniques to
be developed. The ability to attach new functionality to a protein
of interest allows the rich diversity of biomolecular function to
be expanded to the limits of one’s imagination, which affords
hybrid structures that can enhance our understanding of and in-
teractions with living systems. For example, the biological role
of many proteins has been clarified by tracking their cellular
localization with attached fluorescent probes (1, 2). In many
cases, chemical cross-linking strategies have then facilitated the
identification of their binding partners. Radiolabels are com-
monly introduced to assess protein biodistribution in vivo, and
polymers have been attached to improve circulation behavior
(3, 4). Surface immobilization offers exceptional promise for
the generation of microarrays for proteomic studies, and chem-
ically modified proteins have been used to build new materials
that use biological structure to template inorganic crystal growth
(5, 6).

At the core of these studies is the expanding set of chemical
reactions that can modify biomolecules in buffered aqueous
solution. These techniques push organic reactivity to the limits
of efficiency and chemoselectivity, often with the ability to
modify a single functional site among hundreds of spectator

groups. This article focuses on the reactive principles that have
led to the development of these strategies, with a particular
emphasis on the site selectivity that can be achieved for each.
It is hoped that this survey can serve as a useful guide for those
individuals wishing to modify a protein of interest and that it
can facilitate the design of new strategies for modifying proteins
with ever-increasing levels of precision and yield.

General Reactivity and Stability
Considerations

Proteins have evolved to catalyze a remarkably diverse set
of chemical transformations, largely by employing general
acid/base chemistry and radical pathways (7). Although this
range of reactivity provides the very reason for our interest
in the chemical behavior of proteins, it also limits our ability to
make general predictions about how specific reagents and condi-
tions will affect a biomolecular target. As long as we remember
that each protein has a unique reactivity “personality,” however,
we can formulate a few guidelines that can serve as logical start-
ing points for protein analysis, purification, and modification
protocols.
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The amide linkages of proteins are generally stable under
both acidic and basic conditions, as are the native amino acid
functional groups. However, changes in pH will alter the pro-
tonation state of many side chains (Fig. 1), which will result
in changes in their reactivity and the overall folding state of
the protein. To maintain higher-order structure, most modifi-
cation techniques are conducted at a pH between 6 and 8.5,
although many proteins will remain folded outside this range.
The three-dimensional structure of most proteins is stable in
aqueous solution between room temperature and 37◦ C, and
many proteins (such as those isolated from thermophilic or-
ganisms) can be heated to temperatures that are significantly
higher before unfolding occurs. Large fractions of organic co-
solvents (such as methanol, DMF, and DMSO) are generally
disruptive to protein structure, whereas small amounts are often
used to solubilize the organic reagents that are used for protein
modification. Although it is sometimes possible to refold pro-
teins into their native conformation after denaturation occurs,
this refolding can be difficult to achieve in practice because
of unwanted aggregation or the absence of chaperones that fa-
cilitate the correct folding pathway. Thus, unless a refolding
protocol is available or anticipated, it is recommended that pro-
teins be processed under the mildest conditions possible if more
biochemical studies are to be pursued.

The side chain functional groups contain a wide range of
nucleophiles, including amines, thiolates, carboxylates, phe-
nolates, and electron-rich aromatic rings, but disulfide bonds
represent the only appreciably electrophilic functional groups.
Therefore, the bulk of protein modification reagents are them-
selves electrophilic in nature. Amino acid side chains in the
active sites of enzymes often show distinct nucleophilicity be-
cause of the alteration of their pKa values or other forms of
activation. This nucleophilicity allows these positions to be tar-
geted by less-reactive electrophiles that are ineffective for the
modification of “ordinary” residues. An excellent review of this
technique for the activity profiling of enzymes has recently ap-
peared (8).

Many side chain groups are prone to oxidation, including
thiolates, thioethers, and indole rings, but proteins are relatively
nonreactive toward reducing agents (disulfide bonds again being
the one exception). Although several proteins are known to
catalyze reactions through radical pathways, proteins themselves
are often unreactive toward radical species in solution [such
as polymerization initiators (9)]. The lack of alkene functional
groups also precludes the direct participation of proteins in most
electrocyclization reactions.

A critical consideration for any protein labeling experiment
is the level of site specificity that can be achieved. Largely, the
inherent selectivity is dictated by the abundance of the targeted
amino acid in the protein sequence. As listed in Fig. 1, the
commonly modified amino acids occur with average frequencies
ranging from 1.4% (tryptophan) to 6.3% (glutamic acid) of
the amino acids overall (10). However, significant variations
are commonly observed, as tabulated for the soluble cellulase
domain in Fig. 1 (11). The hydrophobicity of the amino acids
also influences their relative surface accessibility and, thus, their
ability to participate in a particular reaction. The best strategy
for the modification of a particular protein, therefore, varies on a

case-by-case basis, which makes it important to have a range of
modification techniques that can target several different amino
acids.

These considerations form the basis for the numerous tech-
niques that are now available for the chemical modification of
proteins. The sections that follow will examine these techniques
and the reactive principles by which they function. A section
describing reactions that display orthogonal reactivity to native
protein functional groups has also been included because of the
growing importance of these reactions as tools to label proteins
in complex mixtures. Because it is not practical to summarize all
protein bioconjugation methods here, this information instead is
intended to serve as an introduction to the concepts that drive the
development of these reactions. Several additional reviews and
books on protein modification have been listed in the Further
Reading section.

Chemical Reactivity of Amino Acid
Residues in Proteins

It should be stressed that proteins are more than just the sum
of the amino acids that comprise them. Surprises abound when
predicting the chemical modification behavior of a particular
protein, largely because of the complex interplay between the in-
dividual functional groups and the local environments in which
they reside. Nevertheless, the first step to understanding the
chemical behavior of proteins is to characterize the reactive
properties of the individual side chain groups. The following
sections describe these aspects, with an emphasis on the chemi-
cal techniques that are commonly used to modify these residues
for applications in chemical biology.

Chemical reactions of lysine residues

The amino groups of lysine residues are highly nucleophilic
in aqueous solution, which makes them the most commonly
targeted sites for covalent protein modification. As they must
be deprotonated to react, these reactions are typically run at
slightly elevated pH (often 8–9). However, many lysine mod-
ification reagents undergo competing hydrolysis under alkaline
conditions, and thus a balance must be struck to obtain optimal
modification yield. Although the average pKa of lysine ammo-
nium groups is 10.5, this value can be altered significantly by
interactions with other charged groups on the protein surface.
A recent review has described an analysis technique to evaluate
these effects (12).

The most common reagents for lysine modification are
NHS-esters, which react with amines at rates that are signif-
icantly greater than background hydrolysis, Fig. 2a (13). These
reagents are most commonly prepared from carboxylic acids and
isolated before exposure to the protein substrate. Because of the
popularity of this method, dozens of premade NHS-esters are
now commercially available. In cases where aqueous solubil-
ity is problematic, sulfonated NHS-esters can be used. Because
virtually all proteins have many lysine residues on their sur-
face, this reaction affords the most reliable and general method
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for protein modification, although initial screens are still rec-
ommended to determine the required amount of reagent and
optimal buffer conditions. It should be noted that the abun-
dance of lysine residues also renders this technique inherently
non-site selective, which leads to mixtures of products that vary
in both the number and location of the modifications. Although
lysine acylation is the principal reaction that occurs with these
reagents, the N-terminus can also be acylated, as can a variety
of other nucleophilic side chains. In the latter cases, the transient
species that result are often cleaved by exposing the protein to
hydroxylamine before isolating the product by gel filtration.

Several related reagents are also available for lysine modifi-
cation, including isocyanates, which are often prepared from
acyl azides using the Curtius rearrangement (Fig. 2b); and
isothiocyanates (Fig. 2c), which are more stable for long-term
storage. Amine arylation can also be accomplished using
2,4-dinitrofluorobenzene (Sanger’s reagent, Fig. 2d). The prod-
ucts of this reaction are fluorescent, which assists their detection
in sequencing applications. All of these reactions proceed under
similar conditions and are often selected based on the conve-
nience of reagent preparation from the compounds on hand.

As an alternative strategy, lysine residues can be modified
through reductive alkylation, Fig. 2e. This method is most fre-
quently carried out by exposing the protein to aldehydes in the
presence of hydride-containing agents that reduce the transiently
formed imines. NaB(CN)H3 and NaB(OAc)3H are commonly
used for this purpose. As an alternative, transfer hydrogenation
can be carried out in the presence of an Ir(III)[Cp*]2(bipyridyl)
catalyst, which allows imine reduction to occur under mild
conditions using buffered formate as the hydride source (14).

Relative to acylation strategies, modification via reductive alky-
lation preserves the overall charge state (and thus the solubility)
of the protein. In general, this technique also suffers from poor
site selectivity.

Chemical reactions of cysteine residues
and disulfides

By far the most widely used methods for site-selective protein
modification target cysteine residues. In contrast to lysine,
cysteine is one of the rarest amino acids (10), and it is unusual to
find it in the reduced form on protein surfaces. Thus, it is often
possible to introduce a uniquely reactive cysteine residue using
genetic methods. Similar to lysine-modifying reagents, many
cysteine-reactive small molecules are commercially available
because of the success of this overall strategy.

In the reduced state, the sulfhydryl group of cysteine can be
deprotonated (pKa ∼8) to generate a potent thiolate nucleophile.
This species then can be intercepted by “soft” electrophiles, such
as iodoacetamides (Fig. 3a), maleimides (Fig. 3b), acrylamides,
and vinyl sulfones (Fig. 3c), to result in the formation of a
new carbon–sulfur bond. Although lysine residues can also
be modified using many of these reagents, cross-reactivity can
often be minimized by running the reactions at relatively low pH
to encourage protonation of the amino groups. Varying amounts
of cysteine-alkylating reagents (from 1 to 1000 equivalents)
are used to reach the desired level of modification. Although
possible, the acylation of cysteine residues is not commonly
used as a modification strategy because the resulting thioesters
hydrolyze over time in solution.

Front view Back view

Lysine

Tyrosine

Aspartic and Glutamic acid

Cysteine

Tryptophan

Histidine

Amino Acid Abbreviation Side Chain pKa 

Average 
Abundance10 

Number in Cellulase 
Sequence11 Modify With: 

Lysine K 10.5 5.9% 25 (5.8%) NHS Esters 

Cysteine C 8 1.9%  6 (1.4%) Maleimides 

Aspartic Acid D 3.5 5.3% 33 (7.7%) EDC + Amines  

Glutamic Acid E 4 6.3% 13 (3.0%) EDC + Amines  

Tyrosine Y 10 3.2% 30 (7.0%) Diazonium Salts 

Tryptophan W n/a 1.4% 11 (2.6%) Rhodium Carbenoids 

Histidine  H 6 2.3% 10 (2.3%) Diethylpyrocarbonate

Methionine M n/a 2.3% 10 (2.3%) Cyanogen Bromide 

Arginine R 12.5 5.1% 5 (1.2%) Glyoxal Compounds 

Figure 1 Tabulated data for amino acid side chains commonly targeted in chemical modification reactions. As a specific example, a space-filling model of
a soluble celulase domain from C. cellulolyticum (PDB ID 1IA7) shows the relative abundance and surface accessibility of these residues. Examples of
commonly used modification reagents are also listed.
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Cysteine-alkylating groups have been coupled to small mole-
cules that bind to specific sites on a protein to gain an additional
level of labeling selectivity. As one example, a weakly reactive
fluoromethyl ketone was fused to pyrrolopyrimidines known to
inhibit a series of kinases. When binding to two kinases (RSK1
and RSK2), selective alkylation was observed for a cysteine
residue adjacent to the binding site (15). Ligand–receptor in-
teractions have also been implicated in the modification of ion
channels. In these studies, maleimides bearing channel-blocking
groups were used to alkylate genetically introduced cysteine
residues. After modification, the activity of the ion channels
could be controlled by the photoisomerization of an attached
azo moiety (16).

A second method for the modification of cysteine residues
involves the formation of disulfide bonds (Fig. 3d). In this
method, reduced cysteine residues exchange with exogenous
disulfides, which leads to the formation of new disulfides on
the protein surface. This reaction can be driven to completion
by mass action using a large excess of disulfide, or its effi-
ciency can be improved by using asymmetric disulfides that
possess good leaving groups. Disulfides of 2-thiopyridone (17)
and 3-carboxy-4-nitrothiophenol (Ellman’s reagent) are com-
monly used for this purpose. To assist with the thermodynamic
considerations of these reactions, a helpful table of disulfide
reduction potentials has been published (18). A unique aspect
of this class of cysteine-modification reactions is that they are
reversible, which is a feature that could be exploited for drug
delivery applications (19).

Disulfides themselves are often modified during protein
analysis. Most commonly, this modification is accomplished
by reducing them with dithiothreitol, mercaptoethanol, or tris

(2-carboxyethyl)phosphine (20) and following this reduction by
a subsequent alkylation step using any of the reagents listed
above, Fig. 3e (21). An interesting version of this procedure
has been developed to link both of the cysteines that result
from the reduction step through two consecutive alkylation re-
actions (22). The ability of this technique to replace a disulfide
bond with a more robust link could be used to improve the
stability of proteins, hormones, or antibodies for in vivo ap-
plications. To distinguish reduced cysteines from disulfides in
proteolytic digests, a biotin-based affinity capture strategy has
been developed (23).

Chemical reactions of aspartic and
glutamic acid residues

The surface of most proteins displays many aspartic and glu-
tamic acid residues, which provides an additional set of lo-
cations for protein modification. The carboxylate groups are
predominantly deprotonated at neutral pH (pKa = 3.5–4), which
makes it generally difficult to distinguish between the many
copies that are present. In cases where site selectivity is
not a concern, the carboxylate functional groups can be ac-
tivated through the use of water-soluble carbodiimides, such
as N -ethyl-3-N ’,N ’-dimethylaminopropyl carbodiimide (EDC),
Fig. 4. This reagent forms an O-acylisourea intermediate that
can react with amines to form amides. This intermediate can
also hydrolyze to regenerate the carboxylate anion, and in some
cases it will undergo an acyl shift to yield an N -acyl urea. This
latter pathway results in a permanent modification of the pro-
tein and in a deactivation of the carboxylate group toward more
modification. Nucleophilic catalysts (such as NHS and HOBT)

N O R

OO

O

R NCS

N
H

HNH
N

O
R

O

N
H

HNH
N

O
N
H

S
R

N
H

HNH
N

O
N
H

O
R

R

R NCO

1. (PhO)2PON3
2. Heat

N

HNH
N

O

R H

O

R

H

N
H

HNH
N

O
R

NaB(CN)H3
-or-

NaB(OAc)3H

N

N
Ir

+
OMe

OMe

H

-or-

HCO2H, pH 7

cat.

(a) Acylation with NHS-Esters

(c) Reaction with Isothiocyanates

(b) Reaction with Isocyanates

(e) Reductive Alkylation

Lysine

Lysine

Lysine

Lysine

(d) Arylation with Sanger's Reagent

N
H

HNH
N

O

Lysine

NO2

NO2

NO2O2N

F

CO2H

Figure 2 Chemical modification strategies for lysine residues.
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have been shown to suppress this pathway (24). When lysine
side chains supply the amino groups, this reaction results in pro-
tein cross-links that can be used for topology mapping purposes.
As one example, this technique has been used to determine the
number of individual protein subunits in an ion channel, which
affords information about its multimeric state (25).

Chemical reactions of tyrosine residues

Although the chemical modification of tyrosine residues has en-
joyed a long history, this residue remains an underused target
for bioconjugation reactions. It is typically modified through
electrophilic aromatic substitutions (EAS), which makes its re-
activity distinct from other amino acid side chains. This reaction

complementarity is particularly useful in cases when cysteine
chemistry cannot be used or in combination with cysteine chem-
istry when multiple labels need to be introduced in specific
locations. Although tyrosine is a relatively common amino acid,
it is often buried in the interior of the protein. This placement
effectively reduces the number of phenolic side chains that can
participate in reactions, which often leads to higher site selec-
tivity than can be expected for lysine modification strategies.
In general, EAS reactions are selective for the positions adja-
cent to the phenolic hydroxyl group, and in some cases (such
as iodination) two additions can be observed for a single ring.
When increased reactivity is needed, reactions are often run at
elevated pH (pH 8–10) to access an appreciable population of
the more nucleophilic phenolate anion.
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The oldest method for the modification of tyrosine residues
occurs through the use of diazonium salts, as reported in 1904
(26). This reaction results in the formation of azo compounds
that are brightly colored, Fig. 5a. Both tyrosine and histidine
participate in these reactions, and it has been reported that
aliphatic amino groups can react to form unstable triazens
(27, 28). Thus, it should not be assumed that tyrosine is
the only modified amino acid without additional confirmation.
In the case of tyrosine, these reactions typically require the
participation of the phenolate anion and thus are carried out at
pH 8–10 at 4◦ C (29). In most cases, the diazonium salts are
generated through the reaction of anilines with sodium nitrite
under acidic conditions and are used immediately. This reaction
has been used to produce antigens (30) and to elucidate the
requirements of tyrosine and histidine in enzyme active sites
(31). The azo products have also served as probes of amino acid
surface accessibility (29), thus providing an indirect method
to determine protein conformation. One recent example has
used this reaction to immobilize pig liver esterase on silica to
prepare a reusable catalyst for the hydrolytic kinetic resolution
of racemic esters (32).

Diazonium coupling reactions have also been applied to the
modification of protein assemblies, reaching nearly quantitative
conversion for the modification of tyrosine residues that are
displayed on MS2 (33) and TMV (34) viral capsids. These
proteins are particularly good targets for this reaction, as each
capsid monomer possesses a single solvent-exposed tyrosine
residue and contains no histidines. In these studies, it was
found that electron-withdrawing substituents in the 4 position
of the diazonium salt significantly enhanced the efficiency of
the reaction. These modification reactions have been used to
introduce hundreds to thousands of ketone and aldehyde groups
for the subsequent attachment of MRI contrast enhancement
agents (35) and water-solubilized carbon nanotubes (36).

Phenol nitration with tetranitromethane (37) (TNM) is typi-
cally run at pH 8 at room temperature and is selective for tyro-
sine residues under these conditions (although some oxidation
of cysteine residues has been reported) (38). The product of this
reaction could be thought to develop through an electrophilic

aromatic substitution reaction, but the mechanism instead has
been shown to proceed through a radical coupling pathway (39).
The degree of nitration is easily quantified by measuring the ab-
sorbance of nitrotyrosine at 428 nm. If the reaction is performed
under more rigorous conditions, such as with increased equiv-
alents of TNM, then histidine, tryptophan, and methionine can
also react.

The in vivo nitration of tyrosine by peroxynitrite and other
reactive nitrogen species is implicated in many disease states
and is an area of active research (40). It has recently been
proposed that tyrosine nitration, mediated by nitric oxide and
superoxide, is a regulated cell signaling pathway that provides
quick response to the microenvironment of the cell (41–43).

The iodination of proteins has proven to be invaluable in
the area of biomedical research. These techniques allow the
biodistribution of biomolecules to be tracked after they have
been labeled with radioisotopes, such as Iodine-131. Although
early studies used molecular iodine and bromine for this purpose
(37), more efficient reagents have since been developed to make
better use of small quantities of radioisotopes. An improved
iodination method that uses iodine monochloride (ICl) has been
exceptionally useful for protein radiolabeling, with efficiencies
as high as 60–80% being reported, Fig. 5b (44). Since its
original disclosure, several modifications of this reaction have
been reported to improve efficiency and reduce handling hazards
(45–47). An alternative Chloramine-T based method has also
been developed to achieve both low and high levels of specific
radioactivity, with iodine use as high as 60–75% (48).

Formaldehyde-induced cross-linking is commonly used for
many biochemical applications, from studying protein–protein
interactions to immobilizing whole cells on surfaces. Although
a detailed early review of the effect of formaldehyde on pro-
teins (49) implicated tyrosine as one residue responsible for
cross-linking, a few reports have been written regarding the
rigorous chemical characterization of this mechanism with mod-
ern analytical techniques. A recent investigation into the nature
of these cross-links used extensive enzymatic degradation and
MS/MS analysis of insulin that had been exposed to formalde-
hyde to determine the relative level of participation of different
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amino acids in cross-linking reactions (50, 51). The researchers
concluded that tyrosine was among the most reactive amino
acids in this procedure, reacting in an electrophilic aromatic sub-
stitution with Schiff bases formed between formaldehyde and
the amines of nearby lysine residues, Fig. 5c. It is important
to note that all methods for protein cross-linking that use this
approach require high (>200 mM) concentrations of formalde-
hyde and often elevated temperatures (>37◦ C) that would not
be suitable for preserving the native function of most proteins.

A more recent advance in tyrosine modification chemistry has
been the development of a Mannich-type reaction that involves
the condensation of an aniline derivative with aldehydes, fol-
lowed by the nucleophilic addition of tyrosine to generate a new
carbon–carbon bond, Fig. 5d (52). This modification strategy is
operationally straightforward and occurs under mild reaction
conditions. In most cases, the protein target is incubated with
formaldehyde and an aniline of choice at concentrations that
range from 5–25 mM in pH 6.5 aqueous buffer. Importantly,
aliphatic amines do not participate in the reaction at these con-
centrations, which prevents undesired protein cross-linking. The
reaction is typically quenched by the addition of hydroxylamine
to cleave any imines that have been formed with lysine residues.
Proteolytic digests and NMR experiments have confirmed the
selectivity of the reaction for tyrosine, although side reactions
with tryptophan have also been noted in some cases. Although
cross-reactivity is likely to be observed in some cases, this re-
action has been reported for the coupling of synthetic peptides
to tyrosine residues on intact proteins (53).

Much interest has appeared in the development of techniques
that can identify adjacent proteins in large multimeric assem-
blies. As one example, a tyrosine-based cross-linking strategy
has been developed through the use of Ni(II) ions that bind to
(His)6 tags on proteins of interest (54, 55). During oxidation
to Ni(III) in the presence of persulfate ion or a peracid, the
metal ion extracts an electron from a nearby tyrosine residue
to create a radical intermediate. This species then couples to
additional tyrosine residues and ultimately forms a dityrosine
link after abstraction of a hydrogen atom by sulfate radical
and re-aromatization, Fig. 5e. In the absence of a nearby ty-
rosine, a mechanism that involves the addition of a cysteine or
lysine is proposed. In a subsequent report, an additional strat-
egy coined “photo-induced crosslinking of unmodified proteins”
(PICUP) was described as a technique that did not require a
(His)6 tag (56). In this system, ruthenium(II) tris(bipridine),
in combination with ammonium persulfate as an electron ac-
ceptor, effectively cross-links tyrosine-containing proteins with
irradiation times of less than one second. In this reaction, the
excited ruthenium complex donates an electron to ammonium
persulfate, which generates Ru(III) as the one-electron oxidant.
In follow-up studies, it was demonstrated that nickel-catalyzed
proximity biotinylation and Ru(II)(bpy)3-mediated oxidative
cross-linking can be used effectively to measure the equilibrium
dissociation constant and stoichiometry of protein complexes
(57). This methodology has also been used to map the large
multiprotein complex 20 S proteasome core particle (58) and
has provided a valuable tool for the study of pro-amyloid fila-
ments (59). A modified version of this strategy has been used to

cross-link tyrosine residues on a viral capsid and to modify them
with alkyl halides that were added to the reaction solution (60).

A palladium-based method has been developed for the alky-
lation of the phenolic oxygen of tyrosine residues, Fig. 5f (61).
In this reaction, allylic carbonates, esters, and carbamates are
activated by palladium(0) complexes in aqueous solution to
form electrophilic pi–allyl complexes. These species react at
pH 8–10 with the phenolate anions of tyrosine residues, which
results in the formation of an aryl ether and the regeneration of
the Pd(0) catalyst. The reaction requires P(m-C6H4SO3

−)3 as
a water-soluble phosphine ligand. Activated pi–allyl complexes
that do not react with tyrosine residues undergo β-hydride elim-
ination under the basic conditions to yield diene by-products.
A particularly attractive feature of this method is its ability
to use substrates with charged groups in the allylic positions.
This ability allows hydrophobic substrates, such as lipids, to be
solubilized to facilitate protein modification.

Chemical reactions of tryptophan
residues
Several features of tryptophan residues render them strategic
targets for chemical modification. Tryptophan is the most fluo-
rescent of the native amino acids, and the emission wavelength
and intensity of this residue are often used to assess changes
in the folding state of the protein or to detect ligand binding.
Through the chemical alteration of this residue, these properties
could be enhanced, shifted, or abrogated to determine the envi-
ronment of a single tryptophan residue in the presence of others.
As tryptophan residues are often hydrophobic contributors in
binding sites, the modification of this residue could offer a way
to modulate substrate binding. Studies have also revealed the
importance of tryptophan side chains as mediators of electron
transfer (62), which suggests opportunities to tune the electrical
potential of tryptophan side chains through derivatization. As it
is the rarest of the amino acids (particularly on protein surfaces),
its selective modification could provide a strategic handle for
bioconjugation when cysteine chemistry cannot be used. Be-
cause of its importance, a growing number of techniques are
becoming available for the modification of this residue.

The electron-rich indole ring of tryptophan is susceptible
to attack by electrophilic reagents. Although the 3-position
is typically the most nucleophilic site of the aromatic ring,
the alkyl substituent present in tryptophan residues can di-
rect reactions to occur at the 2-position instead. Electrophilic
halogen species, such as N -bromosuccinimide (NBS) (63) and
in situ-generated dimethylchlorosulfonium ions,(64) have been
used for some time to effect the oxidation of tryptophan
residues through the intermediacy of halohydrins, Fig. 6a.
These transient species undergo elimination, followed by tau-
tomerization to afford 2-oxindole products. The halogenation
conditions can also involve the intramolecular attack of the
amide carbonyl on the bromonium ion intermediate, Fig. 6b
(65). The resulting iminolactone hydrolyzes readily, which
results in peptide bond cleavage. This procedure thus pro-
vides a useful alternative to cyanogen bromide cleavage for
use in proteomics applications. With NBS, cleavage at ty-
rosine and histidine residues can also occur through sim-
ilar pathways. As a more tryptophan-selective alternative,
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3-bromo-2-(2-nitrophenylsulfonyl)-3-methylindole (BNPS-ska-
tole) is often used (66).

It was recently reported that the tryptophan residues of
proteins could be nitrated by the action of peroxynitrite (67).
This reactive nitrogen species (RNS) is generated from the
reaction of nitric oxide with superoxide at a rate that is ten
times greater than the destruction of superoxide by dismutases.
The authors propose that the nitration of tryptophan, although
less common than tyrosine nitration, could serve to modulate
the function of some proteins. However, at this time the in vivo
evidence for tryptophan nitration by RNS has yet to be reported.

One common way to modify tryptophan residues occurs
through the addition of 2-hydroxy-5-nitrobenzyl bromide
(HNB). Also known as Koshland’s reagent (68), this com-
pound first alkylates the 3-position of the ring and eventually
leads to the formation of a product mixture through subse-
quent intramolecular cyclization pathways, Fig. 6c. This reagent
exhibits good tryptophan selectivity, although some levels of

cysteine cross-reactivity (about fivefold less) are sometimes ob-
served. Multiple additions to a single tryptophan residue have
also been reported (69). Nonetheless, this compound has long
served as the reagent of choice to estimate the tryptophan con-
tent of proteins (70, 71), and it has been used extensively to
probe the role of tryptophan in the active sites of enzymes
(72–74).

As an alternative reaction pathway, a recent report has shown
that the nitrogen atom of the indole ring can be modified using
malonyl dialdehyde derivatives with quantitative conversion,
Fig. 6d (75). When carried out under strongly acidic conditions,
such as 50% aqueous trifluoroacetic acid, competing Schiff base
formation and arginine modification can be avoided. Although
the strongly acidic conditions required for this reaction will un-
doubtedly denature protein substrates, this reaction offers a con-
venient method for the identification of tryptophan-containing
peptides for proteomics applications. The aldehyde group re-
maining in the product can be derivatized through hydrazone
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formation, which allows enrichment of tryptophan-containing
peptides through solid-phase capture (76).

A transition metal catalyzed reaction has been developed to
modify tryptophan residues on proteins with high chemoselec-
tivity, Fig. 6e (77). This reaction involves metallocarbenoid
intermediates generated in situ through the degradation of vinyl
diazo compounds by rhodium carboxylate salts. The resulting
species react with indole rings to form a mixture of N - and
2-substituted products, likely proceeding through direct N–H
insertion and cyclopropanation/ring opening pathways, respec-
tively. Although no organic cosolvent is required for the reaction
to occur, the addition of small amounts of ethylene glycol can
be used to achieve solubilization of the diazo compound. Hy-
droxylamine hydrochloride was found to promote this reaction
significantly, presumably by binding the catalyst and attenu-
ating the reactivity of the metallocarbenoid species. However,
the use of this additive requires that the reaction be carried out
under low pH conditions (∼pH 3.5) that would be expected
to denature most proteins. A subsequent study has reported
that 4-diazo-1,6-heptadiene-3,5-dione derivatives can be used
at neutral pH without the use of this additive (78). This report
demonstrated the use of this approach for the attachment of flu-
orescent probes to a tryptophan residue on beta-lactoglobulin.

Chemical reactions of other amino acid
residues
Several other amino acids are known to react selectively with
chemical reagents. Although they are less commonly targeted
for bioconjugation, the modification of these residues is often
used for the purposes of analysis or to annihilate catalytic ac-
tivity. As one example, histidine residues can be acylated using
diethylpyrocarbonate (Fig. 7a), a commonly used strategy to
deactivate RNase when intact RNA molecules are required.
Methionine residues react selectively with cyanogen bromide
(CNBr) (79), which results in the formation of cyclic imidates
that can be cleaved during acidification (Fig. 7b). This method
has long been used to degrade full-sized proteins into smaller
peptides for sequencing analysis. Methionine residues are re-
active toward oxidants, such as periodate, yielding sulfoxides.
Arginine residues can be modified selectively using dicarbonyl
compounds (Fig. 7c) (80). Both single- and double-addition
products are obtained in these reactions. Serine and threonine
residues are generally difficult to modify in aqueous solution
unless they are present in the active sites of proteases (8) or at
the protein N-terminus, as described below.

Modification of the N- and
C-Termini
As multiple copies of even the rarest amino acids are often
present, cases exist in which none of the chemical modification
strategies described above can be used to functionalize a single
site. To address this challenge, many groups have developed re-
actions that take advantage of the unique chemical reactivities
of the polypeptide termini. In addition to providing improve-
ments in site selectivity, these methods have been used to form
native-like peptide links in some instances.

(a) Histidine Acylation with Diethylpyrocarbonate

(c) Arginine Modification with Dicarbonyl Compounds
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(b) Methionine Cleavage with Cyanogen Bromide
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Figure 7 Chemical modification strategies of other amino acid residues.

Modification of the N-terminus

Historically, the most important technique to target the N-termi-
nus has been the Edman degradation, Fig. 8a (81). In this se-
quencing method the N-terminal amino group is first reacted
with phenylisothiocyanate to form a thiourea. During subse-
quent acidification, the sulfur atom attacks the proximal amide
bond, which results in the removal of the first amino acid
from the polypeptide chain. The initially formed thiazolidinone
quickly rearranges under the acidic conditions to form the more
stable thiohydantoin. HPLC analysis then is used to identify the
liberated residue. The remaining polypeptide chain bears a new
N-terminal amino acid that can be removed in a subsequent se-
quencing round. Peptides up to 50 amino acids in length can be
analyzed in this fashion.

The N-terminal amino group is less basic [pKa = 6–8 for
the protonated form (82)] than lysine amino groups, which
makes it possible to achieve a degree of selective acylation by
using NHS-esters at relatively low pH. However, this strategy
usually does not yield absolute site selectivity because of the
large number of competing lysines that are present. More
selective N-terminal modification reactions also involve the
side chain functionality of the first amino acid. A common
example is the oxidation of beta-amino alcohols of N-terminal
serine and threonine residues to yield aldehyde groups for
subsequent modification (Fig. 8b) (83, 84). N-terminal serine
and cysteine residues can also be condensed with aldehydes to
form oxazolines and thiazolidines, respectively (Fig. 8c) (85).
Both of these links are stable at high pH, but display varying
hydrolysis rates in acidic media. Aldehydes are known to react
readily and irreversibly with N-terminal tryptophan residues,
yielding high yields of Pictet–Spengler products (Fig. 8d) (86).
Finally, N-terminal cysteine residues can participate in native
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chemical ligations with thioesters, as detailed in the next section
(see Fig. 9).

As an alternative to these techniques, reactive functional-
ity can also be introduced at the N-terminus using biomimetic
strategies. Early reports by Dixon indicated that reactive func-
tionality can be accomplished by exposing proteins to aldehydes
(such as glyoxylic acid) and Ni2+ or Cu2+ ions (87, 88). More
recently, a metal-free version of this reaction has been reported
using pyridoxal phosphate (PLP) to effect the transamination re-
action (89). This method proceeds in buffered aqueous solution
at pH 6.5 at 22–50◦ C. Several N-terminal amino acids, such as
glycine and aspartic acid, have been shown to be compatible
with this method, whereas tryptophan can react with the alde-
hyde of PLP through other pathways, as described in the pre-
vious paragraph. This technique provides a convenient method
for the site-specific modification of several protein targets and
has been demonstrated for the attachment of polymerization ini-
tiators (9) and surfaces to proteins through well-defined links
(90). This method has also been applied to the modification of
monoclonal antibodies in sites that are adjacent to the antigen
binding regions (91).

Modification of the C-terminus

The native chemical ligation (NCL) has enjoyed tremendous
success as one of the few methods for C-terminal protein
modification. In its most general form, this approach is a ligation
between a peptide that contains a C-terminal thioester and a

peptide that contains an N-terminal cysteine, which results in a
“native” amide bond (Fig. 9) (92). The full power of this protein
synthesis technique is realized in the expressed protein ligation
(EPL), a variant of the NCL in which the thioester-containing
peptide is produced recombinantly (93). In EPL, the N-terminal
portion of the desired peptide is expressed contiguously with
an intein domain. The intein catalyzes an N-to-S acyl shift
to form a thioester between the peptide target and a cysteine
thiol at the end of the intein sequence. During the addition
of a functionalized N-terminal cysteine, a transthioesterification
occurs to join the two coupling partners and release the intein.
A final S-to-N acyl shift forms the native peptide bond to yield
the desired product. Additional small-molecule thiols are often
added to accelerate this reaction.

A wide variety of biologically relevant molecules have been
linked to the C-terminus of proteins using the EPL approach,
ranging from naturally occurring biomolecules, such as lipids
and polysaccharides, to non-natural probes like fluorophores,
affinity tags, and metal chelating agents (94). In combination
with solid-phase peptide synthesis (SPPS), EPL has made valu-
able contributions to proteomics by enabling the synthesis of
proteins containing posttranslational modifications that are dif-
ficult to introduce (95). This approach has been used to attach
fluorophores to proteins for the detection of protein–protein in-
teractions by emission wavelength shifts (96) or through FRET
(97). The site-specific incorporation of stable isotopes has been
used also to facilitate NMR structural studies. In one example,
two intein-splicing events were used to 15N-label an internal
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Figure 9 Modification of the C-terminus through native chemical ligation
(NCL).

region of the 370-residue maltose binding protein (98). In conju-
gation with the “traceless” Staudinger reaction described below,
the NCL technique has also been used to synthesize a functional
RNase enzyme from several precursor fragments (99).

In the last few years, several interesting methods have been
developed to couple C-terminal thioesters to the N-terminus
of synthetic peptides without leaving cysteine residues at the
junction site. These techniques instead supply the requisite
sulfhydryl group through the use of auxiliaries that are cleaved
after the ligation takes place. One notable example of this
technique is the total synthesis of the multiply glycosylated ery-
thropoietin alpha (EPO 1), a protein that has found widespread
use in the treatment of anemia (100). Applications such as these
showcase the versatility of the EPL and its considerable ability
to address difficult bioconjugation challenges.

Bioorthogonal Methods for Protein
Labeling

Although this review has focused on the reactivity modes that
can be used to modify the amino acids directly, it is equally
important to be able to predict what will not react with the
native functional groups of proteins. Reactions that can proceed
in aqueous solution while ignoring the natural amino acids are
exceptionally useful for the development of secondary labeling
strategies. In these approaches, one reaction described above
is used to attach a chemically distinct functional group to a
particular amino acid. A second reaction then is used to install

a desired label that might have interfered with the chemistry of
the first step. The targeting of unique chemical functional groups
is also important for the labeling of a single biomolecule that is
present among many others, as is the case in cell lysates, living
cells, or entire organisms (101).

In particular, the development of “bioorthogonal” labeling
reactions has been propelled by the availability of new tools
for the direct incorporation of artificial functional groups into
biomolecules. For proteins, powerful techniques have been de-
veloped for the introduction of new amino acids on the transla-
tional level, both through stop codon suppression (102) and
amino acid codon reassignment (103). Metabolic engineer-
ing techniques have also been developed for the incorpora-
tion of artificial groups into carbohydrates (104, 105), and
sequence-selective enzymatic labeling techniques have been
used to introduce lipids (106) and cofactors (107, 108) that are
substituted with new functionality.

The purpose of this section is to provide a brief list of the
new chemical strategies that have been developed to target
these artificial functional groups because the importance of these
techniques will undoubtedly grow in the coming years.

Methods targeting carbonyl groups

The first methods that were used to label non-native func-
tional groups on proteins targeted aldehydes and ketones. These
groups can be introduced directly through the periodate oxi-
dation of N-terminal serine residues (83), transamination (89),
or carbohydrate oxidation with periodate (109). They can also
be installed using metabolic engineering (104) or translational
techniques (110). Aldehydes and ketones condense selectively
with hydrazine and alkoxyamine derivatives to form hydrazone-
and oxime-type derivatives, respectively (Fig. 10a) (110, 104).
Both reactions are carried out in aqueous solution using an
excess of the ketone-reactive reagents. Early mechanistic stud-
ies determined that the rate-limiting step in the reaction is the
dehydration of the tetrahedral intermediate that is formed af-
ter nucleophilic attack on the carbonyl group (111). Therefore,
mildly acidic conditions (e.g., pH 6.5) are typically used to
accelerate the dehydration step without fully protonating the
nucleophilic reagents. This reaction exhibits excellent chemos-
electivity and works well for protein labeling with a diverse
array of functional groups. However, the presence of compet-
ing ketone and aldehyde metabolites limits its use for protein
labeling in crude cell lysates.

Methods targeting azides

More recently, azide groups have emerged as popular targets
for chemoselective protein modification. They seem to be ig-
nored completely in a variety of biological settings (112), and
yet they possess a favorable thermodynamic reaction potential
through the loss of nitrogen gas (113). They are also small
in size and thus can be incorporated using a variety of enzy-
matic, metabolic, or translational techniques. The azide group
also provides a unique IR chromophore for spectroscopic char-
acterization convenience.

The first technique that was used to modify azide groups in
a biological setting was a modified Staudinger ligation (105),
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which used a pendant ester group to capture the iminophos-
phorane intermediate. The resulting amide bond served to link
additional functionality on the phosphine to the protein perma-
nently (Fig. 10b). Although the original version of this reac-
tion incorporated the triarylphosphine oxide into the coupling
product, more recent “traceless” versions have appeared (114,
115). When used in conjunction with native chemical ligation
techniques (see above), this reaction can serve as a means to
synthesize full-sized proteins (99). A version of this technique
has also been developed for the fluorescent detection of azido
groups (116). Perhaps the ultimate testament to the bioorthogo-
nality of this method is its reported use in living animals (112),
which renders it a uniquely useful approach for the study of gly-
cosylation using in vivo imaging techniques (117). A detailed
mechanistic investigation of this reaction has appeared (118).

A second mode of reactivity for azide groups occurs through a
[3 + 2] cyclization reaction with alkynes, as originally described
by Huisgen (119). Although this reaction occurs thermally in the
absence of additional reagents, a critical advance for the target-
ing of azide groups on biomolecules was the observation that
Cu(I) salts catalyzed the formation of the triazole products in
aqueous solution at ambient temperature (120, 121) (Fig. 10c).
This technique has been used for the labeling of viral capsids
(122, 123) and the surface of bacterial cells (124), and it has
been used to attach proteins to surfaces (125). Both azide and

alkyne groups have been introduced on the translational level

to provide the appropriate coupling partners (124, 126). This

reaction has been used with particular success as a detection

method for the identification of new proteases, which were la-

beled with azides at active site residues (127). The monumental

success of this reaction for the facile construction of diverse

molecules in organic synthesis suggests that it will have a very

bright future ahead for biomolecule labeling. The mechanism

of the copper-catalyzed reaction has been described (128).

For situations in which copper ions are observed to interfere

with protein function or to exhibit toxicity, a metal-free ver-

sion of this reaction has been developed. This strategy uses a

strained cyclooctyne as the alkyne component, which readily un-

dergoes the Huisgen cyclization with azides at room temperature

(Fig. 10d) (129). Although unsubstituted cyclic alkynes partic-

ipate in the reaction with relatively slow rates, a subsequent

report has shown that the presence of electron-withdrawing flu-

orine substituents can accelerate the cycloaddition significantly

(130). Taken together, this set of reactive pathways renders the

azide group one of the most promising targets for bioconjuga-

tion reactions in which complete functional group tolerance is

required.
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Modification through oxidative coupling
reactions

An alternative method has been developed for the modifi-
cation of proteins through the oxidative coupling of aniline
groups (131) (Fig. 10e). This method targets aminophenylala-
nine, which is one of the most successful amino acids to be
introduced into protein sequences using the stop codon sup-
pression technique (132). In the presence of oxidants, such as
periodate or cerium (IV), this group reacts rapidly with pheny-
lene diamine derivatives to afford adducts that are highly stable
toward hydrolysis, reduction, or oxidation. The reaction displays
very high chemoselectivity, although the reliance on periodate
leads to varying levels of methionine oxidation in addition to
the desired products.

Conclusion

Although protein bioconjugation has enjoyed a long and suc-
cessful history, recent years have witnessed a dramatic increase
in the number of available techniques for chemical modification.
This increase has developed largely because of the availability
of high-resolution mass spectrometry and NMR characterization
techniques, which have accelerated the rate with which de-
tailed chemical information can be obtained for the modification
products. With the addition of each new reaction, previously in-
accessible protein bioconjugates of ever-increasing complexity
can be realized. The chemical underpinnings of these reactions
also form the basis for future modification strategies and expand
our understanding of protein reactivity in living systems.
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Proteins are biological macromolecules synthesized with genetically
determined sequences of amino acids by the formation of peptide bonds
through the removal of water molecules. The chemical nature of amino
acids is important for the folding and stability of protein structures. In this
article, we give an overview of the computational analysis of protein
structure and function from the viewpoint of chemical biology. The
biological insights obtained from the analysis of known protein structures
and their applications to protein structure prediction and folding rates are
outlined. The computational analysis needed for understanding the
functions and stability of proteins and for predicting the functionally
important residues is described. The methods developed for understanding
the factors that influence the stability of proteins and predicting protein
stability during mutation are explored. Furthermore, the current status of
computational protein design and the approaches to understanding the
recognition mechanism of protein complexes are discussed.

The formation of stable secondary structures and a unique
tertiary structure of proteins are dictated by the interactions
between constituent amino acid residues along the polypeptide
chain and by their interactions with the surrounding medium.
During the process of protein folding, the hydrophobic force
drives the polypeptide chain to the folded state and overcomes
the entropic factors while hydrogen bonds, ion pairs, disulfide
bonds, and van der Waals interactions define the shape and
keep it from falling apart. The structure of a protein mainly
dictates its function, and the attainment of stable conformation
is essential for proper function. Hence, many methods have
been developed to determine the three-dimensional structures
of proteins experimentally.

X-ray crystallography, nuclear magnetic resonance (NMR)
spectroscopy, and electron microscopy are widely used to de-
termine the structures of proteins and their complexes. These
structures have been deposited in Protein Data Bank (PDB) and
are available at http://www.rcsb.org/ (1). Currently, the PDB has
nearly 50,000 structures, and the wealth of data provide valu-
able information on relating the structures of proteins with their
functions, interactions, and evolution. For example, the structure
of a protein explicitly reveals the presence of various interac-
tions, cavities, clefts, active sites, binding regions, and so forth.

Figure 1 Three-dimensional structure of XIAP protein binding with
small-molecule inhibitor (PDB code: 1TFQ).

Figure 1 shows the crystal structure of X-linked inhibitor of
apoptosis (XIAP) binding with small-molecule inhibitor, which
helps to restore apoptosis and offset the cancerous state. The
availability of many protein structures has enabled researchers
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to perform various computational analysis from different per-
spectives such as structure, function, and stability.

The applications of the chemistry of amino acids to the bi-
ological problem, protein structure and function, and folding
and stability are the main focus of this article. The article is di-
vided into five main sections that include the biological insights
on protein structures, chemical applications including protein
functions, thermodynamics of proteins, protein interactions, and
computational protein design.

Biological Insights
The computational studies on protein structures have been car-
ried out from different perspectives in biology. These perspec-
tives include 1) comparison of protein structures, 2) structural
analysis, and 3) protein structure prediction. Table 1 lists the
online resources that are providing such services.

Comparison of protein structures
The function of a protein mainly depends on its structure,
and proteins of similar structures perform similar functions.
Structure comparison is the process of analyzing two or
more structures to evaluate the extent of similarity in their
three-dimensional structures. The comparison of protein struc-
tures is very important in the design of algorithms that predict
protein function and is expected to play a major role in struc-
tural genomics projects. The comparison also enables one to
classify the protein structures into different structural classes,
folds, families, and superfamilies. Typically, the structures being
compared are superposed, and the measure, root mean square
deviation (RMSD), is widely used to characterize structural
relatedness among the proteins being compared. It has been
reported that the method PRIDE (2), based on the distribution
of amino acid Cα atoms, is fast and can handle large amounts
of data and vast structural databases. However, it has many

Table 1 Online resources for protein structure analysis and prediction

Protein Data Bank
PDB http://www.rcsb.org/pdb/home/home.do

Protein classification
SCOP http://scop.mrc-lmb.cam.ac.uk/scop/
CATH http://cathwww.biochem.ucl.ac.uk/latest/index.html

Protein structure comparison
DALI http://ekhidna.biocenter.helsinki.fi/dali/start
CE http://cl.sdsc.edu/ce.html
PRIDE http://hydra.icgeb.trieste.it/pride/
MATRAS http://biunit.aist-nara.ac.jp/matras/
TOPS http://www.tops.leeds.ac.uk/

Protein three-dimensional structure prediction
FRankenstein http://genesilico.pl/meta/
PROSPECTOR http://128.205.242.1/current buffalo/skolnick/prospector.html
MODELLER http://salilab.org/modeller/modeller.html
GenTHREADER http://bioinf.cs.ucl.ac.uk/psipred/psiform.html
ROBETTA http://robetta.bakerlab.org/
FORTE http://www.cbrc.jp/htbin/forte-cgi/forte form.pl
I-TASSER http://zhang.bioinformatics.ku.edu/I-TASSER

Computation of solvent accessibility
ACCESS http://www.csb.yale.edu/
ASC http://mendel.imp.univie.ac.at/mendeljsp/studies/asc.jsp
DSSP http://www.cmbi.kun.nl/gv/dssp/

ftp://ftp.cmbi.kun.nl/pub/molbio/data/dssp/
GETAREA http://www.scsb.utmb.edu/getarea/
NACCESS http://wolf.bms.umist.ac.uk/naccess/
POPS http://mathbio.nimr.mrc.ac.uk/ ∼ffranca/POPS

Amino acid index database
AAindex http://www.genome.ad.jp/aaindex/

Computation of hydrogen bonds
HBPLUS http://www.biochem.ucl.ac.uk/bsm/hbplus/home.html
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Figure 2 A cross section of a part of a macromolecule in space (atoms are shown as black circles); rolling probe, van der Waals, and accessible surface
areas are indicated in the figure.

false positives and negatives. Yet, the method combinatorial
extension (3), based on aligned fragment pairs, is an accurate
one, but it is slow for comparison. In addition, comparison of
protein structures is helpful to get the biological information
in distantly related protein structures to detect the similar and
dissimilar regions between protein structures.

Analysis of protein structures

The computational analysis of unrelated protein structures
(nonredundant set) enables one to identify the fundamental prin-
ciples that govern their folding and stability. Different types of
computational analyses such as solvent accessibility; surround-
ing hydrophobicity; flexibility; thermodynamic parameters; av-
erage medium- and long-range contacts; preference of amino
acid residues in α-helical, β-strand, and coil regions; and so
forth have been carried out. In these calculations, either the co-
ordinates of α-carbon atoms or all atoms in protein structures
have been used. Solvent accessibility is a measure to identify
the location of amino acid residues (inside the protein core or
on the surface) in protein structures (4). It is defined as the locus
of the center of the solvent molecule (usually a sphere of water
with a radius 1.4 Å) as it rolls over the van der Waals surface of
the protein (Fig. 2). The concept of solvent accessibility is used
to compute the hydrophobic or solvation free energy. Surround-
ing hydrophobicity of a residue in protein structure is the sum
of the experimental hydrophobic indices of the residues that are
located within a distance of 8Å (5). The short-, medium-, and
long-range contacts are computed with the information about
the contacting residues in space (less than 8Å) and their respec-
tive locations with the intervals of 1–2, 3–4 and > 4 residues,
respectively in the sequence (Fig. 3). The conformational pa-
rameters have been derived by the ratio between the frequency
of occurrence of a specific amino acid residue (say Ala) in a
particular conformation (say α-helix) and the occurrence of the
same residue in the whole protein (6). These parameters derived
from the computational analysis of protein structures have been
used extensively to predict the secondary structures, solvent ac-
cessibility, and residue contacts from amino acid sequence.

Furthermore, the parameters derived from protein three-
dimensional structures characterize the topology of proteins,
which play an important role in kinetics of protein folding.
For example, contact order (7) and long-range order (8) are
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l150
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W158
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T157
(l)

(m) 
T155

T152 A98
(l)

V94
(l) R95
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Figure 3 Representation of short-, medium-, and long-range contacts in
protein structures. A typical example for the contacting residues of Thr152
in T4 lysozyme within 8Å is shown. (s: short-range contacts; m:
medium-range contacts; and l: long-range contacts.)

derived from the information about residue contacts in protein
structures. Contact order reflects the relative importance of lo-
cal and nonlocal contacts to the native structure of a protein,
whereas long-range order accounts for the contacts between
two residues that are close in space and far in the sequence
in protein structure. These parameters have shown a strong
correlation with protein folding rates, which is a measure of
slow/fast folding of proteins from the unfolded state to their
native three-dimensional structures. The amino acid properties
and the topological parameters are successfully used to predict
protein folding rates from amino acid sequence and structure,
respectively.

Prediction of protein structures

Predicting the three-dimensional structure of a protein from its
amino acid sequence, known as the protein folding problem,
is a challenging task. Considering the rapid growth of amino
acid sequences against known structures, prediction of protein
structures from sequences is necessary in structural and func-
tional genomics. As an intermediate step, several methods have
been proposed for predicting protein secondary structures and
solvent accessibility. These methods are based on statistical
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analysis, knowledge-based methods, hidden Markov models,
alignment profiles, and machine learning techniques. Recent
studies showed the highest accuracy of 80% in predicting the
secondary structures of proteins (9) and 85% in predicting
two-state solvent accessibility (10). Three-dimensional structure
prediction is more challenging, and the performance of differ-
ent methods is tested with blind predictions of proteins, which
are assessed by the forum, Critical Assessment of Techniques
for Protein Structure Prediction (CASP) (11). The measures,
GDT TS, related to the difference in position of main chain Cα

atoms between a model and corresponding experimental struc-
ture and AL0 about the assignment of amino acid positions
with experimental structures are used for evaluating the accu-
racy. Currently, the most promising approach is based on the
combination of fold recognition using threading techniques and
fragment assembly (12). Furthermore, predictions are made us-
ing different approaches such as comparative modeling to find
the most probable structure for a sequence using its alignment
with related structures, new folds, profiles, and ab initio struc-
ture prediction using an all-atom model.

Chemistry

Protein function
The functions of proteins are dictated with the importance
of specific amino acid residues that are acting as catalytic
site residues and binding site residues, which are capable of
binding small molecules (ligands) and interacting with macro-
molecules. The chemistry of amino acids plays a major role in
developing computational models for characterizing the func-
tionally important residues in proteins. Thornton’s group (13)
collected the catalytic site residues in protein structures and
developed a database, Catalytic Site Atlas (CSA), which is
available at http://www.ebi.ac.uk/thornton-srv/databases/CSA/ .
The catalytic site residues have been analyzed with the pattern
of hydrogen bonding, location of amino acids in proteins, con-
servation of residues, ability to possess binding pockets, and so
forth. Furthermore, the catalytic mechanisms of hydrolysis and
transfer reactions have been compared with the aid of a database
of enzyme catalytic mechanisms (http://mbs.cbrc.jp/EzCatDB/ ).

Functional residues identified by
site-directed mutagenesis
The site-directed mutagenesis experiments provided a large
amount of data about the functional importance of amino acid
residues in a protein. Systematic studies on p53 tumor sup-
pressor protein showed that the mutation of each residue leads
to different kinds of tumors. Furthermore, several residues are
identified as important for drug resistance, protein transloca-
tion, substrate binding, increased affinity and activity, and so
forth. The information about human genes, genetic disorders,
and the effects of mutation has been collected in the form of
databases, Online Mendelian Inheritance in Man (OMIM) and
Human Gene Mutation Database (HGMD). The combined infor-
mation about the mutational effects of protein stability and dis-
eases along with sequence and structural details is available at

http://gibk26.bse.kyutech.ac.jp/jouhou/3dinsight/disease.html .
These resources will be helpful in predicting the functionally
important residues, which is eventually useful for protein engi-
neering experiments.

Prediction of functionally important
residues

The functionally important residues are dispersed in a protein,
which makes it difficult to map them on structures. However,
the comparison of protein structures provides useful information
for predicting protein function. Valencia’s group (14) proposed
a method based on structural templates in the form of multiple
alignments with structures and local conservation of residues
for predicting the functionally important residues (e.g., catalytic
sites and residues that are involved in substrate or cofactor bind-
ing). Generally, a database will set up the functional residues,
and their characteristic features will be analyzed based on avail-
able sequence and structure analysis tools. These parameters are
used for predicting the functionally important residues. Fisher
et al. (15) analyzed the conservation of functional residues
and their neighboring residues, the distribution of amino acid
residues, and the predicted secondary structure and solvent ac-
cessibility and developed a method for predicting functionally
important residues.

Protein Thermodynamics

Protein stability is the free energy difference (∆G) between
the folded and unfolded states at physiological conditions, and
it is in the range of 5–25 kcal/mol. Site-directed mutagenesis
experiments provided a wealth of data for understanding the
importance of chemical interactions for the stability of proteins
during amino acid substitutions. Protein stability is experimen-
tally measured with differential scanning calorimetry, circular
dichroism, fluorescence spectroscopy, and so forth. The avail-
ability of such data in an electronically accessible database
would be a valuable resource for the analysis and prediction
of protein mutant stability.

Thermodynamic database for proteins
and mutants

ProTherm (16) is a large collection of thermodynamic data on
protein stability, which has information on 1) protein sequence
and structure (2) mutation details (wild-type and mutant amino
acid: hydrophobic to polar, charged to hydrophobic, aliphatic to
aromatic, etc.), 3) thermodynamic data obtained from thermal
and chemical denaturation experiments (free energy change,
transition temperature, enthalpy change, heat capacity change,
etc.), 4) experimental methods and conditions (pH, temperature,
buffer and ions, measurement and method, etc.), 5) functionality
(enzyme activity, binding constants, etc.), and 6) literature.
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Amino acid properties and protein
stability

Analysis of the relationship between amino acid properties and
protein stability showed that hydrophobicity is the major factor
for the stability of proteins during substitution of amino acids
in the interior of the protein. The stability of protein mutants
is attributed to the number of carbon atoms, which shows the
direct relationship between hydrophobicity and stability.

For the mutations on the surface of the protein, the classifi-
cations based on the chemical nature of amino acids, such as
hydrophobic amino acids (Ala, Cys, Phe, Gly, Ile, Leu, Met,
Val, Trp, and Tyr), amino acid side chains that can form hy-
drogen bonds (Asp, Cys, Glu, His, Lys, Met, Asn, Gln, Arg,
Ser, Thr, Trp, and Tyr), and so forth, improved the correlation
between amino acid properties and protein mutant stability. Fur-
thermore, the inclusion of neighboring and surrounding residues
remarkably improved the correlation in all the subgroups of mu-
tations. This result indicates that the information from nearby
polar/charged amino acid residues and/or the aliphatic and aro-
matic residues that are close in space is important for the
stability of exposed mutations.

Empirical potentials and protein stability

The information about the preference of amino acid residues for
contact with each other in protein three-dimensional structures
has been used to derive empirical potentials for understanding
protein folding and stability. The most widely used approach
is the computation of the frequencies of sequence and struc-
ture features and the conversion of the frequencies into free
energies (17). The potentials based on torsion angles and con-
tacting residues have been used for predicting protein mutant
stability (18) Furthermore, free energy approach has also been
used to estimate the stability change between wild-type and
mutant proteins by Serrano’s group (19). In this method, all
the free energy components that are important for stability have
been systematically considered to compute the stability, espe-
cially, the van der Waals contributions of all atoms, solvation
free energy between polar and nonpolar groups, formation of
intra- and inter-molecular hydrogen bonds, water bridges, elec-
trostatic interactions, and cost of entropy for fixing backbone
and side chains in the folded state. In addition, machine learning

techniques have been developed for predicting protein mutant
stability. In Table 2, we list the online resources for predicting
the stability of proteins during amino acid substitutions.

Stabilizing residues in protein structures

The key residues that are important for the stability of pro-
tein structures have been delineated from a consensus approach
(20). This method includes the concept of long-range interac-
tions, hydrophobicity, and conservation of amino acid residues
in homologous sequences. It shows good agreement with ex-
perimental thermodynamic data of globular proteins, and the
consensus method could be used to identify potential candidates
for protein engineering.

Protein Interactions

Protein–Protein Interactions

Protein interactions play a key role in many cellular processes.
Despite the fact that protein interactions are remarkably diverse,
all protein interfaces share certain common properties (21). The
structural analysis of protein–protein complexes showed that
a specific preference for amino acid residues is found at the
interface, and most interfaces consists of completely buried
cores surrounded by partially accessible rims. The binding sites
consist of a few highly packed regions, which contribute sig-
nificantly to the free energy of binding. In protein–protein com-
plexes, contacts between hydrophobic residues were favorable,
pairs of hydrophilic and polar residues were unfavorable, and
the charged residues tended to pair subject to charge comple-
mentarily. The buried interface is mainly created by nonpo-
lar (carbon-containing) groups followed by polar (N-, S-, and
O-containing) groups. Furthermore, hydrogen bonds and salt
bridges are found to be important for protein–protein interac-
tions.

Protein–protein interactions represent a highly populated
class of targets for drug discovery (22). Integrins are cell surface
receptors and are the first example of drug-like protein–protein
inhibitors. They bind various protein ligands, such as fibronectin
and vitronectin, which possess an Arg-Gly-Asp motif. Further-
more, inhibitors of integirn receptors from various chemical

Table 2 Web servers for protein stability prediction

Thermodynamic database for proteins and mutants
ProTherm http://gibk26.bse.kyutech.ac.jp/jouhou/protherm/protherm.html

Stabilizing residues in protein structures
SRide http://sride.enzim.hu

Prediction of protein mutant stability
FOLD-X http://fold-x.embl-heidelberg.de
CUPSAT http://cupsat.tu-bs.de/
I-Mutant2.0 http://gpcr.biocomp.unibo.it/cgi/predictors/I-Mutant2.0/I-Mutant2.0.cgi .
MUpro http://www.igb.uci.edu/servers/servers.html
iPTREE-STAB http://bioinformatics.myweb.hinet.net/iptree.htm
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Figure 4 XIAP-bound positions of a tetrapeptide fragment, Ala-Val-Pro-Ile
(22). The surface of XIAP is shown in grey-white; the peptide is colored
dark black; and the small-molecule inhibitor is colored with black and
white, and depicted in stick format.

classes, such as benzodiazepine, pyrrolo-benzodiazepine-dione,
oxoisoquinoline, and so forth, have been reported. The binding
of X-linked inhibitor of apoptosis with small-molecule inhibitor
helps to restore apoptosis and offset the cancerous state (Fig. 4).
The analysis of several protein–protein complexes showed that
the structural characteristics of protein binding sites and the at-
tributes of small-molecule ligands share a common mechanism
in drug discovery.

However, the fast development of mass spectroscopy and
other experimental techniques for studying protein interactions
has enabled the construction and analysis of protein interaction
networks. The interaction maps obtained for one species can be
used to predict interaction networks in other species, which is
useful for identifying the functions of unknown proteins. The
protein interaction databases provide a wealth of information
regarding the interacting pairs of protein–protein interactions.

Protein–nucleic acid interactions

Protein–nucleic acid interactions play a key role in many vi-
tal processes, including regulation of gene expression, DNA
replication and repair, and packaging. The remarkable speci-
ficity with which proteins recognize target DNA sequences
is of considerable theoretical and practical importance, and
its basis has been demonstrated through structural analysis
of many protein–DNA complexes. The structural analysis of
protein–DNA interactions showed that hydrogen bonds are the
most frequent interactions followed by van der Waals, hy-
drophobic, and electrostatic interactions. The electronegative
atoms in protein and DNA make many hydrogen bonds in the
major groove of DNA, whereas hydrophobic interactions are
dominant in the minor groove. The protein–DNA recognition
is characterized by both nonspecific and specific interactions
via the contacts between the atoms in amino acids and the
phosphate/sugar chains of DNA and between the side chains
of amino acids and the bases of DNA. In specific interactions,
the positive-charged amino acids, Arg and Lys, are dominant
in the binding sites of proteins. The main contributor from
DNA is thymine with Lys and guanine with Arg for specific
interactions; nonspecific contacts are mainly coordinated with
phosphate groups of DNA. In addition, the weak interactions in-
cluding CH. . .O contacts that involve the thymine methyl group
and position C5 of cytosine are comparable to the number of

protein–DNA hydrogen bonds. Furthermore, the chemical and
physical properties, such as polarity, size, shape, and packing;
conformational changes in DNA (bending and flexibility); and
water molecules bridging amino acids and bases, are important
for the specificity of protein–DNA complexes.

The free energy of binding is a measure for understand-
ing the importance of specific residues/bases for binding, and
the experimentally measured specificities of protein–nucleic
acid interactions have been compiled in ProNIT database
(http://gibk26.bse.kyutech.ac.jp/jouhou/pronit/pronit.html ). The
binding of protein with DNA is also characterized by the
preference of secondary structures in proteins as well as spe-
cific motifs, such as helix-turn-helix, leucine zipper, zinc fin-
ger, helix-loop-helix, and so forth. Recently, for the first
time, the thermodynamic characterization of the stability and
specific DNA binding of a full-length gene product of the
Myc/Mad/Max family, namely, Max protein isoform p21 (Max
p21) with helix-loop-helix-leucine zipper motif, have been re-
ported (23). They showed that the association is driven by a
large exothermic effect, which is partly compensated for by
entropic factors.

In protein–RNA interactions, the recognition frequently oc-
curs in noncanonical and single-strand-like structures that allow
interactions to occur from a much wider set of geometries and
make use of unique base shapes and hydrogen-bonding abil-
ity. Although it forms a glove-like tight binding pocket around
RNA bases, the size, shape, and nonpolar binding patterns differ
between specific RNA bases. Adenine is distinguishable from
guanine based on the size and shape of the binding pocket and
steric exclusion of the guanine N2 exocyclic amino group. The
unique shape and hydrogen-bonding pattern for each RNA base
allow proteins to make specific interactions through a very small
number of contacts. Furthermore, knowledge-based potential
functions are shown to be useful for predicting the specificity
and binding free energy of protein–RNA complexes.

Protein–ligand interactions
The biological functions of proteins depend on their direct
physical interactions with other molecules. Specificity of such
interactions is crucial so that each protein must interact only
with the appropriate molecule and not with any others present
in the cell. A molecule of any type that interacts with a protein
is designated as a ligand. The affinity between a protein (P) and
a ligand (L) is measured by the association constant (K a), and
for the binding reaction at equilibrium, K a = [P.L]/[P][L]. The
inverse of K a is dissociation constant (K d), and the free energy
of binding, ∆Gbind =−RT lnK a = RT lnK d.

Protein–ligand interactions are important for finding new
pharmaceuticals, industrial compounds, and functional mole-
cules for food products. It has been shown that a ligand’s
partial charges are critically important for estimating the electro-
static interactions in ligand–receptor interactions. Furthermore,
the van der Waals energy between proteins and ligands and sol-
vation energy based on the interactions of chemical groups with
aqueous medium are used to identify the ligand binding sites.

Prediction of ligand binding sites is an essential part of the
drug discovery process. Generally, the binding sites are pre-
dicted with bioinformatics approaches, whereas the binding free
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energy is calculated with several interacting terms such as elec-
trostatics, van der Waals, hydrophobicity, and conformational
entropy. Systematic energy calculations provide the knowledge
about the binding affinity of protein–ligand complexes, which
may lead to the identification of the proper target for drug
discovery. However, ligand binding sites have been identified
from protein–ligand complexes by setting a minimum distance
between the protein atoms and ligand. Using proper training
and test procedures, researchers can predict the binding sites
using the information about binding site residues, neighboring
residues, location based on secondary structure and solvent ac-
cessibility, and so forth.

Several databases have been developed to accumulate the
protein–ligand complexes and their binding sites. They are de-
rived mainly from the protein data bank. In addition, databases
are also available for the binding free energy of different
protein–ligand complexes.

Computational Protein Design

Computational protein design is a practical option for solving
problems in protein engineering. Several advances have been
made in this area that include the development of new potential
functions, efficient ways of computing free energies, flexible
treatments of solvent and solvent-mediated effects (pairwise
approximation to continuum electrostatics implemented with the
finite-difference Poisson–Boltzmann model), energy function
approximations, ensemble-based approaches for inclusion of
entropic effects, improvements to stochastic search techniques,
and methods to design combinatorial libraries for screening and
selection. These new approaches have several applications such
as the successes in the design of specificity for protein folding,
binding, and catalysis, in the redesign of proteins for enhanced
binding affinity, and in the application of design technology to
study and alter enzyme catalysis (24).

Computational protein design is also applied for redesign-
ing a whole protein. Mayo’s group (25) redesigned a protein,
Drosophila melanogaster engrailed homeodomain, which has a
sequence of 51 amino acid residues. They used dead-end elim-
ination theorem to overcome the complexity of calculations
including the energy functions for simultaneously modeling the
residues in solvent-exposed protein surface and in hydrophobic
core. Two of the designed sequences were evaluated experi-
mentally, and those two sequences differ by 11 mutations and
share 22% and 24% sequence identity with the wild-type pro-
tein. Figure 5 shows the overlay of backbones of the designed
protein and the wild-type protein. Interestingly, computation-
ally designed proteins were considerably more stable than the
naturally occurring protein.

Conclusions

The chemical nature of amino acids mainly dictates the contacts
between them in protein structures in terms of hydrophobic,
electrostatic, hydrogen bonding, disulfide bonds, and van der
Waals interactions, which are key determinants for the structure,

N(b)

C

Figure 5 The overlay of the backbones of designed protein (black) and
wild-type (gray) engrailed homeodomain, pdb code 1enh (25).

folding, stability, and functions of proteins. The computational
analyses of protein structures, such as comparison, prediction,
and development of structure-based parameters, can identify
the structurally similar regions, functionally important residues,
and modeling and folding rates of proteins. The functionally
important residues have been identified with catalytic sites and
substrate binding sites and are important to protein transport,
signaling, channels, enhance activity, affinity, and so forth.
These residues are predicted with structurally similar regions,
conservation of residues, and physico-chemical properties.

The relationship between amino acid properties and protein
stability revealed that the number of carbon atoms (methyl and
methylene groups) that reflects the property hydrophobicity has
a strong relationship with protein stability for the mutations in
the interior of the protein. Yet, hydrophobic, hydrogen bond,
electrostatic, and other polar interactions are important for the
stability of mutation at the surface of the protein. The atom
pair potentials set up on the basis of chemical nature and
connectivity successfully could predict protein stability during
amino acid substitution.

The structural analysis of protein complexes showed that the
chemical behavior of the interacting partners is important for un-
derstanding the recognition mechanism. The binding of small
molecules with proteins provides deep insights for drug dis-
covery. In addition, computational approaches have been used
effectively to design stable proteins and protein engineering.
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15. Fischer JD, Mayer CE, Söding J. Prediction of protein functional
residues from sequence by probability density estimation. Bioin-
formatics. 2008;24:613–620.

16. Gromiha MM, An J, Kono H, Oobatake M, Uedaira H, Sarai A.
ProTherm: Thermodynamic Database for Proteins and Mutants.
Nucleic Acids Res. 1999;27:286–288.

17. Sippl M.J. Calculation of conformational ensembles from poten-
tials of mean force. An approach to the knowledge-based predic-
tion of local structures in globular proteins. J. Mol. Biol. 1990;213,
859–883.

18. Parthiban V, Gromiha MM, Hoppe C, Schomburg D. Structural
analysis and prediction of protein mutant stability using distance
and torsion potentials: role of secondary structure and solvent
accessibility. Proteins. 2007;66:41–52.

19. Guerois R, Nielsen JE, Serrano L. Predicting changes in the
stability of proteins and protein complexes: a study of more than
1000 mutations. J. Mol. Biol. 2002;320:369–387.

20. Gromiha MM, Pujadas G, Magyar C, Selvaraj S, Simon, I.
Locating the stabilizing residues in (alpha/beta)8 barrel proteins
based on hydrophobicity, long-range interactions, and sequence
conservation. Proteins. 2004;55:316–329.

21. Shoemaker BA, Panchenko AR. Deciphering protein-protein in-
teractions. Part I. Experimental techniques and databases. PLoS
Comput Biol. 2007;3:e42.

22. Fry DC. Protein-protein interactions as targets for small molecule
drug discovery. Biopolymers. 2006;84:535–552.
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In this article we review cell-to-cell communication in three groups of
organisms: bacteria, fungi, and the amoeba Dictyostelium. In particular, we
concentrate on cell-density-dependent quorum sensing, which seems to
have evolved independently on several occasions. The biologic and
chemical properties of select systems are outlined, and the way they affect
transcription, often via cross-genome interactions, is described for each of
the three groups. Furthermore, we give a short overview of the methods
that can be used to study quorum sensing. We also outline the general
properties of quorum sensing systems, such as positive feedback and its link
to starvation-dependent pathways.

Cell-to-cell signaling is a prerequisite for the development of
multicellular organisms, such as animals and plants, but has
also evolved in groups that would not usually be described
as multicellular, such as bacteria and unicellular fungi. In
this article we review and compare cell-to-cell signaling in
several representative organisms, which are normally unicellular
and never or only transiently aggregate to form multicellular
bodies.

Quorum sensing is a process of cell-to-cell communication
by which individual cells regulate their phenotype in response to
the extracellular concentration of pheromones. This regulation
is achieved by the secretion of pheromones into the environment
that bind sensory proteins and directly or indirectly affect tran-
scription and translation. The binding threshold is assumed to
be reached once the growing population, and hence the secreted
pheromone, reaches a certain density. In what follows, we will
use the term quorum sensing system to mean a cell-to-cell com-
munication system in unicellular organisms, which functions
via the secretion of pheromones into the environment and their
subsequent binding to sensor proteins. The term pheromone as
we use it here refers to any chemical molecule that is excreted
by one organism and changes the behavior of another one. It
is not necessary that the pheromone synthesis or detection ma-
chinery has evolved for this purpose, although this is often the
case. Different systems can be distinguished by the different
types of pheromones they use, which are normally associated
with different types of signal synthesis, import and export, and
reception and response machinery.

In this article, we will concentrate on cell-to-cell communi-

cation in the form of quorum sensing in two unicellular groups,

bacteria and yeast. Additionally, we will consider intercellular

signaling in one species that is at the boundary between uni-

cellularity and multicellularity, Dictyostelium discoideum. To

illustrate the diverse mechanisms of cell-to-cell communication,

we will discuss their biologic function, on the one hand, and

the molecular details of pheromone synthesis, signal transduc-

tion, and transcription regulation in each of these groups, on the

other hand.

The study of cell-to-cell communication and its effects on

transcription in unicellular organisms promises a variety of

practical applications. One of them is the possibility of inter-

fering with intercellular communication systems in pathogenic

microbes, which is a process also referred to as quorum quench-

ing. A short mention of this topic and a more general attempt

to integrate cell-to-cell communication in unicellular organisms

with other pathways and processes, such as starvation, will be

given toward the end of this article.

Although this article can be read by itself, we strongly

recommend the reader consult the supplementary material

on http://www.mrc-lmb.cam.ac.uk/genomes/awuster/wecb/ for

links to additional literature and other relevant information.
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Cell-to-Cell Communication
in Bacteria

Quorum sensing involves dedicated cellular systems for the
production and detection of pheromones, sometimes called
quormones. In bacterial species that employ quorum sensing,
each cell secretes a basal amount of pheromones at low cell
density. As cell density increases, pheromone concentration
also increases, provided that the cells are not too far apart.
Pheromones bind to special receptors once their concentration
exceeds a certain threshold, which in turn produces the phys-
iologic response. It has been shown that in addition to pop-
ulation density, diffusion barriers can be sensed in the same
way. For example, Staphylococcus aureus can induce quorum
sensing-dependent genes when confined in a host endosome (1).
It has even been proposed that most pathways attributed to
quorum sensing in fact are diffusion-sensing pathways (2), al-
though evidence for this is relatively scarce. In bacteria, quo-
rum sensing-regulated phenotypes include bioluminescence, ex-
opolysaccharide production, virulence, conjugal plasmid trans-
fer, antibiotic and exoenzyme production, biofilm formation,
and growth inhibition (3). Types of pheromones discussed in this
section are acyl homoserine lactones (AHLs), AI-2 molecules,
and modified oligopeptides. AHLs mostly affect transcription
via a one-component signal transduction system, where the
pheromone-binding protein domain is fused to a DNA-binding
domain. Peptide pheromones and AI-2, on the other hand, of-
ten affect transcription via two-component signal transduction
systems (TCSs) composed of a histidine kinase and a response
regulator protein (4). As we shall see in the example of Vibrio
harveyi , in some instances, the AI-2 signal transduction cas-
cade can also be composed of more than two components. The
structure of the pheromones as well as their cognate system
components are listed in Table 1 (columns 1–3).

Acyl homoserine lactones

Quorum sensing via acyl homoserine lactones is the best charac-
terized bacterial cell-to-cell communication system. AHLs are
often referred to as autoinducer-1-(AI-1)-type molecules. The
term autoinducer has been chosen because synthesis of AHLs
is regulated by positive feedback (Fig. 1), as has been dis-
covered in the marine bacterium Vibrio fischeri (5). AHLs are
composed of a homoserine lactone ring with an attached fatty
acid chain, which can vary in length between 4 and 18 car-
bons and may or may not have a keto-group in position 3 (6,
7). For example, in V. fischeri , the AHL synthase LuxI pro-
duces 3OC6 homoserine lactone with a keto-group on the third
of six carbons, but in Agrobacterium tumefaciens , the LuxI ho-
mologue TraI produces the 3OC8 molecule with a keto-group
on the third of eight carbons. In most studied systems, AHLs
are synthesized from S-adenosyl methionine (SAM) and fatty
acid carrier proteins by LuxI and its homologues. However, al-
ternative AHL synthases that are not homologous to LuxI exist.
These synthases include LuxM in V. harveyi and HdtS in Pseu-
domonas fluorescens . In many species, more than one AHL is
synthesized by different LuxI homologues. For example, in Rhi-
zobium leguminosarum, six different AHLs synthesized by four

different LuxI homologues have been identified (3). The struc-
ture of the LuxI homologue in P. aeruginosa has been resolved,
and a detailed mechanism of its function has been proposed (8).

Most AHLs cross membranes by diffusion and bind LuxR-
like response regulators. LuxR-like response regulators are sen-
sors and transcription factors at the same time (9), which makes
the system a very simple one (Fig. 2a). Signal transduction sys-
tems in which the signal binding domain and the transcription
regulating DNA binding domain are fused are referred to as
one-component signal transduction systems. They are the most
common type of bacterial signal transduction system (4, 10, 11).

The N-terminal signal binding domain of LuxR-like proteins
has a αβα-sandwich GAF domain-like fold. This occurrence
is particularly interesting as GAF domains are usually found in
signaling and sensor proteins (12). The structure of the A. tume-
faciens LuxR homologue TraR (13) shows that at binding AHL
is deeply embedded in the protein. Contact with some conserved
hydrophobic and aromatic residues is established via several
hydrogen bonds directly or via water. AHL binding is high
affinity, which means that bacteria can sense relatively small
pheromone concentrations. The specificity of the LuxR-like pro-
tein for AHL is determined by the acyl binding pocket of the
LuxR homologue (14), as AHLs differ only in their acyl chains.
The C-terminal domain belongs to the DNA and RNA binding
helix-turn-helix fold. LuxR-like proteins use this domain to bind
their cognate DNA motifs, such as the palindromic lux box in
the case of V. fischeri in which it activates transcription of
the luxICDABE operon. Because this operon encodes the AHL
synthase LuxI, AHL synthesis is subject to positive feedback
(Fig. 1). However, in other species, LuxR protein orthologues
with AHL bound can act as transcriptional repressors, such as
is the case for P. aeruginosa RhlR and LasR, which have been
shown by microarray analysis (15, 16) to negatively regulate
multiple genes.

Many, but not all, LuxR homologues dimerize at the ligand
binding the N-terminal domain. An example of this dimerization
is the A. tumefaciens LuxR homologue TraR. Furthermore, it is
likely that the conformational changes caused by ligand binding
modify the DNA-binding abilities of the protein: Without AHL,
decreased DNA affinity of TraR has been observed. It is also
possible that ligand binding affects the LuxR protein ability
to interact with RNA polymerase. Furthermore, AHL binding
to LuxR has been shown to stabilize it, and in its absence,
degradation is more likely (6).

Because of the positive feedback effect AHLs have on regu-
lating the transcription of their own synthases, concentrations of
AHLs can vary enormously between lower density and higher
density cultures, such as biofilms. P. aeruginosa 3OC12 ho-
moserine lactone (with a keto-group on the third of the 12
carbons of the acyl chain) has been measured to have a con-
centration of 2–10 µM in a standard lab culture and of up to
600 µM in the vicinity of an in vitro biofilm (17). However, ex-
perimental sensitivity and issues with AHL stability might have
influenced the above results.

Although the basic AHL quorum sensing system only con-
sists of two proteins—LuxI and LuxR—a variety of proteins
modulates it. These proteins include the AiiA AHL lactonase of
Bacillus thuringiensis , which inactivates AHL by hydrolysing

2 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



C
h

em
icalM

o
lecules

th
at

R
eg

ulate
Tran

scrip
tio

n
an

d
Facilitate

C
ell-to

-C
ellC

o
m

m
un

icatio
n

Table 1 Components of cell-to-cell communication systems discussed in the text

2. Bacterial 5. S. cerevisiae aromatic
T 1. AI-1 (AHL) system peptide systems 3. AI-2 system 4. Dictyostelium DIF-1 alcohols

Organism Vibrio fischeri Staphylococcus aureus Vibrio harveyi Dictyostelium discoideum Saccharomyces cerevisiae
Signalling

molecule
Acyl homoserine lactone

(AHL)

R is acyl chain with 4 to
18 carbons, for example
3OC12:

autoinducing peptide (AIP,
encoded by agrD).

AI-2: furanosyl borate
diester

DIF-1: chlorinated
hexanophenone

aromatic alcohols:
phenylethanol

tryptophol

Synthase LuxI, synthesis from
S-adenosyl methionine
(SAM) and fatty acid
carrier protein

Prepeptide modified by
AgrB, which adds
thiolactone ring

LuxS Synthesis from
4,5-dihydroxy-2,
3-pentadione (DPD)

Steely enzyme; subsequent
chlorination and
O-methylation

Aro9p Aro10p

Transporters
(exporters
and
importer)

no transporter—AHL can
diffuse through
membranes

ABC exporter no exporter for AI-2. no
importer in Vibrio
harveyi , but importer
is present in
Escherichia coli and
Salmonella (Lsr
ABC-type transporter)

no transporter—DIF-1 can
diffuse through membranes

no transporter—aromatic
alcohols can diffuse through
membranes

Sensor LuxR AgrC transmembrane sensor
kinase binds extracellular
AIP, and phosphorylates
cytoplasmic AgrA

LuxQ transmembrane
sensor kinase binds
periplasmic complex
LuxP-AI-2, and
phosphorylates
cytoplasmic LuxU

unknown signal passed on to the protein
kinase Tpk2p and
subsequently to Flo8p

Transcription
regulator

AgrA LuxO DimAB Flo8p

For columns 1–3, also see Fig. 1.
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Figure 1 Three bacterial quorum sensing systems (also see Table (1), columns 1–3). The gray ovals represent cells; the small circles are the quorum
sensing molecules (AHL, brown; AIP, light blue; furanosyl borate diester, violet). Receiver and signal transduction molecules in blue, DNA binding response
regulators in green. Transcriptional interactions, green arrows; phosphorylation/dephosphorylation cascades, blue arrows; metabolic pathways, black
arrows. Sender and receiver cells are only shown separately to keep the figure simple; in reality most cells in a population will receive and send signals at
the same time. (a) The Vibrio fischeri AHL system, SAM: S-adenosyl methionine; (b) the Staphylococcus aureus AgrD system; (c) the Vibrio harveyi furanosyl
borate diester system, SAH: S-adenosyl- L-homocysteine, MTAN: methylthioadenosine/S-adenosylhomocysteine hydrolase, DPD: dihydroxy pentadione.
Interaction with other quorum sensing systems (CAI-1, 3OC4 homoserine lactone; also see main text) not shown.

the homoserine lactone ring. It is an instance of quorum quench-
ing, more examples of which will be given later. Other LuxR
homologues, such as E. coli SdiA, recognize more than one
AHL (6, 7), which might be because SdiA is probably used to
detect AHL produced by other species, as no LuxI homologue
has been detected in E. coli .

Autoinducer-2

An overlap of AHL signaling exists with other quorum sens-
ing systems, such as observed in V. harveyi . Apart from an
AHL system, V. harveyi has a parallel system whose sig-
naling molecules are referred to as autoinducer-2 (AI-2). In
V. harveyi , AI-2 is a furanosyl borate diester, whose precursor is
4,5-dihydroxy-2,3-pentanedione (DPD). DPD is synthesized by
LuxS from S-adenosyl methionine (SAM). Thus, SAM is a pre-
cursor in both AHL synthesis and AI-2 synthesis. It is assumed
that DPD spontaneously rearranges into AI-2 when borate is
available (18). In other species this rearrangement does not oc-
cur, and AI-2 has a different structure. The homologues of the
DPD synthase LuxS are distributed widely among bacteria, but
it is not clear whether they all produce furanosyl borate di-
esters. For example, LuxS in S. aureus was not shown to have
any involvement in quorum sensing (19), because LuxS is not
devoted solely to AI-2 production but also has a function in the
methionine metabolic pathway.

In V. harveyi , in the absence of the AI-2 pheromone, the
membrane-bound kinase LuxQ undergoes autophosphorylation
on a conserved histidine residue (20, 21). The phosphoryl
group is then transferred from the histidine of LuxQ to an
aspartate of the response regulator LuxU. Phospho-LuxU in
turn phosphorylates LuxO. Phospho-LuxO together with the
sigma factor σ54 then activates transcription of a set of small

RNAs (Fig. 1c). These small RNAs, together with the RNA
chaperone Hfq, contribute to the degradation of the mRNA of
the LuxR transcription factor. LuxR is therefore the ultimate
effector of the system in the presence of AI-2 in V. harveyi . It
is important to distinguish this LuxR from the nonhomologous
LuxR protein that binds AHL in V. fischeri as discussed in the
previous section.

In the presence of the AI-2 pheromone, AI-2 is bound
by LuxP (Fig. 2c), which is a periplasmic binding protein.
LuxP–AI-2 binding to the LuxQ kinase triggers a dephosphory-
lation cascade by turning the kinases into phosphatases. LuxQ
dephosphorylates LuxU, and LuxU dephosphorylates LuxO.
The result is that the mRNA of the transcription factor LuxR
is no longer degraded by sRNAs, and it can regulate its target
genes (22). Interestingly, LuxU can also be phosphorylated by
two other mechanisms. The first mechanism involves 3OC4 ho-
moserine lactone that binds to the LuxN sensor kinase, which
in turn dephosphorylates LuxU. The second mechanism acts via
the unidentified autoinducer CAI-1. Thus, AI-2, 3OC4 homoser-
ine lactone, and CAI-1 funnel their signals into one common
system. Furthermore, sensing of the AHL 3OC4 homoserine
lactone by a membrane-bound kinase in V. harveyi shows that
AHLs can also be sensed by pathways that are dissimilar to the
one-component pathway outlined in the previous section.

AHLs are found only in Gram-negative bacteria, whereas
AI-2 regulates phenotypes in genera as diverse as the firmicute
B. subtilis and the γ-proteobacterium V. harveyi . As a result,
AI-2 has been proposed to be involved in interspecies com-
munication (23). Homologues of LuxQ have only been found
in Vibrio species. Therefore, it can be assumed that sensing of
AI-2 occurs in a different way in other species. For example,
in E. coli and Salmonella typhimurium, AI-2 is imported into
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Figure 2 Representative domain organization and structure of some proteins involved in cell-to-cell communication. (a) The AHL binding transcription
factor TraR; (b) EsaI, a LuxI homologue and involved in AHL synthesis; (c) LuxP, a periplasmic protein binding AI-2; (d) LuxS, a protein involved in AI-2
synthesis; (e) the quorum quenching enzyme AiiA.

the cytoplasm by an ATP binding cassette (ABC) transporter.
This transporter recognizes the periplasmic protein LsrB, which
has the same periplasmic binding fold as LuxP. AI-2 is then
phosphorylated by the cytoplasmic kinase LsrK. It has been
suggested that phospho-AI-2 subsequently interacts with the
transcription factor LsrR (24).

Processed oligopeptides

Many Gram-positive bacteria use processed oligopeptides as
pheromones. The precursor peptides are typically between 40
and 65 amino acid residues in length. These pre-peptides are
processed (cleaved) in all known cases, and the resulting pep-
tide pheromones are typically 5 to 34 residues in length. In many
cases the peptides are also modified. The minimum components
for peptide communication, apart from the peptide signal itself,
are a membrane-bound histidine kinase and a response regulator
with an aspartate phosphorylation residue. These components
constitute a two-component signal transduction system, as op-
posed to the one-component system observed in AHL-based
communication.

Peptide communication systems include the competence stim-
ulating factor (CSF) of B. subtilis , which is a pentapeptide
(sequence: ERGMT) derived from the 5 carboxy-terminal amino
acids of the 40-amino-acid peptide encoded by phrC (25).
Other systems include the lantibiotic nisin in Lactococcus lactis ,
which positively regulates its own expression. Staphylococcus

epidermidis has a similar system to the lantibiotic epidermin
(26). A peptide pheromone discovered in S. aureus is the au-
toinducing peptide (AIP), which is derived from the precursor
AgrD to which a thiolactone ring is added between the car-
boxyl residue and a Cysteine residue at position 5 (Table 1,
column 2) by AgrB. The AIP is sensed by the AgrC sensor
kinase, which may dimerize at signal binding. The signal is
then passed on to the AgrA response regulator, which activates
transcription of the agr operon (6, 27), therefore again lead-
ing to autoinduction. Both AgrD and ComX, another peptide
pheromone precursor found in B. subtilis , have an amphipathic
motif in their N-terminal region, which might serve the pur-
pose of recruiting the peptide to the membrane where it can be
processed (28). This recruitment is often done by a dedicated
ATP binding cassette (ABC) transporter, which in some cases
recognizes a so-called GG leader sequence (consensus sequence
LSxxELxxIxGG) to the N-terminus of the region that encodes
the actual signal (29).

Peptide signals might be more flexible than the small
molecules discussed, as they do not require a specialized syn-
thase and can change to adapt to ecological niches by simple
codon mutation (30). The observation that some genes encod-
ing peptide signals are more variable than other genes might be
an indication that this actually happens. Furthermore, peptides
might also be more flexible in the sense that they could be mod-
ulated by the external environment of a cell, therefore serving
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some kind of sensor function in addition to their function as
communication molecules. It can be caused by the external en-
vironment (for example, pH, temperature, salinity, the presence
of certain chemicals or enzymes including proteases) modifying
the communication peptides, therefore changing their ability to
change the activity of the sensor histidine kinase and the sub-
sequent signaling cascade (30).

Other systems

Other bacterial quorum sensing systems include the P. aerug-
inosa quinolone signal (PQS; 2-heptyl-3-hydroxy-4-quinolone)
synthesized by PqsH, which is hydrophobic and is exported
out of the cell by a vesicular transport system analogous to
the ones used by eukaryotes. It seems that PQS is directly fa-
cilitating vesicle formation, as pqsH mutants do not produce
vesicles. However, the phenotype can be rescued by the addi-
tion of exogenous PQS. The advantages of vesicle formation
in P. aeruginosa might include the high concentration of vesi-
cle contents delivered, as well as a certain resistance to quorum
quenching signal degrading substances (31). The pqs genes have
also been found in Burkholderia , although the production of
PQS in these species could not be confirmed.

In Streptomyces γ-butyrolactone, a molecule structurally re-
sembling AHLs has been shown to be a quorum sensing sig-
nal (22). Interestingly, in the genome of the Rhodococcus
strain, RHA1 homologues for protein domains of both the
γ-butyrolactone synthase and the receptor can be found, which
suggests that γ-butyrolactone might play a role in this organism
too. This suggestion is in agreement with close genomic prox-
imity of the synthase genes and the response regulator genes
(AW, MMB, unpublished results).

Fruiting body formation in the bacterium Myxococcus xan-
thus is facilitated by the diffusible A-signal, which seems to
consist of six different amino acids generated by extracellular
proteolysis, and the contact-dependent C-signal. The C-signal
is a cell-surface protein (32). Contact-dependent communica-
tion has also been observed in E. coli , where it is facilitated
by CdiA and CdiB and leads to growth inhibition (33). Poten-
tial CdiAB homologues have been identified in a wide range of
bacteria.

The list discussed here is by no means complete (for a
comprehensive list, see Reference (34)), and it is reasonable
to expect that even more bacterial quorum sensing systems
await discovery, especially when considering the vast amounts
of microbial diversity made available by metagenomics projects.

Quorum quenching and cross-genome
interactions

In the human pathogen P. aeruginosa it has been shown
that disrupting its quorum-sensing system diminishes virulence
(35). Quorum quenching often takes the form of enzymes
degrading the pheromones. Two different sorts of enzymes
doing this for AHLs have been described: AHLases [e.g.,
AiiA in B. thuringiensis (Fig. 2e)] hydrolyze the lactone ring,
resulting in acyl homoserine, but AHL-acylases (e.g., AiiD)
break the amide bond, cleaving homoserine lactone from the
acyl side chain (36, 37). Quorum signals can also be quenched

by organisms that do not produce the signals, presumably to gain
an advantage over communicating bacterial species in the same
ecological niche. For example, Rhodococcus can degrade AHL
signals without having any known ability to produce them (38).

On the one hand, closely related bacterial strains can produce
surprisingly diverse quorum sensing molecules. For example, in
the AIP system, the gene regions encoding the AIP precursor
AgrD are extremely variable between strains (30). The pur-
pose of this is most likely to avoid quorum sensing interference
between strains living in the same niche. On the other hand,
identical quorum sensing molecules are used by a wide vari-
ety of bacterial species, such as seems to be the case for AI-2.
In fact, quorum sensing molecules can have effects outside the
eubacterial kingdom, interfering with transcription in eukary-
otes. One reason why quorum sensing molecules might have an
influence on eukaryotic gene expression might be in order to
enable the eukaryote to respond to bacterial infection in a more
timely fashion by being able to sense bacterial presence sooner
than would normally be possible. Another possibility is that in-
terference with eukaryotic transcription is in the interest of the
bacteria, causing the host to express genes that create a more fa-
vorable environment. This interference is of particular relevance
for pathogenic bacteria, such as P. aeruginosa , a pathogen of
humans that infects all sorts of organs, including the lungs of
cystic fibrosis (CF) patients. In the mouse model for CF, it has
been shown that the P. aeruginosa 3OC12 homoserine lactone
induces and represses the expression of several mouse genes,
including the chemokine interleukin-8 (IL-8). IL-8 causes the
migration of neutrophils to the site of infection. If these neu-
trophils become activated, this can then lead to tissue damage.
Although the exact molecular mechanism of how AHLs can
regulate eukaryotic transcription is not yet known, at least four
possibilities exist: 1) AHLs have been shown to be able to
cross mammalian cell membranes, which means that inside the
cell they could bind specialized receptor molecules, although
no such molecules have been identified yet, 2) The AHLs could
regulate the function of enzymes in a nonspecific manner and
therefore modulate metabolic pathways, 3) The AHLs could
directly act as nonspecific substrates in metabolic pathways.
4) The AHLs could bind membrane-associated receptors with-
out entering the cell and possibly could disrupt host signal-
ing (17).

Another way in which quorum sensing can be disrupted is
by pheromone analogs that have similar structures and functions
as agonists or antagonists to the actual molecules. In Staphy-
lococcus , where quorum sensing is also mediated by peptides,
different strains use slightly different, but homologous, peptides.
These peptides tend to interfere with each other and inhibit the
quorum sensing cascades of other strains (23). Eukaryotes can
use a similar approach by synthesizing molecules that mimic
AHLs, as has been demonstrated in plants (39). The advantage
of this approach might be that in this way pathogenic bacte-
ria are exposed to a high level of pheromones earlier in the
infectious process than they would normally be, therefore “con-
fusing” them by suggesting a higher population density than is
actually the case. This situation can cause the premature expres-
sion of virulence genes, which gives the host immune system
more time to respond (17).
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Cell-to-Cell Communication
in Yeast

In yeasts, several workers report on putative quorum sensing-
like mechanisms. In all reported cases, the major phenotype
affected by quorum sensing is the transition between the fila-
mentous form and the solitary yeast form. For example, Histo-
plasma capsulatum is a parasitic yeast that can exist either in
its filamentous form in soil or in its yeast form as a parasite
of humans. Once it enters the host, its morphology switches to
the yeast form that synthesizes cell-wall polysaccharides, such
as α-(1,3)-glucan. It has been shown that the glucan concen-
tration increases in a cell-density-dependent fashion. A culture
grown in fresh medium to which filtrate from a dense culture
is added will produce glucan, which suggests the existence of
a factor that promotes glucan incorporation into the cell wall
(see the section “Tools and Techniques” for more details on
this approach). Very similar results have been reported for the
causative agent of the Dutch Elm disease, Ceratocystis ulmi .

Farnesol

The existence of a couple of different quorum sensing molecules
has been reported for the human pathogen Candida albicans .
At low densities, the cells develop germ tubes (filamentous
protrusions), which are not observed normally at high cell
densities, which suggests that the switch between unicellular
yeast and filamentous form depends on cell density. A molecule
that blocks the formation of these germ tubes at high cell
densities has been identified as farnesol, which has only been
observed to have this function in C. albicans (40). Farsenol,
as used for communication in C. albicans , consists of an
OH group and a branched C15 side chain. Farnesol acts by
affecting transcription. The product of TUP1 is a transcriptional
repressor that regulates the yeast-to-filamentous transition by
negatively regulating the transcription of hyphen-specific genes.
TUP1 expression has been shown to be increased by farnesol.
Indicating some sort of feedback, in tup1∆/tup1∆, as well as
other obligatorily filamentous knockouts, farnesol production is
increased (41).

Another molecule involved in the high-to-low cell density
transition identified in C. albicans is tyrosol (42). As opposed
to farnesol, it promotes cell growth and the development of germ
tubes at low cell densities. Expression profiling of cultures under
conditions of reduced tyrosol concentration showed reduced
expression of proteins involved in DNA synthesis and cell cycle
regulation (43). Other putative C. albicans quorum sensing
molecules include the substance MARS of unknown identity
and, with diminutive effect, farsenoic acid (41).

Aromatic Alcohol Derivatives

A more detailed picture of density dependent cell-to-cell com-
munication has been uncovered for Saccharomyces cerevisiae
(44). In this fungus, phenylethanol (a phenylalanine aromatic
alcohol derivative) and tryptophol (a tryptophan aromatic alco-
hol derivative) have been implicated in quorum sensing, and a
model of how they act on their target genes has been proposed

(Table 1, column 5). As in the other examples of yeast quorum
sensing discussed above, these molecules regulate the transition
to the filamentous form. They synergistically affect the upreg-
ulation of FLO11 via the cAMP-dependent kinase Tpk2p (a
PKA subunit) and the transcription factor Flo8p. Flo11p, the
product of FLO11 , is the GPI-anchored cell-surface flocculin
protein and is essential for filamentous growth. S. cerevisiae
strains with deletions of either TPK2 or FLO8 do not form
filaments in response to aromatic alcohols (44).

As in bacterial quorum sensing, the production of these two
aromatic alcohols is cell-density dependent. Another similarity
to bacterial quorum sensing is the autostimulatory fashion of
pheromone production. Aro9p is an aromatic aminotransferase
and catalyzes the first step of tryptophan, phenylalanine, and
tyrosine catabolism. The expression of the genes ARO9 and
ARO10 is induced by tryptophol via the Aro80p transcription
factor. Both ARO9 and ARO10 are required to synthesize
tryptophol from tryptophan. It has been speculated that Aro10p
is also involved in the aromatic amino acid catabolic pathway
(45). As tryptophol induces the enzymes required for its own
synthesis, it results in a positive feedback loop. Therefore, cells
at high densities produce more aromatic alcohols per cell than
cells at low density.

Together with C. albicans and many other yeast species,
S. cerevisiae switches to the filamentous form when starved
of nitrogen. The signal conferring information about nitrogen
shortage has not been characterized in detail yet. Its message
is transmitted via a MAPK-PKA pathway and results in an
increase in the transcription of filamentation genes. Overlaps
of tryptophol/phenylethanol communication with the nitrogen
sensing pathway exist: Ammonia (nitrogen rich condition) re-
presses filamentous growth as well as the expression of the
above-mentioned ARO9 and ARO10 genes. However, elements
of the MAPK-PKA pathway do not seem to be affected by
aromatic alcohol communication.

Microarray data show that aromatic alcohols upregulate the
expression of around 150 genes by twofold or more. These
genes have diverse functions, but it is remarkable that 70% of
them were shown independently to be upregulated upon entry
into stationary phase. In contrast to S. cerevisiae, C. albicans
filamentation is not stimulated by tryptophol or phenylethanol,
although high concentrations of tyrosol were shown to slightly
stimulate biofilm formation. This result shows that the function
of the aromatic alcohol quorum sensing system of S. cerevisiae
is not conserved in C. albicans (44).

Cell-to-Cell Communication
in Dictyostelium

D. discoideum is a protozoan that is closely related to
opisthokonts, the group comprising animals and fungi. The Dic-
tyostelium amoebae are interesting from the point of view of
cell-to-cell communication: not only starvation-dependent sig-
naling but also a complex network of developmental intercellu-
lar signaling is observed (46).
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Starvation Response-Related Signaling

It is a well-reviewed fact (for a review see Reference 47)
that in Dictyostelium starvation triggers a behavior that causes
aggregation of the single amoeba. The signal controlling this
behavior is cyclic AMP (cAMP). Genes involved in cAMP
signaling include the receptor for extracellular cAMP (CAR1)
and the cAMP synthase, adenylyl cyclase (ACA). Interestingly,
expression of these genes increases even before starvation
sets in toward the end of the exponential growth phase. The
amoebae can discern that genes required for the starvation
response should be expressed by sensing their local population
density. A high population density means that more nutrients
are consumed and that future starvation is more likely. The
amoebae can sense population density in a similar way to
quorum sensing in bacteria. Glycoproteins, termed prestarvation
factors or PSFs, are secreted into the environment at a basal
level. Once their concentration exceeds a certain level, the genes
required for cAMP signaling are upregulated (48). The exact
mode of function of the two PSFs identified so far has yet to
be determined (49).

Signaling during the developmental
cycle

Once the amoebae have gathered in response to cAMP sig-
naling, they form a multicellular structure surrounded by an
extracellular matrix. This structure has many characteristics of
development, such as differential cell sorting, pattern forma-
tion, or cell-type regulation. Although these characteristics can
also be observed in animals, in Dictyostelium, multicellularity
seems to have evolved independently (50). To reproduce, the
cells of the Dictyostelium slugs differentiate into two basic cell
types, known as prespore and prestalk cells. The prespore cells
are relatively homogeneous, whereas there are several prestalk
cell subtypes. The prestalk cell subtypes can be distinguished
by using the promoters of the extracellular matrix genes ecmA
and ecmB . By using these genes to control the expression of
reporter genes, it is possible to differentiate between prespore
and prestalk cells.

The recent sequencing of the Dictyostelium genome has
shown that it shares many genes with higher eukaryotes, such
as animals, which are not found in fungi. Because fungi are
more closely related to animals than to Dictyostelium, this
suggests loss of these genes in fungi. An example of a cat-
egory of such genes is the transmembrane G-protein-coupled
receptors (the cAMP receptor-like family). Three families of
G-protein-coupled receptors that were thought to be unique to
animals prior to the sequencing of the Dictyostelium genome are
the frizzled/smoothened, secretin, and metabotropic glutamate/
GABAB families (50). Another finding resulting from the se-
quencing of the Dictyostelium genome is the relative abundance
of genes encoding polyketide synthases (51). Polyketide syn-
thases are needed for the synthesis of many molecules involved
in developmental signaling in Dictyostelium, some of which
will be discussed here.

Differentiation inducing factors (DIFs; see Table 1, col-
umn 4) are polyketide-derived signaling molecules critical for

orchestration of cellular differentiation. DIF-1, a chlorinated he-
xanophenone (1-3,5-dichloro-2,6-dihydroxy-4-methoxyphenyl)
hexan-1-one), has been proposed to induce formation of pre-
stalk cells by activating the expression of prestalk specific genes
such as ecmA mentioned above. DIF-1 concentration is regu-
lated by negative feedback, wherein DIF-1 activates the DIF-1
dechlorinase, which in turn inactivates it.

However, DIF-1 clearly cannot be the only factor involved
in prestalk development as mutants blocked in the final step
of DIF-1 biosynthesis, which is catalyzed normally by an
O-methyltransferase, still produce pstA cells and develop aber-
rant fruiting bodies. The way in which DIF-1 regulates the
expression of its target genes might be via DimA and DimB,
which are DNA binding basic leucine zipper proteins that mi-
grate to the nucleus on exposure to DIF-1. The inability of
mutants with a dimA deletion to express ecmA in response to
DIF-1 is consistent with the idea that DimA and DimB are
DIF-1-activated transcription factors (46).

DIF biosynthesis has been investigated recently (52), and the
protein Steely has been described as a key enzyme. Steely con-
sists of six fatty acid synthase (FAS) catalytic domains and
a C-terminal polyketide synthase (PKS). The N-terminal acyl
products of steely are transferred to the C-terminal PKS active
sites, which then catalyze polyketide extension and cyclisation.
The result is a phlorocaprophenone, which is chlorinated sub-
sequently and finally methylated.

Recent research (51) has shown that two putative DIF-1
precursors, 1-(3,5-dichloro-2,4,6-trihydroxyphenyl)hexan-1-one
and 1-(3-chloro-2,4,6-trihydroxyphenyl)hexan-1-one, are also
inducers of stalk development. This indicates that the desmethyl
and desmethyl-monochloro analogs of DIF-1 are sufficient
for stalk formation, which does not exclude the possibil-
ity that the methyl forms serve a different purpose. A third
stalk-inducing compound identified in the same study was
4-methyl-5-pentylbenzene-1,3-diol.

From current data, it can be assumed that signaling com-
plexity in Dictyostelium development is higher than previously
thought (51), which is also reinforced by the insight that de-
velopment requires highly selective signaling systems (50). The
description of the systems given here, including the PSF system
and the DIF systems, is therefore far from exhaustive.

Tool and Techniques

Chemical

The identification of cell-to-cell communication molecules is a
nontrivial task. At an abstract level, a simple assay that allows
for ascertaining if a certain phenotype is influenced by quo-
rum sensing is to grow cells in culture in stationary phase for
some time. During that period, potential pheromones can ac-
cumulate. The cells are then filtered and/or centrifuged out of
the growth medium and the remainder is purified. If the addi-
tion of this conditioned medium to fresh exponentially growing
cells induces the phenotype in question, one possible explana-
tion is that quorum sensing molecules affecting the phenotype
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were present in the filtrate. High-resolution liquid chromatog-
raphy/mass spectrometry (LC/MS) and nuclear magnetic reso-
nance (NMR) spectroscopy can aid in the identification of the
actual quorum sensing molecules by enabling the researcher to
compare the spectra of synthetic molecules to molecules purified
from the conditioned medium.

Genetic

Genetic techniques to investigate quorum sensing include the
disruption of the genes in a pathway that produces quorum sens-
ing molecules, knockout of sensor and response regulator genes,
addition of purified or synthetic quorum sensing molecules, or
addition of quorum quenchers. The identity of synthetic and
actual (purified) communication molecules can be verified by
adding synthetic molecules to a mutant culture that cannot pro-
duce its own signals. If the phenotypic effects are the same,
this indicates that the synthetic and purified molecule share
the same structure. It can, however, also happen that chemi-
cally analogous molecules elicit similar effects. For example,
the quorum sensing homoserine lactone 3OC12 as produced by
the bacterium P. aeruginosa has been shown to mimic the ef-
fects of farsenol in C. albicans , probably because it is somewhat
similar in its side chain structure.

Computational

Quorum sensing can also be studied from a different viewpoint,
for example, by computational methods. The structure of many
quorum sensing molecules as well as of their cognate synthases
and receptor molecules has been solved by X-ray diffraction
analysis or NMR. A list of PDB entries associated with quorum
sensing is available from the supplementary materials section
on http://www.mrc-lmb.cam.ac.uk/genomes/awuster/wecb/ , and
some structures are shown in Fig. 2. These structures provide
invaluable insights in determining the molecular mechanisms of
quorum sensing. Similarly gene expression microarray datasets
under quorum sensing conditions are available publicly. Inte-
grating structural and gene expression data with the abundantly
available genome sequence data will therefore be of great value
for the discovery of new quorum sensing systems as well as for
the integration of quorum sensing with intracellular signaling
pathways.

Discussion and Concluding
Remarks

A Link Between Quorum Sensing
and Starvation

It is easy to see that in a growing population limited resources
will become scarce sooner or later, which suggests that there
is a fundamental link among population density, growth, and
starvation. One such link has been uncovered in P. aeruginosa ,
where an AHL induces the transcription of the gene encoding
σS, a sigma factor that is active maximally under conditions
of starvation (53). In yeast, the link has been demonstrated

in S. cerevisiae with ammonia—often a limiting resource for
growth—inhibiting the expression of ARO9 and ARO10 , two
enzymes involved in the production of the aromatic alcohols
functioning as quorum sensing pheromones. In Dictyostelium,
the pre-starvation factors regulate changes in gene expression
in a cell-density-dependent manner toward the end of the
exponential phase during the vegetative cycle to be prepared
for the secretion of cAMP, which is the starvation signal and
leads to the aggregation of cells.

Positive Feedback

Positive feedback is another theme common to quorum sens-
ing systems. The purpose of positive feedback during quorum
sensing is presumably to speed up the response time, or to give
a more pronounced response. In many of the discussed cases,
positive feedback takes the form of quorum sensing molecules
increasing the expression of their own synthases, such as in
yeast where the aromatic alcohols, via the transcription factor
Aro80p, promote the expression of ARO9 and ARO10 . Simi-
larly, in the bacterial LuxI/LuxR system, the AHLs synthesized
by LuxI promote their own synthesis when bound to LuxR by
positively regulating the expression of the luxICDABE operon.
One result that can be anticipated from this is that cells at high
densities secrete more autoinducer per cell than cells at low
densities.

Interest in cell-to-cell communication in unicellular organ-
isms is still increasing, which might also be because of two
important realizations, the first one of which is the relevance of
quorum sensing to many disease-related processes, for which
P. aeruginosa with its multiple and interacting systems has
become a model organism. Furthermore, interaction between
eukaryotic hosts and microbial pathogens via quorum sensing
molecules might prove to be of high importance for furthering
our understanding of bacterial infectious diseases. The second
realization is that quorum sensing is not limited to a few species
but that it seems to be a next-to-universal mechanism in uni-
cellular organisms, with a multitude of quorum sensing systems
likely to be awaiting discovery.
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The Ras small GTPase is well known for its role in regulating normal cellular
proliferation, as well as in promoting human oncogenesis when activated
mutationally. In signal transduction, Ras functions as a guanine
nucleotide-regulated ON–OFF switch. Positioned at cellular membranes, Ras
relays signals initiated by diverse extracellular stimuli to a complex network
of cytoplasmic signaling cascades to affect changes in gene transcription,
cell-cycle progression, survival, and differentiation. The intense research
into the biologic and chemical nature of Ras has prompted the
development of a variety of biologic, pharmacologic, and genetic tools to
study Ras signaling. Also, Ras is the founding member of a superfamily of
Ras-related and Ras-like proteins. The technical approaches and chemical
concepts that have been generated from the study of Ras have aided
greatly the studies of Ras superfamily proteins, which revealed the versatile
and divergent biologic roles of small GTPases in cell physiology.

The connection between mutations in RAS genes and in human
carcinogenesis was first established nearly 25 years ago (1). Re-
search efforts since then have demonstrated that aberrant Ras
signaling plays an integral role in the development and ma-
lignant growth of many types of human cancers. Ras proteins
are simple binary switches that are controlled by a regulated
GDP/GTP cycle (2) (see Fig. 1). A diverse spectrum of ex-
tracellular stimuli promotes the transient formation of active,
GTP-bound Ras. Then, activated Ras interacts with downstream
effectors that regulate cytoplasmic signaling cascades to pro-
mote changes in cell-cycle progression, actin cytoskeletal or-
ganization, cell survival, and gene transcription (3). Whereas
wild-type Ras cycles between the GTP-bound and GDP-bound
states in a regulated manner, cancer-associated mutations lock
Ras in the “ON” position, which renders the protein constitu-
tively activated. Given its role in oncogenesis, the biologic and
chemical nature of Ras and the consequence of persistent Ras
activation has been the subject of intensive biologic and phar-
maceutical research. This article will provide a brief overview
of the chemistry, structure, and biology that underlie Ras signal-
ing and will summarize the key assays and reagents that have
been developed and applied to study Ras signal transduction
and biologic activity.

Biology

Ras proteins function as nodal points in signal transduction.
Diverse extracellular stimuli act on plasma membrane-bound
receptors (which include receptor tyrosine kinases and G
protein-coupled receptors) and cause the activation of Ras (see
Fig. 1). Accumulating evidence suggests that once activated,
Ras may transit from the plasma membrane to endomembranes
(4, 5). Alternatively, endomembrane-bound Ras may be acti-
vated by a discrete set of upstream activating proteins (4, 6,
7). Activated Ras then regulates myriad cytoplasmic signaling
cascades to cause changes in normal cell physiology, which in-
cludes the regulation of cell morphology, growth, survival and
differentiation, vesicular transport, and gene expression.

In addition to its role in promoting normal cellular growth
and differentiation, Ras is perhaps best known as an oncogenic
protein for its involvement in human carcinogenesis. Approxi-
mately 30% of all human cancers express a mutationally acti-
vated Ras protein (1, 8), with the highest incidence of somatic
Ras mutation observed in pancreatic (90%), lung (50%), and
colon (30%) cancers (9). An extensive body of research has im-
plicated a strong causal role for mutated Ras in cancer develop-
ment and growth. This relationship has prompted considerable
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Figure 1 Ras GTPases function as regulated GDP/GTP molecular switches.
Diverse extracellular signals, for example those received by
membrane-bound receptors such as G-protein coupled receptors and
receptor tyrosine kinases, can cause Ras GTPase activation at the plasma
membrane and endomembranes. Receptor-mediated activation of Ras
most commonly involves the activation of RasGEFs, which then cause
transient activation of Ras. Activated Ras-GTP adopts a conformation that
enhances its affinity for transient binding to and activation of downstream
effectors (E).Â The activated effectors then regulate distinct cytoplasmic
signaling networks that control cellular proliferation, differentiation, and
survival. Ras signaling is terminated by RasGAP-mediated stimulation of
hydrolysis of bound GTP to GDP, which precludes further Ras-effector
interaction. Tumor-associated Ras mutant proteins are insensitive to GAP
stimulation.

interest and effort in the development of anti-Ras therapeutic
strategies for cancer treatment (10). Recently, de novo germline
mutation of Ras and Ras signaling proteins has also been as-
sociated with a group of human developmental disorders, the
Costello, Noonan, and cardio-facio-cutaneous syndromes (11).

Chemistry

The following sections describe the sequence and the structure
of Ras proteins, and they examine how distinct sequence ele-
ments in Ras proteins dictate function, subcellular location, and
interaction with regulatory and effector proteins.

Ras sequence and structure

The three human RAS genes encode four highly related 188–189
amino acid Ras proteins (H-Ras, N-Ras, and two KRAS -encoded
splice variants, K-Ras4A and K-Ras4B) that share significant
sequence identity (90%) and common structural elements (see
Fig. 2). RAS genes are conserved in vertebrate and inverte-
brate evolution, with homologous genes found in C. elegans ,
Drosophila , and yeast but not in plants or bacteria. RAS genes
are the founding members of a greater than 150-member su-
perfamily of RAS-related genes that encode small GTP-binding
and hydrolyzing proteins (GTPases) (12, 13).

Ras proteins are composed of two discrete sequence elements:
a catalytic G domain and a hypervariable membrane-targeting

domain (see Fig. 2). The amino-terminal 166 amino acids of
Ras compose the G domain, which contains the consensus
sequence motifs found in classic GTP-binding proteins. The
carboxyl-terminal 23 to 24 amino acids compose the hypervari-
able region. The hypervariable region terminates in a consensus
CAAX tetrapeptide motif that signals for posttranslational mod-
ifications that increase the hydrophobic nature of Ras. This
region also contains additional sequences that promote mem-
brane association and direct subcellular localization of Ras.

The three-dimensional structure of the G domain consists of
five α-helices, six β-strands, and five loop regions (G1–G5) (see
Fig. 2). The five loop regions are involved in protein–protein
interaction and nucleotide binding (14). Within the G domain,
two switch regions (switch I and II, residues 30–38 and 59–76,
respectively) form exposed flexible loops that adopt different
conformations depending on the identity of the bound guanine
nucleotide. The effector loop or effector domain, which cor-
responds to G2, is embedded in switch I and forms critical
contacts with effector molecules. Therefore, the stereochemical
arrangement of the switch I and switch II regions translates Ras
activation into a downstream response by diminishing effec-
tor binding to GDP-bound Ras and favoring effector binding
to GTP-bound Ras. The other G loops contact the guanine
base, phosphate groups, and/or Mg2+ ion (15). In addition to
mediating effector binding, the two switch regions of Ras in-
teract with proteins that regulate the GDP/GTP cycle: guanine
nucleotide exchange factors (GEFs) and GTPase activating pro-
teins (GAPs).

Ras possesses a weak GDP/GTP exchange activity. Because
the cellular levels of GTP are 20-fold greater than that of
GDP, the dissociation of GDP from Ras favors the formation of
Ras-GTP. Ras also possesses low intrinsic GTPase enzymatic
activity, which stimulates hydrolysis of bound GTP to GDP to
cycle Ras back to its inactive GDP-bound state. The intrinsic
exchange and hydrolytic activity of Ras is not sufficient to
promote rapid GDP/GTP cycling. Ras-specific GEFs and GAPs
are critical to accelerate guanine nucleotide cycling and hence
to promote a response to extracellular stimuli. RasGEFs (e.g.,
Sos, RasGRF, or RasGRP) promote the exchange of GDP for
GTP and activate Ras signaling activity (16, 18). RasGAPs (e.g.,
p120 RasGAP, or NF1 neurofibromin) stimulate hydrolysis of
GTP to GDP and terminate signaling activity (19). The activity
of GEFs and GAPs enable Ras proteins to signal downstream
to their effector molecules in a regulated manner.

Subcellular localization of Ras

In addition to nucleotide binding, the signaling activity of
Ras is governed by subcellular localization. Ras proteins ter-
minate in a tetrapeptide CAAX motif, where C is cysteine,
A is any aliphatic amino acid, and X is serine or methion-
ine. Ras proteins are synthesized initially as cytoplasmic pro-
teins that have no signaling activity (see Fig. 3). Ras then
undergoes a series of CAAX-directed posttranslational modi-
fications. Farnesyltransferase (FTase) catalyzes a covalent ad-
dition of a 15-carbon farnesyl isoprenyl group to the cys-
teine of the CAAX motif, followed by Ras converting en-
zyme 1 (Rce1)-catalyzed proteolytic cleavage of the −AAX
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Figure 2 Schematic of Ras small GTP binding and hydrolyzing proteins. The five G boxes (G1 G5, yellow) comprise the cataalytic domain of Ras. The
hypervariable region (red) at the carboxyl terminus contains the second signal that is critical for proper subcellular localization. The CAAX box (blue) is
post-translationally modified by a 15-carbon isoprenyl lipid and is required for membrane association. The sequence of each motif for H-, N-, and K-Ras4B
is given, as well as the consensus sequence found in all G domain-containing proteins. Mutation of residues highlighted in green (at G12, G13, or Q61)
results in a constitutively activated protein. Conversely, mutation of the residue highlighted in red (S17) creates a dominant negative protein. Alternative
names for some motifs, as well as their main function in Ras biochemistry, are listed as well.

residues (20), and isoprenylcysteine-directed carboxyl methyl-
transferase (Icmt)-catalyzed carboxylmethylation of the now
terminal prenylated cysteine residue. The prenyl residue inserts
into cellular membranes, which tethers Ras to the cytosolic face
of cellular membranes (21, 23). Point mutations engineered in
the carboxyl terminus of Ras proteins (such as a cysteine to
serine substitution in the CAAX box) as well as pharmacologic
inhibitors (e.g., FTase inhibitors or FTIs) disrupt this posttrans-
lational processing and cause mislocalization of Ras (24, 27).

The three CAAX-signaled modifications increase the overall
hydrophobicity of the carboxyl terminus of Ras and are nec-
essary to promote Ras membrane association. However, these
modifications alone are not sufficient to direct full plasma mem-
brane association and signaling activity. At least two additional
motifs exist at the carboxyl termini of Ras proteins, which serve
to facilitate plasma membrane association and direct Ras pro-
teins to discrete membrane subdomains. These motifs function
as secondary signals and are composed either of a stretch of
basic amino acids (K-Ras4B) or of cysteine(s) that are palmi-
toylated (H-Ras, N-Ras, K-Ras4A) and positioned immediately
upstream of the CAAX motif (28, 30) (see Fig. 3). The addition
of a palmitate fatty acid is catalyzed by a protein acyltransferase,
which forms a reversible thioester bond between the cysteine
and the palmitoyl group (31, 32).

Effector interaction

The biologic function of Ras is mediated by its ability to activate
downstream cytoplasmic signaling networks through binding to
a panel of effector proteins. The Ras–effector interaction is me-
diated through interactions between the core effector domain
(amino acids 32–40) of Ras (see Fig. 2) and the specific residues
within the Ras-binding domain (RBD) or Ras-association do-
main (RA) found in most Ras effector proteins. The RBDs and
RA domains of effector proteins do not exhibit primary se-
quence homology, but instead they share a common tertiary
structure that consists of an ubiquitin superfold, which forms
critical contacts with Ras (33).

Figure 3 Ras membrane targeting is a multi-step process.Â Nascent Ras
protein is found in the cytoplasm of the cell.Â The cysteine of the CAAX
motif is postranslationally covalently modified by a farnesyl (red) lipid in a
reaction catalyzed by farnesyltransferase (FTase). Â A series of modification
steps catalyzed by the indicated enzymes at the endoplasmic reticulum
cleave the AAX residues and modify the now terminal prenylatted cysteine
with a carboxymethyl group. Â The farnesyl group inserts into cellular
membranes, tethering the GTPase to the cytoplasmic face of the
membranes. A secondary signal, either lysine residues in the case of
K-Ras4B or cysteine bound to palmitate in the case of N-Ras and H-Ras is
required for final membrane location. Mutating the cysteine of the CAAX
motif to a serine (Ras-SAAX) precludes the addition of an isoprenyl group
and all subsequent modifications, resulting in a cytosolic, inactive mutant
protein.

At least 10 distinct families of Ras effector proteins have
been identified, with the Raf serine/threonine kinases, phos-
phatidylinositol 3-kinases (PI3K), and RalGEFs being the
most extensively characterized (3) (see Fig. 4). Beyond their
shared ability to bind preferentially to Ras-GTP, Ras effectors
possess highly divergent biochemical and biologic functions.
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Figure 4 Ras activates multiple effector pathways. GTP-bound active Ras
binds to and stimulates a myriad of cytoplasmic signaling cascades. The
three most extensively characterized effector pathways (RalGEF, Raf, and
PI3K) are shown. Signal propagation occurs via phosphorylation of Raf,
leading to subsequent phosphorylation and activation of the Elk-1
transcription factor and changes in gene expression. PI3K activation
regulates phosphoinositide metabolism and formation of the
phosphoinositol 3,4,5-triphosphate (PIP3) second messenger. PIP3
promotes activation of the AKT serine/threonine kinase and other signaling
proteins. The phosphatase and tensin homolog (PTEN) tumor suppressor
protein antagonizes the activity of PI3K by dephosphorylation of PIP3.
RalGEF functions as an activator of the Ras-like (RalA and RalB) small
GTPases.Â Downstream effectors of Ral GTPases include components of
the exocyst complex (e.g., Sec5) and RalBP1. Activation of Sec5 promotes
activation of the atypical IkB kinase Tank binding kinase 1 (TBK1). RalBP1
exhibits GAP activity towards the Rho family small GTPases Cdc42 and
Rac1. Each Ras effector pathway regulates distinct cellular processes, which
allows Ras to achieve a nuanced response to extracellular stimuli.

Raf activates the ERK mitogen-activated protein kinase cas-
cade (Raf-MEK-ERK), whereas PI3K regulates phospholipid
metabolism, and RalGEFs serve as activators of Ras-like (Ral)
small GTPases. These and other pro-growth effectors (e.g.,
phospholipase C epsilon or Tiam1) promote Ras-mediated cel-
lular proliferation and differentiation. In contrast, other Ras
effector pathways (most notably Nore1 and other RASSF family
members) can contribute to apoptosis (34).

Chemical Tools and Techniques

The research on Ras proteins has resulted in the development
of an impressive collection of reagents, assays, and techniques
to dissect the Ras function. These techniques include mutants
of Ras proteins, biochemical assays to monitor Ras function in
vitro and in vivo, pharmacologic and genetic tools to dissect Ras
signaling, as well as more recent approaches that apply RNA
interference (RNAi) and other gene silencing techniques, and
fluorescence-based protein assays to monitor the spatial and the
temporal activities of Ras. Tables 1–3 provide a comprehensive
list of the tools and reagents available to study Ras biology.

Ras structural mutants
The creation and application of Ras mutants that display gain- or
loss-of-function phenotypes has provided the foundation for our
knowledge of the basic function and regulation of Ras proteins
(see Table 1). By analogy to Ras, similar mutations have been
introduced in many Ras superfamily proteins as well as other
unrelated GTPases. These mutant proteins, particularly mutants
of the Rho family small GTPases, have proven to be powerful
reagents for functional studies.

Constitutively active Ras proteins can be generated through
substitutions of the conserved glycine at position 12 or glu-
tamine at position 61, for example, with valine (G12V) or
leucine (Q61L), respectively (see Fig. 2). Essentially, any amino
acid substitution at these two positions impairs the intrinsic and
GAP-stimulated GTP hydrolysis rate, which results in the for-
mation of a constitutively GTP-bound and chronically active
protein. These activated mutants can be used to determine the
downstream signaling activities of Ras proteins.

Conversely, Ras with a substitution of serine at position 17
with asparagine (S17N) binds to and forms nonproductive com-
plexes with Ras GEFs (see Fig. 2). Because each RasGEF can
activate several Ras proteins, Ras(S17N) acts as a dominant
negative inhibitory protein that inhibits activation of all Ras
proteins. This dominant negative reagent can be used to deter-
mine whether the biologic activity of a particular extracellular
stimulus is mediated through RasGEF-dependent activation of
Ras.

Substitution of the cysteine residue of the CAAX motif with
a serine prevents all CAAX-signaled, posttranslational modifi-
cations, which results in an unprocessed, cytosolic, and inactive
protein (see Fig. 3). This mutant is useful to determine whether
membrane association is required for a particular cellular func-
tion of Ras.

Single amino acid substitutions in the core effector domain
of Ras can cause differential loss of binding to a subset of
Ras effectors (see Table 1). For example, constitutively active
Ras with a point mutation at position T35 (Ras G12V/T35S)
binds to and activates Raf but not PI3K or RalGEF. Simi-
larly, Ras(G12V/E37G) activates RalGEF but not Raf or PI3K;
Ras(12V/Y40 C) can activate PI3K but not RalGEF or Raf. This
technique has been applied to tease out the contribution of Ras
effector pathways to turmorigenesis in mouse and human cells
(35–37). One caveat with this approach is that these point mu-
tants are not necessarily precise because they retain interaction
with other Ras effectors.

Analyses of Ras GDP/GTP cycling
Various protein–protein interaction methods have been devel-
oped to study the GTP binding, exchange, and hydrolytic activ-
ities of Ras. The in vitro rate of nucleotide exchange or GTP
hydrolysis can be measured with real-time fluorescence-based
assays. The fluorescence of an N-methylanthraniloyl derivative
of GTP (mant-GTP) increases ∼20% when binding to small
GTPases, and therefore can be used to monitor the rate of
nucleotide exchange and incorporation of mant-GTP into Ras
(38). The intrinsic and GAP-stimulated GTPase activities of Ras
proteins can be monitored through another fluorescence-based
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Table 1 Genetic reagents for activation of Ras and Ras effector pathways

Reagent Description

Ras
Ras(G12V), Ras(Q61L) GTPase-deficient, GAP-insensitive, constitutively activated mutants. Based on mutations

detected in RAS alleles found in human cancers.
RasGRP1 RasGEF. Activated by treatment with phorbol esters.

Raf-MEK-ERK Pathway
H-Ras(G12V/T35S) Effector domain mutant of activated H-Ras that binds to and activates Raf but not PI3K or

RalGEF.
Raf-22W Truncation of 305 amino-terminal amino acids in human c-Raf-1. Lacks the negative

regulatory sequences that lie upstream of kinase domain.
Raf-CAAX Human c-Raf-1 chimeric protein with carboxyl-terminal 18 amino acid membrane-targeting

sequence of K-Ras(4B). Persistent membrane location and signaling activity.
B-Raf(V600E) Human B-Raf with the V600E (formerly V599E) missense mutation observed in most

mutated BRAF alleles found in human cancers.
MEK(S218D/S222D) Missense substitutions at Raf serine phosphorylation sites with charged amino acids to mimic

persistent phosphorylation.
∆MEK-ED N-terminally truncated MEK, with missense substitutions at Raf serine phosphorylation sites

(S218/S222D) with charged amino acids to mimic persistent phosphorylation.

PI3K-AKT Pathway
H-Ras(G12V/Y40C) Effector domain mutant of activated H-Ras that binds to and preferentially activates PI3K but

not Raf or RalGEF.
p110-CAAX p110γ chimeric protein terminating with the C-terminal 18 amino acids plasma membrane

targeting sequence of K-Ras(4B). Persistent membrane location and signaling activity.
p110α(E545K), Constitutively activated forms of the p110α catalytic subunit.
p110α(H1047 R) Corresponding gene missense mutations observed in most mutant alleles of the gene encoding

p110α (PIK3CA) detected in human cancers.
Interfering RNA for PTEN Suppresses PTEN expression, prevents PTEN-mediated conversion the PI3K product

phosphoinositol 3,4,5-triphosphate (PIP3) to the PI3K substrate phosphoinositol
4,5-diphosphate (PIP2).

Myr-AKT Fusion protein of AKT with an amino-terminal myristoylation signal sequence. This fatty acid
modification promotes persistent plasma membrane association and signaling activity.

RalGEF-Ral Pathway
H-Ras(G12V/E37G) Effector domain mutant of activated H-Ras that binds to and activates RalGEFs but not PI3K

or Raf.
Rgl-CAAX Mouse Rlf/Rgl2 chimeric protein terminating with the C-terminal 18 amino acids of

K-Ras(4B); Rlf lacks the C-terminal 247 residues that contain the Ras association domain.
Persistent membrane location and signaling activity.

Ral(G23V), Ral(Q71L) Human GTPase-deficient mutants of RalA and RalB. Analogous to the Ras(G12V) and
Ras(Q61L) mutants.

assay, which approximates the hydrolysis rate by measuring the
release of Pi from nucleotide-bound Ras (39). The assay uses a
fluorophore (MDCC)-modified bacterial phosphate binding pro-
tein (PBP) that has a high affinity for Pi. The fluorescence of
MDCC increases sevenfold when bound to Pi. PBP-MDCC is
incubated with recombinant GTP-bound Ras, and fluorescent
measurements are made with a standard fluorimeter.

Physiologic levels of total cellular GTP-bound Ras can be
detected with pull-down assays (40) (see Table 2). With these
assays, cells are lysed with detergent-containing buffers and
then incubated with a recombinant fusion protein that contains
the isolated RBD of c-Raf-1 fused to glutathione-S-transferase
(GST; designated GST-Raf-RBD). The presence of Ras in the

GST-Raf-RBD protein complexes is resolved by Western blot-
ting. High-quality, isoform-specific anti-Ras antibodies, which
allow determination of activation of a specific Ras isoform,
are widely available (41). Only GTP-bound Ras can bind to
GST-Raf-RBD, so this affinity reagent provides a quick and
easy way to determine the relative levels of cellular GTP-Ras
when compared with the total Ras protein. For example, rest-
ing cells contain only ∼5% Ras-GTP compared with total Ras,
whereas growth factor-stimulated cells may show 50% to 70%
Ras-GTP.

Several techniques exist to monitor the spatial and tempo-
ral patterns of Ras activation. One such probe is composed
of the Raf-RBD fused with green fluorescent protein (GFP).
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Table 2 Reagents for biochemical detection of Ras and Ras effector pathway activation

Reagent Description

Ras
GST-Ras-RBD Glutathione-S-transferase (GST) fusion protein with the isolated Ras binding domain (RBD) of

c-Raf-1. Binds preferentially to activated, GTP-bound Ras proteins.

Raf-MEK-ERK Pathway
Phospho-specific
MEK1/MEK2 antibody

Antibody for Western blot detection of phosphorylated and activated MEK1/2 when
phosphorylated by Raf at S221.

Phospho-specific
ERK1/ERK2 antibody

Antibody for Western blot detection of phosphorylated and activated ERK1/2 when
phosphorylated by MEK at T202 and Y204. Phosphorylation of these residues activates ERK
catalytic function.

PI3K-AKT Pathway
Phospho-specific AKT
antibody

Antibody for Western blot detection of phosphorylated and activated AKT when phosphorylated
by PDK1 at T308

RalGEF-Ral Pathway
GST-Rlf-RBD GST fusion protein with the isolated Ral binding domain (RBD) of the RalBP1 (amino acids

397-518) effector. Binds preferentially to activated, GTP-bound RalA, and RalB proteins.

When expressed in quiescent cells where Ras is inactive, the
GFP-Raf-RBD probe is distributed homogeneously through-
out the cell. When cells are stimulated with a growth factor
that causes Ras activation, the probe is redistributed rapidly
and transiently to the membrane compartments where Ras is
activated (42). Matsuda and colleagues developed a chimeric
H-Ras–Raf-RBD fluorescent probe called Ras and interacting
protein chimeric unit (Raichu). A productive intermolecular
interaction between the H-Ras and the Raf-RBD domains of
Raichu occurs when it is stimulated with a growth factor or
another agent and can be measured by fluorescent resonance
energy transfer (43, 44). Bivona et al. have also developed sim-
ilar approaches to monitor the spatiotemporal parameters of Ras
activation in endomembrane compartments (45).

Analyses of Ras subcellular localization
and posttranslational processing

Proper localization of Ras is essential for function, and sev-
eral pharmacologic and genetic tools are available to study the
posttranslational processing and subcellular localization of Ras.
Note that epitope or fluorescent tags must be added at the amino
terminus of Ras so as not to disrupt posttranslational process-
ing of the carboxyl terminus. The localization of GFP-Ras can
be monitored in live cells through confocal or widefield mi-
croscopy. Alternatively, anti-Ras antibodies can be applied to
detect the location of endogenous protein in fixed cells. Sim-
ilarly, antibodies that recognize epitope tags can be used to
evaluate the subcellular localization of ectopically expressed,
amino-terminal epitope-tagged Ras proteins. These antibodies
include the commercially available antibodies that recognize
peptide sequences found in the influenza hemagglutinin anti-
gen (YPYDVPDYA), the human c-Myc transcription factor
(LDEESILKQE), and the FLAG epitope (DYKDDDDK).

The treatment of cells that express GFP- or epitope-tagged
Ras with various pharmacologic inhibitors is also useful to de-
termine which posttranslational modifications are required for

Ras membrane association. For example, treatment of cells that
express GFP-H-Ras with FTIs causes GFP-H-Ras to mislo-
calize to the cytoplasm, which indicates that farnesylation is
required for membrane association. Compounds that block pro-
tein palmitoylation, such as 2-bromopalmitate, can also be used
to determine whether palmitoylation is required for Ras-related
proteins to associate with the plasma membrane (46–48).

Various assays are available for direct analyses of the post-
translational modification of Ras by lipids. Recombinant FTase
together with recombinant Ras can be used to evaluate the far-
nesylation of Ras. Rabbit reticulocyte lysate can be used for
in vitro transcription/translation analyses of all CAAX-signaled
modifications. Direct measure of palmitoylation can be assessed
by evaluating incorporation of a tritiated palmitate analog (49)
or through a novel method that detects free thiol groups in pro-
teins (50, 51). This assay involves blocking all available free
cysteines in a protein and then chemically cleaving thioester
bonds that link palmitate to cysteine. Cleavage generates a free
thiol group, presumably only at the sites of palmitate link-
age. The thiol group can then be detected using a biotinylated
reagent.

Pharmacologic inhibitors of the enzymes involved in −AAX
proteolysis and carboxylmethylation steps are available. How-
ever, as with all pharmacologic inhibitors, these compounds
are likely to have off-target activities (52). Instead, genetic ap-
proaches have provided more specific means to evaluate the role
of these modifications in promoting Ras membrane association.
In particular, mouse embryo fibroblast cell lines derived from
mice that are deficient in Rce1 (RCE1 −/−) or Icmt (ICMT −/−)
are useful to determine the role of these two enzymatic modi-
fications for Ras membrane association, signaling, and biologic
activity. As mentioned, after protein prenylation, the −AAX
residues of Ras are cleaved by Rce1 (20). This step is criti-
cal for proper localization; exogenous H-, N-, and K-Ras are
mislocalized in RCE1 −/− mouse embryo fibroblasts (53). Af-
ter proteolytic cleavage of the −AAX residues, the prenylated
cysteine residue is carboxymethylated by Icmt. As in RCE−/−
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cells, all three Ras proteins are mislocalized when expressed
in ICMT −/− cells. Interestingly, a recent study suggests that
the membrane association of CAAX-containing Ras family GT-
Pases that are modified by geranylgeranylation do not require
these modifications (53).

Ras trafficking to cellular membranes can be measured by
fluorescence recovery after photobleaching (FRAP) and fluores-
cence loss in photobleaching (FLIP) (54). Both techniques rely
on the expression of fluorescent-labeled Ras proteins to moni-
tor different parameters of Ras movement across and between
cellular membranes. FRAP involves photobleaching a mem-
brane subdomain and measuring the kinetics of fluorescence
recovery—and hence Ras trafficking—into the bleached area.
With FLIP, a cellular membrane is photobleached repeatedly
and the subsequent intercellular movement of the photobleached
area is monitored.

Analyses of Ras effector activation and
function

In addition to the use of Ras effector domain mutants, structural
mutants of Ras effectors and pharmacologic inhibitors of effec-
tor signaling are valuable to study the role of specific effector
signaling pathways in Ras function. Tumor-derived, constitu-
tively activated mutants, as well as lab-designed and generated
mutants, have been particularly useful reagents for these studies
(see Table 1). For example, the addition of the carboxyl-terminal
CAAX-containing sequences that target K-Ras4B to the plasma
membrane onto c-Raf-1, the RalGEF Rlf, and the p110α cat-
alytic subunit of PI3K has created effector fusion proteins that
are constitutively membrane-bound and active. Membrane lo-
calization activates effector function because Ras activates ef-
fectors, in part, by promoting their association with the plasma
membrane. More recently, human disease-derived mutants have
provided physiologically relevant activated versions of these
effectors, with the identification of missense mutational activa-
tion of B-Raf and p110α in human tumors, and activated MEK1
and MEK2 in cardio-facio-cutaneous syndrome (11). Novel acti-
vating mutations in Ras and B-Raf, as well as the Sos RasGEF,
have also been identified in developmental syndromes. These
genetic variants may also be useful reagents to study Ras sig-
naling and function (55, 56). Activated effectors can be used to
determine whether the activation of a specific effector pathway
alone is sufficient to mediate a specific Ras function.

Various approaches have been useful to block the func-
tion of a specific effector and to determine its necessity and
role in Ras function. First, catalytically dead mutants of Ras
effectors or their substrates function as dominant negative mu-
tants that, when ectopically-expressed, block the function of
the endogenous effector (see Tables 2 and 3). These mutants
include kinase-dead mutants of c-Raf-1, MEK, and ERK that
block the Raf effector pathway. Second, selective pharmaco-
logic inhibitors of the MEK (PD98059 and U0126) and PI3K
(LY298002) kinase pathways have been useful to study Raf
and PI3K effector signaling. Recently, RNAi has been applied
to impair specific effector function selectively (57, 58). How-
ever, this approach may be limited by the fact that a majority
of effectors also have highly related isoforms that are expressed

broadly and may have overlapping functions. Finally, the use of
mice that are deficient in effector function, as well as cells de-
rived from these animals, has been very effective to determine
the role of specific effectors in Ras-mediated oncogenesis. For
example, although genetic loss of Tiam1, PLC epsilon, or Ral-
GEF does not impair mouse development, each knockout mouse
sustained impaired sensitivity to Ras-induced skin tumor for-
mation when initiated by treatment with chemical carcinogens
that cause mutational activation of HRAS (59, 61). Genetic defi-
ciency of some Ras effectors, such as Raf or the p110α catalytic
subunit of PI3K, cause embryonic lethality and have prevented
similar approaches to study their roles in Ras-mediated oncoge-
nesis. However, a recent study by Gupta et al., which used mice
that harbored a Ras binding-deficient mutant of p110α, demon-
strated elegantly that this specific PI3K isoform was necessary
for Ras-mediated lung and skin oncogenesis (62). Hence, the
development of similar mouse models will be useful to eval-
uate the role of Ras effectors that are normally essential for
development, because of their roles in oncogenesis.

Conclusions

The decades of research on Ras proteins have yielded impres-
sive insight into the biologic and chemical properties of Ras,
and they have established many important paradigms that have
defined key concepts in signal transduction. Concurrent with
these studies has been the development and application of an
armamentarium of reagents, genetic and pharmacologic tools,
and assays with which to study Ras. These technologic devel-
opments have also aided studies greatly to evaluate the biochem-
ical, structural, and biologic properties of other Ras superfamily
proteins. These studies reveal that despite a shared simple fun-
damental biochemical function as GDP/GTP-regulated binary
switches, Ras family proteins display an incredible diversity in
the mechanisms by which they are regulated and in how their
subcellular localization is controlled. These tools have allowed
additional delineation of Ras function and an appreciation of
their involvement in virtually all facets of cell physiology and
behavior. Our earlier depiction of Ras as a relay switch at the
plasma membrane in a simple linear signaling pathway has been
revised to reflect the current model: Ras is a central compo-
nent of a highly complex and dynamic signaling network with
discrete functions at several subcellular locations. In summary,
whereas great strides have been made to understand Ras ac-
tivation, localization, and signaling, much need still exists for
focused research in each of these areas. New methodologies
and technologies that are developed will undoubtedly facili-
tate additional advances. Because we have been surprised by
many recent new discoveries regarding Ras, one must expect
the unexpected in Ras signaling and biology.
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Table 3 Pharmacologic and genetic inhibitors of Ras and Ras effector pathways

Reagent Description

Raf-MEK-ERK Pathway
Sorafenib (BAY 43-9006) Cell-permeable ATP-competitive inhibitor of Raf kinase activity. Also a potent inhibitor of a

variety of other protein kinases.
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U0126, PD98059, CI-1040 Cell-permeable, non-ATP competitive inhibitor of MEK-mediated activation of ERK.
MEK(K97A) Mutant of MEK1 with missense mutation of the ATP binding domain, resulting in a

kinase-deficient mutant.
MKP-1 ERK dual-specificity protein phosphatase; removes phosphorylation of ERK1 and ERK2 at T202

and Y204 residues

PI3K-AKT Pathway
Wortmannin, LY294002 Cell-permeable inhibitors of PI3K family lipid kinases.
PTEN Lipid phosphatase and antagonist of PI3K. Converts the PI3K product phosphoinositol

3,4,5-triphosphate (PIP3) to the PI3K substrate phosphoinositol 4,5-diphosphate (PIP2).
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Despite the significant research that has been invested in understanding
molecular recognition in biological systems, accurate prediction of
macroscopic properties based on microscopic interactions remains elusive,
which makes it difficult to identify systematically tight binding inhibitors in
computational drug design. In the past, most ligand design efforts have
centered on descriptors derived mainly from structure, neglecting entropic
effects that develop from receptor flexibility. The lack of explicit
incorporation of receptor motion has meant that compensatory effects
between enthalpy and entropy, which are essential for the accurate
estimation of free energy, have also been neglected. In addition,
cooperative effects, which develop from alteration in the motion of the
receptor because of ligand binding, are not captured. These effects pose a
challenge for the design of small molecules that allosterically modulate
protein-protein and protein-small-molecule interactions. Here, we describe
macroscopic properties of receptor-ligand interactions, which are followed
by a discussion of how these properties are predicted with microscopic
interactions. A discussion then ensues on some fundamental aspects of the
molecular recognition process that have attracted renewed attention, such
as conformational selection versus induced-fit binding, entropy-enthalpy
compensation, and allostery.

Introduction

Molecular recognition leads to the association of macro-
molecules, which enables them to perform functions that are
vital to the survival of an organism. Evolutionary forces have
exploited interactions between macromolecules for the purpose
of performing one of a multitude of tasks, including chemical
modification (1), transportation (2), signal transduction (3), or
recruitment of other macromolecules (4), among other things.
The recognition process is driven by a balance between potential
energy that develops from physical interactions at the molecu-
lar level (5) and kinetic energy that originates from inherent
dynamics contained in molecules (6). The physical interaction
between macromolecules is driven by various interactions most
prominent among them electrostatics, which develops from the

positive and negative charge of nuclei and electrons (6) and the
hydrophobic effect (7–11). These charges impart attractive and
repulsive characteristics to molecules. But it is often overlooked
that the dynamics of molecules also play an important role in
the recognition process (6)

In solution, molecules constantly encounter each other
through collisions. At close distances, repulsions from the nuclei
dominate. The balance between repulsive and attractive forces
often lead to an equilibrium state such that two molecules will
remain associated in a complex. In this state, dispersion or Lon-
don forces dominate. The motion experienced by the molecules
also plays a crucial role in this process. A molecule contains
translational, rotational, as well as internal vibrational motion.
When two molecules associate, conservation of energy dictates
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that the energy that is initially contained in translation and ro-
tation must be eventually absorbed internally by the molecules
through vibrations (12). The failure to effectively absorb this
energy could lead in turn to the disruption of the balance be-
tween attractive and repulsive forces and the abrogation of the
complex.

Although interactions between macromolecules and their lig-
ands are normal processes essential to the survival of an or-
ganism, it is often the case that these same interactions will
contribute to pathological processes. Examples include the bind-
ing of a growth factor to its cell surface receptor (3, 13),
a matrix-metalloproteinase binding to its ligand (14), or the
binding of a kinase to its ATP substrate (15). Each of these
interactions has been targeted by pharmaceutical companies for
the development of drugs. Inhibition of the receptor tyrosine ki-
nases has been particularly successful. Targeting the abl kinase,
for example, has led to the discovery of Gleevec (Novartis, East
Hanover, NJ), which is one of the most effective anticancer
therapeutics to date (16). This drug was rationally designed
such that structural information of its target was used during
the drug-discovery process. It is likely that early version of
the drug underwent a series of chemical modifications to opti-
mize not only affinity to the target but also ADME (adsorption,
distribution, metabolism, and excretion), toxicology, and phar-
macokinetic properties (17). But high affinity to the drug target
remains a key criterion that must be constantly maintained. In
addition, with the multitude of targets that are now available,
selective or broad-spectrum inhibitors are also desirable. De-
spite the significant progress that we have made over the past
decade toward understanding molecular recognition, the sys-
tematic ability to design molecules with high affinity to a target
based on its structure remains elusive (18)

The focus of this review article will be on the interaction
between macromolecules and small-molecule ligands. The dis-
cussion will first center on the thermodynamic and kinetic
characteristics that are used to measure the extent of binding.
Subsequently, we discuss the interactions at the atomic level
that drive complex formation. Then, a discussion follows of
some tools available to predict macroscopic properties from
microscopic properties. We then briefly discuss macromolec-
ular motions as well as various aspects of receptor–ligand that
have attracted renewed attention, such as conformational selec-
tion versus induced-fit, enthalpy-entropy compensation effect,
and protein allostery.

Macroscopic Properties

In solution, the mixing of two entities leads to the formation
of a chemical equilibrium that is represented by the following
equation:

M(aq) + L(aq) � ML(aq)

where M is the macromolecular receptor, L is the small
molecule ligand, and ML represents the complex between the
receptor and ligand. Depending on the strength of the interac-
tion, the equilibrium can favor the formation of reactants or

products. The direction of the equilibrium is measured by a ra-
tio known as the equilibrium constant, which is also known as
either the dissociation constant K D or the association constant
K A defined as follows:

KD = K −1
A = [M ][L]

[ML]

A measure of the spontaneity of the chemical event is
encapsulated in the Gibbs free energy, which is related to the
equilibrium constant following this relation:

∆G◦ = −RT ln KA

∆G is the free-energy change, ∆G◦ is standard free-energy
change, R is the gas constant whose value is 8.31 J mol−1 K−1,
and T is the temperature.

A chemical event that results in a reduction of the free en-
ergy is referred to as exergonic, whereas a process that results in
an increase in the free energy is known as endergonic. Typical
values of dissociation constants KD for receptor–ligand inter-
actions occur between 10−3 (millimolar) and 10−9 (nanomolar)
(19–21), although reports suggest values that reach the picomo-
lar regime (19–21). Each order of magnitude in KD corresponds
to a change in the free energy ∆G◦ of 1.4 kcal mol−1. Hence,
∆G◦ for a millimolar ligand is −4.2 kcal/mol, whereas that
of a nanomolar ligand is −9.8 kcal/mol. Another well-known
equation relates the free energy to the enthalpy (∆H ◦) and en-
tropy (∆S ◦):

∆G◦ = ∆H ◦ − T∆S ◦

The enthalpy is defined by the following expression:

∆H ◦ = ∆E + P∆V

where E is the internal energy of the system, P is the pressure,
and V is the volume. Most chemical events occur at constant
volume and pressure, and hence the enthalpy can be conceptual-
ized as a measure in the internal energy change. The formation
of favorable interactions, such as hydrogen bonds or van der
Waals contacts will result in a negative enthalpy change and
hence an exothermic process. The loss of favorable interactions
leads to a positive enthalpy or endothermic process.

Although the enthalpy is a measure of order in the system,
the entropy is a measure of disorder. The second law of
thermodynamics states that a spontaneous event results in an
increase in entropy. Hence, a favorable process always results
in an increase in disorder. The entropy is defined as:

S = k ln Ω

where S is the entropy and Ω is the phase space that cor-
responds to all the possible states that a system may adopt.
In Newtonian mechanics, a state can be defined by position
and velocity. In macromolecules, position can be translated
into internal coordinates, such as bonds and torsions that de-
fine the conformation of the macromolecule. In the context of
receptor–ligand binding, the change in the entropy is the log
of the ratio of phase space of the receptor − ligand complex
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and the phase space of the product of the receptor and ligand.
The number of states that are accessible for the free receptor
and ligands will be significantly larger than that of the complex.
Hence, the association of macromolecules and their ligands typ-
ically results in entropy loss (22). In some instances that involve
the burial of hydrophobic residues, the rearrangement of water
could lead to a favorable contribution from entropy (vide infra).

Microscopic Interactions

Molecules can have a net positive defined as negative charge
depending on the hybridization state of atoms within them. In
solution, the net charge often originates from ionizable groups
that act as a Brönsted base or acid following this equation:

A−
(aq) + H +

(aq) � AH(aq)

Carboxylate, thiols, or amino moities are a few examples of
ionizable groups at physiological pH. The propensity of an
ionizable group to lose a proton is measured by the pKa, which
is defined by the following:

pKa = pH − log
[A−]

[HA]

where Ka is the acid dissociation constant, [A−] and [HA] are
the concentrations of acid and its conjugate base. Based on this
equation, the pKa can also be viewed as the pH at which the
concentration of base is equal to that of the acid. For example,
at neutral pH, the pKa of the amino group of a lysine residue is
10.4, whereas that of a glutamic acid residue is 4.5 [pKa values
are from Refs. 23 and 24]. In the former, the amino group is
protonated and positively charged at physiological pH, whereas
the glutamic acid is unprotonated and negatively charged. Other
examples of amino acids with positively charged side chains
include the guanidine side chain of arginine (pKa = 12.5).
Another example of an amino acid with a negatively charged
group include aspartic acid (pKa = 4.0).

Within macromolecules, however, the pKa of ionizable groups
can deviate from their standard values, as the groups are not only
surrounded by solvent but also by other residues. For example,
a carboxylic acid moiety located in a region of low polarity
or hydrophobicity will experience an increase in its pKa. A
positive charge near the carboxyl group will reduce its pKa,
whereas a negative charge will lead to a more basic side chain.
Conversely, an amino group in a hydrophobic region will expe-
rience a reduction in its pKa, whereas a salt bridge will increase
its pKa. A prominent example that illustrates these trends oc-
curs in the TEM-1 β-lactamase, which is a resistance enzyme
in bacteria that destroys β-lactam antibiotics (25). The active
site contains two lysine residues and two serine residues in a
cross-like arrangement (Fig. 1). This arrangement is universally
conserved not only among the β-lactamases but also among their
ancestors, the penicillin-binding proteins (PBPs) (26). A lysine
residue that is essential for catalysis is found in a hydrophobic
pocket that is shielded from direct contact with solvent (Fig. 1).

A nearby glutamate side chain (Glu-166) forms a salt-bridge in-
teraction with Lys-73. Biochemical analyses had ascribed a pKa

of 5 to Glu-166, nearly 0.5 units higher than that of standard
pKa of 4.5. An extensive set of biochemical, nuclear magnetic
resonance (NMR), and molecular dynamics-based free-energy
calculations led to a pKa value of 8 for Lys73, which is nearly
2.8 units lower than its standard pKa. These pKa shifts can be
rationalized from the microenviroment around the residues. The
reduced pKa of Lys73 is promoted by the low dielectric medium
that surrounds its amino group along with the positive charge
of a nearby lysine (Lys234). The negative charge that emanates
from Glu166, on the other hand, stabilizes the positive charge
on Lys73 and thus raises its pKa. Interestingly, in the PBPs,
which lack a glutamate in its active site (27), the pKa of the
catalytic lysine residue is reduced even more to 6, such that
the amino group on the lysine side chain is neutral (25). The
neutrality of the side chain is essential for this enzyme to carry
out its transpeptidase function (27).

Electrostatic interactions, along with hydrophobic effects,
form the basis of most intermolecular forces that drive receptor–
ligand interactions in biological systems. The simplest form of
electrostatic interaction is the salt bridge, which occurs between
two oppositely charged functional groups (28). The formation of
such an interaction within proteins is usually energetically costly
(29). An example is the Lys73 and Glu166 salt bridge that was
alluded to above (Fig. 1). Other examples of charge–charge
interactions in biological molecules include the coordination
of transition metals with negatively charged moieties such
as carboxylates from glutamate and aspartate side chains or
thiolates from cysteine residues (30, 31). Although opposite
charges form strong interactions, their presence alters the charge
distribution of surrounding residues as well. A fixed charge
creates an electric field that emanates from it (for a positive
charge). Electrons on surrounding atoms will be polarized
depending on the nature of the field. For a positive charge,
the electron density on surrounding atoms will move toward
the charge, whereas a negative charge will cause electrons to
move away. This movement of electron density creates a dipole.
The region where the electron density is accumulating will
be negatively charged, whereas the region that lost electron
density will develop a partial positive site. Some dipoles are
permanent (32). A prominent example is that of water, in
which the electrons accumulate on the electronegative oxygen
atom, leaving a partial positive charge on the hydrogen atoms
and a permanent dipole that can be visualized as a vector
that is perpendicular to the base of the HOH triangle (33).
It is worth mentioning that the interaction energy between a
charge and a dipole is inversely proportional to their separation
to the fourth power, whereas a dipole–dipole interaction is
inversely proportional to the separation to the sixth power.
Hence, these interactions dominate at short separations, whereas
charge–charge interactions dominate at large separations.

A ubiquitous interaction that is electrostatic in nature and
commonly occurs in biological systems is the hydrogen bond
(see Fig. 1 for examples). It is defined as the interaction between
an electronegative atom (acceptor) and a hydrogen atom that
is covalently attached to another electronegative atom (donor)
(34, 35). At the fundamental level, a hydrogen bond has been

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 3



Receptor–Ligand Interactions in Biological Systems

Figure 1 A stereoview image that depicts the active site of TEM-1 β-lactamase from E. coli. The protein is depicted in capped-sticks representation.
Residues are shown in capped-sticks representation and color-coded according to atom types (N, C, O, and H in blue, white, red and cyan, respectively).
The red arrow points to Lys-73, and the white arrow points to Glu-166.

described as a dipole–dipole interaction, but it is likely more
complex mixture of physical effects that include covalent char-
acteristics, polarization, as well as charge transfer (34–37). A
common hydrogen bond in proteins occurs between an NH bond
and an oxygen atom from a carbonyl carbon with an NO dis-
tance that falls between 2.8 and 3 Å, and between 1.5 and 2 Å
for the OH distance. A recent series of surveys conducted on
protein–ligand complexes from the Repository Collaboratory of
Structural Bioinformatics find that the strongest hydrogen bonds
occur for the NH–O (ligand is donor and backbone is accep-
tor), NH–O (side chain is donor and ligand is acceptor), OH–O
(ligand donor and backbone is acceptor), and OH–O (side chain
donor and ligand acceptor) bonds with donor-hydrogen-acceptor
angles near linearity (38). The textbook definition of the hydro-
gen bond mentions only N, O, S as donors, but recent work
has suggested that carbon can also act as donor atom in the
formation of weaker CH–X hydrogen bonds (39, 40), where
X = O, N. A comprehensive database analysis suggested that
CH–O hydrogen bonds occurred extensively in alpha helices
(41). Solvent tends to weaken the CH–O hydrogen bond (42).
Other atoms, such as halogens, have been suggested to act as a
bridge between a hydrogen bond donor and acceptor (43)

In addition to promoting more favorable intermolecular in-
teractions between receptor and ligand, electrostatic interactions
play an important role in the interaction between water and
solutes. Water molecules have the tendency to form ordered
structures, although it is worth mentioning that the extent of or-
dering has been difficult to determine (44). Hydrocarbons have a
tendency to favor water ordering at 25 ◦C and are hence immis-
cible in water (45). This effect is also observed around nonpolar
surfaces of macromolecules in which water molecules are more
ordered that in bulk water, resulting in an entropic penalty (46).
This effect is known as the hydrophobic effect and is caused
by the special hydrogen bonding properties of water (7–11).
A key signature of the hydrophobic effect is a change in the
heat capacity (47). It is widely accepted that this effect plays an
essential role in protein folding, as hydrophobic residues tend
to aggregate at the core of folded proteins whereas hydrophilic
moieties are found on the exterior of proteins, maximizing con-
tact with the water solvent (47). In the context of protein–ligand
interactions, the hydrophobic effect is defined as the additional
stability that is gained as a result of binding in water, specifically
caused by the removal of nonpolar surfaces from exposure to
water during complex formation. In the case of a small-molecule
ligand, the burial of nonpolar functional groups into a protein

cavity will be favorable, especially when the cavity is also hy-
drophobic in nature; here, the hydrophobic effect can exhibit a
favorable enthalpic component (48). The magnitude of the hy-
drophobic effect is proportional to the amount of surface buried
as a result of binding.

Predicting Macroscopic Properties
From Microscopic Interactions

The 1990s experienced a surge in the number of X-ray and
NMR structures that were solved for macromolecules and their
complexes. This surge coincided with 1) a rapid increase in
computer power and 2) an increase in the availability of com-
putational chemistry programs that could perform molecular dy-
namics simulations as well as quantum chemical calculations on
systems of biological relevance (49, 50). These changes embold-
ened scientists to apply computational techniques to biological
systems that were otherwise not previously amenable to accurate
calculations. Early attempts were mostly limited at predicting
the binding mode of compounds, which is a process known as
docking. One of the first computer programs to perform dock-
ing was DOCK, written by Erwin Kuntz and coworkers at the
University of California San Francisco (51). The process of
docking consists of sampling many conformations of the lig-
and bound to the receptor until the most energetically favorable
complex is found (52). Today programs perform docking with
both ligand and receptor flexibility (53), including GOLD (54),
AutoDock (55), and FlexX (56). The main impediment with
docking, however, has been that the accuracy of scoring func-
tion that is used to treat the interaction between ligand and
receptor (57). Scoring functions were devised with the purpose
of estimating the binding free energy of a molecule to its recep-
tor. Several techniques have been used, which include empirical
(58–60), knowledge-based (61–64), or physics-based methods
(51, 65–67). But insufficient sampling of conformational space
(docking typically is conducted on a single snapshot, with at
most local flexibility), as well as the lack of accuracy in the
force fields used to represent the interaction between compound
and receptor, have hampered efforts at obtaining more accurate
approximation of the free energy of binding (68)

Scoring functions were devised as an alternative to highly
intensive methods for computing the free-energy binding. The
compute-intensive methods are typically based on molecular
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Figure 2 Stereoview that illustrates the motion that is experienced by a protein–ligand complex during molecular dynamics simulation.

dynamics simulations (MD), which consist of solving Newton’s
equations of motion to determine the position and velocities
of atoms with respect to time (69). With these simulations,
one can gain detailed insight into the dynamics of the system,
which can be used to estimate entropy of binding (Fig. 2)
(70). Several packages have facilitated the process of carrying
out MD simulations for biological systems; these methods
include AMBER (71), CHARMM (72), and GROMACS (54,
73) among others. Two requirements exist for conducting an
MD simulation, namely a three-dimensional structure, initial
velocities for all atoms in the system, and the potential energy
of the system (69). The structure is usually obtained from
x-ray or NMR. The velocities can easily be obtained from the
temperature. The potential energy is obtained through what is
known as a force field, which is a mathematical representation
of the energy of the system (68). A typical force field contains
terms to represent bonds, bends, torsions, and intermolecular
interactions in a system, and it takes the following form:

EAMBER =
∑
bonds

kr (r − req )2 +
∑

angles

kθ(θ − θeq )2

+
∑

dihedrals

υn

2
× [1 + cos(nφ − γ)]

+
∑
1<j

[
Aij

R12
ij

− Bij

R6
ij

+ qi qj

εRij

]

here, EAMBER is the potential energy, req and θeq are equilibrium
distance and angles for bonds and bends, respectively, and
Kr, K θ, υn are force constants; n is multiplicity and γ is the
phase angle for the torsional angle parameters. The accuracy
of force fields remains the main impediment for the accurate
computation of free energies based on molecular dynamics
simulations (68).

Several methods based on molecular dynamics simulations
have been devised to compute the free energy of binding
(22, 74), including free-energy perturbation (FEP) and thermo-
dynamic integration (TI). These methods are most useful for
estimating the free-energy change as a result of the substitution
of a functional group into another [e.g., the conversion of a hy-
drogen atom (initial state) to a methyl group (final state) (75).
In practice, these techniques consist of running multiple simu-
lations at different values of a coupling parameter that ranges
from 0 to 1. Depending on the substitution that is being made,
the coupling parameter is multiplied to the relevant terms in

the force field such that the initial state gradually converts to
the final state. We have recently applied the thermodynamic
integration approach toward estimating the pKa of a residue
in the class A β-lactamase (25) and the penicillin-binding pro-
teins with remarkable success (76). The deprotonation reaction
constitutes the full thermodynamic cycle for free-energy vari-
ations in aqueous condition, which forms the basis for Eqs.
(1–3), and was used to calculate the pKa of the lysine residue:

AH+
(aq) A(aq)

BH+
(aq) B(aq)

H+
(aq)

H+
(aq)

∆∆Gaq(A-AH+)

∆∆Gaq(B-BH+)

∆∆Gaq(BH+ - AH+) ∆∆Gaq(B - A)

+

+

where AH+ corresponds to the protonated Lys73 and BH+ is
for the protonated Lys306 (see Fig. 1). The pKa value of Lys306
is expected to be that of a typical lysine (because it is a surface
residue). The following equation was used to compute the pK a:

pKa (AH +) = 0.729∆G + pKa (BH +)

where ∆G = ∆∆Gaq(A − AH +)–∆∆Gaq(B − BH +) (in kcal ·
mol−1). The constant 0.729 is the value of 1/(2.303 RT) with gas
constant R = 1.984 × 10−3 kcal · K−1 · mol−1 and temperature
T = 300 K, and pKa (BH +) = 10.8 for the unperturbed surface
lysine in the aqueous milieu. ∆∆Gaq (X − XH +) was computed
using the thermodynamic integration approach, which is the
free-energy difference between the unprotonated state X and
protonated state XH +,

∆∆Gaq (X − XH +) = ∆∆Gaq (X ) − ∆∆G(XH +)

With the thermodynamic integration method the difference is
evaluated with a 12-point Gaussian quadrature,

∆∆G(X (λ = 0) − XH +(λ = 1)) =
∫

0

〈
∂V (λ)

∂(λ)

〉
λ

dλ

=
12∑

i=1

wi

〈
∂V (λ)

∂(λ)

〉
λi

where wi and λi are known (77)
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However, when it comes to computing the free-energy dif-
ference between two very different molecules, FEP or TI are
not suitable (78). Other techniques have been devised for that
purpose, such the MM-PBSA (79, 80) and LIE (81) methods.
The MM-PBSA approach is based on the following thermody-
namic cycle:

ABaq
∆GbindingAaq Baq

ABgas
∆GgasAgas Bgas

−∆GB
solv−∆G A

solv −∆G AB
solv

+

+

The free-energy change ∆Gbinding is thus expressed by the fol-
lowing equation:

∆Gbinding = ∆Ggas − ∆GA
solv − ∆GB

solv + ∆GAB
Solv

In practice, the method consists of running a molecular
dynamics simulation of the receptor ligand complex, then col-
lecting a series of snapshots, which is followed by energy cal-
culation, solvation energy calculation, and entropy calculation
for complex, receptor, and ligand. We have applied this method
to protein–ligand as well as nuclei-acid − ligand interactions in
the past. The method seems to perform best in calculations of
differences in free energy (82), but sometimes it performs well
for absolute value calculations of the free energy (83, 84).

Receptor Flexibility
in Computational Design

In solution, macromolecules are not static as suggested by struc-
tural characterization, but instead they experience a range of
inherent motions that are essential to their functions (85, 86).
These motions that are characterized by large scale conforma-
tional changes that occur on the micro to millisecond time scale
(87, 88). Examples include an open to closed conformation sam-
pled by an enzyme during catalysis (89), or the conformational
transitions that are observed in SecA helicase-like motor that
couples ATP hydrolysis to the translocation of extracytoplasmic
protein substrates (90). But while experiencing these large-scale
transitions, macromolecules are not static; they undergo constant
atomic fluctuations that occur on the picoseconds to nanosecond
regime (91, 92). Recently, it was shown that shorter and longer
time scale motions can both influence macromolecular function
such as catalysis (88). It was found that shorter timescale atomic
fluctuations in hinge regions of adenylate kinase facilitate the
large-scale slower lid motions that produce a catalytically com-
petent state.

Incorporation of receptor flexibility is particularly relevant in
computational drug design. Several efforts in the past have at-
tempted to incorporate flexibility into the drug design process
using normal mode analyses (70), phamacophore concept cou-
pled with molecular dynamics simulations (93) and essential
dynamics derived from molecular dynamics simulations. More
recently, a knowledge-based function was derived to incorpo-
rate receptor flexibility (94). Other methods have focused on the
local environment of the ligand binding site by strictly consid-
ering side-chain motion surrounding the ligand (95). It is often

the case that ligand binding will lead to significant alteration
in structure that may not be sampled by standard techniques.
Recently, a new approach was developed to consider these con-
formational changes (96)

Induced-Fit Versus Conformational
Selection

More than 100 years ago, Emil Fisher had proposed the
lock-and-key hypothesis to explain how an enzyme associates
with its substrate (97). He proposed that the substrate (key)
adopts a shape that is highly complementary to the recep-
tor (lock), which suggests that an enzyme was predisposed to
bind to its substrate. But crystal structures of macromolecules
in their apo and liganded states have shown that significant
conformational changes can often occur during complex forma-
tion (98–100). An update of the lock-and-key model, which is
known as the induced-fit hypothesis, was later put forward by
Koshland (101). It assumes that the enzyme or macromolecule
does not sample complementary structures to the ligand, and
hence the necessary conformational changes required for com-
plex formation are caused directly by the ligand on binding.
An alternative to the induced-fit model has been proposed in
light of a growing body of data suggesting that proteins are
inherently highly dynamic and hence sample many conforma-
tional states (90, 102–104). This model is often referred to as
the pre-existing equilibrium or conformational selection model
as an alternative to the induced-fit model. It is closely related
to the Monod-Wyman-Changeux (MWC) model, which was
introduced more than four decades ago to describe allostery
in hemoglobin (105). They proposed that a protein exists in
an ensemble of conformational states that co-exist in equilib-
rium; the ligand will bind to one of these conformations and
shift the equilibrium toward complex formation. Several au-
thors have discussed these matters extensively, including Hecht
et al. (106) and Miller and Dill (107). A prominent example in
support of conformational selection was highlighted more than
a decade ago by Foote and Milstein (108). Using stopped-flow
fluorescence experiments, they found that antibodies existed at
an equilibrium between different conformers, with ligands bind-
ing preferentially to one form. More recently, James et al. (109)
employed X-ray crystallography and pre–steady-state kinetics to
propose that antibodies adopt multiple conformers and thereby
bind unrelated antigens. But they also suggest the possibility of
induced fit on association of receptor and ligand. The conforma-
tional selection model was recently supported with computation
using normal mode analyses (110)

We recently studied conformational change caused by lig-
and binding in the bacterial ribosome acyltransfer site (A
site), where antibiotics are known to lead to mistranslation
and the eventual demise of the organism (111). The confor-
mational change was discovered after the elucidation of the
three-dimensional crystal structure of the 30S ribosome (112).
It entails the flipping of two bases A1492 and A1493 from
an intrahelical stacked conformation to an extrahelical confor-
mation that is completely solvent exposed. We have recently
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A1492

A1493

A1492

A1493

Figure 3 A stereoview close-up of the acyltransfer site of the 30 S ribosome revealing the based flipping event that is experimented by A1492 and A1493
during a molecular dynamics simulation (see Reference 70). RNA backbone is shown in purple tube representation whereas bases are shown in capped
sticks rendering.

conducted extensive explicit-solvent molecular dynamics simu-
lation to study the base-flipping event (Fig. 3) (113). We found
that in the absence of the aminoglycoside antibiotic, the flipping
event has a large barrier of nearly 20 kcal/mol, but the over-
all process remains thermodynamically favorable (exergonic).
However, in the presence of the antibiotic we discovered that
the barrier for base flipping was significantly reduced, and the
overall process also remained exergonic. The flipping seemed
to be mostly favored by entropic and electrostatic components
of the free energy. These results suggest that in the absence
of antibiotic, the base flipping occurs continuously supporting
a conformational selection model for codon–anticodon recogni-
tion process. In the presence of the ligand, however, it was clear
that the flipping was induced by the ligand and hence suggests
an induced-fit mechanism. It is very likely that molecular recog-
nition likely involves a mixture of conformational selection and
induced fit.

Enthalpy-Entropy Compensation
(EEC)

It has been known for several decades that the formation
of complexes between molecules through weak interactions
results in a change of the enthalpy that is accompanied by an
opposite change in the entropy (114–116). This effect, which is
known as enthalpy–entropy compensation (EEC) (117), can be
a hindrance in drug-design efforts. For example, a recent effort
at optimizing a picomolar HIV-1 inhibitor based on the crystal
structure of the inhibitor bound to the active site resulted in
a compound with similar binding affinity (118). The addition
consisted of replacing a thioester group by a sulfonyl group.
The original compound had ∆H = −8.2 kcal/mol and −T∆S
= −6.7 kcal/mol. The optimized compound showed a gain in
enthalpy by 3.9 kcal/mol, which signifies that more favorable
interactions were created. However, an equal and opposite
compensation of the entropy resulted, leading to no gain of
free energy.

Our recent work on the study of binding of the antibiotic van-
comycin to bacterial cell wall with isothermal titration calorime-
try also illustrated the effect of entropy enthalpy compensation
(119). The backbone of the cell wall is made up of alter-
nating N -acetylglucosamine (NAG) and N -acetylmuramic acid
(NAM). The NAM residues are incorporated with a pentapep-
tidyl stem, which terminates in acyl-D-Ala-D-Ala. The study
found that the binding of vancomycin to the acyl-D-Ala-D-Ala

fragment resulted in the same free-energy change as the second
vancomycin binding to cell wall fragment with two NAG–NAM
units. Despite the similarity in the binding affinity, the entropy
and enthalpy contributions for binding to the cell wall fragment
were different, and the 5 kJ/mol gain in enthalpy was compen-
sated by a loss of 5 kJ/mol in entropy (119)

It has been argued that EEC is a mere artifact (120). In
an attempt to establish the existence of the EEC effect, a
collection of thermodynamic data collected for the binding
of 136 drugs to their receptors revealed strong correlation
between enthalpy and entropy (116). Some have attributed these
results to inaccuracies of the van’t Hoff analysis that is used
for the measurement of thermodynamic parameters (121). But
isothermal titration calorimetry data (ITC) does not suffer from
the same inaccuracies that plague the van’t Hoff analysis. We
have recently created a dataset that contains more than 400
entries containing structural and isothermal titration data (122).
A plot of the enthalpy and entropy results in the following linear
relationship:

∆H ◦(kcal mol−1) = −8.2154 + 282.89∆S ◦(K −1 kcal mol−1)

Analysis of the data from our dataset has firmly established the
existence of the EEC effect (122)

Nearly a decade ago, Dunitz et al. (114) attempted to ratio-
nalize the EEC effect with the use of statistical thermodynamic
concepts. Using a model for two covalently attached atoms
whose bond is described with a Morse potential, he showed
that the vibrational entropy decreased exponentially with the
frequency of vibration of the bond. In the context of macro-
molecules, this signifies that the high frequency motions such
as bond stretching and bending that occur with frequency greater
than 1000 cm−1 contribute little to the entropy, whereas lower
frequency motions, such as those that involve entire domains,
make the largest contribution. Using a hypothetical model of
a water molecule bound to a macromolecule with a dissocia-
tion enthalpy of 5 kcal/mol, the author estimated an entropic
contribution of 4.5 kcal/mol, nearly completely balancing the
enthalpy. A plot of the vibrational entropy versus the disso-
ciation enthalpy revealed that for weak interactions (less than
5 kcal/mol), the contributions of enthalpy and entropy compen-
sated each other. These results support earlier plots by Searle
et al. (115) that revealed a similar effect from a curve de-
rived based on qualitative thermodynamic considerations. It is of
interest to note that the plot of entropy versus enthalpy monoton-
ically increased with respect to enthalpy, which is likely caused
by the neglect of the role of solvation in the model (release of
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water molecules generate favorable entropy that should dampen
the steep enthalpy increase). These early theoretical treatments
of EEC have been followed by more recent work by Ford (123)
who argues that in the gas phase, EEC is not a general feature of
association. He bases this argument on the observation that both
compensation and anticompensation (negative correlation be-
tween ∆H and ∆S) develop from this model. Other investigators
have derived a theoretical treatment (117) that supports the EEC
effect, but only within a 20% range of the experimental tem-
perature Tc = d∆H /d∆S . Other notable investigators that have
extensively dealt with the issue of enthalpy–entropy compensa-
tion, including Sharp (117), Cooper (124), and Jen-Jacobsen et
al. (125)

Allostery

In 1967, it was discovered that the binding of oxygen to one
of the monomers of the hemoglobin tetramer led to a change in
the affinity of oxygen on the other subunits of hemoglobin,
despite the large distances that separate the oxygen binding
sites (126). This effect, which is now known as allostery, has
been since observed in a multitude of systems (127, 128). In
general, a triggering event at one site of a macromolecule or
macromolecular complex leads to an effect at a distal site. The
triggering event could be caused by binding of a ligand, or
a macromolecule. But it could also be caused by a chemical
reaction. The resulting effect that occurs at a distal site could
range from modulation of the binding affinity of a ligand
(103, 129, 130), to alteration of catalysis (131–133), to causing
significant conformational change that is usually essential for
the function of the protein (134–136). An extensive list of
structures of allosteric system in their initial and final states
has been recently compiled (137)

Just as in ligand binding, allostery can be discussed in terms
of the conformational selection and induced-fit mechanisms.
The difference is that the triggering event would be causing an
effect at a distal site. In the context of conformational selection,
the ligand will select not only those conformers that facilitate
its binding but also those that lead to an effect at the distal
site. If the effect is an enhancement of catalysis, then the ligand
would be selecting those conformers with residues at the distal
site that are positioned such that the transition state free-energy
barrier for reaction would be reduced. If, on the other hand,
the effect is enhancement of binding, then the ligand would be
selecting conformers that are both suitable for its binding as
well as suitable for the binding of another ligand at a distal site.

Induced fit in allostery would entail a propagation of con-
formational changes from the triggering site to the distal site.
This idea was initially proposed to explain cooperativity in
hemoglobin by Perutz et al. (138, 139) who suggested a set of
consecutive conformational changes that lead hemoglobin from
its T-state (tense) to its R-state (relaxed). More recently, Pet-
tigrew and co-workers (140, 141) have proposed the existence
of a coupling pathway between two distal sites to explain how
glycerol kinase from Escherichia coli but not Hemophilus in-
fluenza is inhibited allosterically by phosphotransferatse system

protein IIAGlc. Through specific mutations, they could intercon-
vert these systems, which confirms the existence of a pathway
and suggests that allostery was an evolutionary effect. Another
example where specific paths are believed to connect distal sites
is the tRNA synthase system. Cognate recognition between an-
ticodon on aa-tRNA and the codon on mRNA signals tRNA
synthase to perform its function at a catalytic site that is lo-
cated more than 70 Å away (142). Although most studies have
invoked structural change as the main conduit between distal
sites, evidence has been mounting that in addition to structural
changes, molecular motion, both in the short (103) and longer
(102, 103, 132, 143) timescales, plays an important role in al-
lostery.

A prominent allosteric system in which ligand binding at one
site causes a change in the affinity of another ligand at another
site is the catabolite activator protein or CAP (Fig. 4). In so-
lution, the 47-kDa dimer exists as a homodimer and exhibits
homotropic negative cooperativity, whereby the binding of the
first cAMP molecule reduces the affinity of the second cAMP
by nearly two orders of magnitude (144–146). The distance be-
tween the cAMP binding pockets on the two monomers is 24 Å
and precludes any contribution from electrostatic interactions.
A recent NMR study has suggested that the anticooperative ef-
fect could be caused by changes in the dynamics of the system,
rather than by structural changes (103). The NMR data show
that the binding of the first ligand causes significant increase in
the slower motions but a slight tightening of the faster motions,
which is evidenced by a slight increase of the order parame-
ter S2. Hydrogen/deuterium (H/D) exchange experiments show
no overall change in the conformational change experienced by
the system. The binding of the second ligand, however, causes
significant tightening of the structure, both in the ps–ns and the
µs–ms regime (103). The negative cooperativity is attributed
to this loss of motion. In addition, significant stability of the
structure is detected from lower H/D exchange rates.

We have conducted a thorough computational study of al-
lostery in CAP to unravel the structural and dynamic changes
that occur as a result of cAMP binding (132). Our extensive
simulations for the apo, singly liganded, and doubly liganded
CAP have confirmed results obtained from NMR (103), namely
that cAMP binding to one monomer causes changes both in
the shorter and longer timescale motions. The shorter timescale
motions were measured by computing the order parameter S2,
whereas the longer timescale motions were obtained through a
principal component analysis of the dynamics trajectory. Our
simulations, however, included the DNA-binding domain that
was absent in the NMR studies. We observed a remarkable con-
formational change that entailed the complete separation of the
ligand binding and DNA-binding domains (Fig. 4). The unique
aspect of this conformational change was that it only occurred
in unoccupied monomers (Fig. 4). Hence it seems that ligand
binding causes significant stabilization of the ligand-binding do-
main. When our calculations were repeated in the presence of
DNA, however, we found that a switch in the cooperativity
occurred, whereby the binding of the second cAMP was signifi-
cantly favored by several kcal/mol (132). This finding explained
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(a)

(b)

(c)

Figure 4 A stereoview of CAP dimer in (a) doubly liganded, (b) singly
liganded, and (c) unliganded forms. The protein is rendered in cartoon
representation, colored yellow for the DNA binding domain, and green for
the ligand-binding domain. The cAMP ligands are depicted as red spheres.

the seemingly contradictory fact that CAP has evolved to dis-
favor the binding of another cAMP, but that doubly liganded
CAP was necessary for transcription activation (147)

The transglutaminase type 2 (TG2) enzyme is one example
where a triggering event at a GTP-binding site causes alter-
ation of catalysis at a distal site (133). TG2 is a multifunctional
protein with roles in receptor signaling, extracellular matrix as-
sembly, and apoptosis (Fig. 5) (133). The catalytic function of
the enzyme, which consists of posttranslational amine modifi-
cation of proteins or cross-linking of interchain glutamine and
lysine residues (148), is allosterically controlled by calcium
and GTP (149). But the three-dimensional structure of TG2
(Fig. 5) reveals that the binding site of GTP is located more
than 20 Å away from the catalytic center, which precludes any
direct electrostatic or bonding interaction. It has been shown

that transglutaminases exist in an active and inactive conforma-
tion, and that GTP binding promotes the formation of the active
conformer (150). Recently, a study from Begg et al. (133) has
suggested that an arginine residue (Ag-579) is critical for TG2
transition to a compact and inactive form. They suggest that the
GTP-mediated conformational transition into inactive form is
caused by the formation of a hydrogen bond with the catalytic
residues of the active site Cys-277 and a tyrosine residue. They
argue that GTP masks the charge of a nearby Arg-579, which
promotes the Cys-277 and Tyr-516 hydrogen bond.

In other systems, the triggering event causes significant
conformational change. The elongation factor Tu (EF-Tu) is
one example in which the hydrolysis of a phosphoester bond
from GTP causes interdomain separation within the protein
(Fig. 6). EF-Tu is a member of the GTPase superfamily that
guides aa-tRNA to the acyltranfer site (A site) of the ribosome,
which mediates the accommodation step and initiation of the
protein biosynthetic process (see Fig. 6a). Cognate recognition
between the anticodon of the nascent tRNA and the codon of
the mRNA in the ribosome causes GTP hydrolysis more than
50 Å away in EF-Tu’s active site (Fig. 6b). The allosterically
induced conformational change was rationalized as a series of
perturbations that start from the GTP binding site that propagate
into the nucleotide binding sites (domains II and III, see Fig. 6).
It is not unconceivable that alteration in the shorter and longer
timescale motions occur as a result of the hydrolysis of GTP.
It is likely that the loss of a phosphate moiety will have the
effect of increasing local fluctuations in the shorter timescale,
which eventually permeates into the longer timescale motion,
resulting in the separation of the domains, an entropically highly
favorable process.

In many cases, dynamical events as a result of ligand binding
involve multiple steps that combine conformational and dynam-
ical changes. An example is a recent study that combined com-
putational and experimental techniques to study the activation
of gelatinase-2 (MMP-9), which is a zinc-based endopeptidase
whose aberrant control has been implicated in various patho-
logical processes, including cancer (151). The activation process
consists of the removal of a ∼ 100-residue peptide through pro-
teolytic cleavage mediated by human kalikrein and involves the
dissociation of a bond between a cysteine thiol and the catalytic
zinc ion, which is a process known as the “cysteine switch.” A
stopped-flow X-ray absorption analysis provided, for the first
time, a detailed account of the coordination states of the zinc
ion during the activation. The process was found to be triggered
by binding of the kalikrein protease. It is interesting to note,
however, that the binding site of kallikrein occurs at a distal
site from the catalytic zinc ion. This finding suggests that al-
terations in dynamics and structure mediated by this interaction
occur through an allosteric mechanism.

Conclusion

Despite the extensive amount of work that has been done toward
understanding the molecular recognition process, the design of
small molecules that exhibit potency to biological receptors re-
mains a challenge. Most efforts to date have been driven by
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Figure 5 A stereoview of TG2 crystal structure with bound GDP. The TG2 structure is rendered in cartoon representation. The β-sandwich domain,
catalytic core domain, first and second β-barrel domain is colored in green, red, blue, and yellow, respectively. The active and GDP molecule is rendered in
cyan and orange spheres, respectively.

(a)

(b)

Figure 6 (a) Stereoview of the three-dimensional structure of EF-Tu/GTP
complex. The protein is shown in ribbon representation, and domain I is
colored in blue, whereas domains II, and III are shown in yellow. GTP is
rendered in capped-sticks representation (P, O, C are shown in yellow, red,
and white, respectively. Mg2 + is shown in orange spacefill representation.
(b) Stereoview of the three-dimensional structure of the EF-Tu/GDP
complex, which illustrates the remarkable conformational change that the
protein undergoes as a result of GTP hydrolysis.

structure, often without the consideration of motion that is ex-
perienced by the receptor. Structure-based design often entails
the addition of various moieties to improve affinity. The result,
however, is that the affinity does not improve because of an
effect known as entropy–enthalpy compensation. Incorporating
entropic effects is essential for a complete description of the

recognition process. The motion that develops because of en-
tropy often leads to effects such as cooperativity and allostery,
which add another level of complexity to the ligand design
process.
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The intensive research and development of antisense oligonucleotides in
the past decades has refined our knowledge of this class of molecules, and
they are now recognized as potent reagents for gene-target validation and
therapeutic uses. Within this field, a very promising class is locked nucleic
acid (LNA). In recent years, the number of applications for LNA in basic
research, molecular diagnostics, and therapeutics has expanded
continuously. In this article, the general biophysical, biochemical, and
pharmacological properties of LNA will be summarised. The ability of LNA
oligonucleotides to target both coding and noncoding RNAs effectively and
specifically via different modes of action will be discussed. Several LNA
oligonucleotides have completed preclinical toxicology and are now tested
in clinical trials. The status of one drug candidate will be presented briefly
at the end of the article.

The principle of antisense was first described in 1978 by
Zamecnik and Stephenson (1). In antisense gene expression
is inhibited at the translational level by sequence specific hy-
bridization of an oligonucleotide to mRNA, and thereby inhibit-
ing the expression of the protein encoded gene. Theoretically,
the antisense principle can be used to treat any disease caused
by the expression of a deleterious gene, and as hypothesized
by Zamecnik and Stephenson, this principle is very likely to
have big potential in therapeutics. However, it turned out to be
harder to produce effective antisense drugs than anticipated, but
recent discoveries and developments in the area have changed
the picture, and the prospects of antisense seems brighter than
ever.

Background

Native oligonucleotides can not be used as active antisense
reagents and therefore in the history of antisense, a variety of
chemically modified nucleotides has been developed to improve
properties such as target affinity, nuclease resistance, and phar-
macokinetics of the oligonucleotides. The first generation of
chemically modified antisense drugs was the phosphorothioates
(PSs). The phosphorothioate internucleoside link showed im-
proved nuclease stability and bioavailability, but it resulted in
lower RNA affinity. To compensate for that, the length of PS
was kept rather long and 18–20-mers were frequently used. This
is significantly longer than the antisense principle requires for
specific mRNA recognition. The ideal antisense reagent ought

not to be longer than required for specific mRNA recognition
which is–dependent on sequence–typically 12–16-mers. How-
ever, PSs have been used extensively to inhibit mRNA targets in
vitro, but the combination of a relatively low target affinity and
limited nuclease stability reduce the in vivo potential of PS via
specific antisense mechanisms. On the contrary, the therapeutic
significance of PS is high in combination with other chemical
modifications (see below) or via their mode of action other than
classical antisense.

The second-generation antisense drugs are represented clas-
sically by the nucleotides where the 2′position has been mod-
ified. Examples of this class are the 2′-O-Me, 2′-O-MOE, and
2′-F-modified nucleotides (Fig. 1)

By incorporating these modifications into oligonucleotides,
the affinity was improved—compared with the PSs—but to
get sufficient potency and efficacy, the length of the second
generation antisense drugs was unchanged compared with the
first generation (18–20-mer) drugs illustrating that the second
generation antisense oligonucleotide did not increase the affinity
adequately.

Locked Nucleic Acid (LNA) was presented in 1998. LNA
represents a true member of the third generation of antisense
drugs. When LNA nucleotides were incorporated into oligonu-
cleotides, they induced the highest binding affinity for both
complementary RNA and DNA reported in the field (2). This
opened completely new perspectives for the development of an-
tisense drugs. The remaining part of this article will focus on
LNA and its therapeutic aspects.
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Figure 1 Molecular structure of examples of first- and second-generation antisense drugs.

Basic Properties of LNA

LNA is defined as an oligonucleotide comprising one or
more 2′-O ,4′-C-methylene-β-D-ribofuranosyl nucleotide build-
ing blocks (2). The term LNA was selected to signal the struc-
tural fact that the bicyclic structure of LNA nucleoside locks
conformational flexibility of the ribose ring. Furthermore, it
turned out that bicyclic structure of the LNA-monomer served
as a general template for development of additional analogs of
LNA with additional useful properties. Examples of such LNA
analogs are amino-/thio- and α-L-LNA where the 2′-, 4′-bicyclic
structure also is composed of five-membered rings (Fig. 2)

The design rationale for making the 2′-O ,4′-C-oxymethylene
link was to make a high-affinity RNA analog by preorganizing—
locking—furanose in a North-type conformation. The molec-
ular consequences of doing this was thought to be twofold:
1) It would ensure that nucleotides were preorganized in a
high-affinity form (North), and 2) the rigid structure of the bi-
cyclic nucleotides would make hybridization less entropically
unfavorable (2, 3). LNA nucleotides are always hybridizing in
a locked North-like structure, which is an important contribu-
tion to the affinity gain, but the positive entropy contribution
is not the entire explanation, from a thermodynamically point
of view the full picture of affinity increase was more com-
plex (4, 5, 6). It has now been realized that there are many
contributing components of which stacking, rational freedom
of nucleotides/oligonucleotides, structure of helices, water re-
lease/binding, and so on are important elements.

Biophysical Properties of LNA

LNA oligonucleotides obey Watson–Crick hydrogen binding
rules and form right-handed helices, and actually the most
intriguing property of the LNA nucleotide is that it fits perfectly
the Watson–Crick framework. LNA nucleotides can be included
in any combination with DNA/RNA nucleotides, and any analog
hereof that fits within the Watson–Crick framework.

The immediate property described for LNA was an extraordi-
nary high affinity (2)—a property later confirmed in numerous
papers and recently reviewed (7). When LNA monomers are
incorporated in either DNA or RNA each residue adds to affin-
ity in an additive manner. Insertions of few LNA residues lead
to increase of melting temperature (Tm) of 6–7 ◦C per modi-
fication; however, the largest increase is observed when LNA
nucleotides are included in PS, which provides a record high
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Figure 2 Molecular structure of LNA and LNA analogs.

increase of 9–10 ◦C per modification (8). This feature of LNA
is unique because PS modification is known to reduce the affin-
ity of DNA and 2′-modified oligonucleotide analogs. However,
when PSs are used as internucleoside link in LNA oligonu-
cleotides affinity is almost not affected and therefore, the affinity
of LNA diesters and LNA PSs is almost the same.

The affinity increase per LNA modification is the greatest
when only few LNA nucleotides are incorporated into oligonu-
cleotides because LNA nucleotides direct the conformation of
nearby deoxyribose-nucleotides to attain a greater degree of the
high affinity North conformation. Therefore, the affinity increase
is driven by both the LNA nucleotides and the North-directed
DNA nucleotides. Fully modified LNA oligonucleotides—with
no DNA nucleotides—do have the highest affinity, but the affin-
ity per LNA modification is lower. This unique property of LNA
is called “structural saturation.” Structural saturation is a very
important property of LNA because only a few LNA modifica-
tions can transform the entire oligonucleotide into a high-affinity
structure.

The high affinity of LNA makes it possible to design shorter
antisense oligonucleotides with retained high potency, and it
means that the “hit rate” of LNA antisense oligonucleotides
designed to complement different sequences along the mRNA
are greater compared with traditional antisense chemistries (9).
This finding indicates that the lead identification process in drug
discovery becomes faster and that fewer LNA antisense oligonu-
cleotides are needed to find highly potent mRNA binders.
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Figure 3 General designs of LNA antisense oligonucleotides.

LNA Oligonucleotide Designs

LNA and most LNA-analogs can be mixed in any combination
with nucleic acids and analogs. Depending on the application
of LNA, the design may be divided in five categories: mixmer,
gapmer, headmer, tailmer, and fully modified (Fig. 3, a–e) In the
mixmer, the LNA residues are dispersed along the sequence of
the oligonucleotide (a), whereas in the gapmer two continuous
LNA segments are attached in the 5′- and 3′-ends of a central
nucleic acid fragment (b). A headmer is a continuous nucleic
acid fragment with a continuous LNA segment in the 5′-end
(c) and vice versa for a tailmer (d). The fully modified LNA
oligonucleotide is self-explanatory (e) (Fig. 3).

The length and specific design, however, may vary depending
on the intended use and on how important the affinity, nuclease
resistance, and the RNase H/RISC recruitment (see below) is
for the proposed application. In the classic designs described
above, the total length of LNA oligonucleotides is 16 mers, and
the oligonucleotides are fully PS-modified.

In conclusion, freedom of design offered by LNA has enabled
the development of LNA oligonucleotides with the ability
to target both coding and noncoding RNAs effectively and
specifically in vivo using different modes of action, such as
target cleavage, steric block of translation and inactivation by
sequestration.

Biochemical Properties of LNA

Nuclease resistance
One important aspect of antisense technology is the stabil-
ity of antisense agents against extracellular and intracellular
endonucleases and exonucleases. A series of studies has in-
vestigated the serum and nuclease stability of LNA-modified
oligonucleotides, and the studies have shown that incorporation
of LNA segments into oligonucleotides increase their stability
against nucleases. It is the number and the position of the LNA
residues as well as insertion of other stabilizing entities—such
as PSs—that determines the rate of degradation of the oligonu-
cleotides. For example, a single LNA residue at the 3′-end is

not sufficient to increase stability substantially against exonu-
cleolytic attack, whereas one LNA residue at the 3′-penultimate
position or two LNA modifications at the ultimate position of
the 3′-end efficiently stabilize against 3′-endonucleases (10, 11).
An effective way to secure exonucleolytic protection is obtained
with the gapmer design, but the central DNA segment is sen-
sitive to endonucleolytic activity. If the central DNA segment
becomes longer than four nucleotides, then cleavage starts to
occur and the cleavage rate increases as the DNA segment in-
creases.

A preferred way to protect degradation of the central DNA
segments is to use PS internucleoside links. The PS link is
easy to introduce during LNA synthesis and it serves as a
substrate for RNase H (see below). A series of fully PS-modified
gapmers with gap-sizes that range from 9 to 11 PS links have
been examined in human and rat plasma and they showed
no sign of endonucleolytic activity (7). Fully modified LNA
is essentially resistant to exonucleolytic and endonucleolytic
degradation either with fully diester or PS internucleoside links
(11).

RNase H recruitment

It is well established that oligonucleotides targeting mRNA are
most potent if they are designed to recruit RNase H. Under nor-
mal circumstances, this enzyme cleaves mRNA hybridized to
a DNA complement. Nevertheless, because LNA nucleotides
adopt an RNA-like structure, they cannot recruit RNase H.
However, LNA gapmers, which contain a stretch of DNA—or
PS—nucleotides, can recruit RNase H. More specifically, sev-
eral studies has investigated various LNA/DNA gapmers and
concluded that a gap of six DNA nucleotides is necessary for
initiating RNase H activity, and that a gap of seven DNA
nucleotides allows for high RNase H activity (11–14). The con-
clusion is that antisense LNA oligonucleotides can be designed
to elicit RNase H activity while still containing LNA monomers
for improved binding and target accessibility (15). Furthermore,
it has been shown that the highest activity was observed if the
entire LNA gapmer was phosphorothioate (not just the DNA
segment) (11)

LNA Applied In Vitro

Most antisense experiments made with LNA have been focused
mechanistically on mRNA inhibition by RNase H recruitment
(7). Expression studies in a wide variety of human epithelial
and cancer cell lines are made and the overall picture of
these experiments is that LNA antisense oligonucleotides are
very potent with IC50 values for mRNA inhibition obtained
frequently in the low to sub nanomolar range—and actually
more potent than competing oligonucleotide analogs (7).

The potency of LNA oligonucleotides is related to the design
of the oligonucleotide and to the target site. Several studies
have found that the gapmer design is slightly more potent
than the mixmer design, in which inhibition of mRNA in the
translational start site is required (7). However, when the target
site is in the coding region, the gapmer design is superior (16).
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This finding is caused by the fact that a high-affinity LNA
mixmer can prevent ribosome binding to mRNA and thereby
stop translation initiation; but once the ribosome is bound and
initiates translation, mRNA has to be cleaved by RNase H to
stop its action (17). LNA gapmers have been used intensively
in cellular-based assays to inhibit mRNA expression. This work
has been reviewed recently (7), and the conclusion is that LNA
gapmers ranging from 12–16-mers inhibits gene expression with
IC50 values in the low to sub-nanomolar range (18).

Another mechanistic action for mRNA inhibition is a nonR-
Nase H based mechanism in which the LNA antisense oligonu-
cleotide acts via very tight binding to the mRNA and thus,
interferes with its additional processing. This mechanism is
called “steric block.” Steric block includes prevention of ribo-
some binding by blocking the 5′-UTR that acts as a “road block”
during translation by binding to the message or by redirection
of splicing sites to alter the production of splice variants (19).
When antisense oligonucleotides act according to this mecha-
nism, the mRNA remains intact. LNA mixmers have been used
effectively as steric blocks to inhibit the expression of several
therapeutically interesting targets for instance inhibition of vi-
ral replication (11, 20) and redirect splicing in samples from
patients with Duchenne muscular dystrophy (21, 22).

Pharmacology

Currently, pharmacological activity of LNA antisense oligonu-
cleotides has been demonstrated in many different tissues (liver,
kidney, colon, jejunum, small intestine, lung, spleen, and brain)
and species (mice, rats, and monkeys) using a variety of admin-
istration routes (subcutaneous infusion, intravenous injection,
intraperitoneal injection, and direct injection into brain) (7).
Using different designs of LNA oligonucleotides, it has been
possible to target both mRNAs and noncoding miRNAs effec-
tively (see below), which causes either a reduction in protein
synthesis, a shift in the splicing pattern, or inactivation by bio-
physical sequestration.

The pharmacological effect of LNA oligonucleotides de-
pends on biodistribution and cellular uptake of the LNA
and LNA-analog oligonucleotides. Biodistribution studies have
shown equal uptake of LNA and α-L-LNA, except in kid-
neys, where the uptake of α-L-LNA is greater than for LNA.
Amino- and thio-LNA have increased uptake in liver, whereas
the amino-LNA has the broadest distribution showing signif-
icantly greater uptake in heart, lung, muscle, and bone com-
pared with other analogs (23). Once absorbed by tissues, LNA
oligonucleotides are taken up by cells by internalization, and
a strong relationship between tissues up-take and endogenous
effects have been demonstrated (7).

The first in vivo antisense experiment with LNA-antisense in-
volved two different 15-mer LNA designs that target the delta
opioid receptor (DOR) mRNA in the central nervous system of
living rats (14). On direct injection of the LNA oligonucleotides
into the brain, a dose-dependent and highly efficacious knock-
down of DOR was induced both for an LNA/DNA mixmer
and an LNA/DNA/LNA gapmer. In a later study, a fully modi-
fied 16-mer LNA, which targeted the RNA polymerase II gene

product, inhibited tumor growth in mice at low doses (less than
5 mg/kg/day) and was tolerated well (24). Since these early
studies, the pharmacological properties of LNA have been doc-
umented in numerous publications. Many improvements have
been made, and the LNA oligonucleotide design and how LNA
oligonucleotides interact with the intracellular molecular ma-
chinery are better understood. The conclusion of these works
is that pharmacological relevant doses of LNA range typically
from 0.5–5 mg/kg, and that the oligonucleotides are generally
well tolerated (7)

An interesting observation is that the pharmacological poten-
tial can be increased with reduced size of the LNA oligonu-
cleotides. A shortmer design (oligonucleotides shorter than
16-mers) has been used to inhibit ApoB-100 expression in liver
and jujenum. ApoB-100 is the major cholesterol-carrying pro-
tein in low-density lipoprotein (LDL) and plays a central role in
cholesterol metabolism and artherosclerosis. The study showed
that 12–14-mers reduced the target expression with 80–90%
where a reduction of only 30–40% was seen with the 15 and
16-mers. The reduction in ApoB-100 expression was followed
almost linearly with reduction in plasma cholesterol levels (25).
These data suggest that use of shortmers may become a new ap-
proach for systemic gene targeting with significantly improved
pharmacological effects.

Inhibition of MicroRNA

MicroRNAs (miRNAs) are an abundant class of short endoge-
nous noncoding RNAs that act as posttranscriptional modulators
of gene expression. To date, more than 5000 miRNAs have been
identified in invertebrates, vertebrates, and plants according to
the miRBase miRNA database release 10.0 in August 2007.
Growing evidence shows that miRNAs exhibit a wide variety of
regulatory functions and exert significant effects on cell growth,
development, and differentiation.

A major obstacle to specific and sensitive detection of mature
miRNAs in animals is their small size (∼19–23 nucleotides).
Endlabeled LNA-probes, in which every third position is an
LNA residue, have been used in Northern blot analysis to de-
tect miRNAs with high specificity and showing at least 10-fold
increased sensitivity compared with DNA probes (26), which
is a major achievement in miRNA research. Furthermore, LNA
probes with uniform Tm values of 72 ◦C have been used in
high-sensitivity arrays for miRNA expression profiling (27).
Such arrays allow discrimination between single nucleotide
variations as demonstrated by the specific discovery of related
miRNA family members. LNA probes have been used suc-
cessfully to enhance the sensitivity and specificity of in situ
hybridizations to miRNAs in zebrafish (28, 29) and in human
brain (30).

The expanding list of human miRNAs along with their highly
diverse expression patterns and high number of potential target
mRNAs suggest that miRNAs are involved in a wide variety
of human diseases. Perturbed miRNA expression patterns are
reported in many human cancers (31), and more than 50% of the
human miRNA genes are located in cancer-associated genomic
regions or at fragile sites (32).
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Several studies have shown that LNA oligonucleotides can
be used to inhibit miRNA function specifically and effectively
(LNA-antimiRs). One study showed inhibition of miR-21 ac-
tivity with an LNA gapmer that leads to induction of apoptosis
in glioblastoma cell lines, which illustrates that aberrantly ex-
pressed miRNAs can function as oncogenes (33). Another study
showed inhibition of the bantam miRNA in Drosophila by a
complementary LNA-modified oligonucleotide resulting in se-
quence specific derepression of Hid protein synthesis in cell
culture (34). Recent findings by Elmén et al. (35) show that
high-affinity antagonism of the liver-specific microRNA 122
(miR-122) in mice, by steric hindrance using LNA-antimiRs,
can result in potent functional inhibition. This finding suggests
that oligonucleotides composed of LNA may be valuable tools
for identifying miRNA targets in vivo and for studying the bio-
logical role of miRNAs and miRNA-associated gene-regulatory
networks in a physiological context. In addition, the high
metabolic stability of LNA-antimiRs, caused in part by in-
creased nuclease resistance, their small size and apparent lack
of acute toxicity or changes in liver morphology (35) imply that
LNA-antimiRs may be well suited as a novel class of potential
therapeutics for disease-associated microRNAs.

LNA Drugs in Clinical and
Preclinical Development

In 2006, the LNA oligonucleotide SPC2996 completed its first
human clinical trial, which was a Phase I/II study in patients
with chronic lymphocytic leukemia (CLL). SPC2996 acts by
inhibiting the synthesis of Bcl-2, which is a key sensor protein
that protects cells against apoptosis. The protein is expressed
in most cancers including CLL, and high expression levels
have been firmly correlated with low response rates, resistance
to chemotherapy, faster time to relapse, and shorter survival
time (36). Thus, downregulation of Bcl-2 expression provides
an attractive means by which CLL and other cancers can be
resensitized to natural apoptotic stimuli and to chemotherapeutic
agents that provoke apoptosis.

The results of this study are encouraging for such an early
stage trial. All patients who received the top dose of the drug
had a rapid reduction in the number of cancerous white blood
cells in circulation, and expression of Bcl-2 was reduced with
33% as measured by QPCR in total blood RNA.

The results of this first human clinical trial provide the basis
for additional development of SPC2996, and it underlines that
repeated doses of the drug can be administered safely.

The second LNA oligonucleotide that entered a human clini-
cal Phase I/II trial in patients with solid tumors is ENZ2968—a
potent inhibitor of Hif-1α. Hif-1α serves as the key sensor of
cellular hypoxia in response to which it transcriptionally upreg-
ulates a host of genes that play important roles in promotion
of cancers, which include angiogenesis, apoptosis, cell migra-
tion, and metastasis. Hif-1α is essentially undetectable in normal
cells, but it reaches high intracellular concentrations in a variety
of cancers in which it is correlated strongly with poor prognosis
and resistance to therapy.

Three other LNA-based compounds are at preclinical devel-
opment studies. ENZ3042 is a specific inhibitor of survivin,
which plays a vital regulatory role in both apoptosis and cell
division. Survivin is overexpressed heavily in many cancers and
in newly formed endothelial cells engaged in angiogenesis but
almost absent in normal adult differentiated tissue. Clinically,
survivin expression is associated with poor prognosis, increased
cancer recurrence, and resistance to therapy. The compound
therefore has the potential to improve the response to therapy
in a wide variety of malignant solid tumors.

SPC3833 is in preclinical development and it is designed
to effectively alter the expression of apolipoprotein b100
(ApoB100). The drug effectively down-regulate ApoB-100 syn-
thesis leading to a reduction of VLDL secretion from the liver.
The down-stream effect of this is that SPC3833 efficiently
lowers LDL and cholesterol levels (37). Finally, SPC3649 is
the first LNA oligonucleotide developed as a microRNA in-
hibitor. SPC3649 is a lead candidate targeted to the liver-specific
microRNA-122. The LNA antimiR is developed for treatment
of Hepatitis C and hypercholesterolemia and is expected to com-
mence human clinical pharmacology and safety studies in 2008.

Final Remarks

The remarkable hybridization properties of LNA, both with re-
spect to affinity and specificity, position LNA as an enabling
molecule for molecular biology research, diagnostic applica-
tions, and therapeutics. The fact that LNA nucleotides can
be mixed in any combination with DNA/RNA residues and
phosphorothioate internucleoside linkages is a very attractive
property. Of particular relevance for the therapeutic aspects of
LNA is the combination of LNA/DNA residues and PS’s. These
“chimeric” oligonucleotides exert their action via the individual
components: The LNA residue mediates very high target affinity
and biostability, and the PS’s provide the necessary PK prop-
erties and cellular uptake. We believe that the combination of
these properties in one oligonucleotide—as we have described
here—provides enabling properties of LNA as RNA inhibitor.
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Pre-mRNA splicing is an RNA processing reaction by which introns are
removed from an mRNA precursor and exons are precisely joined together
to form a functional mature mRNA. Splicing involves two successive
trans-esterification reactions that occur in the spliceosome, which is a
multicomponent complex composed of a large number of protein factors
and five small nuclear RNAs (snRNAs), each functioning as an RNA–protein
complex (ribonucleoprotein or snRNP). A significant body of evidence
indicates that both spliceosome assembly and catalytic core formation are
orchestrated by an intricate network of RNA–RNA interactions. Most
eukaryotic introns invariably start with the dinucleotide GT (GU in RNA)
and end with the dinucleotide AG. Splicing of these introns occurs in the
major spliceosome containing five abundant snRNPs (U1, U2, U4, U5, and
U6). In high eukaryotes, a rare class of introns also exists, beginning with
the dinucleotide AT (AU in RNA) and ending with the dinucleotide AC.
Removal of this class of introns requires the participation of a different set of
snRNPs, namely U11, U12, U5, U4atac, and U6atac. Recent advances in
pre-mRNA splicing have provided strong evidence for an RNA enzyme
catalyzing the two trans-esterification reactions in the spliceosome.

Introduction

It was discovered in 1977 that several adenovirus genes (in
the form of DNA) contained intervening sequences that were
not present in their mature mRNAs (1, 2). Shortly thereafter,
other eukaryotic genes were similarly found to contain interven-
ing sequences that disrupt the real hereditary message. Thus,
the intervening sequences were named introns and the pro-
tein coding sequences (including the 5′ and 3′ untranslated)
were termed exons (3). Since the discovery of introns, the phe-
nomenon of intron-containing genes (often referred to as “split
genes”) has been found to be widespread in eukaryotes. In fact,
almost all genes in high eukaryotes contain introns (the ex-
ceptions are those encoding histones and interferons). Even in
budding yeast, more than 250 genes contain introns. Early work
on RNA metabolism in eukaryotes identified a large number
of short-lived heterogeneous nuclear RNAs (hnRNAs) that are
much longer than mature mRNAs in the cytoplasm. The hnRNA
sequence can form a perfect double-stranded RNA–DNA duplex
when hybridized with its own gene (4). Taken together, these
observations produced the realization that transcription of a gene
initially produces a perfect copy of RNA known as mRNA pre-

cursor (pre-mRNA or hnRNA) containing not only exons but
also introns. Introns must be removed from the precursor be-
fore the resulting mature mRNA is transported to the cytoplasm
where it directs the translation of protein. The removal of introns
from mRNA precursor is catalyzed by an RNA processing reac-
tion known as pre-mRNA splicing. Pre-mRNA splicing occurs
in the spliceosome, a massive protein–RNA complex consist-
ing of a large number of proteins and five small nuclear RNAs
(U1, U2, U4, U5, and U6 snRNAs), each of which functions
as a small nuclear ribonucleoprotein (snRNP) (5–8). Over the
years, the spliceosomal snRNAs (or snRNPs) have been ex-
tensively studied and their roles in pre-mRNA splicing have
been well established. A fairly detailed picture has emerged in
which intricate networks of interactions among the components
of the spliceosome, in particular the RNA–RNA interactions,
orchestrate the assembly of the spliceosome as well as the for-
mation of the catalytic center for catalysis (chemical reaction
of splicing) (6, 9–11). Here, we discuss spliceosome assembly
and pre-mRNA splicing, with an emphasis on the U snRNAs
as well as some important spliceosomal proteins (both snRNP
proteins and non-snRNP proteins).
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Pre-mRNAs Contain Conserved
Sequence Elements at the Splice
Sites

In the late 1970s and early 1980s, the sequences of many
eukaryotic genes became available for study, thus making it
possible to conduct a comparative analysis to identify impor-
tant sequence elements in pre-mRNA. Careful inspection of
higher eukaryotic genes revealed several consensus sequences
in introns at or near the 5′ and 3′ splice sites (12, 13). The 5′
splice site consensus sequence is G/GURAGU (/ represents the
5′ exon–intron junction; R depicts a purine; the underlined din-
ucleotide GU is invariant). The 3′ splice site is YAG/G (here,
/ represents the 3′ intron–exon junction; Y is a pyrimidine; the

underlined dinucleotide AG is invariant), which is frequently
preceded by a CU-rich region. In addition to the 5′ and 3′ splice
sites, there is another consensus sequence, namely the branch
site YNYURAC (N can be any nucleotide and the underlined
adenosine is invariant) located 20–40 nucleotides upstream of
the 3′ splice site (Fig. 1). In budding yeast, the three con-
sensus sequences at the 5′ and 3′ splice sites (including the
branch site) have also been identified; however, there is no or
a less-conserved CU-rich region preceding the 3′ splice site. In
contrast to the loosely defined consensus sequences in high eu-
karyotic pre-mRNAs, the sequence elements in yeast pre-mRNA
are almost absolutely conserved: G/GUAUGU at the 5′ splice
site, CAG/G at the 3′ splice site, and UACUAAC at the branch
site. Mutation of any invariant nucleotides within the consensus
or conserved elements results in a total inhibition or a decreased
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Then U2 (green) joins, converting complex CC to complex A. Subsequent joining of the U4–U6–U5 (blue–brown–purple, respectively) tri-snRNP forms
the major spliceosome (complex B1). The newly assembled spliceosome then undergoes a dynamic rearrangement of RNA–RNA interactions resulting in
the release of U1 and U4 and the formation of complex B2. Formation of complex B2 triggers the first catalytic step, the formation of the cut-off 5′ exon
and the lariat structure, thus leading to the formation of a new complex (complex C1). After additional conformational changes, step 2—the joining of 5′
and 3′ exons—occurs and complex C2 forms. mRNA is then released, resulting in the formation of complex I. Finally, the lariat intron is released and the
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nomenclatures are adopted from the mammalian system (66).
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level of pre-mRNA splicing in both yeast and higher eukary-
otes, further confirming their importance in the splicing process.
The question that then develops is what role do these consensus
sequences (and the invariant nucleotides) play during splicing?
Are they recognized by other trans-acting cellular components,
and if so, what are they?

Early Recognition of the 5′ Splice
Site and the Branch Site

Although identified and characterized in the 1960s (14, 15),
U1 and U2 snRNAs had not been assigned functions until the
discovery of split genes (or pre-mRNA splicing). In an attempt
to link U1 to pre-mRNA splicing, researchers first analyzed
the sequence complementarity between the snRNA and the
conserved sequence elements in the pre-mRNA. Excitingly, the
sequence analyses revealed a striking complementarity between
the evolutionarily invariant 5′ end of U1 and the pre-mRNA
consensus sequence at the 5′ and 3′ splice sites (16, 17).
Although the original proposals for the involvement of U1
snRNA in splicing suggested that the 5′ end of U1 may
base-pair with consensus sequences surrounding the 5′ and
3′ splice site, in 1981 Mount and Steitz modified the model
after observations that certain sequences in U1 predicted in
binding the 3′ splice site were not conserved (18). Driven by
this hypothesis, researchers carried out a series of experiments
to confirm the involvement of U1 in pre-mRNA splicing. For
instance, in 1983 the Steitz lab provided the first evidence
that U1 snRNA’s primary role was the recognition of the 5′

splice site (19). Using an in vitro transcribed RNA fragment
of the major mouse β-globin gene, which contains an intron,
they localized the U1 snRNP binding site by T1 ribonuclease
treatment of the snRNP–RNA complex, immunoprecipitation
of the resulting trimmed complex with anti-U1 antibodies,
and T1 ribonuclease fingerprinting of the immunoprecipitate.
Fingerprinting analyses revealed three oligonucleotides present:
CAG, UUG, and UAUCCAG. All three of these fragments
can be found together in a single region that encompasses
the 5′ splice site (GGGCAG/GUUGGUAUCCAG) (19). In a
separate experiment, the 5′ end region of U1 was destroyed by
oligodeoxynucleotide-directed RNase H digestion, resulting in
a loss of splicing activity (20). In addition, an elegant genetic
suppression assay was used to verify the base-pairing interaction
between U1 and pre-mRNA (21). In that work, a point mutation
was first introduced into the 5′ splice site region of a pre-mRNA.
As expected, splicing of the pre-mRNA was inhibited. However,
when a compensatory point mutation was introduced into U1
snRNA at the site (within the 5′ end region) that was predicted
to restore the base-pairing interaction, splicing activity was
indeed rescued (21). More recently, psoralen cross-linking also
detected base-pairing interaction between U1 and pre-mRNA
(22). Along the same line, U1 was physically detected in the
splicing complexes (see below). Such an enormous amount
of data has clearly demonstrated that, indeed, U1 recognizes
pre-mRNA during splicing and that the recognition involves a
direct base-pairing interaction between the U1 5′ end region and

the pre-mRNA 5′ splice site (see Fig. 1). Binding of U1 as well
as other splicing factors to the 5′ splice site of a pre-mRNA leads
to the formation of an early complex, termed a commitment
complex, that commits pre-mRNA to the splicing pathway (see
below, Spliceosome Assembly Pathway) (23–28).

Similar experimental approaches were used to demonstrate
the involvement of U2 snRNP in pre-mRNA splicing as well
(29). A large body of evidence accumulated over the years un-
equivocally shows that U2 snRNP participates in pre-mRNA
splicing. More specifically, U2 recognizes the pre-mRNA
branch site via a specific base-pairing interaction involving a
highly conserved region of U2 and the branch site consensus se-
quence (22, 30–35) (Fig. 1). This interaction specifically bulges
out the branch point nucleotide adenosine, a configuration fa-
vorable for the in-line nucleophilic attack at the 5′ splice site
(the first step of splicing) (see below).

Besides U1 and U2, many splicing factors (including snRNP
proteins), such as SF1, SF3 (including p14, a subunit of SF3b),
and p220 (Prp8p in yeast), among others, have also been
implicated in participating or facilitating 5′ splice site and/or
branch site recognition (36). For example, although the 5′ splice
site is initially recognized by the U1 snRNP via a base-pairing
interaction, this interaction is stabilized by the U1-70K and
U1-C proteins (U1 snRNP proteins), as well as members of
the SR protein family (37) that bind to the 5′ splice site before
the entry of U1 snRNP. SR proteins contain a domain rich
in arginine-serine (RS) dipeptides, and have numerous roles
in pre-mRNA splicing, spliceosome assembly, and splice site
recognition (38). In the case of the U2 snRNP interaction with
the branch site, it is facilitated by splicing factors SF3a and SF3b
(39), while its interaction is stabilized by Prp5, a spliceosomal
ATPase (see below) (40).

Splicing Factors Recognize the 3′
Splice Site
U2AF (U2-auxiliary factor) is one of several splicing factors
that have been implicated in 3′ splice site recognition (36,
39). U2AF has two subunits, namely U2AF65 (65 KD) and
U2AF35 (35 KD). It has long been known that U2AF65 binds
to the polypyrimidine track upstream of the 3′ splice site of
pre-mRNA in high eukaryotes (36, 39, 41). However, the role
of U2AF35 had remained elusive until 1999 when a connection
between U2AF35 and the dinucleotide AG at the pre-mRNA
3′ splice site was finally established (42–44). Using a variety
of experimental approaches, including U2AF depletion and
reconstitution, cross-linking and immunoprecipitation, Selex,
nuclease protection, and mutational analysis, three research
groups independently demonstrated that U2AF35 is actively
recognizing the dinucleotide AG at the 3′ splice site during
splicing (42–44).

Other splicing factors may also play important roles in 3′
splice site selection. For example, using the yeast genetic ap-
proach and the mammalian in vitro splicing system, researchers
demonstrated that the splicing factor Slu7 is important for the
selection of the canonical AG at the 3′ splice site during splicing
(45, 46).
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Splicing Occurs Via a Two-Step
Trans-esterification Reaction
Pathway

In the early 1980s, a mammalian in vitro splicing system (Hela
nuclear extracts) was developed, leading to the discovery of two
splicing intermediates, the cut-off 5′ exon intermediate and the
2/3 lariat intermediate (intron-3′ exon in a lariat form) (47, 48).
Importantly, the lariat (or branched) structure was also identified
in cellularly derived RNAs (49, 50). Soon after, the yeast in
vitro system also became available, and it, too, allowed the
detection of the cut-off 5′ exon and the 2/3 lariat intermediates
(51). A two-step trans-esterification reaction pathway was thus
established (Fig. 2). In the first step, the 2′ hydroxyl group
(2′-OH) of the branch point nucleotide adenosine attacks the
phosphate at the 5′ exon–intron junction (5′ splice site), resulting
in the cleavage of the phosphodiester bond between the 5′

exon and intron and the concurrent formation of a new 5′–2′

phosphodiester bond between the 5′ end of the intron and the
branch point adenosine. Thus, a lariat-structured intermediate
(the 2/3 lariat intermediate) and the cut-off 5′ exon intermediate
are produced. In the second step, the 3′-OH group of the
cut-off 5′ exon attacks the phosphate at the intron–3′ exon
junction (3′ splice site), releasing the lariat intron product and
generating the spliced mature mRNA product. According to
this pathway, the branch point adenosine and the guanosines
at the 5′ and 3′ ends of the intron are the key nucleotides as
they directly participate in the chemical reactions. In fact, these
three nucleotides are among the most conserved nucleotides in
pre-mRNA (see above).

Spliceosome Assembly Pathway

It was anticipated that splicing occurs in a large RNA–protein
complex (or the spliceosome), given that multiple snRNAs and
proteins had been identified as functional components that par-
ticipate in splicing. However, how big the spliceosome is and,
perhaps more importantly, how it is assembled had remained
largely unclear. The availability of the in vitro splicing systems
offered a great opportunity to analyze splicing complexes. In
1985, using velocity gradient sedimentation, several research
groups identified large complexes in which pre-mRNA, splic-
ing intermediates and products, as well as U snRNAs were
found (52–57). These complexes have a sedimentation con-
stant of 50–60S when mammalian systems were used (53–57)
or ∼40S when the yeast system was used (52). Soon after, a
more convenient and effective technique involving native gel
electrophoresis was developed, leading to the identification of
a number of splicing complexes assembled at different times
during splicing in vitro (35, 58–62). Further, using biotinylated
pre-mRNA, researchers were able to isolate splicing complexes
through biotin-streptavidin affinity chromatography, allowing a
systematic identification of the spliceosomal components in var-
ious splicing complexes (28, 63–65). A stepwise spliceosome
assembly pathway was thus established (Fig. 1) (66, 67).
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Figure 2 Details of two successive trans-esterification reactions. In the
first step, the 2′-OH group of the branch point adenosine nucleophilically
attacks the phosphate at the junction of the 5′ exon and intron (5′ splice
site), resulting in the formation of a new 5′ –2′ phosphodiester bond
between the first nucleotide of the intron and the branch point adenosine
(lariat structure formation) and breakage of an old 3′ –5′ phosphodiester
bond between the last nucleotide of the 5′ exon and the first nucleotide of
the intron (cut-off 5′ exon formation). In the second step, the 3′-OH group
of the cut-off 5′ exon nucleophilically attacks the phosphate at the junction
of the intron and 3′ exon, ligating the two exons (mRNA formation) and
releasing the lariat intron. The phosphates at the 5′ splice site (red) and at
the 3′ splice site (green) and the branch point adenosine and its 2′-OH
group are pictured. The lines represent the intron and boxes depict exons
(E1 and E2).

The assembly starts with a nonspecific H complex that
forms as soon as the pre-mRNA is mixed with the splicing
extracts (62, 66, 68, 69). This complex is then turned into a
commitment complex (CC complex or the E complex) after
binding with U1 snRNP and various protein factors, including
SR proteins, U2AF (Mud2p in yeast), and SF1 (BBP/Msl5p in
yeast) (23–28). The commitment complex is a complex that is
committed to splicing out the intron on which it assembles.
U2 snRNP then joins the commitment complex, converting
it into a presplicing complex, namely complex A (27, 35,
58, 60–62, 66, 67, 69). After binding with the preformed
functional U4/U6/U5 tri-snRNP (70–74), in which U4 and U6
are extensively base-paired with each other, complex A is then
converted to complex B1 (61, 66, 67). Complex B1 undergoes
a conformational change, and it becomes complex B2, which
is now competent for the first step of splicing (61, 66, 67).
After the first step of splicing and additional conformational
changes, complex B2 is turned into complex C1 in which the
second step of splicing occurs (61, 66, 67). Complex C1 then
changes to complex C2, which contains spliced products (61,
66, 67). The mature mRNA is then released, changing complex
C2 to complex I (62, 66, 67). Finally, the lariat intron product is
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released and complex I dissociates into its components, which
subsequently participate in a new cycle of spliceosome assembly
(66, 67).

Dynamic Rearrangements
of RNA–RNA Interactions within
the Spliceosome

Although kinetic analysis of spliceosome formation led to
the discovery of a stepwise assembly pathway, the detailed
network of interactions among the components within the mas-
sive spliceosome had remained unclear until the early 1990s
when a series of cross-linking and yeast genetic suppression
experiments were carried out to tackle this problem. Several
cross-linking techniques, including psoralen cross-linking to
detect Watson–Crick base-pairing interactions, 4-thioU cross-
linking to detect non-Watson–Crick contacts between two nu-
cleotides, and direct short wavelength UV cross-linking to detect
various interactions, were used effectively to capture the interac-
tions between U snRNA and pre-mRNA and among U snRNAs
themselves (22, 75–79). Cross-linking was performed at various
time points in parallel with splicing and spliceosome assembly
assays, such that any detected cross-linking species could be
assigned to a particular stage (splicing complex) during spliceo-
some assembly and splicing. In the meantime, sensitive yeast
and mammalian genetic suppression assays also identified sev-
eral novel RNA–RNA interactions (80–88). Recently, some of
the RNA–RNA interactions within the spliceosome were further
refined through the use of NMR spectroscopy (89). The large
amount of data accumulated over the years provided a detailed
picture revealing a network of RNA–RNA interactions within
the spliceosome.

In addition to the early base-pairing interactions between U1
and the 5′ splice site and between U2 and the branch site, a
number of new RNA–RNA interactions were detected at late
times during spliesome assembly, especially after the spliceo-
some is fully assembled (complex B1) (Fig. 1). Interestingly,
the formation of some new interactions is accompanied by the
dissociation of old interactions, indicating that dynamic rear-
rangements occur within the spliceosome. Specifically, entry of
the U4/U6–U5 tri-snRNP to form complex B1 may be mediated
at least in part through the base-pairing interaction between the
5′ end of U2 and the 3′ end of U6 (U2–U6 Helix II) (78, 82,
86). As soon as the U4/U6–U5 tri-snRNP enters the splicing
complex, U5 snRNA interacts, in a non-Watson–Crick pairing
manner, with the exon sequence at the 5′ splice site, and possibly
with the exon sequence at the 3′ splice site as well (75–77, 83,
84, 87). In the meantime, a conserved sequence of U6 (ACA-
GAGA) displaces U1 in interacting with the 5′ splice site (79,
88). Concurrently, or immediately after, U6 dissociates from
U4. The freed U6 sequence then forms new duplexes with U2
(Helices I and III, see Fig. 1) (22, 81, 85, 89), which are believed
to be at least part of the catalytic center (9, 10). This dynamic
rearrangement results in the release of both U1 and U4 from the
spliceosome and the formation of an active catalytic center for
the first step of splicing (complex B2). After the first chemical

reaction, the spliceosome undergoes additional conformational
changes, resulting in the disruption of the base-pairing interac-
tion between U6 and the 5′ splice site, the formation of U2–U6
Helix Ib, and the repositioning of the reaction substrates within
the catalytic center (complex C1) (80, 89, 90). These conforma-
tional changes directly trigger the second step of splicing that
generates the mature mRNA and lariat intron products (complex
C2). After the second step of splicing, further conformational
changes occur, leading to the release of mature mRNA (com-
plex I). Final conformation changes then take place, resulting in
the release of the lariat intron and dissembly of the spliceosome
(or complex I).

Protein Factors Facilitate
and Modulate Spliceosomal
Conformational Changes

It has long been proposed that the rearrangements of RNA–RNA
interactions and/or conformational changes are orchestrated by
spliceosomal protein factors (7). Indeed, multiple such protein
factors have been identified, and many of them are mem-
bers of the family of DExH/D box ATPases, which can ei-
ther directly promote the unwinding of RNA–RNA duplexes
(also referred to as unwindases) or disrupt RNA–protein in-
teractions (or even protein–protein interactions) (91). These
spliceosomal ATPases function in a substrate-specific way, such
that they each promote a specific conformational change (or
RNA–RNA interaction) at various stages along the pathway
of spliceosome assembly and catalysis. For instance, Prp5 is
an RNA-dependent ATPase that bridges U1 and U2 snRNPs
at early times during spliceosome assembly, promoting sta-
ble interaction of U2 with the intron branch site (40, 92)
and thus promoting complex A formation. Also, there is evi-
dence that the incorporation of U2 snRNP into the spliceosome
is facilitated by Sub2/UAP56 (U2AF-associated protein), an-
other RNA-dependent spliceosomal ATPase that acts through
disruption of an interaction between U2AF and the branch
site (93). Brr2, a U5 snRNP-associated protein and also an
RNA-dependent ATPase, promotes the dissociation of U6 from
U4 (94) in the spliceosome (presumably soon after complex
B1 formation). In vivo analysis in S. cerevisiae suggests that
the spliceosomal ATPase Prp28 may be actively disrupting the
interaction between U1-C and the 5′ splice site so as to al-
low for the exchange of U1 for U6 (95, 96), which is part of
the rearrangement occurring during the transition from com-
plex B1 to complex B2. The spliceosomal ATPase Prp2, on
the other hand, promotes the first step of splicing (97–101),
presumably also through rearranging the RNA–RNA interac-
tions required for catalysis. The spliceosomal ATPase Prp16
promotes the conformational changes required for the second
step of splicing (transition from complex B2 to complex C1)
(90, 102–105). Prp22, a splicesomal ATPase as well, facilitates
the conformational changes required for the release of mRNA
(106, 107), promoting the transition from complex C1 to com-
plex I. Finally, another spliceosomal ATPase Prp43 orchestrates
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the conformational changes required for the release of the lariat
intron (108).

Besides DExH/D box ATPases, Snu114, a component of U5
snRNP and a GTPase, is also required for splicing, presumably
through promoting the rearrangement between Prp8 and Snu114
itself, thus leading to the release of U1 and U4 before the
first step of splicing (109). In addition to the ATPases/GTPase,
several other spliceosomal proteins facilitate the rearrangements
as well. Included in these proteins are the U5 snRNP-associated
proteins p116 and p220 (Prp8p in yeast), which are thought
to play a regulatory role in the unwinding of U4/U6 (110).
Yeast genetic analyses indicate that Prp8 also plays a role in
modulating the function of the splicesomal ATPases, Prp16
(90, 105) and Prp22 (111). Likewise, Isy1, a component of
Prp NineTeen Complex (NTC), plays a role in facilitating the
function of Prp16 (112). Similar roles can be assigned to U1 C
and Cus2, which are implicated in modulating the functions
of Prp28 and Prp5, respectively (96, 113). Importantly, the
spliceosomal ATPases and their modulators are not only the
key factors in orchestrating the conformational changes during
spliceosome assembly and catalysis, but also play important
roles in maintaining the fidelity of splicing. In this regard, it has
been proposed that incorrect conformations (e.g., those caused
by mutations in pre-mRNA and/or other spliceosomal factors)
are discarded through these conformational changes catalyzed
by the splicesomal ATPases and their modulators (90, 105,
114–116).

Prefabricated Spliceosome?

In contrast to the stepwise spliceosome assembly model, recent
observations have indicated that the spliceosome exists as a pre-
formed complex that engages the pre-mRNA as such 117–121).
The strongest evidence for this model comes from the S. cere-
visiae system from which a 45S snRNP complex was isolated
that contained all five snRNPs (121). This penta-snRNP com-
plex contains nearly all known U1, U2, and U4/U6–U5 snRNP
proteins as well as non-snRNP splicing factors. The complex
has also been shown to function in yeast cell extracts depleted
of endogenous RNAs by nuclease digestion. Importantly, while
assembling onto the pre-mRNA, the snRNA constituents of the
penta-snRNP do not exchange with endogenous snRNPs. Con-
sistent with the idea of a preassembled spliceosome, it has also
been reported that both U2 and the U4/U6–U5 tri-snRNP func-
tion before the formation of complex A (122). Furthermore,
recent analysis of splicing complex formation in HeLa nuclear
extracts argues that a preassembled 200S RNP complex con-
taining all snRNP components can assemble onto a short RNA
containing a 5′ splice site (123). However, using chromatin im-
munoprecipitationmore (ChIP) analysis, the Neugebauer group
(124, 125) and the Rosbash laboratory (126, 127) have more
recently suggested that the recruitment of spliceosomal snRNPs
to nascent pre-mRNA (in vivo spliceosome assembly) in yeast
occurs via a stepwise assembly pathway, which is similar to
that observed in vitro (see above, Spliceosome Assembly Path-
way). Thus, it remains controversial as to whether spliceosome
assembly is a one-step process (the prefabricated penta-snRNP

complex assembles onto pre-mRNA) or it proceeds in a step-
wise fashion. Further study is necessary to clarify this important
issue.

Is Splicing an RNA-Catalyzed
Reaction?

It has long been suspected that the two trans-esterification
reactions to remove the introns from a pre-mRNA are catalyzed
by the RNA constituents in the spliceosome (128). This idea
is bolstered by the fact that U snRNAs in the spliceosome
do form functional structures (the extended U6 intramolecular
stem in complex B2 and the U6 intramolecular stem plus
U2–U6 Helix Ib in complex C1; see Fig. 1) resembling domain
V of group II introns, some of which are self-spliced via
the two-step trans-esterification pathway identical to that of
spliceosome-catalyzed pre-mRNA splicing (see above). Domain
V of group II introns constitutes the catalytic center for catalysis
during self-splicing (129–131).

Over the past decade, a growing body of evidence has sug-
gested that pre-mRNA splicing in the spliceosome may indeed
be catalyzed by its RNA constituents. For instance, Sontheimer
et al. have shown that the first catalytic step of splicing oc-
curs through a metal–ion-dependent pathway (132), an obser-
vation consistent with the two metal–ion model proposed for the
spliceosome active site(s) (133). Later, using sulphur substitu-
tion followed by manganese suppression, Lin and colleagues
have demonstrated that, through metal ion coordination, U6
plays a critical role in the catalysis reaction (134). Most re-
cently, Valadkhan and Manley carried out an even more direct
experiment to address this issue (135). In that experiment, they
used only three short RNA oligonucleotides, corresponding to
U2, U6 (designed according to U2–U6 Helices I, II, III, and
the U6 intramolecular stem, see Figs. 1 and 3) and the branch
site, respectively, and no proteins were included. Remarkably,
the U2 and U6 oligonucleotides do form the functional structure
for the first step of splicing (U2–U6 Helix I plus the extended in-
tramolecular stem of U6), leading to the production of X-RNA,
a product generated by a splicing-like reaction by which the
branch point adenosine in the branch site oligonucleotide at-
tacks a phosphate in the U6 oligonucleotide (Fig. 3). Taken
together, the evidence accumulated thus far strongly supports
the RNA-catalysis model for the spliceosome.

A Parallel Spliceosome

In high eukaryotes, there also exists a minor population of in-
trons containing distinct consensus sequences at their 5′ and
3′ ends (136). The removal of these introns takes place in an
analogous spliceosome containing a different set of U snRNPs
(U11, U12, U5, U4atac, and U6atac) (137). Although initially
dubbed AT–AC introns based on their termini, extensive ge-
nomic database surveys have revealed that the standard GT–AG
terminal sequences are more prevalent (138, 139). Instead, what
appears to distinguish this class of introns are longer and more
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Figure 3 Protein-independent catalysis. According to the catalytic center
of the spliceosome (see Fig. 1), three short RNA oligonucleotides,
corresponding to an important fragment of U2 (green), an important
fragment of U6 (brown), and the intron branch site (black), are designed.
Indeed, they fold, in the absence of protein, into a structure that resembles
the catalytic center of the spliceosome (see Fig. 1, the RNA structure in
complex B2) or domain V of the self-splicing Group II intron. A splicing-like
reaction occurs by which the branch point adenosine nucleophilically
attacks the phosphate located between A and G at the base of the
extended U6 intramolecular stem, generating a splicing-related product as
indicated. U2–U6 Helices I, II, and III, the extended U6 intramolecular
stem, and the base-pairing between the U2 branch recognition sequence
and the branch site are shown. (Modified from Ref. 135.)

constrained consensus sequences at the 5′ end of the intron and
the branch site, as well as the absence of a polypyrimidine tract
upstream of the 3′ splice site (138, 139). The splicing machin-
ery responsible for the removal of these introns is of much
lower abundance (∼104copies per cell) relative to components
of the major spliceosome, which is compatible with the low fre-
quency in which these introns appear in the genome (∼1/300
human introns) (140).

Remarkably, U11, U12, U4atac, and U6atac form structures
that are almost identical to their counterparts in the major
spliceosome, namely U1, U2, U4, and U6, respectively, despite
the fact that the two sets of snRNAs are quite different in
primary sequences (136, 137). Equally strikingly, the network of
RNA–RNA interactions detected in the major spliceosome also
exists in the U12-dependent spliceosome, further validating the
importance of these dynamic interactions during spliceosome
assembly and splicing (136, 137).

The main mechanistic differences between the two spliceo-
somes occur at the stage of intron recognition, rather than catal-
ysis. Indeed, recognition of the 5′ splice site and the branch site
occurs simultaneously by the U11–U12 di-snRNP (141). Fur-
thermore, there is a requirement among U12-dependent introns
for 5′ exon sequences to form U6atac–5′ splice site interac-
tions (142). Lastly, more constrained consensus sequences, as

well as the lack of a polypyrimidine tract, suggest that the as-
sembly of this spliceosome is more dependent on snRNA-based
interactions than assembly of the major spliceosome (140, 143).

Acknowledgments

We thank our colleagues in the Yu lab for inspiration. Our
work was supported by grant GM62937 (to Y.-T. Yu) from
the National Institute of Health.

References

1. Chow LT, Gelinas RE, Broker TR, Roberts RJ. An amazing
sequence arrangement at the 5′ ends of adenovirus 2 messenger
RNA. Cell 1977;12:1–8.

2. Berget SM, Moore C, Sharp PA. Spliced segments at the 5′

terminus of adenovirus 2 late mRNA. Proc. Natl. Acad. Sci.
U.S.A. 1977;74:3171–3175.

3. Gilbert W. Why genes in pieces? Nature 1978;271:501.
4. Tilghman SM, Curtis PJ, Tiemeier DC, Leder P, Weissmann C.

The intervening sequence of a mouse beta-globin gene is tran-
scribed within the 15S beta-globin mRNA precursor. Proc. Natl.
Acad. Sci. U.S.A. 1978;75:1309–1313.

5. Burge CB, Tuschl T, Sharp PA. Splicing of precursors to mRNAs
by the spliceosome. In: The RNA World. Gesteland RF, Cech
TR, Atkins JF, eds. 1999. Cold Spring Harbor Laboratory Press,
Cold Spring Harbor, NY.

6. Yu YT, Scharl EC, Smith CM, Steitz JA. The growing world
of small nuclear ribonucleoproteins. In: The RNA World. Geste-
land RF, Cech TR, Atkins JF, eds. 1999. Cold Spring Harbor
Laboratory Press, Cold Spring Harbor, NY.

7. Staley JP, Guthrie C. Mechanical devices of the spliceosome:
motors, clocks, springs, and things. Cell 1998;92:315–326.

8. Jurica MS, Moore MJ. Pre-mRNA splicing: awash in a sea of
proteins. Mol. Cell. 2003;12:5–14.

9. Nilsen TW. RNA-RNA interactions in the spliceosome: unravel-
ing the ties that bind. Cell 1994;78:1–4.

10. Nilsen TW. RNA-RNA interactions in nuclear pre-mRNA splic-
ing. In: RNA Structure and Function. Simons RW, Grunberg-
Manago M, eds. 1998. Cold Spring Harbor Laboratory Press,
Cold Spring Harbor, NY.

11. Madhani HD, Guthrie C. Dynamic RNA-RNA interactions in the
spliceosome. Annu. Rev. Genet. 1994;28:1–26.

12. Mount SM. A catalogue of splice junction sequences. Nucleic
Acids Res. 1982;10:459–472.

13. Green MR. Pre-mRNA splicing. Annu. Rev. Genet. 1986;20:
671–708.

14. Hodnett JL, Busch H. Isolation and characterization of uridylic
acid-rich 7S ribonucleic acid of rat liver nuclei. J. Biol. Chem.
1968;243:6334–6342.

15. Weinberg RA, Penman S. Small molecular weight monodisperse
nuclear RNA. J. Mol. Biol. 1968;38:289–304.

16. Lerner MR, Boyle JA, Mount SM, Wolin SL, Steitz JA. Are
snRNPs involved in splicing? Nature 1980;283:220–224.

17. Rogers J, Wall R. A mechanism for RNA splicing. Proc. Natl.
Acad. Sci. U.S.A. 1980;77:1877–1879.

18. Mount SM, Steitz JA. Sequence of U1 RNA from Drosophila
melanogaster: implications for U1 secondary structure and possi-
ble involvement in splicing. Nucleic Acids Res. 1981;9:
6351–6368.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 7



Pre-mRNA splicing

19. Mount SM, Pettersson I, Hinterberger M, Karmas A, Steitz JA.
The U1 small nuclear RNA-protein complex selectively binds a
5′ splice site in vitro. Cell 1983;33:509–518.

20. Kramer A, Keller W, Appel B, Luhrmann R. The 5′ terminus of
the RNA moiety of U1 small nuclear ribonucleoprotein particles
is required for the splicing of messenger RNA precursors. Cell
1984;38:299–307.

21. Zhuang Y, Weiner AM. A compensatory base change in U1
snRNA suppresses a 5′ splice site mutation. Cell 1986;46:
827–835.

22. Wassarman DA, Steitz JA. Interactions of small nuclear RNA’s
with precursor messenger RNA during in vitro splicing. Science
1992;257:1918–1925.

23. Legrain P, Seraphin B, Rosbash M. Early commitment of
yeast pre-mRNA to the spliceosome pathway. Mol. Cell Biol.
1988;8:3755–3760.

24. Seraphin B, Rosbash M. Identification of functional U1 snRNA-
pre-mRNA complexes committed to spliceosome assembly and
splicing. Cell 1989;59:349–358.

25. Ruby SW, Abelson J. An early hierarchic role of U1 small
nuclear ribonucleoprotein in spliceosome assembly. Science
1988;242:1028–1035.

26. Seraphin B, Rosbash M. The yeast branchpoint sequence is not
required for the formation of a stable U1 snRNA-pre-mRNA
complex and is recognized in the absence of U2 snRNA. EMBO
J. 1991;10:1209–1216.

27. Michaud S, Reed R. An ATP-independent complex commits
pre-mRNA to the mammalian spliceosome assembly pathway.
Genes Dev. 1991;5:2534–2546.

28. Bindereif A, Green MR. An ordered pathway of snRNP bind-
ing during mammalian pre-mRNA splicing complex assembly.
EMBO J. 1987;6:2415–2424.

29. Steitz JA, Black DL, Gerke V, Parker KA, Kramer A, Frendewey
D, Keller W. Functions of the abundant U-snRNPs. In: Small
Nuclear Ribonucleoprotein Particles. Birnstiel ML, ed. 1988.
Springer-Verlag, Berlin.

30. Zhuang Y, Weiner AM. A compensatory base change in human
U2 snRNA can suppress a branch site mutation. Genes Dev.
1989;3:1545–1552.

31. Zhuang YA, Goldstein AM, Weiner AM. UACUAAC is the
preferred branch site for mammalian mRNA splicing. Proc. Natl.
Acad. Sci. U.S.A. 1989;86:2752–2756.

32. Parker R, Siliciano PG, Guthrie C. Recognition of the TACTAAC
box during mRNA splicing in yeast involves base pairing to the
U2-like snRNA. Cell 1987;49:229–239.

33. Black DL, Chabot B, Steitz JA. U2 as well as U1 small nuclear
ribonucleoproteins are involved in premessenger RNA splicing.
Cell 1985;42:737–750.

34. Krainer AR, Maniatis T. Multiple factors including the small nu-
clear ribonucleoproteins U1 and U2 are necessary for pre-mRNA
splicing in vitro. Cell 1985;42:725–736.

35. Konarska MM, Sharp PA. Electrophoretic separation of com-
plexes involved in the splicing of precursors to mRNAs. Cell
1986;46:845–855.

36. Will CL, Luhrmann R. Spliceosome structure and function. In:
The RNA World. Gesteland RF, Cech TR, Atkins JF, eds. 2006.
Cold Spring Harbor Laboratory Press, Cold Spring Harbor, NY.

37. Will CL, Luhrmann R. Protein functions in pre-mRNA splicing.
Curr. Opin. Cell Biol. 1997;9:320–328.

38. Fu XD. The superfamily of arginine/serine-rich splicing factors.
RNA 1995;1:663–680.

39. Reed R. Initial splice-site recognition and pairing during pre-
mRNA splicing. Curr. Opin. Genet. Dev. 1996;6:215–220.

40. Xu YZ, Newnham CM, Kameoka S, Huang T, Konarska
MM, Query CC. Prp5 bridges U1 and U2 snRNPs and en-
ables stable U2 snRNP association with intron RNA. EMBO
J. 2004;23:376–385.

41. Singh R, Valcarcel J, Green MR. Distinct binding specificities
and functions of higher eukaryotic polypyrimidine tract-binding
proteins. Science 1995;268:1173–1176.

42. Wu S, Romfo CM, Nilsen TW, Green MR. Functional recog-
nition of the 3′ splice site AG by the splicing factor U2AF35.
Nature 1999;402:832–835.

43. Zorio DA, Blumenthal T. Both subunits of U2AF recognize the 3′

splice site in Caenorhabditis elegans. Nature 1999;402:835–838.
44. Merendino L, Guth S, Bilbao D, Martinez C, Valcarcel J. Inhibi-

tion of msl-2 splicing by Sex-lethal reveals interaction between
U2AF35 and the 3′ splice site AG. Nature 1999;402:838–841.

45. Chua K, Reed R. The RNA splicing factor hSlu7 is required for
correct 3′ splice-site choice. Nature 1999;402:207–210.

46. Frank D, Guthrie C. An essential splicing factor, SLU7, mediates
3′ splice site choice in yeast. Genes Dev. 1992;6:2112–2124.

47. Padgett RA, Konarska MM, Grabowski PJ, Hardy SF, Sharp PA.
Lariat RNA’s as intermediates and products in the splicing of
messenger RNA precursors. Science 1984;225:898–903.

48. Ruskin B, Krainer AR, Maniatis T, Green MR. Excision of an
intact intron as a novel lariat structure during pre-mRNA splicing
in vitro. Cell 1984;38:317–331.

49. Domdey H, Apostol B, Lin RJ, Newman A, Brody E, Abelson
J. Lariat structures are in vivo intermediates in yeast pre-mRNA
splicing. Cell 1984;39:611–621.

50. Wallace JC, Edmonds M. Polyadenylylated nuclear RNA con-
tains branches. Proc. Natl. Acad. Sci. U.S.A. 1983;80:950–954.

51. Lin RJ, Newman AJ, Cheng SC, Abelson J. Yeast mRNA splicing
in vitro. J. Biol. Chem. 1985;260:14780–14792.

52. Brody E, Abelson J. The “spliceosome”: yeast pre-messenger
RNA associates with a 40S complex in a splicing-dependent
reaction. Science 1985;228:963–967.

53. Grabowski PJ, Seiler SR, Sharp PA. A multicomponent complex
is involved in the splicing of messenger RNA precursors. Cell
1985;42:345–353.

54. Frendewey D, Keller W. Stepwise assembly of a pre-mRNA
splicing complex requires U-snRNPs and specific intron se-
quences. Cell 1985;42:355–367.

55. Bindereif A, Green MR. Ribonucleoprotein complex formation
during pre-mRNA splicing in vitro. Mol. Cell Biol. 1986;6:
2582–2592.

56. Perkins KK, Furneaux HM, Hurwitz J. RNA splicing products
formed with isolated fractions from HeLa cells are associated
with fast-sedimenting complexes. Proc. Natl. Acad. Sci. U.S.A.
1986;83:887–891.

57. Kaltwasser G, Spitzer SG, Goldenberg CJ. Assembly in an
in vitro splicing reaction of a mouse insulin messenger RNA
precursor into a 60-40S ribonucleoprotein complex. Nucleic
Acids Res. 1986;14:3687–3701.

58. Pikielny CW, Rymond BC, Rosbash M. Electrophoresis of ri-
bonucleoproteins reveals an ordered assembly pathway of yeast
splicing complexes. Nature 1986;324:341–345.

59. Pikielny CW, Rosbash M. Specific small nuclear RNAs are
associated with yeast spliceosomes. Cell 1986;45:869–877.

60. Frendewey D, Kramer A, Keller W. Different small nuclear
ribonucleoprotein particles are involved in different steps of
splicing complex formation. Cold Spring Harb. Symp. Quant.
Biol. 1987;52:287–298.

61. Cheng SC, Abelson J. Spliceosome assembly in yeast. Genes
Dev. 1987;1:1014–1027.

8 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Pre-mRNA splicing

62. Konarska, M, Sharp PA. Interactions between small nuclear
ribonucleoprotein particles in formation of spliceosomes. Cell
1987;49:763–774.

63. Grabowski PJ, Sharp PA. Affinity chromatography of splicing
complexes: U2, U5, and U4 + U6 small nuclear ribonucleoprotein
particles in the spliceosome. Science 1986;233:1294–1299.

64. Reed R. Protein composition of mammalian spliceosomes assem-
bled in vitro. Proc. Natl. Acad. Sci. U.S.A. 1990;87:8031–8035.

65. Bennett M, Michaud S, Kingston J, Reed R. Protein compo-
nents specifically associated with prespliceosome and spliceo-
some complexes. Genes Dev. 1992;6:1986–2000.

66. Moore MJ, Query CC, Sharp PA. Splicing of precursors to
mRNAs by the spliceosome. In: The RNA World. Gesteland RF,
Atkins JF, eds. 1993. Cold Spring Harbor Laboratory Press, Cold
Spring Harbor, NY.

67. Ruby SW, Abelson J. Pre-mRNA splicing in yeast. Trends Genet.
1991;7:79–85.

68. Dreyfuss G, Swanson MS, Pinol-Roma S. The composition,
structure, and organization of proteins in heterogeneous nuclear
ribonucleoprotein complexes. In: The Eukaryotic Nucleus: Struc-
ture and Function. Strauss P, Wilson S, eds. 1990. Telford Press,
Caldwell, NJ.

69. Lamond AI, Konarska MM, Grabowski PJ, Sharp PA. Spliceo-
some assembly involves the binding and release of U4 small
nuclear ribonucleoprotein. Proc. Natl. Acad. Sci. U.S.A. 1988;85:
411–415.

70. Seraphin B, Abovich N, Rosbash M. Genetic depletion indicates
a late role for U5 snRNP during in vitro spliceosome assembly.
Nucleic Acids Res. 1991;19:3857–3860.

71. Lamm GM, Blencowe BJ, Sproat BS, Iribarren AM, Ryder
U, Lamond AI. Antisense probes containing 2-aminoadenosine
allow efficient depletion of U5 snRNP from HeLa splicing
extracts. Nucleic Acids Res. 1991;19:3193–3198.

72. Utans U, Behrens SE, Luhrmann R, Kole R, Kramer A. A
splicing factor that is inactivated during in vivo heat shock is
functionally equivalent to the U4/U6.U5 triple snRNP-specific
proteins. Genes Dev. 1992;6:631–641.

73. Banroques J, Abelson JN. PRP4: a protein of the yeast U4/U6
small nuclear ribonucleoprotein particle. Mol. Cell Biol. 1989;9:
3710–3719.

74. Behrens SE, Luhrmann R. Immunoaffinity purification of a
U4/U6.U5 tri-snRNP from human cells. Genes Dev. 1991;5:
1439–1452.

75. Wyatt JR, Sontheimer EJ, Steitz JA. Site-specific cross-linking
of mammalian U5 snRNP to the 5′ splice site before the first step
of pre-mRNA splicing. Genes Dev. 1992;6:2542–2553.

76. Sontheimer EJ, Steitz JA. The U5 and U6 small nuclear
RNAs as active site components of the spliceosome. Science
1993;262:1989–1996.

77. Newman AJ, Teigelkamp S, Beggs JD. snRNA interactions at 5′

and 3′ splice sites monitored by photoactivated crosslinking in
yeast spliceosomes. RNA 1995;1:968–980.

78. Hausner TP, Giglio LM, Weiner AM. Evidence for base-pairing
between mammalian U2 and U6 small nuclear ribonucleoprotein
particles. Genes Dev. 1990;4:2146–2156.

79. Sawa H, Abelson J. Evidence for a base-pairing interaction
between U6 small nuclear RNA and 5′ splice site during
the splicing reaction in yeast. Proc. Natl. Acad. Sci. U.S.A.
1992;89:11269–11273.

80. Madhani HD, Guthrie C. Randomization-selection analysis of
snRNAs in vivo: evidence for a tertiary interaction in the spliceo-
some. Genes Dev. 1994;8:1071–1086.

81. Madhani HD, Guthrie C. A novel base-pairing interaction be-
tween U2 and U6 snRNAs suggests a mechanism for the catalytic
activation of the spliceosome. Cell 1992;71:803–817.

82. Datta B, Weiner AM. Genetic evidence for base pairing between
U2 and U6 snRNA in mammalian mRNA splicing. Nature
1991;352:821–824.

83. Newman AJ, Norman C. U5 snRNA interacts with exon se-
quences at 5′ and 3′ splice sites. Cell 1992;68:743–754.

84. Newman A, Norman C. Mutations in yeast U5 snRNA alter the
specificity of 5′ splice-site cleavage. Cell 1991;65:115–123.

85. Sun JS, Manley JL. A novel U2-U6 snRNA structure is necessary
for mammalian mRNA splicing. Genes Dev. 1995;9:843–854.

86. Wu JA, Manley JL. Base pairing between U2 and U6 snRNAs
is necessary for splicing of a mammalian pre-mRNA. Nature
1991;352:818–821.

87. Cortes JJ, Sontheimer EJ, Seiwert SD, Steitz JA. Mutations in
the conserved loop of human U5 snRNA generate use of novel
cryptic 5′ splice sites in vivo. EMBO J. 1993;12:5181–5189.

88. Lesser CF, Guthrie C. Mutations in U6 snRNA that alter
splice site specificity: implications for the active site. Science
1993;262:1982–1988.

89. Sashital DG, Cornilescu G, McManus CJ, Brow DA, Butcher SE.
U2-U6 RNA folding reveals a group II intron-like domain and a
four-helix junction. Nat. Struct. Mol. Biol. 2004;11:1237–1242.

90. Konarska MM, Vilardell J, Query CC. Repositioning of the reac-
tion intermediate within the catalytic center of the spliceosome.
Mol. Cell 2006;21:543–553.

91. Schwer B. A new twist on RNA helicases: DExH/D box proteins
as RNPases. Nat. Struct. Biol. 2001;8:113–116.

92. O’Day CL, Dalbadie-McFarland G, Abelson J. The Saccha-
romyces cerevisiae Prp5 protein has RNA-dependent ATPase
activity with specificity for U2 small nuclear RNA. J. Biol. Chem.
1996;271:33261–33267.

93. Kistler AL, Guthrie C. Deletion of MUD2, the yeast homolog
of U2AF65, can bypass the requirement for sub2, an essential
spliceosomal ATPase. Genes Dev. 2001;15:42–49.

94. Raghunathan PL, Guthrie C. RNA unwinding in U4/U6 snRNPs
requires ATP hydrolysis and the DEIH-box splicing factor Brr2.
Curr. Biol. 1998;8:847–855.

95. Staley JP, Guthrie C. An RNA switch at the 5′ splice site requires
ATP and the DEAD box protein Prp28p. Mol. Cell 1999;3:55–64.

96. Chen JY, Stands L, Staley JP, Jackups RR Jr, Latus LJ, Chang
TH. Specific alterations of U1-C protein or U1 small nuclear
RNA can eliminate the requirement of Prp28p, an essential
DEAD box splicing factor. Mol. Cell 2001;7:227–232.

97. King DS, Beggs JD. Interactions of PRP2 protein with pre-mRNA
splicing complexes in Saccharomyces cerevisiae. Nucleic Acids
Res. 1990;18:6559–6564.

98. Kim SH, Lin RJ. Pre-mRNA splicing within an assembled
yeast spliceosome requires an RNA-dependent ATPase and ATP
hydrolysis. Proc. Natl. Acad. Sci. U.S.A. 1993;90:888–892.

99. Edwalds-Gilbert G, Kim DH, Silverman E, Lin RJ. Definition of
a spliceosome interaction domain in yeast Prp2 ATPase. RNA
2004;10:210–220.

100. Plumpton M, McGarvey M, Beggs JD. A dominant negative mu-
tation in the conserved RNA helicase motif ‘SAT’ causes splicing
factor PRP2 to stall in spliceosomes. EMBO J. 1994;13:879–887.

101. Kim SH, Smith J, Claude A, Lin RJ. The purified yeast
pre-mRNA splicing factor PRP2 is an RNA-dependent NTPase.
EMBO J. 1992;11:2319–2326.

102. Schwer B, Guthrie C. A conformational rearrangement in the
spliceosome is dependent on PRP16 and ATP hydrolysis. EMBO
J. 1992;11:5033–5039.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 9



Pre-mRNA splicing

103. Schwer B, Guthrie C. A dominant negative mutation in a spliceo-
somal ATPase affects ATP hydrolysis but not binding to the
spliceosome. Mol. Cell Biol. 1992;12:3540–3547.

104. Schwer B, Guthrie C. PRP16 is an RNA-dependent ATPase
that interacts transiently with the spliceosome. Nature 1991;349:
494–499.

105. Query CC, Konarska MM. Suppression of multiple substrate
mutations by spliceosomal prp8 alleles suggests functional cor-
relations with ribosomal ambiguity mutants. Mol. Cell 2004;14:
343–354.

106. Schwer B, Gross CH. Prp22, a DExH-box RNA helicase,
plays two distinct roles in yeast pre-mRNA splicing. EMBO J.
1998;17:2086–2094.

107. Honig A, Auboeuf D, Parker MM, O’Malley BW, Berget
SM. Regulation of alternative splicing by the ATP-dependent
DEAD-box RNA helicase p72. Mol. Cell Biol. 2002;22:
5698–5707.

108. Martin A, Schneider S, Schwer B. Prp43 is an essential RNA-
dependent ATPase required for release of lariat-intron from the
spliceosome. J. Biol. Chem. 2002;277:17743–17750.

109. Brenner TJ, Guthrie C. Assembly of Snu114 into U5 snRNP
requires Prp8 and a functional GTPase domain. RNA 2006;12:
862–871.

110. Kuhn AN, Reichl EM, Brow DA. Distinct domains of splicing
factor Prp8 mediate different aspects of spliceosome activation.
Proc. Natl. Acad. Sci. U.S.A. 2002;99:9145–9149.

111. Schneider S, Campodonico E, Schwer B. Motifs IV and V in
the DEAH box splicing factor Prp22 are important for RNA
unwinding, and helicase-defective Prp22 mutants are suppressed
by Prp8. J. Biol. Chem. 2004;279:8617–8626.

112. Villa T, Guthrie C. The Isy1p component of the NineTeen
complex interacts with the ATPase Prp16p to regulate the fidelity
of pre-mRNA splicing. Genes Dev. 2005;19:1894–1904.

113. Perriman R, Barta I, Voeltz GK, Abelson J, Ares M Jr. ATP
requirement for Prp5p function is determined by Cus2p and the
structure of U2 small nuclear RNA. Proc. Natl. Acad. Sci. U.S.A.
2003;100:13857–13862.

114. Konarska MM, Query CC. Insights into the mechanisms of
splicing: more lessons from the ribosome. Genes Dev. 2005;19:
2255–2260.

115. Query CC, Konarska MM. Splicing fidelity revisited. Nat. Struct.
Mol. Biol. 2006;13:472–474.

116. Mayas RM, Maita H, Staley JP. Exon ligation is proofread
by the DExD/H-box ATPase Prp22p. Nat. Struct. Mol. Biol.
2006;13:482–490.

117. Gottschalk A, Neubauer G, Banroques J, Mann M, Luhrmann R,
Fabrizio P. Identification by mass spectrometry and functional
analysis of novel proteins of the yeast U4/U6.U5 tri-snRNP.
EMBO J. 1999;18:4535–4548.

118. Ohi MD, Link AJ, Ren L, Jennings JL, McDonald WH, Gould
KL. Proteomics analysis reveals stable multiprotein complexes
in both fission and budding yeasts containing Myb-related
Cdc5p/Cef1p, novel pre-mRNA splicing factors, and snRNAs.
Mol. Cell Biol. 2002;22:2011–2024.

119. Wang Q, Hobbs K, Lynn B, Rymond BC. The Clf1p splicing
factor promotes spliceosome assembly through N-terminal tetra-
tricopeptide repeat contacts. J. Biol. Chem. 2003;278:7875–7883.

120. Huang T, Vilardell J, Query CC. Pre-spliceosome formation in
S.pombe requires a stable complex of SF1-U2AF59-U2AF23.
EMBO J. 2002;21:5516–5526.

121. Stevens SW, Ryan DE, Ge HY, Moore RE, Young MK, Lee TD,
Abelson J. Composition and functional characterization of the
yeast spliceosomal penta-snRNP. Mol. Cell 2002;9:31–44.

122. Maroney PA, Romfo CM, Nilsen TW. Functional recogni-
tion of 5′ splice site by U4/U6.U5 tri-snRNP defines a novel
ATP-dependent step in early spliceosome assembly. Mol. Cell
2000;6:317–328.

123. Malca H, Shomron N, Ast G. The U1 snRNP base pairs with
the 5′ splice site within a penta-snRNP complex. Mol. Cell Biol.
2003;23:3442–3455.

124. Kotovic KM, Lockshon D, Boric L, Neugebauer KM. Cotran-
scriptional recruitment of the U1 snRNP to intron-containing
genes in yeast. Mol. Cell Biol. 2003;23:5768–5779.

125. Gornemann J, Kotovic KM, Hujer K, Neugebauer KM. Cotran-
scriptional spliceosome assembly occurs in a stepwise fashion
and requires the cap binding complex. Mol. Cell 2005;19:53–63.

126. Lacadie SA, Rosbash M. Cotranscriptional spliceosome assembly
dynamics and the role of U1 snRNA:5′ss base pairing in yeast.
Mol. Cell 2005;19:65–75.

127. Tardiff DF, Rosbash M. Arrested yeast splicing complexes in-
dicate stepwise snRNP recruitment during in vivo spliceosome
assembly. RNA 2006;12:968–979.

128. Sharp PA. Five easy pieces. Science 1991;254:663.
129. Jarrell KA, Dietrich RC, Perlman PS. Group II intron do-

main 5 facilitates a trans-splicing reaction. Mol. Cell Biol.
1988;8:2361–2366.

130. Koch JL, Boulanger SC, Dib-Hajj SD, Hebbar SK, Perlman
PS. Group II introns deleted for multiple substructures retain
self-splicing activity. Mol. Cell Biol. 1992;12:1950–1958.

131. Michel F, Umesono K, Ozeki H. Comparative and functional
anatomy of group II catalytic introns—a review. Gene 1989;82:
5–30.

132. Sontheimer EJ, Sun S, Piccirilli JA. Metal ion catalysis during
splicing of premessenger RNA. Nature 1997;388:801–805.

133. Steitz TA, Steitz JA. A general two-metal-ion mechanism for cat-
alytic RNA. Proc. Natl. Acad. Sci. U.S.A. 1993;90:6498–6502.

134. Yean SL, Wuenschell G, Termini J, Lin RJ. Metal-ion coordi-
nation by U6 small nuclear RNA contributes to catalysis in the
spliceosome. Nature 2000;408:881–884.

135. Valadkhan S, Manley JL. Splicing-related catalysis by protein-
free snRNAs. Nature 2001;413:701–707.

136. Tarn WY, Steitz JA. Pre-mRNA splicing: the discovery of a
new spliceosome doubles the challenge. Trends Biochem. Sci.
1997;22:132–137.

137. Tarn WY, Steitz JA. Highly diverged U4 and U6 small nu-
clear RNAs required for splicing rare AT-AC introns. Science
1996;273:1824–1832.

138. Dietrich RC, Incorvaia R, Padgett RA. Terminal intron dinu-
cleotide sequences do not distinguish between U2- and U12-
dependent introns. Mol. Cell 1997;1:151–160.

139. Sharp PA, Burge CB. Classification of introns: U2-type or
U12-type. Cell 1997;91:875–879.

140. Tycowski KT, Kolev NG, Conrad NK, Fok V, Steitz JA. The
ever-growing world of small nuclear ribonucleoproteins. In: The
RNA World. Gesteland RF, Cech TR, Atkins JF, eds. 2006. Cold
Spring Harbor Laboratory Press, Cold Spring Harbor, NY.

141. Frilander MJ, Steitz JA. Initial recognition of U12-dependent
introns requires both U11/5′ splice-site and U12/branchpoint
interactions. Genes Dev. 1999;13:851–863.

142. Frilander MJ, Steitz JA. Dynamic exchanges of RNA interac-
tions leading to catalytic core formation in the U12-dependent
spliceosome. Mol. Cell 2001;7:217–226.

143. Patel AA, Steitz JA. Splicing double: insights from the second
spliceosome. Nat. Rev. Mol. Cell Biol. 2003;4:960–970.

10 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Advanced Article

Article Contents

• Sizing Up Cellular Noncoding RNAs

• Riboswitches

• Chromosomally Encoded Regulatory sRNAs in
Bacteria

• Large Noncoding RNAs and Mammalian
X-Chromosome Inactivation

Noncoding RNAs
Allison A. Henry and Jörg Vogel, Max Planck Institute for Infection

Biology, Berlin, Germany

doi: 10.1002/9780470048672.wecb522

After decades of being either underestimated as a simple messenger in the
expression of proteins from deoxyribonucleic acid (DNA), or revered as the
molecule from which all life potentially originated, ribonucleic acid (RNA) is
at last enjoying a well-deserved golden age as modern techniques allow
researchers to uncover the myriad of subtle roles that this molecule plays in
the cells of today. Noncoding RNAs, by definition, do not become
translated into protein. This broad category includes cellular RNAs that
range in size from 20 to 20,000 nucleotides, can contain chemical
modifications, adopt a wide variety of secondary and tertiary structures,
associate with proteins and other RNA molecules, and have physiological
roles, in all organisms, that run the gamut from catalysis to regulating gene
expression. As this article is intended to complement the other RNA-related
sections of this volume, a brief introduction to all types of noncoding RNA
will be followed by a comprehensive discussion of three important
categories: riboswitches, small RNAs in bacteria, and large RNAs in
mammals. Riboswitches are cis-acting RNA elements that modulate gene
expression in a highly specialized manner by means of an aptamer domain,
an RNA sequence that tightly and selectively binds a given metabolite.
Small RNAs are 70–200 nucleotide molecules in bacteria that regulate gene
expression, primarily at a posttranscriptional level. In mammalian cells,
large RNAs of up to 19,000 nucleotides are essential to X-chromosome
inactivation and genomic imprinting.

To a chemist, who is accustomed to thinking about the enormous
diversity of structures and functions to be found in small
molecules, ribonucleic acid (RNA) may seem humdrum. It is,
after all, a polymer composed of only four subunits, which
comprise a ribose ring and a purine or pyrimidine, that are linked
together by phosphodiesters. From a simpleminded perspective,
RNA has fivefold fewer types of functionality than proteins,
which are made up of 20 different residues; in fact, RNA is
similar in composition to deoxyribonucleic acid (DNA), the
preferred molecule of genetic information storage that does
not have a reputation for carrying out interesting chemistry
inside the cell. Such an observer would likely be content with
the notion that the roles of RNA are limited to coding for
proteins and serving as viral genomes, in accordance with the
biological dogma that existed until about three decades ago.
Since then, new technologies have enabled significant progress
in our understanding of the diversity of structures and functions
of RNA molecules that exist in the cells of all organisms.
Concomitant with our discovery and characterization of new
RNA molecules, the nomenclature in the field has expanded,
and for the sake of clarity, we risk stating the obvious: RNA that

codes for protein is referred to as messenger RNA (mRNA) and
all others are noncoding RNAs, by definition. Three categories
of noncoding RNA, riboswitches, regulatory small RNAs in
bacteria (sRNAs), and large noncoding RNAs in mammals, will
be discussed in some detail in this article, but first a summary
of the features and functional repertoire of noncoding RNAs in
general is presented.

Sizing Up Cellular Noncoding RNAs

Noncoding RNAs populate virtually all polymer lengths
between 20 and 20,000 nucleotides and are found in viruses,
prokaryotic cells, and eukaryotic cells (Table 1). After they
become transcribed, these molecules can be cleaved and chem-
ically modified. As many as 100 potentially functionally mean-
ingful nucleoside modifications have been reported, including
nucleobase and sugar methylation, the substitution of sulfur for
oxygen, C-glycosidic linkages like the one in pseudouridine,
and even condensation products of amino acids and nucleobase
exocyclic amino groups (1–3). However, most types of RNA,
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Table 1 Some characteristics of noncoding RNAs within the cella

RNAb Sizec Organism Physiological role

hTR 150–1300 nt eucarya telomerase-mediated telomere synthesis
M1/H1 350–450 nt universal ribonuclease P-mediated pre-tRNA cleavage
group I introns 200–10000 nt bacteria, eucarya0 catalyze self-excision from pre-mRNAs, tRNAs,

and rRNAs
group II introns 600–10000 nt bacteria, eucarya0 catalyze self-excision from pre-mRNAs, tRNAs,

and rRNAs, and reverse splicing into DNA
hepatitis δ ribozyme 85 nt hepatitis δ virus catalyzes self-cleavage within viral genomic

RNA during rolling-circle replication
hairpin ribozyme 50 nt tobacco ringspot virus catalyzes self-cleavage and ligation within viral

genomic RNA during rolling-circle
replication

hammerhead ribozyme 78 nt S. mansoni catalyzes self-cleavage and ligation within viral
genomic RNA during rolling-circle
replication

snRNA 100–200 nt eucarya spliceosome-mediated pre-mRNA splicing
snoRNA 60–300 nt archaea, eucarya pre-rRNA processing and modification; snRNA

chemical modification
gRNA 70 nt trypanosome protists uridine deletion and insertion within mRNA
rRNA0 120 nt–4.7 kb universal catalyzes peptide bond formation in protein

biosynthesis
tRNA0 70–90 nt universal protein biosynthesis; transcriptional regulation of

aminoacyl-tRNA synthetases
tmRNA 363 nt bacteria rescues stalled ribosomes
4.5 S/7 S 79–522 nt universal signal recognition particle-mediated protein

secretion
siRNA 20–23 nt eucarya mRNA cleavage
miRNA 20–23 nt eucarya translational repression; mRNA cleavage
rasiRNA 23–28 nt eucarya transcriptional silencing; regulation of chromatin

structure
tncRNA 19–23 nt C. elegans unknown
piRNA 26–31 nt mammals suggested antagonists of Piwi proteins
cis-acting RNA

(riboswitches)
100–400 nt bacteria0 transcriptional and translational regulation of

gene expression; respond to temperature,
metabolite, protein, or RNA

sRNA 70–250 nt bacteria mRNA accumulation, translational activation,
mRNA degradation, translational repression

Xist 17–19 kb mammals initiates silencing on appropriate X-chromosome
Tsix 30 kb mammals blocks initiation of silencing by Xist on

appropriate X-chromosome
Xite 12 kb mammals mediates persistence of Tsix throughout

X-chromosome inactivation

0See text for references.
0RNA component of ribonucleoprotein complex; in order of appearance in the text.
0Approximate.
0Specifically, in the organelles of eukaryotic cells.
0Although biologists are used to thinking about tRNA, rRNA, and noncoding RNA as altogether different classes of RNA, for historical reasons,
tRNA and rRNA are named here as types of noncoding RNA because they do not contain open reading frames that encode proteins.
0Isolated examples of cis-acting elements in eukaryotic mRNAs have been reported, but this type of regulatory mechanism appears to be
broadly used only by bacteria.
0Excluding internal open reading frames.
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with the notable exception of transfer RNA (tRNA), are not
heavily modified. In keeping with such complexity in pri-
mary structure, RNA is known to adopt an impressive array of
secondary and tertiary structures, and many of these have been
elucidated by molecular modeling, biochemical structure de-
termination, and spectroscopic and crystallographic techniques.
Two common RNA secondary structure motifs are the helix, de-
fined as two or more consecutive GC, AU, or GU (canonical)
pairs, and the loop, defined as a region in which the nucleotides
do not form canonical pairs. Loop structures are further cate-
gorized as hairpin, bulge, internal, multibranch, or pseudoknot
(4). Beyond Watson–Crick base pairing, ribonucleotides also
interact with one another by means of their Hoogsteen and
sugar-edge surfaces, and combinations of such pairs as these
define specific RNA motifs (5). RNA motifs mediate not only
tertiary RNA–RNA contacts, but also quarternary RNA-protein
interactions. It should be noted here that, without exception,
RNAs within the cell are associated with proteins; however,
in the interest of brevity, the discussion below will be limited
primarily to the RNA component of each ribonucleoprotein.

Maintenance of Telomeric DNA

Telomerase is a ribonucleoprotein complex that exists in eu-
karyotic cells for the apparently sole purpose of synthesizing
telomeric DNA, which consists of tandemly repeated sequences
that contain clusters of G-residues and forms the ends of
chromosomes. Telomerase comprises two essential core com-
ponents, a protein subunit that has reverse transcriptase (RT)
activity and an RNA sequence (hTR) that contains clusters
of C-residues and serves as the template substrate for the RT
(6). The G-rich DNA and C-rich RNA anneal to form a par-
tial duplex with DNA as the primer. RT-mediated polymer-
ization of dGTP and other complementary triphosphate sub-
strates produces a DNA terminus that has been extended by
around six nucleotides. The new end can become a substrate
for either another round of telomerase-mediated elongation or
primase/polymerase-mediated lagging-strand synthesis.

Processing of RNA

RNA molecules that catalyze RNA strand scission and RNA
ligation form one class of ribozymes, or RNA-based enzymes.
Well-characterized examples of naturally occurring ribozymes
include the RNA moiety of ribonuclease P (M1 in bacteria,
H1 in mammals) (7), group I introns (8), group II introns
(9, 10), and the hepatitis delta virus (11), hairpin (12), and ham-
merhead ribozymes (13). Other classes of noncoding RNA that
either guide or participate directly in the cleavage, ligation, or
chemical modification of various RNA molecules have emerged
more recently. Small nuclear RNA (snRNA) is found in the nu-
cleus of eukaryotic cells and is a component of the spliceosome,
which, in conjunction with Sm proteins, processes pre-mRNA
and prepares it for export to the cytoplasm (14). Small nucleo-
lar RNA (snoRNA), comprising many distinct individuals, and
small Cajal body-specific RNA (scaRNA) are also responsible
for processing RNA in eukaryotic cells. snoRNAs reside in the
nucleolus and guide the cleavage and chemical modification, in-
cluding sugar methylation and pseudouridylation, reactions that

are necessary for large and small ribosomal RNA subunit as-
sembly and export to the cytoplasm (15). Certain snRNAs are
similarly acted upon by snoRNAs (16). scaRNAs are localized
to foci in the nucleoplasm, known as Cajal bodies, and are
involved in the chemical modification of most snRNAs that
are transcribed by RNA polymerase II (17). Finally, the guide
RNAs (gRNAs) that are found in trypanosome protists direct
the site-specific insertion and deletion of uridines in mRNA
sequences, a phenomenon referred to as editing (18).

Synthesis and Trafficking of Protein

Ribosomal RNA (rRNA) was long thought to play a passive,
structural role in protein synthesis, but it is now known to
also be a ribozyme that catalyzes peptide bond formation (19).
The other form of noncoding RNA that participates directly in
protein synthesis is tRNA, the so-called adaptor molecule found
in all organisms that contains both the anticodon RNA sequence
and its cognate amino acid residue as a chemically activated
aminoacyl ester (20). Two housekeeping RNAs, tmRNA (21)
and 4.5 S RNA (22), a component of the signal recognition
particle, function to maintain the competence of the ribosome
and to ensure the secretion of certain proteins, respectively.

RNA Interference

RNA interference, a mechanism of gene silencing in eukary-
otic cells that relies on very short sequences of single-stranded
RNA, is arguably the one area of recent noncoding RNA re-
search that has come most to fruition. Small interfering RNAs
(siRNAs), microRNAs (miRNAs), repeat-associated small in-
terfering RNAs (rasiRNAs), and tiny-noncoding RNAs (tncR-
NAs) are short RNA molecules, approximately 22 nucleotides,
that have been best characterized in the nematode, C. elegans
(23, 24), but also studied in mammals, fish, insects, and plants.
The genes that encode siRNAs and miRNAs are transcribed into
double-stranded (dsRNA) or short hairpin primary (pri-miRNA)
RNAs, respectively. Whereas dsRNA is exported directly to
the cytoplasm, pri-miRNA is initially processed to pre-miRNA
by the RNase III-like endonuclease, Drosha, in the nucleus.
In the cytoplasm, dsRNA and pre-miRNA are acted upon by
the RNase III-like endonuclease, Dicer, to yield short dsRNA
molecules with 2-nucleotide 3′ overhangs and 5′ phosphates that
are known as siRNAs. In both cases, one strand of siRNA goes
on to form a complex with a member of the Argonaute family
of proteins, where it acts as a guide in binding to the mRNA
target. This ribonucleoprotein complex is referred to as RISC
in the siRNA pathway and miRNP in the miRNA pathway. The
single-stranded siRNA then binds to its mRNA target by means
of perfect (siRNA) or partial (miRNA) complementarity, and
it brings about translational repression that may or may not be
accompanied by protein-mediated endonucleolytic cleavage of
the mRNA target. The newest class of these small mammalian
RNAs, Piwi-interacting RNAs (piRNAs), was named for the
interaction of its members with Piwi proteins, a subgroup of
the Argonaute family (25, 26). Piwi proteins play a role in cell
differentiation, and preliminary evidence suggests that piRNAs
act as antagonists of their functions.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 3



Noncoding RNAs

Riboswitches

RNA sequences that tightly and selectively bind to a molecule
of choice, small or large, can be engineered with relative ease;
they are referred to as aptamers. For example, in vitro selections
have enabled the isolation of RNA sequences that bind to bio-
logically interesting molecules like nucleotides (27), coenzymes
(28), amino acids (29), sugars (30), and many others (31). In
light of this observation, it is perhaps not surprising that this
intrinsic property of RNA is also exploited by nature for the
purpose of regulating gene expression with the utmost economy.
Riboswitches are cis-acting regulatory RNAs that are found in
the 5′ untranslated region (5′ UTR) of some mRNA molecules
and are able to modulate gene expression in response to small
molecule metabolites by means of their aptamer and expression
platform domains (32). The structures of the domains are cou-
pled in such a way that binding of the ligand directly changes the
efficiency of transcription or translation of the mRNA, allowing
the cell to circumvent the need for a protein-based metabo-
lite sensor (33). Metabolite-responsive riboswitches represent
one type of cis-acting regulatory RNA. Other types respond to
temperature, protein ligands, and RNA ligands. Although these
types will not be further discussed, recent reports regarding their
structure and function are recommended to the reader (34–38).

The nature of the expression platform domain of the ri-
boswitch, and the way in which its structure is coupled to the
aptamer domain, in the presence and absence of ligand, dictates
whether the riboswitch will affect the extent of transcription or
the extent of translation of the mRNA of which it is part (39). Il-
lustrative examples are given below for both transcription-based
and translation-based mechanisms. Other less general riboswitch
strategies have been reported, including RNA splicing (40, 41),
self-cleavage (30), antisense (42), a potential role for RNase P
(43), and ribosome-mediated attenuation (44), but these strate-
gies will not be discussed further.

Transcription Effects

Genes are encoded by DNA and become transcribed into RNA
through the work of RNA polymerases. This process has three
distinct phases: initiation, elongation, and termination (45). On
average, elongation in bacteria is highly processive, with about
50 nucleotides per second being incorporated over the length
of the transcription unit; however, there do exist natural pause
sites at which the rate of transcription slows even though
the elongating complex does not dissociate. Protein factors
also exist, like NusA, that act to couple the transcription and
translation of protein-coding genes by specifically modulating
the rate of elongation at specific sites along the DNA template.
This phenomenon is exemplified by amino acid biosynthetic
operons, most of which contain attenuator sites. In contrast, the
termination event is characterized both by an abrupt change of
conformation of the elongation complex to an open form and
by the dissociation of the completed transcript. Transcription
termination occurs when the RNA polymerase encounters either
an intrinsic or a Rho-dependent termination sequence within the
transcription unit. The kinetic and thermodynamic aspects of
transcription elongation and termination, although outside the

+L
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T AT

Figure 1 Representation of transcriptional regulation by the binding of a
ligand to a cis-regulatory element of nascent mRNA. Depicted is positive
regulation: In the presence of ligand (L), the RNA segment favors a
conformation in which an antiterminator (AT), rather than a terminator (T),
is present and polymerase-mediated transcription proceeds. In the case of
negative regulation, which is not depicted, the presence of ligand (L)
causes the RNA segment to favor a conformation in which a terminator (T),
rather than an antiterminator (AT), is present, halting polymerase-mediated
transcription. The filled bars serve only as orientation guides and do not
imply a certain extent of complementarity or stability within the hairpins.

scope of this review, are important for understanding how the
following riboswitches work.

It is during the elongation phase of transcription that many
riboswitches achieve either positive or negative regulation of
gene expression. After transcription has been initiated and the
transcription elongation complex (TEC) has synthesized some
portion of the RNA transcript, conserved sequence elements
that constitute the aptamer domain of the riboswitch selectively
bind to the cognate ligand. The binding event results in the
formation of either of two structures in the expression platform
domain of the riboswitch: an antiterminator, through which
the TEC can proceed without dissociating, or a terminator,
through which the TEC cannot proceed without dissociating
(Fig. 1). It was recently shown that the kinetics of ligand
binding, elongation, and RNA secondary structure formation
are of paramount importance to the “decision” to transcribe or
not to transcribe, and this may prove to be the case generally
(46). Thus, if binding of the ligand results in the formation of
an antiterminator, transcription of the complete gene or operon
will occur, which can be thought of as positive regulation by
a riboswitch. Alternatively, negative regulation by a riboswitch
occurs when the ligand-binding event results in the formation
of a terminator, precluding transcription of the downstream
protein-coding genes.

Two examples of positive regulation by a riboswitch in
B. subtilis are the glycine-responsive glycine cleavage system
(gcvT operon) and the adenine-responsive putative adenine ef-
flux pump (ydhL). In the cell, glycine is important both for its
role in protein synthesis as an amino acid and for its role in
energy production as a carbon source in the citric acid cycle.
Adenine is also of use to the cell, but its relatively low sol-
ubility in the cytoplasm creates a need for its removal when
it is present in excess. Although the metabolite-binding event
brings about antiterminator formation in both the gcvT and
the ydhL riboswitches, enabling transcription of the respective
downstream genes, the mechanistic details differ significantly
between the two regulatory RNAs. Similar to the vast majority
of known riboswitches, the ydhL riboswitch has one aptamer do-
main that binds one ligand molecule (47). In contrast, the gcvT
riboswitch contains two aptamer domains that cooperatively
bind one glycine molecule each (32). Both aptamer domains
have phylogenetically conserved core sequences, and the in-
tervening linker domain shows some conservation in sequence
and length. The gcvT riboswitch is only competent when it is
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in a fully bound state and, importantly glycine binding is co-
operative: the binding affinity of the second glycine is 100-
to 1000-fold greater than that of the first glycine. This coop-
erativity of ligand binding, common in protein molecules, has
the effect of increasing the sensitivity of the gcvT riboswitch,
allowing dramatic changes in transcription to take place in re-
sponse to small changes in the concentration of glycine. It was
suggested that this mechanism, found in the same study to also
exist in the putative sodium and alanine symporter encoded by
the VC1422 gene of V. cholerae, evolved to ensure that excess
glycine is efficiently used as an energy source.

Riboswitches negatively regulate gene expression if binding
of the metabolite to the aptamer domain results in the forma-
tion of a terminator in the expression platform. Examples of
riboswitches that conform to this mechanism are more numer-
ous, as are associated structural studies. High resolution crystal
structures exist for the liganded forms of both the 68 nucleotide
aptamer domain of the guanine-sensing xpt riboswitch of B. sub-
tilis and an S-adenosylmethionine (SAM)-sensing riboswitch
from T. tengcongensis (48, 49). In the G-riboswitch structure,
the ligand is stacked within a five-tiered arrangement of base
triples, and it participates in eight direct H-bonding interac-
tions with four aptamer nucleotides: three H-bonds represent
a canonical Watson–Crick base pair between guanine and a
C nucleotide, determining specificity of the riboswitch; three
H-bonds are formed between the minor groove heteroatoms of
guanine and the Watson–Crick base edge of a U nucleotide; the
two remaining H-bonds involve the minor groove oxygen and 2′
OH of two independent U nucleotides. In the SAM-riboswitch
structure, the ligand adopts a compact conformation that enables
both the formation of a cation-pi interaction between its main
chain amino group and adenine moiety, and the possibility of
participating in two distinct sets of aptamer interactions: the side
of the ligand that presents the Watson–Crick face of adenine and
the main chain atoms of methionine is engaged in H-bonding
and stacking interactions with one helix while the ribose ring
and side chain of SAM have favorable van der Waals interac-
tions with a different helix. Despite their differences in ligand
binding, the two riboswitches share a remarkably similar overall
structure in which a key helix, the P1 helix, is formed as part of
either a three-helix tuning-fork-type structure (G-riboswitch) or
a four-way junction structure (SAM-riboswitch). In the presence
of the cognate metabolite, each structure stabilizes an adjacent
terminator helix and prevents transcription of the downstream
genes. In the absence of the cognate metabolite, the P1 he-
lix and the terminator dissociate, allowing the nucleotides that
otherwise form the 3′ side of the P1 helix to form an antiter-
minator helix with the nucleotides that otherwise form the 5′
side of the terminator. This mechanism is thought to be shared
by other riboswitches that operate at the level of transcription,
such as the FMN-responsive riboswitch that negatively regu-
lates expression of the ribDEAHT operon in B. subtilis (50)
and the divalent magnesium-sensing riboswitch that negatively
regulates mgtA expression in S. Typhimurium (51).

Translation Effects
Protein biosynthesis in prokaryotes also proceeds through dis-
tinct phases known as initiation, elongation, and termination,

which are not to be confused with the phases of transcription
(see above). Initiation is characterized by the assembly of the
small subunit (30 S, comprising 21 proteins and the 1500 nu-
cleotide 16 S RNA) and the large subunit (50 S, composed of
34 proteins, the 120 nucleotide 5 S RNA, and the 2900 nu-
cleotide 23 S RNA) of the ribosome, together with the initiator
tRNA that is charged with N-formylmethionine, on the 30 nu-
cleotide ribosome-binding site (RBS) of a given mRNA (52).
The RBS, located within the 5′ UTR of the transcript, has sev-
eral important features that are common among most mRNAs.
From 5′ to 3′, there is a pyrimidine-rich region that interacts
with ribosomal protein S1; the Shine–Dalgarno (SD) sequence,
typically GGAGG, forms base pairs with the 16 S rRNA; the
initiation codon is AUG in the majority of cases, and GUG or
UUG in a few cases; finally, there is a downstream box (DB)
that also forms base pairs with the 16 S rRNA. Therefore, the
precise sequence and structure of the mRNA are of paramount
importance to the efficiency with which it becomes translated
into protein. Many riboswitches regulate gene expression at the
stage of translation initiation. Their mechanisms are analogous
to riboswitch regulation at the transcriptional level, described
above, except that ligand binding results in the formation of a
structure that either sequesters or liberates the RBS.

Atomic resolution structures of the liganded forms of both
the 71 nucleotide adenine-sensing aptamer domain of the add
riboswitch in V. vulnificus , an example of positive transla-
tional regulation, and the 80 nucleotide thiamine pyrophos-
phate (TPP)-sensing aptamer domain of the thiM riboswitch in
E. coli , an example of negative translational regulation, were
recently solved. The structure of the A-riboswitch is very sim-
ilar to that of the G-riboswitch, described above, except that
the specificity-determining pyrimidine is a U rather than a
C, and that the tuning fork structure containing the P1 helix
coexists with a single-stranded downstream region in which
the RBS is available to bind the 30 S subunit of the ribo-
some (48). In this case, the expression of adenine deaminase
is increased in the presence of adenine. In contrast, transla-
tion of thiM mRNA is reduced in the presence of TPP, and
this negative regulatory mechanism is also made clear by in-
spection of the X-ray crystal structure (53). In the complex,
TPP adopts an extended conformation in which it acts as
a bridge between two parallel helical domains that are con-
nected to the P1 helix by means of a three-way junction.
The 4-amino-5-hydroxymethyl-2-methylpyrimidine moiety of
the ligand engages in intercalation, H-bonding, base stacking,
and base triple formation with one helical domain while the
pyrophosphate group is bound to the other helical domain by
H-bonding and electrostatic interactions that are mediated by
two hexacoordinated divalent magnesium ions. The P1 helix
stabilizes a downstream hairpin in which the SD sequence and
start codon of thiM are sequestered, precluding translation ini-
tiation. It is likely that similar structures play a role in the neg-
ative translational regulation of ypaA in B. subtilis by a flavin
mononucleotide (FMN)-responsive riboswitch (50), and that of
btuB in E. coli by a coenzyme B12-responsive riboswitch (54).
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Chromosomally Encoded
Regulatory sRNAs in Bacteria

sRNAs that regulate gene expression in bacteria are a newly
identified class of noncoding RNAs. These molecules are com-
monly 70–200 nucleotides in length and are found encoded
within the chromosome in either a cis (antisense) or a trans
location relative to their target protein-coding genes. Although
sRNAs can influence gene expression by interacting with pro-
tein targets, most of the individuals that have been characterized
thus far act by means of either extensive or limited base pair-
ing with mRNA targets. This class of regulators was discovered
long ago in the plasmids harbored by enterobacteria, in bacterio-
phage, and in transposons; all of these are cis-encoded antisense
RNAs that exploit their perfect complementarity to bind to the
cognate transcript, which encodes a replication factor, toxin, or
transposase, to name a few, and bring about transcription at-
tenuation, mRNA degradation, or inhibition of translation (55).
Within the past 5 years, much more extensive work has been
done to identify and characterize sRNAs that are encoded within
the genomes of bacteria. The history of our knowledge of such
sRNAs has been described as a chronology with two distinct
periods: the classic and the modern (56). In the classic age,
about 12 novel RNA molecules were discovered, either inten-
tionally by means of metabolic labeling or serendipitously. In
the modern age, which began in 2001, the existence of new
information, generated by new technology, prompted eight re-
search groups to carry out comprehensive, systematic searches
for more sRNAs (57–64). Both computational methods and di-
rect experimental detection were used, and these contributions
increased the number of confirmed chromosomally encoded
sRNAs in E. coli to about 70 (65). Although characterization
of the physiological roles and mechanisms of action of these
sRNAs is still in its early stages, the following summary of the
work done so far illustrates that their expression patterns and
functions are too diverse to be generalized.

Regulation of sRNAs

It is known that the steady-state level of many sRNAs depends
on the phase of growth or environmental conditions of the cell,
and obviously the concentration of the sRNA at any given time
represents a sum of its expression, processing, and degrada-
tion. With respect to expression, some regulatory mechanisms
have been solved: RprA sRNA is positively regulated by the
RcsC/RcsB phosphorelay system (66); OxyS sRNA is induced
in the presence of hydrogen peroxide by the transcriptional reg-
ulator, OxyR (67); IstR-2 sRNA is encoded adjacent to a LexA
protein-binding site, and its expression is induced by treating
cells with the DNA-damaging agent, mitomycin C (68); RyhB
sRNA is encoded adjacent to a Fur protein-binding site, and
its expression is induced in response to iron depletion (69);
OmrA (RygA), OmrB (RygB), and MicF sRNAs are regulated
in part by the EnvZ-OmpR two-component system, which re-
sponds to changes in osmolarity (70). Apparently, many sRNAs
are present in the cell in more than one length; for example,
GadY was shown to exist simultaneously as 105, 90, and 59
nucleotide RNA molecules (71). However, the details of sRNA

biogenesis regarding active and inactive forms and the existence
or extent of chemical modification are not well understood. Fi-
nally, the half-lives of sRNAs differ significantly from one to
the next (61). As the protein factors that are known to play a
role in the degradation of some sRNAs tend to be the same
as those that are involved in the sRNA-mediated regulation of
gene expression, they are described in the following section.

Regulation by sRNAs: RNA–RNA
Interaction

Posttranscriptional regulation of gene expression can be
achieved by base pairing interactions between sRNAs and their
target mRNAs. It is important to note that the two sequences
need not be perfectly complementary over a long patch; in fact,
relatively short regions of complementarity interrupted by mis-
matches, small loops, or longer intervening sequences are the
norm. The sRNA–mRNA binding event has been shown to re-
sult in a variety of outcomes, including mRNA accumulation,
activation of translation, repression of translation, and mRNA
degradation. Thus far, the involvement in these processes of
three main proteins has been demonstrated, although the extent
and nature of their roles cannot be generalized. First, the Sm-like
host factor for Qβ replicase (Hfq) is an RNA-binding protein. It
has been shown to have a high binding affinity for more than one
third of the 70 known sRNAs, and to increase the half-lives and
steady-state levels of certain sRNAs (72). Moreover, multiple
studies have shown that it enhances interaction between sRNAs
and their target mRNAs (73–75). Structural studies of Hfq have
contributed to the development of a model in which the protein
binds to relatively structureless A/U-rich segments of an RNA
molecule that are in the vicinity of highly structured regions, and
that the binding event has long-range effects on these secondary
structures that allow intermolecular RNA–RNA interactions to
take place (73, 76). Second, RNase E is a hydrolytic endonucle-
ase that cleaves single-stranded RNA (77). It has been shown
to catalyze the degradation of certain sRNAs and their target
mRNAs, some examples of which are given below. Whereas
its N-terminal catalytic domain adopts a compact fold and is
well-conserved across species, the C-terminal domain of RNase
E is neither generally structured nor conserved, consisting rather
of 15–40 amino acid stretches, referred to as microdomains, that
bind to known protein partners like RhlB, enolase, and PNPase,
components of the degradosome, but may also interact with
other protein and RNA factors or enable self-assembly (78).
For example, Hfq itself has been shown to interact with the
C-terminus of RNase E (79). Third, RNase III is a hydrolytic
endonuclease that cleaves double-stranded RNA (80). It has also
been shown to catalyze the degradation of certain sRNAs and
their target mRNAs, some examples of which are given below.

An sRNA can increase expression of its target gene, an out-
come that appears to be relatively rare, by increasing the amount
of target mRNA, increasing the efficiency with which it becomes
translated into protein, or doing both. The cis-encoded antisense
sRNA, GadY, was recently shown to increase the level of gadX
mRNA in E. coli by means of perfectly complementary base
pairing interactions involving the 3′ UTRs of both RNAs (71).
The increase in gadX mRNA, which encodes a transcriptional
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regulator of acid resistance genes, eventually results in an in-
crease in the levels of two glutamate decarboxylases, GadA
and GadB. Examples of sRNAs that make use of a transla-
tional activation mechanism are also few; however, DsrA (85
nucleotides) and RprA (105 nucleotides) are two sRNAs that act
to positively and nonredundantly regulate the translation of rpoS
mRNA into its product, the stationary phase sigma transcription
factor, in E. coli (66, 81). In the absence of DsrA and RprA,
the intramolecular hairpin structure adopted by the unusually
long (567 nucleotide) 5′ UTR of rpoS mRNA sequesters its
RBS, precluding translation initiation. When present, DsrA and
RprA form base pairs with the upstream region of the 5′ UTR of
rpoS mRNA, competing with interactions it otherwise engages
in with the downstream region of the 5′ UTR and liberating
the RBS. Both DsrA-mediated and RprA-mediated translational
regulation of rpoS are Hfq-dependent (82).

In most cases described to date, base pairing of an sRNA to
its target mRNA results in a negative effect on gene expression.
By analogy to positive sRNA-mediated gene regulation, the
RNA regulator can achieve its negative effect by decreasing the
amount of target mRNA, decreasing the efficiency with which
it becomes translated into protein, or doing both. The strat-
egy in which an sRNA represses translation by directly binding
to the RBS of its target mRNA, in an Hfq-dependent manner,
is highly represented in the regulation of expression of outer
membrane porins (Omp) in E. coli : ompC , ompF , and ompA
are selectively regulated in this way by MicC, MicF, and MicA
sRNAs, respectively (83–86). Other sRNAs have been shown
to bring about target mRNA cleavage by means of Hfq and
RNase E. For example, RyhB sRNA leads to the degradation
of sodB (encodes iron-containing superoxide dismutase) and
sdh (encodes iron-containing succinate dehydrogenase) mRNAs
under iron-depleted conditions, and SgrS sRNA leads to the
degradation of ptsG mRNA, which encodes a major glucose
transporter, under sugar phosphate stress (69, 87, 88). Two im-
portant aspects of this mechanism have recently come to light.
First, the C-terminal domain of RNase E interacts with Hfq,
and a ribonucleoprotein complex composed of these two pro-
teins and an sRNA is sufficient to bring about specific mRNA
degradation (79). Second, although target cleavage often ac-
companies sRNA-mediated translational repression, making the
effect irreversible, it may not be necessary to achieve the de-
sired regulatory effect (89). In some cases, degradation of target
mRNA in the presence of an sRNA has been shown to depend
on RNase III rather than RNase E. For example, IstR-1 sRNA
and tisAB mRNA, which encodes a toxic peptide that is in-
duced as part of the SOS response in E. coli , are trans-encoded
but remarkably share a continuous stretch of 23 canonical base
pairs of complementarity. IstR-1 and tisAB undergo cleavage
in vivo only in the presence of one another and RNase III,
and IstR-1 is necessary for suppressing the toxic effects of the
TisB peptide under the conditions (SOS-on) in which it be-
comes transcribed (68). In a separate study, it was suggested
that a similar mechanism could account for the decrease in the
number of IsiA-photosystem I supercomplexes caused by over-
expression of the 177 nucleotide antisense IsrR sRNA, which
is cis-encoded with respect to its target, isiA, in the cyanobac-
terium, Synechocystis sp. PCC 6803 (90). The common feature

shared by the IstR-1/tisAB and IsrR/isiA regulatory systems is a
high degree of complementarity between the sRNA and its target
mRNA, which likely enables the formation of a double-stranded
RNA structure that is recognized as a substrate by RNase III.

Regulation by sRNAs: RNA-Protein
Interaction

Although the majority of chromosomally encoded regulatory
sRNAs in bacteria, whose functions have been described, work
by base pairing directly to an RNA target, there are also cases
in which sRNAs have been shown to bind to a protein target to
change the expression of genes at either the transcriptional or
the posttranscriptional level. For example, 6 S sRNA is known
to impact global partitioning of transcription by directly inter-
acting with a transcription factor. After becoming transcribed,
together with an open reading frame as a discistronic unit, and
processed, to a 184 nucleotide sRNA, 6 S goes on to tightly
and specifically bind RpoD protein (91). RpoD, also known
as σ70, is the vegetative transcription factor that directs RNA
polymerase to transcribe the subset of genes that ought to be
expressed under normal conditions. By folding into a long hair-
pin with a central internal loop that very much resembles an
open promoter of DNA, 6 S RNA is thought to compete with
actual promoter DNA for the nucleic acid-binding site of RpoD,
which in turn allows other regulons that use alternative sigma
factors to become more expressed. A further testament to the
versatility of sRNAs in bacteria is the paradigmatic CsrA pro-
tein/CsrB RNA system of posttranscriptional regulation. CsrA
is a posttranscriptional regulator that binds to mRNAs, which
code for a diverse set of proteins but share a conserved core se-
quence that the protein recognizes. By changing the stability or
efficiency of translation of its targets, CsrA can have either posi-
tive or negative effects on their expression (92). CsrB and CsrC
are sRNAs, 360 and 245 nucleotides in length, respectively,
that bind CsrA by means of repeated hairpins that terminate in
loops composed of the same conserved core sequence found in
the mRNA targets of CsrA (93, 94). Whereas CsrB and CsrC
comprise 18 and 9 such loops, respectively, the mRNA targets
of CsrA have only one to three per molecule. In binding CsrA,
CsrB and CsrC antagonize the numerous and diverse effects that
this protein otherwise has as a posttranscriptional regulator.

Large Noncoding RNAs and
Mammalian X-Chromosome
Inactivation

X-chromosome inactivation (XCI) is the process by which
female mammalian cells, early in development, silence nearly
all of the genes on all but one X-chromosome to achieve
dosage parity between the sexes (95). Four distinct processes
are associated with XCI: X-chromosome counting, chromosome
choice, initiation and propagation of silencing, and maintenance
of heterochromatin. All of these events are regulated by an
80–450-kb X-linked locus called the X-inactivation center (Xic).
Interestingly, this locus can be described as having a dearth
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of protein-coding sequences and an abundance of genes that
encode large noncoding RNAs. As the detailed mechanisms
behind large noncoding RNA involvement in XCI have not yet
been solved, it is important to keep in mind the full range of
potential models that have been proposed (96). First, by virtue
of its DNA sequence, a gene itself is able to bind proteins,
transcription factors for example, thereby affecting the extent
of transcription of other genes that are either proximal or distal.
Second, when a eukaryotic gene is transcribed, local changes
in chromatin structure occur and can affect the transcription of
other genes in the neighborhood; such regulation is also known
to occur in short (SINEs) and long interspersed nucleotide
elements (LINEs) (97). Third, the RNA product could recruit
suppressive factors or form duplex RNA, leading to either
degradation of the nucleic acid target or its inability to associate
with the necessary protein factors.

The first large noncoding RNA gene of the Xic to be iden-
tified was Xist (98). In mice, it encodes a 17.4 kb untranslated
RNA that is essential for XCI. Xist is expressed from the inacti-
vated X-chromosome and interacts physically with it, in cis , via
chromatin and the nuclear matrix, “coating” the chromosome.
According to the current model, two conserved sequences in
Xist , Repeat A and Repeat C, affect transcription from both the
Xist promoter and promoters subject to XCI and recruit specific
silencing proteins to the Xic, respectively. Likely protein part-
ners in this process are enzymes that methylate or ubiquitylate
chromatin. As Xist is transcribed, a process that could last up
to 30 minutes, it spreads along the silenced chromosome and is
thought to propagate these transcriptional and protein-recruiting
effects as it goes. Xist is repressed by the antisense large non-
coding RNA, Tsix (98). Before silencing, Tsix and Xist are
both expressed, with Tsix being present in excess, from both
the X-chromosome to remain active and the X-chromosome
to be silenced. Once chromosomal choice has occurred, Tsix
is only expressed on the active X-chromosome until the pro-
cess of XCI has ended. Tsix is encoded antisense to Xist , its
transcription start site is downstream of Xist , and its function
requires that it be transcribed to at least within the Xist gene.
The persistence of Tsix is aided by another large noncoding
RNA, Xite (X-inactivation intergenic transcription elements),
which has multiple start sites clustered in two regions upstream
of Tsix (98).

Although it is not yet known exactly how these and other
large noncoding RNAs help to regulate XCI, and the related
process of genomic imprinting, their mechanisms are likely to
be complex. It is interesting to speculate that this particular
physiological role is ideally suited to RNAs rather than proteins.
That is, because protein-coding RNAs are transported to the
cytoplasm for translation, their protein products are not usually
traceable to the chromosome of origin of their corresponding
transcript. Differently, noncoding RNAs remain in the nucleus
to achieve the ends for which they evolved.
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The functional self-organization can be transcribed readily into hybrid
nanostructures by using the sol-gel process. Accordingly, we have reported
synthetic routes for preparing self-organized systems that have been
‘‘frozen’’ in a siloxane matrix, as a straightforward approach to design a
novel class of solid hybrid nanomaterials. Nucleobases oligomerization can
be an advantageous choice to reinforce the controlled communication
between interconnected ‘‘dynamic supramolecular’’ and ‘‘fixing siloxane’’
systems. Moreover, the different interconverting outputs that nucleobases
may form by oligomerization define a dynamic polyfunctional diversity that
may be ‘‘extracted selectively’’ by sol-gel polymerization in solid state
under the intrinsic stability of the different nucleobase-pairing and
G-quadruplex-based systems. The nucleobase-type hybrid materials
presented in this review unlock the door to the new self-organized
materials world paralleling that of biology.

Introduction

In a broadest sense, the self-assembly and the self-organization
via noncovalent interactions must play an important role in
critical areas as genetic code, biological information storage,
transfer biomolecule (protein, DNA, RNA, etc.) synthesis, and
so on. The formation of duplex DNA from its single-stranded
constituents, the stabilization of the high-ordered haipirins loops
in RNA, and the functional self-assembly of protein-nucleic
acid complexes are a result of a large collection of inter-
molecular forces. These forces include hydrogen bonding, aro-
matic π-stacking, charge interactions, van der Waals forces, or
hydrophobic effects. Moreover, the high fidelity observed in
these self-assembled biomacromolecular architectures is largely
caused by the high selective molecular recognition processes of
natural base-pairing interactions via Watson-Crick H-bonding
or of specific protein folding via amide H-bonding, and so on.
Among these systems, the nucleobases (1–5) and the nucleo-
sides (6, 7) as well as DNA or RNA (8–10) are well-known,
fascinating compounds with a high ability to form controlled
multiple intermolecular H-bonding of complementary nature,
-C-H–O, hydrophobic, and stacking interactions.

The adenine-uracil interaction that involves two hydrogen
bonds (K a

∼= 102 M−1/CDCl3) is weak and nonspecific com-
pared with the guanine-cytosine interaction, which involves
three hydrogen bonds (K a

∼= 103–105 M−1/CDCl3) that are

usually paired via Watson-Crick interactions (4, 5). Homopair-

ing and heteropairing of adenine-uracil and guanine-cytosine

derivatives, which result in the formation of interconverting

dimers, trimers, and oligomers via the combination of H-bond

pairings, seem inadequate to function in any predefined recog-

nition scheme. Amazingly, a very diverse set of interconverting

supramolecular entities (oligomers) may be generated by using

only these four nucleobases.

Their remarkable self-association properties, via Watson-

Crick and Hoogsteen pairing, play a critical role in the stabiliza-

tion of higher-order RNA haipirins loops, double or triple helix

DNA, and G-quartets or G-quadruplexes (3–6). Even though

the Watson-Crick (WC) base-pairing is prevalent in natural sys-

tems, other H-bonding motifs are present in natural and artificial

systems; these motifs include: reverse Watson-Crick (rWC),

Hoogsteen (H), reverse Hoogsteen (rH), Wobble (Wo), or re-

verse Wobble (rWo) (4, 5).

During the last decades, several studies reported the prepa-

ration of synthetic discrete supramolecular assemblies (4–8),

polymers (1–9), and hybrid materials (10–12) that possess bases

of nucleic acids as side groups or chain-end, which are used as

precursors to conceive self-organized hybrid materials at nano-

metric scale.
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Nanosized supramolecular materials have received increasing
attention during the last two decades (15–19). The supramolecu-
lar synthesis provides a powerful tool for the noncovalent gener-
ation of such functional supramolecular architectures (15). The
supramolecular polymers offer solutions for material molding
at the macroscopic level, but their manipulation at the molec-
ular (supramolecular) and nanoscopic levels is still difficult to
controll (16). This finding represents a nice extension from ma-
terial science to biologically interesting component molecules
such as nucleic acids that could be of interest for complementary
binding (sensing) of nucleic acid strands.

For all these reasons, this article will highlight some recent
accomplishments in the field of self-organized hybrid materials,
and it will focus on the evolution of discrete nucleobase deriva-
tives from self-assembled dynamic libraries of different devices
exchanging in solution to constitutional functional hybrid solid
materials. The primary purpose of this review is to describe
our recent work on nucleobase-based self-organized hybrid ma-
terials. The article begins by describing some recent advances
in the area of hybrid supramolecular materials. Then, consti-
tutional dynamic amplification of supramolecular architectures
will be examined with particular emphasis on self-organized
nucleobase-type systems, presenting combined features of struc-
tural adaptation in a specific hybrid nanoenvironment (11). The
last part will emphasize the assembly behavior of G-quadruplex
superstructures (6, 7) and the transcription of structural infor-
mation in hybrid materials of functional complexity (12). The
final structures of the hybrid materials develop solely from a
balance of thermodynamic and kinetic factors as opposed to an
iterative processing on a ribosome.

Hybrid Supramolecular Materials

Hybrid organic–inorganic materials produced by sol-gel process
are the subject of various investigations, which offer the op-
portunity to achieve nanostructured materials first from robust
organogel systems or second from self-organized supramolec-
ular silsesquioxane systems (16–19). These compounds reveal
great potentialities as well on the level of their chemical com-
position or organization as to that of the concerned applications
(16, 17). Of special interest is the structure-directed function of
biomimetic and bioinspired hybrid materials and control of their
build-up from suitable units by self-organization. Our main in-
terest is on the functional biomimetic membranes in which the
recognition-driven properties could be ensured by a well-defined
incorporation of receptors of specific molecular recognition and
self-organization functions, which are incorporated in a hybrid
solid dense or the mesopourous materials (18, 19). A renewed
attention for these systems was generated by intriguing pro-
posals that use molecular recognition and self-assembly for the
construction of new functional hybrid nanomaterials (20–34).

Many groups, including our own, have found new meth-
ods for the elaboration of such self-organized nanomaterials
by sol-gel process (10–23). Shinkai and co-workers (10, 18)
made an important advancement and they provided useful in-
sights in this field by using organogels that act as robust
macrotemplates during sol-gel process on their supramolecular

surface. Silsesquioxane-based precursors, in which the func-
tional organic and siloxane inorganic groups are linked cova-
lently, are employed extensively for the controlled generation of
self-organized materials. Rigid aromatic molecules (9), which
are urea H-bonding ribbons (20–23), are used to transcribe
a supramolecular self-organization in a siloxane matrix by a
sol-gel process.

Despite such impressive progress, considerable challenges
still lie ahead and the more significant one is the “dynamic
marriage” between supramolecular self-assembly and the poly-
merization process, which might communicate kinetically and
sterochemically to converge to supramolecular self-organization
and functions in hybrid materials. The weak supramolecular
interactions (H-bonds, coordination, or van der Waals interac-
tions, etc.) that position the molecular components to give the
supramolecular architectures are typically less robust than the
cross-linked covalent bonds formed in a specific polymeriza-
tion process. Accordingly, the sole solution to overcome these
difficulties is to improve the binding (association) efficiency of
molecular components that generate supramolecular assemblies.
At least in theory, an increased number of interactions between
molecular components and the right selection of the solvent
might improve the stability of the templating supramolecular
systems, which communicate with the inorganic siloxane net-
work (35).

Hybrid supramolecular polymers may be divided into two
partially overlapping classes: 1) Supramolecular polymers are
formed by spontaneous polyassociation of many monomers into
the large polymeric architectures via noncovalent interactions
(H-bonding, van der Waals, metal ion-coordination, etc.) or re-
versible covalent bonds and 2) Supramacromolecular polymers
resulted from intermolecular self-organization of molecular
components during a polymerization process or by molecu-
lar recognition of polymeric backbones bearing self-assembling
functional groups (Fig. 1).

Three heteroditopic nucleobases-type silsesquioxanes ASi,
USi, GSi receptors have been reported by our group recently
(Fig. 2) (11, 12). They generate self-organized continual su-
perstructures in solution and in the solid state based on three
encoded features: 1) specific molecular recognition, 2) the
supramolecular H-bond directing interactions, and 3) covalently
bonded triethoxysilyl groups that allow by sol-gel processes to
transcribe the solution self-organized dynamic superstructures
in the solid heteropolysiloxane materials.

Constitutional Self-Organization
of Adenine-Uracil-Based Hybrid
Materials
As suggested in the introduction, the nucleobase building
blocks generate a very complex dynamic pool of oligomeric
ribbon-type or cyclic supramolecular architectures that ex-
change in solution when simple molecular precursors are used
(Fig. 3).

The ASi and USi molecules were designed as rigid H-bonding
modules. For instance, by introducing bulky blocking alkoxysi-
lanepropylcarboxamide groups in N9 (A) and N1 (U) positions,
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(a)

(b)

n

Figure 1 (a) Supramolecular 1 and supramacromolecular 2 polymers resulted from intermolecular and intermacromolecular self-organization.
(b) cross-linking and multiple outputs generation after the polymerization of monomers in supramacromolecular polymorfs (11).

Figure 2 Molecular structures of nucleobase ureido-silsesquioxanes ASi,
USi, and GSi.

we limit only the Watson-Crick and the Hoogsteen interac-
tions as preferential H-bonding motifs. The ASi and USi pre-
cursors generate self-organized superstructures based on two
encoded features: 1) they contain a nucleobase moiety that
can form ribbon-like oligomers via the combination of H-bond
pairings; 2) the nucleobase moiety is bonded covalently to
siloxane-terminated hydrophobic groups packing in alternative
layers.

The dynamic self-assembly processes of such supramolecu-
lar systems (Fig. 3) that undergo continous reversible exchange
between different self-organized entities in solution may in prin-
ciple be connected to a kinetically controled sol-gel process to
extract and to select an amplified supramolecular device un-
der a specific set of experimental conditions. Such “dynamic
marriage” between supramolecular self-assembly and in sol-gel
polymerization processes that might communicate sinergisti-
cally leads to “constitutionnally-driven hybrid materials.”

Based on this structural information and on the crystal struc-
tures of similar alkylnucleobase derivatives, the relative ar-
rangement of molecules of ASi and USi in powders and in
the MA, MU and MA−U hybrid materials is similar to anal-
ogous ureidocrown-ether (20–23) and ureidoarene (36) super-
structures. The generation of hybrid materials MA, MU, and
MA−U can be achieved using mild sol-gel conditions. In a typ-
ical procedure, we have prepared solutions of precursors A, U,
or an equimolar mixture of A:U (1:1, mol/mol) in acetone, then
we added deionized water and benzylamine as a catalyst. The
mixture was kept at room temperature under static conditions
for 15 days. The solvent was then evaporated at room temper-
ature to yield the hybrid materials MA, MU, and MA−U as the
white powders.
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(c)

(a) (b)

Figure 3 Supramolecular dimers, trimers, and oligomers generated by H-bonding self-assembly of (a) adenine, (b) uracil, and (c) adenine-uracil
base-pair. (R = sugar, alkyl, etc.)

The X-ray powder diffraction (XPRD) experiments presented
in Fig. 4 show that well-defined, long-range order is present in
the precursors ASi and USi. The long-range order is less pro-
nounced than in the precursor materials in the hybrid materials
MA, MU, and MA−U after the sol-gel step: less well-defined
peaks are present than for the precursor and the average peak
width increases, which indicates smaller domains in which co-
herent scattering occurs (37)

The small angles XRPD pattern of the precursor A presents
two well-resolved Bragg diffraction peaks that correspond to
two crystallographycally distinct phases: (A)nWC−H and (A)nH

oligomers (Fig. 4a). A freshly synthesized solid sample of
A is crystallized predominantly as Watson-Crick-Hoogsteen
(A)nWC−H oligomer. A second nonpredominant polymorph of
the all-Hoogsteen (A)nH oligomers are present in powder as a
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Figure 4 (continued)

result of breaking of Watson-Crick H-bonds and of creating the
new Hoogsteen H-bonds (38) . The small angles XRPD pattern
of hybrid material MA presents a unique, well-resolved Bragg
diffraction peak (Fig. 4a), which corresponds to a crystallo-
graphically distinct and unique all-Hoogsteen phase: (A)nH.

Adenine (39) 9-methyladenine (40) and 9-ethyladenine (41)
crystallize through the formation of unique Hoogsteen H-bonds
in two-dimensional layers. These layers, which are stratified
alternatively, exhibit two types of interfaces in between: one
contact surface because of the π-π stacking of adenine tapes
and other surface that results from hydrophobic interactions of
alkyl groups, which are in van der Waals contact. Similarly, the
structure of the (A)n oligomers is most likely dictated by hy-
drophobic interactions between the grafted ethoxysilanepropyl-
carboxamide groups (Fig. 5b). In a freshly prepared A sample,
the solvent logged between hydrophobic groups favors the ex-
tended (A)nWC−H oligomers. The condensation process between
the ethoxysilane groups during the sol-gel process do favor
the more compact (A)nH oligomers in which the hydrophobic

groups are interlocked, which stabilizes the interaction between
Hoogsteen H-bonded layers.

The small angles XRPD patterns of the precursor U as well
as of the hybrid material MU present one Bragg diffraction peak
(Fig. 4b), which corresponds to a characteristic Watson-Crick
(U)2WC dimer. The two other possible structures, the reverse
Watson-Crick dimer (U)2rWC and the quartet (U)4 (see Fig. 3),
do not correlate with the experimental distance.

A freshly evaporated solid sample of an equimolecular mix-
ture in acetone of A and U presents two Bragg diffraction
peaks that correspond to A2WCU2H and A2HU2WC oligomers,
respectively. The small angles XRPD pattern of the hybrid
material MA−U presents a unique Bragg diffraction peak that
corresponds to a characteristic interplanar distance of A2WCU2H

oligomer (Fig. 4c). Amazingly, the unique structure of the
resulting hybrid material MA−U that corresponds with experi-
mental results is consistent with the formation of the Hoogsteen
base pairing between Uracil and Adenine and with the forma-
tion of the Watson-Crick base pairing between two adenine
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Figure 5 Toward a constitutional transcription of base-pairing codes in hybrid materials: (a) Guide to the eye interplanar dSi−Si distances calculated from
the geometry of minimized structures versus experimental interplanar Bragg diffraction distances. The squares correspond to the unpolymerized powders
of precursors A, U, and their 1:1 mixture AUmix, whereas the circles correspond to hybrid materials MA, MU, and MA−U. b) Postulated model of
self-organization of parallel H-bonded nucleobase aggregates and hydrophobic propyltriethoxysilane layers.

molecules. Early contributions by Etter et al. (42), Castel-
lano et al. (43), and others have been confirmed recently by
Zimmermann calculations (44) for nearly exclusive preference
for Hoogsteen binding, inside the classic A+U base-pairing,
within 1:1 base-pairing complexes between alkyladenine and
alkylthymine derivatives. Factors that contribute to the prefer-
ence for Hoogsteen geometry are the shorter CH—O contacts,
which is a favorable alignment of the dipoles and is a greater
distance between secondary repulsive sites (43, 44). Although
many have recognized that in the solid state, the uracil or
thymine preferentially bind adenine through Hoogsteen bind-
ing; therefore, this result is particularly interesting because the
A2WCU2H oligomer is amplified quantitatively from a dynamic
pool of oligomers in solution via sol-gel transcription.

As a general rule, which is proved by the differences be-
tween the values of interplanar Bragg diffraction distances, the
condensation process between the ethoxysilane groups during
the sol-gel process results in the formation of the more com-
pact hybrid materials MA, MU, and MA−U compared with the
unpolymerized A, U, and AU mix powders (Fig. 5)

Nucleobase oligomerization by H-bonding can be an advanta-
geous choice to reinforce the controlled communication between

interconnected “dynamic supramolecular” and “fixing siloxane”
systems. Moreover, the hydophobic interactions can play an
important role to stabilize compact packed superstructures that
may be “extracted selectively” under the intrinsic stability of
the system or external stimuli by polymerization in solid state.

Amplification and Transcription
of the Dynamic Supramolecular
Chirality of the G-Quadruplex

G-quartets are formed by the hydrogen bonding self-assembly
of four guanosine and are stabilized by alkali cations. They
play an important role in biology and in nucleic acid telomers
in particular, which are of potential interest to cancer therapy
(6, 7). The role of cation templating is to stabilize by co-
ordination to the eight carbonyl oxygens of two sandwiched
G-quartets: the G-quadruplex is the columnar device formed by
the vertical stacking of four G-quartets.

The G-quartet architecture represents a nice example of
dynamic supramolecular system that has been used as building
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(a)

(b)

Figure 6 (a) The cation-templated hierarchic self-assembly of guanine alkoxysilane gives the G-quartet and the G-quadruplex (b) transcribed in solid
hybrid materials by sol-gel in the presence of templating K+ cation.

block for gelators (45), columnar polymeric aggregates (46),
self-organized surfaces (47), prototypes of chemical dynamic
devices (48), and so on.

In the last decades, G-quartets (6) and a similar folic acid
quartet (49) have been proposed as powerful scaffolds for build-
ing synthetic ion channels. Although stable in organic solvents,
they do not seem to have defined transport functions in hy-
drophobic membranes. Barrel-stave-, lipophilic- calix(4)arene-
8-aromatic-guanosine conjugates have been used to stabilize the
formation of G-quartets (7). Very recently, new strategies based
on reversible metathesis were used successfully by Kaucher
et al. (50) to generate a rich array of interconverting ion-channel

conductance states of a unimolecular G-quartet in a phospho-

lipid membrane. Polymeric guanosine hydrogels that can be

interconverted reversibly between gel and sol states may be

used to synthesize adaptative functional nanostructures (45).

Despite such impressive progress, considerable challenges

still lie ahead, and the more significant challenge is to im-

prove the stability of G-quartet dynamic aggregates in polymeric

devices such as films or membranes to extend (address) the

transport studies at macroscopic level. Several studies reported

the preparation of discrete supramolecular assemblies of nucle-

obases. However, the “dynamic communication” between the
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(a)

(b) (c)

Figure 7 (a) Scanning electronic microscopy images of the left- and
right-hand twisted hexagonal nanorods resulted by sol-gel transcription of
the chiral hexagonal G-quadruplex in the hybrid organic-inorganic
material, (b) crystal structure of G-quadruplex in space filling
representation, and c) hexagonal crystal packing from published
crystallographic data (12).

supramolecular self-assembly of nucleobases and the polymer-
ization processes, which kinetically and sterochemically might
communicate, is not so trivial.

On the other hand, the G-quadruplex with a twisted supra
molecular architecture represents a nice example of a dynamic
chiral supramolecular system, when guanine and guanosine
molecules are used. Molecular chirality may be used as a tool
to assemble molecules and macromolecules into supramolecular
structures with dissymmetric shapes. The supramolecular chi-
rality , which results from both the properties and the way in
which the molecular components associate, is by constitution
dynamic and therefore examples of large-scale transcription of
such virtual chirality remain rare.

For all these reasons, the guanine building blocks and the
sol-gel chemistry were used as molecular precursor to conceive
hybrid chiral materials at nanometric and micrometric scales.
Our efforts involved the synthesis and the self-assembly of
a guaninesiloxane monomer GSi (Fig. 3) in the G-quartet
and G-quadruplex supramolecular architectures (Fig. 6), which
are fixed in a hybrid organic–inorganic material by using a
sol-gel transcription process , followed by a second inorganic
transcription in silica, by calcination.

Figure 8 Scanning electronic microscopy images of silica microsprings
resulted by calcination of hybrid nanorods.

The generation of G-quadruplex hybrid material can be
achieved by mixing GSi derivative with potassium triflate in
acetone, followed the sol-gel process performed at room temper-
ature using benzylamine as catalyst. Then, the hybrid materials
were calcined at 400◦ C to transcribe their superstructural fea-
tures into inorganic silica replica materials.

We have observed a long-range amplification of the G-
quadruplex supramolecular chirality into hybrid organic–
inorganic twisted nanorods followed by the transcription into
inorganic silica microsprings (12). We believe that in the first
sol-gel step, the polycondensation reactions of the inorganic
alkoxysilane network take place around tubular twisted super-
structure of G-quadruplex. The dynamic G-quadruplex is fixed
in a covalently bonded siloxane network, and the structural
(constitutional) memory of G-quadruplex is transcribed in the
hybrid materials. These fixed (“frozen”) objects are chiral and
self-correlate with a hexagonal order to generate anisotropic
mesophases interconnected via condensed siloxane bridges. We
obtained by sol-gel process a hybrid material that features a
twisted hexagonal rod-like morphology of about 2 µm length
and 350–850 nm diameter (Fig. 7). The mixture of these entities
contains left and right twisted nanorods, which are a result of the
nonpreferential dissymmetric orientation of the G-quartets. They
are chiral, and no inversion centers have been observed within
the same entity. Amazingly, these materials are at nanometric or
micrometric scale topologically analogous to its G-quadruplex
supramolecular counterpart. Similar “communication processes”
have been identified in the DNA transcription into inorganic
materials (10).

After the sol-gel process, the preformed helical silica net-
work has embedded probably enough chiral information to be
amplified (reinforced) irreversibly during the calcination pro-
cess when almost total condensation of Si–OH bonds occurs.
By calcinations of the hybrid material, the templating twisted
G-quadruplex architectures are eliminated, and inorganic silica
anisotropic microsprings are obtained. They present the same
helical topology, without inversion inside the helix. These ob-
jects have a different helical pitch, which depends strongly on
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the self-correlation between hexagonal twisted mesophase do-
mains at the nanometric level.

Our findings showed a new way to transcribe the supramolec-
ular chirality of a dynamic supramolecular architecture; the
transfer of the supramolecular chirality of G-quadruplex at the
nanometric and micrometric scale is reported, thereby creating
nanosized hybrid structures or microsized inorganic superstruc-
tures, respectively. Moreover, we obtain chiral materials by
using a starting achiral guaninesiloxane GSi as precursor of
achiral G-quartet and of chiral supramolecular G-quadruplex.
Figures 7 and 8 represent the first pictures of the dynamic
G-quadruplex transcribed at the nanometric level.

Finally, our results show a new way of embedding supra
molecular chirality in materials, which is of interest for the de-
velopment of a supramolecular approach to nanoscience and
nanotechnology toward systems of increasing functional com-
plexity.

Conclusions

The nanometric or the micrometric transcription of the supra
molecular functional devices, although marked significant
achievements, represent a young field. Whereas many elegant
functional systems based on nucleobases self-assembly have
been prepared in recent years, it is almost clear that the synthetic
efforts might be developed to extend and to understand the key
features of such self-organized systems and the nanometric and
micrometric levels. As importantly, this work established that
molecular precursors could be used to affect molecular recogni-
tion and self-assembly that differ from those found in typical bi-
ological DNA and RNA systems. Nanometric self-organization
using molecular nucleobases is clearly different from biologi-
cal nucleotide self-assembly. These initial hybrid nanomaterials
presented in this paper paved the way to the development of
new functional macroscopic materials that contain nucleobases
as structural building blocks.

Some systems can be applied in the areas of ionic, electron,
and energy transport studies (9) and in sensing technology. Fi-
nally, our results show a new way of embedding nucleobases
self-assembly and supramolecular chirality of G-quadruplexes
in hybrid materials, of interest for the development of a
supramolecular approach to nanoscience (51). Likewise, the hy-
brid polymeric arrays with nucleobases functionalities represent
an area where the best is surely best to came; it unlocks the door
to the new materials world paralleling that of biology.
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Serine proteases are among the largest group of proteolytic enzymes in the
human genome that play vital roles in health and disease. Regulation of
their activity in vivo is mediated by a diverse group of serine protease
inhibitors. An overview of the interplay between serine proteases and their
inhibitors is provided. In addition, approaches to characterize this
relationship are discussed with subsequent emphasis on how such
measures apply to pathologies that result from defect of serine proteases or
their inhibitors.

Cellular life is brokered on the activity of proteins, and, in turn,
control over their concentration and state is vital. Enzymes that
hydrolyze peptide bonds, the proteases, are therefore critical
ingredients of the genome. Proteases may acts as nonspecific
agents of digestion or high-selectivity mediators of posttransla-
tional modification. Proteases are a diverse group of enzymes.
Over 180 phylogenetically distinct families of proteases have
been identified by the MEROPS protease classification system
on the basis of protein fold and additionally separated through
phylogenetic relationship (1). Of these families, the largest con-
tingent comprises serine proteases, which are named based on
their application of the hydroxyl group of a serine side chain as
catalytic nucleophile. Regulation of protease function in vivo is
mediated by a minimum of 90 families of protease inhibitors.
Together, these two groups control biological functions both in-
side and outside of the cell. Genetic defects in either protease
or inhibitor, therefore, can result in significant pathology with
potentially multiple biological pathways impacted.

Serine Proteases and their
Inhibitors

More than a third of all known proteolytic enzymes are ser-
ine proteases (2). The family name stems from the nucleophilic
serine residue within the active site, which attacks the carbonyl
moiety of the substrate peptide bond to form an acyl-enzyme in-
termediate. Nucleophilicity of the catalytic serine is commonly
dependent on a catalytic triad of aspartic acid, histidine, and
serine—commonly referred to as a charge relay system (3).
First observed by Blow over 30 years ago in the structure of
chymotrypsin (4), the same combination has been found in four
other three-dimensional protein folds that catalyze hydrolysis of
peptide bonds. Examples of these folds are observed in trypsin,

subtilisin, prolyl oligopeptidase, and ClpP protease. Many other
enzyme families use the same catalytic triad, such as asparag-
inases, esterases, acylases, and β–lactamases (5). Mutagenesis
of the aspartic acid to alanine impacts peptide bond hydroly-
sis to a greater extent than ester hydrolysis, which indicates
that a complete catalytic triad is required for the hydrolysis
of the stronger peptide bond. It should be noted that several
serine protease families use a dyad mechanism in which ly-
sine or histidine is paired with the catalytic serine. Yet, other
serine proteases present novel catalytic triads, such as a pair
of histidines combined with the nucleophilic serine. In nearly
all reported cases, the active site serine can be rendered inac-
tive by generic inhibitors such as diisopropylfluorophosphate
and phenylmethanesulfonyl fluoride. We will focus on the most
abundant serine protease and serine protease inhibitor families
in the human genome. The reader is also referred throughout
the text to other recent and more expansive reviews and to
the MEROPS database for a more detailed description of the
impressive diversity of serine protease and inhibitor structure,
function, and activity.

A typical genome contains 2–4% of genes that encode
for proteolytic enzymes. The entire complement of peptidases
within a genome is referred to as the degradome (6). Of these
proteases, a select subset of peptidases underwent considerable
gene duplication and divergence. The trypsin-like serine pepti-
dases (Clan PA Family S1 Subfamily A in MEROPS nomen-
clature) are the largest group of homologous peptidases in the
human genome responsible for various critical biological pro-
cesses. Similar degradome composition is observed in all ver-
tebrates, which indicates that expansion of the S1A peptidase
family occurred before emergence of the lineage roughly 450
million years ago. Of 699 peptidases in humans, 178 are serine
peptidases, and 138 of them belong to the S1 peptidase family.
The chymotrypsin-like fold of the S1 peptidase family presents
an ideal catalytic platform that enables high turnover, substrate
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selectivity, and various modes of regulation in a package readily
combined with additional protein domains (7).

Clan PA: S1 peptidases—the trypsins
Chymotrypsin-fold proteases are the largest family of pepti-
dases known. Pioneering studies used digestive enzymes such as
trypsin and chymotrypsin, which cleave polypeptide chains on
the C-terminal side of a positively charged side chain (argi-
nine or lysine) or large hydrophobic residue (phenylalanine,
tryptophan, or tyrosine), respectively. In Schechter & Berger
nomenclature, the peptide bond hydrolyzed lies between the P1
and P1’ residues of the substrate and is numbered increasingly
toward both the N- and C-terminal directions. Interaction oc-
curs in the similarly numbered subsite (S) in the protease. For
example, the S2 pocket binds the P2 residue, which is the second
amino acid on the N-terminal side of the scissile bond. Determi-
nation of other polypeptide sequences of several serine proteases
revealed a large family of enzymes. Trypsins and chymotrypsins
belong to the S1A family of clan PA, whereas the S1B family
comprises various bacterial proteases and the HtrA subgroup of
proteases responsible for intracellular protein turnover (8). Both
subfamilies share the two β-barrel architecture. Two Greek-key
β-barrels comprise the chymotrypsin fold and are homologous in
a nontraditional manner (Fig. 1a). β-strand topology of the fold
reveals Greek-key architecture in both barrels, yet this topology
originates from sequences that run in the opposite direction.
Hence, the two halves of the structure are mirror images in pro-
tein fold space. Both barrels are functionally partitioned with
one end involved in catalysis and a second in regulation. The
active site lies in the cleft between them.

The conventional catalytic triad in S1 family peptidases
mediates peptide bond hydrolysis (Fig. 1b). Hydrogen bonding
between residue Asp-102 and His-57 (chymotrypsin numbering
is used) facilitates abstraction of the proton from Ser-195 and
creates a potent nucleophile. Stabilization of the catalytic triad
is mediated through a network of additional hydrogen bonds
provided by several highly conserved amino acid residues that
surround the triad, particularly Thr-54, Ala-56, and Ser-214, and
buttressed more by a disulphide bond between residues 42 and
58. The reaction proceeds via pair tetrahedral intermediates.
In the first step, nucleophilic attack by the serine yields an
oxyanion intermediate stabilized by the backbone amides of
Gly-193 and Ser-195. Collapse of the tetrahedral intermediate
generates an acyl-enzyme intermediate, and stabilization of the
newly created N-terminus is mediated by His-57. Hartley and
Kilbey provided evidence for the acyl-enzyme intermediate in
1954 (9). In these initial experiments, a pre-steady state burst
of product correctly identified that a bond to a hydroxyl moiety
within chymotrypsin was involved in the reaction mechanism.
The second half of the mechanism is a reversal of the first
step, in which a water molecule displaces the free polypeptide
fragment and attacks the acyle-enzyme intermediate. Again, the
oxyanion hole stabilizes the second tetrahedral intermediate,
and collapse of this intermediate liberates a new C-terminus
in the substrate. Central to the regulation of peptidase activity
is zymogen activation.

Activation of most chymotrypsin-like serine peptidases re-
quires proteolytic processing of an inactive zymogen precursor

(a)

(b)

Figure 1 (a) Two β-barrel architecture of the S1A peptidase family (PDB
1OS8). Following activation, the zymogen arm stabilizes the active site
cleft that lies in between the two barrels. An additional α-helix is at the
C-terminus. (b) The canonical catalytic triad is generated by the spatial
arrangement of Asp-102, His-57, and Ser-195 positioned to facilitate
hydrogen bond formation and abstraction of the proton of hydroxyl
moiety.

protein. Cleavage of the proprotein precursor occurs at an iden-
tical position in all known members of the family: between
residues 15 and 16. The nascent N-terminus induces conforma-
tional change in the enzyme through formation of an intramolec-
ular electrostatic interaction with Asp-194 that stabilizes both
oxyanion hole and substrate-binding site (10). Zymogen activa-
tion provides a powerful mechanism of regulation that endows
temporal control over protease activity, an ability to escape pre-
mature enzyme inhibition, and places these enzymes within the
context of chains of proteolytic events. Many proteases of the
coagulation and immune pathways are regulated more through
allosteric mechanisms that involve monovalent cations (Na+),
divalent cations (Ca2+), glycosaminoglycans, and protein co-
factors (11). These properties derive from the structure of the
chymotrypsin fold and combine to produce proteolytic networks
responsible for key biological processes responsible for human
health.

Several vital processes rely on clan PA peptidases. Chief
among them are blood coagulation and the immune response,
which involve cascades of sequential zymogen activation. In
both systems, the chymotrypsin-fold peptidase domain is com-
bined with one more associated protein domains, including ap-
ple, CUB, EGF, fibronectin, kringle, sushi, and von Willebrand
factor domains. These protein domains are on the N-terminus
as an extension of the propeptide segment of the peptidase.
Such a trend of N-terminal-associated domains in the S1A pep-
tidase family is common across all forms of life. The domain
architecture pairs well with the zymogen activation mechanism,
which liberates the proper N-terminus to enable catalytic activ-
ity. Often, the associated protein domains remain attached to
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the peptidase domain through a covalent disulphide bond on
the opposing surface of the protease active site. Many asso-
ciated domains are entirely encoded by a single exon in their
peptidase gene and suggest an important role for exon shuffling
during molecular evolution of clan PA.

S1 peptidases in the human genome are, for the most part,
phylogenetically grouped into six functional categories: diges-
tion, coagulation and immunity, tryptase, matriptase, kallikrein,
and granzymes. Various enzymes are involved in the breakdown
of proteins in the digestive system. The trypsins, chymotrypsins,
and elastases are endopeptidases that breakdown polypeptides
into shorter chains. More digestion is mediated by various ex-
opeptidases (12). In particular, carboxypeptidases A and B from
the M14 family of zinc-dependent metalloproteases shorten the
nascent peptides through complementary selectivity toward ba-
sic or aromatic residues. Inappropriate release of trypsin from
the digestive system signals proinflammatory responses typi-
cally mediated by tryptase-like S1 peptidases. Tryptases are
major components in secretory granules of mast cells that are
unique among clan PA peptidases because of their homote-
trameric quaternary structure (13). Like trypsin, tryptases me-
diate proinflammatory signaling through protease-activated re-
ceptors 2, yet definition of other substrates in health and disease
states remain elusive. Matriptases are membrane-bound S1 pep-
tidases that bear primary substrate selectivity similar to trypsin
(14). Again, physiological substrates of this subfamily of pep-
tidases are largely unknown, yet high gene expression levels
for matriptases are associated with various cancer types. Simi-
lar association with cancer has led to great interest in the large
family of kallikreins (15), a family commonly known for its role
in regulation of blood pressure through the kinin system (16).
Granzymes are mediators of directed apoptosis by natural killer
cells and cytotoxic T cells that play key roles in the defense
against viral infection (17). Notably, unique among clan PA is
the primary selectivity of granzymes toward acidic residues in
the P1 position of the substrates. Of the wide diversity of pro-
teases in clan PA family S1, the mediators of immunity and
blood coagulation have been particularly well studied.

Clan SC: peptidase diversity in the α/β
fold
Clan SC peptidases are α/β hydrolase-fold enzymes that con-
sist of parallel β-strands surrounded by α-helices. The α/β
hydrolase-fold provides a versatile catalytic platform that, in
addition to achieving proteolytic activity, can either act as an
esterase, lipase, dehalogenase, haloperoxidase, lyase, or epox-
ide hydrolase (18). Six phylogenetically distinct families of clan
SC are known, and only four of them have known structure.
Catalytic amenability of the α/β hydrolase-fold may underlie
why clan SC peptidases are the second largest family of ser-
ine peptidases in the human genome. Other mechanistic classes
need not use the catalytic serine and instead use cysteine or
glutamic acid (19). Clan SC peptidases present an identical ge-
ometry to the catalytic triad observed in clans PA and SB, yet
this constellation is ordered differently in the polypeptide se-
quence. Substrate selectivity develops from the α-helices that
surround the central β-sheet core. Within clan SC, carboxypep-
tidases from family S10 are unique for their ability to maintain

catalytic activity in acidic environments. Nearly all serine pep-
tidases have activity restricted within the range of neutral to
alkaline pH. Many clan SC peptidases hydrolyze substrates on
the C-terminal side of a proline residue with several excep-
tions. Both endoproteolytic and exoproteolytic activities occur
in clan SC, which contrasts the trend in other serine pepti-
dase families in which members are predominantly one or the
other. For examples of differing selectivity in clan SC, pro-
lyl oligopeptidase from family S9 cleaves peptide bonds within
peptides, and prolyl aminopeptidase from family S33 removes
N-terminal proline and hydroxyproline residues from peptides
(20). Substrate selectivity for peptides shorter than 30 amino
acids in length is derived from the two-domain architecture.
An N-terminal seven-bladed propeller restricts access to the
C-terminal α/β hydrolase domain and, in turn, the site of peptide
bond hydrolysis (21). On the basis of their selectivity toward
smaller peptides and not full-length proteins, clan SC pepti-
dases are thought to be particularly important in cell signaling
mechanisms.

In humans, clan SC peptidases are often associated with
proline-specific N-terminal processing of peptides and proteins,
yet many present a nonproteolytic function. S9 is the largest
family of clan SC peptidases with 41 homologs in the human
genome. Of these homologs, prolyl oligopeptidase (POP) and
dipeptidyl peptidase IV (DPP-IV) are the best characterized. The
crystal structure of POP revealed the two-domain architecture
and basis for substrate selectivity. Notably, no naturally occur-
ring inhibitor of this family of proteases has been found. A pu-
tative role for POP has been suggested in the metabolism of var-
ious neuropeptides (22). DPP-IV presents a similar two-domain
architecture (23). DPP-IV is a transmembrane protein responsi-
ble for processing hormones and chemokines. Only three S10
family peptidases have been identified in the human genome,
and their biological roles remain to be uncovered. Of three
S28 family peptidases in humans, only dipeptidyl-peptidase
II (DPP-II) is characterized. DPP-II catalyzes release of two
N-terminal amino acids when proline or alanine is in the P1 po-
sition. Eighteen S33 family peptidases are in the human genome;
however, many of them do not display peptidase activity. For
example, several of these enzymes catalyze hydrolysis of epox-
ide bonds into diols and play a role in detoxification or cellular
signaling (24).

Clan SB: family S8—subtilisins
Clan SB peptidases are prevalent in plant and bacterial genomes
with few representatives in a given animal genome. However,
these proprotein convertases are vital for protein processing in
all metazoa. The archetype of clan SB is subtilisin. Subtilisin
was originally discovered in the gram-positive bacterium Bacil-
lus subtilis and like chymotrypsin was one of the earliest protein
crystal structures determined (25). The catalytic triad of aspartic
acid, histidine, and serine is found in the exact geometric orga-
nization observed in the peptidases of clans PA and SC, yet the
surrounding protein fold bears no similarity (Fig. 2). Clan SB
also contains a second family of peptidases S53, the sedolisins.
In these peptidases, the histidine general base is substituted by
a glutamic acid, and the tetrahedral intermediate is stabilized
by a negatively charged carboxyl group from an aspartic acid
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Figure 2 Subtilisin (PDB 1SCN) presents an identical catalytic triad to that
observed in other serine proteases and enzymes yet within an entirely
different protein fold.

rather than through partial positive charges. Subtilisins have
proven extremely useful for protein engineering studies. Suc-
cessful examples of engineering the subtilisin scaffold include
substrate selectivity, thermal stability, cold adaptation, stability
in nonaqueous solvents, fluoride activation, and ability to act
as a peptide ligase (26). Many engineering studies on subtil-
isin have led to greatly improved cleaning agents for use in
laundry detergent. Physiological function of clan SB peptidases
tends to be nutrition-oriented with select roles in protein pro-
cessing. Most clan SB peptidases prefer to hydrolyze substrates
on the C-terminal side of large hydrophobic residues. How-
ever, proprotein processing peptidases such as kexin and furin
cleave following a pair of dibasic residues (27). Most clan SB
peptidases are secreted outside the cell or localized to the cell
membrane. A notable exception is the tripeptidyl-peptidases re-
sponsible for intracellular protein turnover.

Within the human genome, 10 clan SB peptidases have
been identified; nine belong to the S8 family, and only one
is from the S53 family. Although well known for their role
in processing proteins along the secretion pathway, new roles
for proprotein convertases are emerging, including regulation of
plasma protein levels. Tripeptidyl-peptidase I (TPP-I) is the sole
representative from family S53 in the human genome and one
of many lysosomal peptidases responsible for protein turnover
(28). TPP-I removes three amino acids from the N-terminus
of small peptides. Mutations in TPP-I are associated with
infantile neuronal ceroid lipofuscinosis (Batten disease), the
most common neurodegenerative disorder in children, which is
characterized by intracellular accumulation of autofluorescent
lipopigments.

Serine Protease Inhibitors

Over 90 phylogenetically distinct families of protease in-
hibitors have been classified by the MEROPS database. We
will focus the current discussion on the most abundant and
well-characterized groups.

Canonical mechanism: kunitz- and
kazal-type inhibitors

In general, protease inhibitors interact with the peptidase in a
canonical substrate-like manner with the protease. In this situ-
ation, three to four residues interact in an antiparallel β-sheet
fashion within the enzyme active site. Many of these protease
inhibitors are small proteins typically 30 to 120 amino acids
in length (29). Often, these smaller proteases inhibitors contain
many disulphide bonds. Many proteases have extremely high
melting temperatures (>80 ◦C) and retain their native conforma-
tion in the presence of strong chaotropes. Despite heterogeneity
of sequence, each of these inhibitors presents a nearly identical
conformation in reactive site loop that restricts proteolytic ac-
tivity. In this process, the reactive site loop does not undergo
conformational change when in complex with the protease and
the P1 residue is positioned to place the carbonyl carbon at a
very short distance to Ser-195. The carbonyl oxygen, in turn,
points toward the oxyanion hole that forms H-bonds with the
amide groups of Gly-193 and Ser-195. The amide nitrogen of
the P1 residue is directed toward the Oγ of Ser-195 not fac-
ing Ser-214 as typically observed in natural substrates. The
latter change is thought to shorten during the catalytic cleavage
process (30). The loop may be combined with other structural
elements to mediate inhibition, including a β-hairpin following
the loop or a disulphide bond in close proximity to the scissile
bond. During interaction with the protease, the scissile bond
remains intact and may undergo a slight deformation from pla-
narity or a more distorted Michaelis complex depending on the
enzyme and inhibitor pairing. Few specific contacts define the
interaction between protease and inhibitor outside of the active
site, where most are typically hydrophobic. In turn, composi-
tion of the reactive site loop contributes the most significant
energetics in the binding process. Altering the P1 residue by
mutagenesis, therefore, can be used to shift the inhibition pro-
file dramatically. Lack of additional contacts ensures that most
serine protease inhibitors regulate activity of multiple proteases
in vivo.

MEROPS identifies Kunitz-type inhibitors as families I2 and
I3, yet they seem to have developed separately in evolution-
ary history. Families I2 and I3 are referred to as “Kunitz-A”
and “Kunitz-P” for their origin from animals and plants, re-
spectively. Aprotinin, also known as bovine pancreatic trypsin
inhibitor, was one of the first protease inhibitors identified and
isolated by Kraut and coworkers in 1930. The I2 family is
considerably more homogenous and thought to inhibit only S1
peptidases. In contrast, the I3 family is split into two phyloge-
netic groups, I3A and I3B, both of which typically inhibit S1
peptidases, yet members of the I3A family can also potentially
inhibit the A1 family aspartyl proteases and the C1 family cys-
teine proteases. The first structure of an I3 inhibitor was the
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Figure 3 Complex formation between trypsin and soybean trypsin
inhibitor exemplifies the mechanism of Kunitz-type inhibitors (PDB 1AVW).
Greatly reduced peptide bond hydrolysis rates lead to inhibition.

complex of soybean trypsin inhibitor with trypsin by Sweet and
colleagues (31). The structure presents a β-barrel architecture
capped by a pair of β-strands stabilized by two disulphide bonds
(Fig. 3). The physiologic function of the Kunitz-type proteases
remains unknown for many family members other than those in
man. Prevention against digestion or invasion from pathogens
has been suggested based on a common abundance in seeds.
In man, tissue factor pathway inhibitor is a key Kunitz-type in-
hibitor responsible for regulating blood clot formation. On the
basis of their potency, Kunitz-type inhibitors were among the
first examined for therapeutic application. Aprotinin was ap-
proved for clinical application in coronary-artery bypass graft
surgery in 1993. Fifteen years later, considerable controversy
has developed over its use given an associated risk of mortality
and the availability of less expensive lysine analogs that achieve
the same goals (32).

Kazal-type inhibitors are classified as family I1 by the
MEROPS database. The name is derived from pancreatic secre-
tory inhibitor, which is now termed SPINK1, originally isolated
by Kazal and coworkers in 1948. The SPINK family (serine
protease inhibitor, Kazal) plays important roles in the digestive
system, lungs, skin, and likely many other tissues in the body.
Six SPINKs can be identified in the human genome, and each
contains multiple repeats of the Kazal-type fold. Mutations in
SPINK1 are associated with hereditary pancreatitis (33). Nether-
ton syndrome is a rare disorder that affects the skin of patients
and results in ichthyosiform dermatosis and hair shaft abnor-
malities. Patients with Netherton syndrome are found to have a
mutation on chromosome 5 in the SPINK5 gene, which encodes
an array of 15 Kazal-type inhibitor domains (34). Considerable
biochemical characterization has been carried out on the ovo-
mucoid inhibitors of the Kazal family (35). Notably, as multiple
Kazal-type domains are often found within a single polypeptide
chain, they need not inhibit the same type of protease or protease
specificity. For example, dog bikazin contains two Kazal-type

domains in which one domain prefers trypsin, and the other
prefers chymotrypsin.

Bait-and-trap mechanism: serpins

Serpins are found in all kingdoms of life, yet their presence
in a given organism is not, which suggests the family has
undergone significant gene transfer and loss. The family name
was coined by Carrell and Travis as an acronym of serine
protease inhibitor (36). Serpins are the most abundant form
of serine protease inhibitor in the human genome. With the
exception of fungi, all multicellular eukaryotes seem to possess
one or more serpin genes. However, despite their ubiquity, few
physiological functions are ascribed to serpins outside those
known in man, and, in particular, they are associated with
pathologies. Most serpins are irreversible inhibitors of serine
proteases of the S1 family of peptidases with select family
members inhibiting S9 of subtilisins and cysteine proteases.
Several members of the serpin family have lost their ability to
act as inhibitors and acquired new functions such as ovalbumin
and pigment epithelium-derived factor. The unique mechanism
of protease inhibition by serpins has received considerable
attention.

Serpins consist of a conserved core of three β-sheets and
eight or nine α-helices that act collectively in the inhibitory
mechanism. As with the Kazal- and Kunitz-type inhibitors, the
mechanism involves a surface exposed loop that is termed the
reactive center loop (RCL). The RCL presents a short stretch
of polypeptide sequence bearing the P1–P1’ scissile bond. Like
other serine protease inhibitor families, the P1 residue domi-
nates the thermodynamics that govern the interaction between
protease and inhibitor. Exposure of the P1 residue to solvent
is typically brokered by 15 amino acids N-terminal to the P1
residue and 5 residues on the C-terminal “prime” side of the
scissile bond. Evidence for dramatic conformational change in
the inhibitory mechanism was first provided by the crystal struc-
ture of the cleaved form of α1-antitrypsin (37). In this structure
and unlike the native form, the reactive center loop was not
solvent exposed but occurred as an additional β-strand within
the core of the structure.

Dramatic conformational change of both inhibitor and pro-
tease is the most recognizable feature of the serpin mechanism
(Fig. 4). After formation of the Michaelis–Menten encounter
complex, the reactive center loop is cleaved, and an acyl en-
zyme intermediate is formed as in the normal serine protease
catalytic mechanism. However, after bond hydrolysis, the RCL
rapidly inserts into the central β-sheet of the serpin, which yields
an overall stability enhancement to the inhibitor and traps the
acyl-enzyme intermediate. It largely unknown how this change
in conformation occurs. Several studies suggest the complex
undergoes transient exchange between expelled and partially
inserted states (38). Integration of the β-strand into the struc-
ture flips the protease from the “top” of the structure to the
complete opposite side of the serpin. Because of this, the lo-
cal environment of the catalytic triad is distorted and therefore
cannot complete the catalytic cycle (39). When the process is
finished, the previously adjacent P1 and P1’ residues are sepa-
rated by over 70 Å. During this process, the protease has been
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Figure 4 A large conformational change defines the mechanism of serpin inhibition. Conversion of the Michaelis complex (PDB 1OPH) into cleaved
trapped conformation (PDB 1EZX) traps the RCL of serpin into the β-strand core of inhibitor. A significant gain in stability, therefore, is imparted to the
entire serpin structure.

converted from a metastable free state into a more energeti-
cally favored relaxed bound state. Serpins have a considerably
lower melting temperature (TM ∼60 ◦C) in isolation than when
cleaved (TM >100 ◦C). Unrelated in sequence or structure, the
macroglobulin family of protease inhibitors similarly applies
scissile bond cleavage, yet the subsequent step involves entrap-
ment of the protease in a cage-like architecture (40). Although
most serpins apply this mechanism to inhibit serine proteases
irreversibly, a select group has been shown to act reversibly.
For example, protein C inhibitor, also known as PAI-1, acts as a
reversible inhibitor to the single-chain urokinase-type plasmino-
gen activator. Moreover, several serpins are known to integrate
their cleaved RCL into another serpin molecule in trans (41).
In turn, serpins can undergo polymerization, which becomes
relevant in several pathological conditions.

Serpins play key regulatory functions in man. α1-antitrypsin
serves a major role in protecting the connective tissue of the
lungs from leukocyte-released elastase. The C1 inhibitor re-
stricts proteases of the immune system from unwanted prote-
olysis and inflammation. Two plasminogen activator inhibitors
control fibrinolysis. Viral serpins have also been described that
broker their survival and propagation through restricting these
same proteolytic pathways. Control of blood clot formation
is through antithrombin. However, unlike other serpin family
members, the interaction between clotting factor protease and
antithrombin is greatly facilitated by heparin or heparin sul-
fate glycosaminoglycans, which bind to the inhibitor to mediate

this effect (42). In turn, antithrombin is directed toward regu-
lation of protease activity at cell surfaces such as the vascular
endothelium, which display heparin in various forms.

Exosite recognition: hirudin and other
anticoagulant molecules

Numerous strategies have evolved in different pathogenic and
parasitic organisms to alter the coagulation cascade for their own
benefit. Snake and leech venoms have yielded a plethora of ser-
ine proteases and serine protease inhibitors that bear this trait.
Many inhibitors function through hijacking the macromolecular
recognition regions in blood clotting factors, the earliest known
example of which is hirudin, a 66-amino acid residue protein
that is an extremely tight binding and selective inhibitor of the
blood coagulation protease thrombin. Indeed, the use of leeches
in medicine dates back to the Greeks in 200 B.C. However, it
was not until 1884 that Haycraft isolated the anticoagulant agent
from medicinal leech saliva and termed this agent hirudin. Se-
lective and tight binding results from the cooperative binding at
both the anion binding exosite responsible for fibrinogen recog-
nition and active site of thrombin. Notably, unlike nearly all
other protease inhibitors, active site recognition involves for-
mation of a parallel β-sheet. Hirudin has been derivatized and
modified in various ways to develop direct thrombin inhibitors.
Two recombinant forms, lepirudin and desirudin, are available
for clinical use to prevent deep-vein thrombosis after surgery
and treat heparin-induced thrombocytopenia. However, various
problems have limited their use, including bleeding problems,
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short half-life, and development of antihirudin antibodies. Addi-
tional modification of the hirudin platform and other medicinal
chemistry strategies aimed at thrombin inhibition is well de-
scribed in Reference 43.

Characterization of
Protease-Inhibitor Interactions

Defining the selectivity and potency of an inhibitor relies on
accurate characterization of the protease. In particular, values of
kcat and kcat/KM are readily obtained using basic enzymology
and various commercially available chromogenic and fluoro-
genic substrates. Proteases act on a single substrate during the
catalytic cycle. Therefore, models to interpret data follow clas-
sical descriptions of competitive, noncompetitive, and mixed
inhibition. As with traditional enzymology, curve-fitting mea-
sures combined with graphical validation of data is suggested
as a more accurate approach than the use of initial rates anal-
ysis. Use of IC50 is to be avoided as the values of this mea-
sure are only a crude comparison between reversible inhibitors.
For serine proteases, the use of irreversible inhibitors, such as
chloromethyl ketones, are extremely useful for determining the
amount of active protease in a given protein preparation. Many
serine protease inhibitors form stable complexes with their tar-
get proteases that can be resolved via gel electrophoresis as
a simple and effective means of visualization. However, many
protease-inhibitor interactions require more advanced data treat-
ment. Some examples include slow tight-binding mechanisms
and higher-order stoichiometries of inhibition (44). Lastly, con-
formational change can be measured through various biophys-
ical techniques including UV and fluorescence spectroscopy,
circular dichroism, and isothermal titration calorimetry.

Serine Proteases and their
Inhibitors in Disease

As illustrated above, the human genome encodes a large and
diverse population of serine proteases and serine protease in-
hibitors. Design of small-molecule inhibitors to restrict prote-
olytic activity continues to garner attention in the pharmaceuti-
cal industry. Given the many related proteases in the genome,
this task is particularly challenging. Early work focused on ac-
tive site-directed therapies. However, as evidenced by the natu-
rally occurring serine protease inhibitors, active site recognition
enables the regulation of multiple protease targets. Minimization
of unwanted side effects is then a significant hurdle. More recent
effort has sought the development of therapeutics that focus on
other regions of the protease. The crucial role for such regions
in biological systems is demonstrated by the blood coagulation
and immune system proteases, in which macromolecular recog-
nition is dependent on exosites and the allosteric communication
of these regions with the active site.

Diversity of proteases and inhibitors results in a wide range
of pathologies that result from disruption in either serine pro-
tease or serine protease inhibitor. The earliest descriptions of

such imbalances are within the blood coagulation cascade. For
example, hemophilia B results from deficiency in coagulation
factor IX. In contrast, excessive activation of immune sys-
tem serine proteases produces inflammatory states. Errors in
serine protease inhibitors can have consequences on multiple
biological systems. However, overlapping inhibition by multi-
ple families of inhibitor can, in certain instances, lessen the
severity of the pathology. Genetic abnormalities in the serpins
have also been associated with polymerization and therefore
belong to the category of conformational disease. Emphysema,
cirrhosis, and thrombosis may result from such aberrant confor-
mational transitions. Neuroserpin may also play a key role in
familial encephalopathy because of the formation of inclusion
body-like material (45). Understanding the molecular mecha-
nisms of limited proteolysis and their regulation in vivo remains
a challenging and insightful venue to improve human health.
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The synthesis of biopolymers, tool compounds, and molecular probes lies
at the heart of any effort in chemical biology. Solution-phase strategies are
well established but usually require considerable efforts in time and labor
during workup and purification steps. In contrast, solid-phase synthesis, in
which the substrate is covalently bound to an insoluble support, allows the
simple removal of excess or consumed reagents by simple filtration. In the
cases of oligonucleotides and peptides, the synthetic operations can be
performed by robotic systems allowing the high-throughput synthesis of
these biopolymers at low cost within a short time. The solid-phase synthesis
of oligosaccharides and small-molecule probes has made significant
progress during the last several years.

This article gives an overview of the main technical aspects of
solid-phase synthesis and reviews the application of this tech-
nique for the synthesis of oligopeptides and proteins, oligonu-
cleotides, oligosaccharides, and small molecules.

Biologic Background

From the mid-nineteenth century onward, researchers have
made tremendous strides in understanding the molecular nature
of living organisms. The discovery that cellular catalysts (“en-
zymes”) are composed of oligomers of amino acids; that genetic
information is encoded in oligonucleotides; the solving of the
puzzle of metabolic pathways; and the investigation of hormonal
and cellular signaling have shaped the modern view of what has
become molecular and cellular biology. These discoveries have
been accompanied by progress in both analytical techniques as
well as in the synthesis of these molecules. Even today, the
investigation of cellular organisms offers new surprises, such
as the catalytic nature of RNA (“ribozymes”), the pathogenic
nature of proteins (“prions”), or the silencing of genes via RNA
interference. The synthesis of biopolymers and biologically ac-
tive molecules remains an important task in chemical biology, as
it 1) gives access to natural compounds, which otherwise could
be isolated only in small and insufficient amounts; 2) allows
the synthesis of modified or non-natural analogs or intermedi-
ates of natural compounds; and 3) provides tool compounds for
the investigation of biologic mechanisms.

Technical Background

Although Emil Fischer had already pioneered the synthesis of
sugars, nucleobases, and oligopeptides at the beginning of the
twentieth century, the synthesis of these biomolecules in solu-
tion involved multistep sequences with many tedious workup
and purification operations. Bruce Merrifield recognized that
their syntheses can be simplified if a substrate is immobilized
on an insoluble polymeric support (“resin”) via a linker unit
(1). Once immobilized the substrate can be easily modified by
adding an excess of reagents and building blocks to ensure com-
plete conversion. Consumed and excess reagents are then easily
removed by washing the support and by simple filtration. Fi-
nally, cleavage of the linker releases the desired product into
the solution allowing its isolation in pure form (Fig. 1).

Solid Support

A wide range of support materials exists for the heterogeneous
immobilization of substrates in solid-phase synthesis, each of-
fering certain advantages in different applications (2, 3). Pa-
rameters to be considered are 1) loading (= mmol of functional
groups per gram support), 2) bead size (measured in “mesh”), 3)
swellability in solvents (degree of cross-linking and hydrophilic-
ity), and 4) mechanical stability (mechanical abrasion interferes
with filtration workup). As more than 99.99% of the substrate
molecules are buried within the gel matrix of a polymeric
bead, the resin must be swollen by solvent molecules to allow
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Figure 1 General flow scheme of solid-phase synthesis. The solid support is represented by the gray ball. In this cartoon, only one functional group is
depicted instead of billions on a real bead.

access to reagents. Polystyrene (PS) resins (cross-linked with
1–2% divinylbenzene (DVB), loading up to 2 mmol functional
group/g) are the resins most commonly used for oligopeptide
and small-molecule solid-phase synthesis. These resins swell
in most organic solvents but not in very polar solvents such
as alcohols or water. If reactions need to be performed un-
der polar conditions, the use of Tentagel (PS-resin with grafted
polyethyleneglycol chains), PEGA, Pepsyn, or Argogel is rec-
ommended because these substances are distinguished by polar,
flexible, polymeric chains. Highly cross-linked macroporous
resins (e.g., Argopore) exhibit a solvent-independent permanent
pore structure and can be used in any solvent. For oligonu-
cleotide synthesis, controlled pore glass (CPG), which is an
inorganic support with well-defined, large pores, is widely used.
The low loading and high cost of this material are compen-
sated by the operational advantage of good accessibility in any
solvent. Recently, the synthesis of biopolymers on planar sur-
faces, such as glass (DNA-chips) (4) or cellulose membranes
(SPOT-synthesis), (5) has gained increasing attention.

Linker

A linker can be considered as a polymeric (or, more general,
immobilized) protecting group. It is a functional group responsi-
ble for the covalent attachment of the substrate onto the support
that will be cleaved from the product at the end of the synthesis
sequence. The following features have to be considered when
choosing an appropriate linker: 1) The attachment of substrate
should proceed in high yield, 2) the linker should be stable
under all reaction conditions considered for the synthetic se-
quence (“orthogonality”), and 3) the linker should be cleaved

under mild conditions in quantitative yield without obscuring
the integrity and purity of the product. More than 200 different
linkers have been described exhibiting different degrees of or-
thogonality and releasing different functionalities at the product
after cleavage (6, 7). Cleavage of the linker can be initiated by
the addition of acid (commonly used in oligopeptide synthesis),
base (used in DNA-synthesis), metals, oxidation, reduction, or
light (photocleavable linker). Linkers that release their prod-
uct without any visible functional group are named “traceless
linkers.” “Safety-catch linkers” require two different chemical
reactions in order to undergo cleavage, which offers a unique
degree of stability. In Fig. 2 some frequently used linkers and
the corresponding cleavage conditions are depicted.

Automation

As solid-phase synthesis basically involves only three types of
operations (addition of excess of reagent; shaking the beads
in the reagent cocktail; filtration and washing) machines have
been designed to perform solid-phase synthesis automatically
(8). Automated oligonucleotide and oligopeptide synthesis has
become routine.

Synthesis of Biopolymers

The solid-phase synthesis of biopolymers via iterative coupling
of monomeric building blocks has found widespread applica-
tion. It can be adapted easily for the incorporation of non-natural
building blocks or labeled monomers, which will be used as
probe molecules in chemical biology.
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Figure 2 Representative linkers frequently used in solid-phase synthesis. The molecular moiety depicted in blue represents the molecule that is released
upon cleavage of the linker. DCM = dichloromethane, TFA = trifluoroacetic acid.

Synthesis of Oligopeptides and Proteins

Oligopeptides are synthesized on solid phase from the C -
to the N -terminus. Depending on the N -terminal protect-
ing group of the amino acid building blocks, two differ-
ent strategies can be followed. In the “Boc-strategy,” the
tert.-butyloxycarbonyl-protecting group is cleaved by addition
under acidic conditions (trifluoroacetic acid), which requires a
linker that is resistant to these conditions because it is either
cleaved only by very strong acids (HF, trifluoromethanesulfonic
acid) or by a different agent (Fig. 3) (1). The “Fmoc-strategy” is
based on the fluorenylmethoxycarbonyl-protecting group, which
is cleaved by addition of 20% piperidine/DMF. It has the ad-
vantage that the important class of acid labile linkers (e.g.,
Wang-linker or Rink-linker) is compatible with this approach.

In addition, measurement of the UV-absorption of the cleaved
protecting group allows the determination of the yield of the pre-
vious coupling operation. In practice, oligopeptides with up to
50 amino acids can be synthesized on solid phase. Instrumental
for achieving reasonable yields for long oligomers is an almost
perfect conversion for each deprotection and coupling step, for
which a plethora of modern peptide coupling reagents are avail-
able; the coupling reagents also minimize epimerization (9). The
synthesis of larger proteins (>60 aa) may be accomplished by
preparation of fragments on solid phase that are then assembled
using solution-phase ligation reactions (10), such as the native
chemical ligation using an N -terminal Cys-residue (11). Table 1
lists representative examples of de novo synthesized proteins
using solid-phase peptide synthesis. Recently, the combination
of expressed protein ligation and solid-phase peptide synthesis
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Figure 3 Flow scheme of a solid-phase synthesis of an oligopeptide following the Boc-strategy. The first amino acid is attached to the Merrifield linker by
alkylative esterification of its cesium-salt. After acidic deprotection of the Boc-group and neutralization, the N-terminus undergoes DCC-mediated coupling
with another Boc-protected amino acid building block. This sequence can be iterated, leading to even longer oligopeptides. Finally, the protect is released
upon cleavage with HF. DCC = dicyclohexylcarbodiimide.

Table 1 A selection of notable examples for the total solid-phase synthesis of proteins

Author Year Protein Size

Merrifield et al. 1969 Ribonuclease A 124 aa
Sigler et al. 1976 Apolipoprotein CI 57 aa
Fairwell et al. 1983 Human parathyroid hormone 84 aa
Blake 1986 S -carbamoylmethyl bovine apocytochrome c 104 aa
Wlodawer et al. 1989 HIV-Protease 202 aa
Briand et al. 1989 Ubiquitin 76 aa
Di Bello et al. 1992 Horse heart cytochrome C 104 aa
Lu et al. 1998 Bovine pancreatic trypsin inhibitor 58 aa
Kaiser et al. 1999 Macrophage migration inhibitory factor 115 aa
Canne et al. 1999 Human group V secretory phospholipase A2 118 aa
Hackeng et al. 2001 Human matrix Gla protein 84 aa
Miranda et al. 2001 Human S100A12 91 aa
Low et al. 2001 cytochrome b562 106 aa
Becker et al. 2003 Ras + Raf 166 + 81 aa
Kochendoerfer et al. 2003 Erythropoietin 166 aa
Kochendoerfer et al. 2004 Vpu 81 aa
Cabrele et al. 2006 Id2 119 aa

aa = amino acid.

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



Solid-Phase Synthesis of Biomolecules

Base-1

O
O

O

OMe

MeO

O

O

N
H

Si
OMe

OMe

n

CPG

Base-1

O
HO

O

O

O

N
H

Si
OMe

OMe

n

CPG

Base-1

O
O

O

O

O

N
H

Si
OMe

OMe

n

CPG

Base-2

O
O

O
P

O
NC N(iPr)2

DMT

Base-2

O
O

O
P

O
NC

DMT

Base-1

O
O

O

O

O

N
H

Si
OMe

OMe

n

CPG

Base-2

O
O

O
P

O
NC

DMT

O

TCA/DCM

CH3CN

N N
N

H
N

I2, THF/H2O

Ac2O, Pyridine

1) detritylation

2) phosphoamidite coupling

3) capping

4) oxidation

next cycles

DNA

cleavage
NH3/MeOH

Figure 4 Flow scheme of the synthesis of DNA-oligonculeotides using the phosphoramidite method. DMT = dimethoxytrityl, TCA = trichloroacetic acid.

has emerged as a powerful tool for the preparation of proteins
with unnatural modifications or labels (12). Solid-phase pep-
tide synthesis has reached a level where the ton-scale synthesis
of peptide drugs, such as the HIV drug Enfuvirtide (a 36mer
peptide), has been established.

Synthesis of Oligonucleotides

The solid-phase synthesis of DNA oligomers has reached a high
level of maturity and is extensively used for the synthesis of
primers for polymerase chain reaction or the design of new
genes (13). In contrast to the cellular process, the synthetic route
forms the polymer in 3′-to-5′ direction. The oligomerization is
carried out on CPG using a base labile linker. Typically, the
nucleobases are introduced as acyl-protected phosphoramidites,

which will be oxidized to phosphates after each elongation step
(14). Treatment with base leads to global deprotection (nucle-
obase protecting groups and the cyanoethyl protecting group at
phosphate) and cleavage of the oligonucleotide from the solid
support. The conversion of each coupling step can be moni-
tored by UV measurement of the dimethoxytrityl-carbocation,
which is generated by the deprotection of the 5′-OH before each
new coupling cycle (Fig. 4). The introduction of non-natural or
modified nucleobases can be easily accomplished by using a
corresponding phosphoramidite building block during the syn-
thetic sequence.

The synthesis of RNA-oligomers (e.g., needed for applica-
tions in RNAi, aptamers, or as ribozymes) follows the steps
described above for DNA but requires the protection of the
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2′-OH group, for which the 2′O-TOM- and the 2′O-ACE pro-
tecting groups are most often used (Fig. 5) (15).

PNA-oligomers are synthesized using methodology devel-
oped for peptide synthesis. The large-scale synthesis of oligonu-
cleotides has been established for the preparation of sufficient
quantities for clinical trials of antisense drugs.

Synthesis of Oligosaccharides

The automated solid-phase synthesis of oligosaccharides is ex-
pected to have a tremendous impact in glycobiology as many
natural proteins are decorated by complex oligosaccharide con-
jugates that strongly influence the biologic activity of the conju-
gate. Recently, the first examples of automatically synthesized
oligosaccharides have been reported (16). The availability of ap-
propriately protected building blocks and the creation of certain
linkage patterns remain as challenges in this field.

Solid-Phase Synthesis of Small
Molecules

Protein function can be modulated by small-molecule ligands.
Offering complementary advantages to mutation genetics, the
search for small molecules as molecular probes for the inves-
tigation of biologic systems has gained new interest (“chem-
ical genetics”). In addition, high-throughput screening efforts

in hit finding and lead optimization in drug discovery require
large collections of small molecules (“molecular libraries”).
Solid-phase synthesis has strongly contributed to these efforts
as it gives fast access to large compound libraries.

Combinatorial Synthesis

In the early 1990s combinatorial chemistry was developed as a
tool for the production of large oligopeptide libraries (17–19).
Following a split–mix strategy depicted in Fig. 6, libraries
with millions of different compounds can be created. This ap-
proach was extended by Ellman and colleagues for the synthesis
of small-molecule libraries (20). Diversity-oriented synthesis
(DOS) has been invented as a powerful tool for the synthesis of
very large structurally diverse compound libraries (21). For the
identification of the active compound, several strategies, such as
on-bead-screening, deconvolution, or encoding, have been es-
tablished. The use of “IRORI-kans” (penetrable little containers
filled with beads and labeled either with a radio-frequency tag
or an optical bar code on the container lid) allows the synthesis
of mg-quantities of compounds in a split–mix –format, which
offers the additional advantage of having the synthetic history
of each kan monitored by a computer-based readout system of
the radio-frequency tag or the optical bar code) (22).
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Natural Product Libraries
Several of the most useful small-molecule probes are complex
natural products isolated from marine, fungal, or plant sources.
As natural products have built-in biologic properties efforts in
the synthesis of compound libraries increasingly use natural
product scaffolds as a starting material because they promise
higher hit rates in biologic screens (23).

In Fig. 7 a few representative examples of molecular probes
identified by screening of combinatorial libraries are depicted.
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Stem cells hold great promise for the treatment of many devastating
diseases and will also provide new insights into the molecular mechanisms
that control developmental and regenerative processes. Realization of the
therapeutic potential of stem cells will require a better understanding of the
signaling pathways that control stem cell fate as well as an improved ability
to manipulate stem cell proliferation, differentiation and reprogramming.
Cell-based phenotypic and pathway screens of synthetic compounds have
led recently to the discovery of several small molecules that can be used to
control stem cell fate. Such molecules will not only provide new insights
into stem cell biology but will also facilitate the development of therapeutic
agents for regenerative medicine.

Given appropriate conditions, stem cells can self-renew for long
periods of time while maintaining the ability to differentiate
into various functional cell types in the body (1). It is these
characteristics that not only make stem cells a useful system
in which to study tissue and organ development but also give
them great potential for regenerative medicine. Given the suc-
cess of well-practiced, cell-based therapies (e.g., hematopoietic
stem cell transplantation for treating hematological diseases and
pancreatic islet cell transplantation for type I diabetes), it is con-
ceivable that this approach could be applied to many other seri-
ous medical conditions where cells are lost because of disease,
injury, or aging. Current challenges in cell replacement ther-
apy include the limited source of engraftable stem/progenitor
cells and a poor ability to manipulate their functional expansion
and differentiation. Alternatively, drug stimulation of the body’s
own regenerative capabilities (i.e., proliferation, differentiation,
migration, or even reprogramming of endogenous cells to re-
place the damaged cells/structures) may represent a more de-
sirable therapeutic approach to fulfilling the ultimate goal of
regenerative medicine. Although tremendous efforts have been
put into these areas, it is clear that a better understanding of
stem cell biology is required before these approaches can be
realized.

Small molecules have long been associated with biological
discoveries. Our understanding of biological processes often de-
velops from discovering or designing ways to perturb a given
process and observing the effects of the perturbation. Although
genetic approaches have been widely used for this purpose,
the small-molecule approach clearly offers some distinct ad-
vantages. For example, small molecules provide a high degree
of temporal control over protein function, which generally acts

within minutes or even seconds, and their effects are often re-
versible, which facilitates both rapid inhibition and activation.
Their effect can also be finely tuned by varying concentrations
of the compound of interest. Moreover, because of the inher-
ent difficulty of genetic manipulation for many types of stem
cells (e.g., low transfection efficiency or poor clonal expan-
sion), small-molecule tools are especially useful for the stem
cell field. In this article, recent developments in the use of small
molecules (Fig. 1) on the various aspects of stem cell biology
such as self-renewal, differentiation, and reprogramming will be
reviewed.

Biological Background of Stem
Cells

Stem cells normally are classified, based on their origin and
differentiation capacity, as either embryonic or adult stem cells
(1). Embryonic stem cells (ESCs) are derived from the inner
cell mass of the blastocyst. ESCs can self-renew indefinitely and
are pluripotent—(the ability to differentiate into all cell types
in the embryo proper). Adult stem cells are undifferentiated
(unspecialized) cells that are found in differentiated, or spe-
cialized, tissue. They have limited self-renewal capability and
generally can only differentiate into the specialized cell types
of the tissue in which they reside. These cells function as the
“reservoir” for cell/tissue renewal during normal homeostasis or
tissue regeneration. Sources of adult stem cells have been found
in most tissues, including bone marrow, blood stream, cornea
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Figure 1 Chemicals that control stem cell fate.

and retina of the eye, dental pulp of the tooth, liver, skin, gas-

trointestinal tract, lung, pancreas, heart, and brain. For example,

the bone marrow is a mesoderm-derived tissue that consists of

a complex hematopoietic cellular system supported by stromal

cells embedded in a complex extracellular matrix. A growing

body of evidence suggests that bone marrow contains at least

two types of stem cells: hematopoietic stem cells (HSCs) and

mesenchymal stem cells (MSCs), both of which are multipo-

tent. HSCs have the capacity to provide life-long reconstitution

of all blood-cell lineages after transplantation, whereas MSCs
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have the ability to differentiate, both in vivo and in vitro, into a
variety of adult mesenchymal cell types, including osteoblasts,
chondrocytes, and adipocytes.

Stem cell fate in vivo is under strict control from both intrinsic
and extrinsic factors, and loss of this control has been postulated
to be a key step in degenerative and carcinogenic processes (2).
Emerging evidence suggests cancer initiation results from an
accumulation of oncogenic mutations (intrinsic loss of control)
in long-lived stem cells or their immediate progenitors, followed
by modification of the surrounding microenvironment (loss of
extrinsic control) (3). Cancer stem cells have been detected in
leukemia, breast, and brain tumors (4–7). They may originate
from resident stem cells or develop as a result of a gain of
self-renewal capacity in tissue progenitor cells. Therefore, the
characterization of a cancer stem cell profile within diverse
cancer types, and a better understanding of the biology of its
counterpart, the normal stem cell, may open up new avenues
for cancer treatment.

Stem cell expansion and differentiation ex vivo commonly are
controlled by culturing cells in a specific configuration (e.g., an
attached monolayer or as suspended aggregates) with cocktails
of growth factors and signaling molecules as well as genetic
manipulations. However, most of these conditions are either
incompletely defined or are nonspecific and inefficient at regu-
lating the desired cellular process. Such conditions often result
in inconsistency in cell culture and mixed populations of cells
that would not be useful in studying specific cellular processes
or in cell-based therapies. More efficient and selective condi-
tions for homogeneous stem cell self-renewal and differentiation
into specific cell types need to be developed before the various
applications of stem cells can be realized. Towards this end,
chemical approaches serve as excellent tools to investigate the
underlying mechanism and to control the specific stem cell fate.

Chemical Approaches to Stem
Cell Research

Conceptually, two approaches exist for discovering chemical
compounds in stem cell biology. The target-based approach
involves development of chemical compounds for specific bio-
logical targets and the application of these compounds in order
to link their targets’ modulation to the produced pharmaco-
logic effect in cells or organisms. In the phenotype-based ap-
proach, small-molecule libraries are screened in high-throughput
functional assays (in cells or whole organisms) to identify
compounds that produce a desired phenotype, followed by
elucidation of the molecular targets or pathways that they
engage.

The success of both target-based and phenotype-based meth-
ods relies heavily on the qualities of the chemical libraries
used. Although combinatorial technologies allow the synthe-
sis of a large number of molecules with immense structural
diversity, it is impossible to saturate the chemical space, which
has been estimated to contain more than 1060 molecules (8). Be-
cause biological space interacts with only a fraction of chemical
space, synthetic attempts to increase randomly the molecular

diversity of a chemical library by introducing a high level of
structural variability/complexity drastically reduce the libraries’
fitness to a given biological selection/screen, which results in
most molecules being inactive. Furthermore, screening of even
larger chemical collections to increase the chance of finding hits
can compromise assay functionality, sensitivity, and fidelity for
practical reasons (9). As the diversity and fitness of a library
can be conflicting goals, the careful design of a chemical library
becomes a critical aspect of combinatorial synthesis.

The notion of “privileged structures” describes selected struc-
tural motifs that can provide potent and selective ligands for
biological targets (10). Privileged structures typically exhibit a
greater tendency of interacting with biological targets and good
“drug-like” properties (11, 12). One of the most straightforward
and productive ways to generate “privileged” chemical libraries
is to use key biological recognition motifs as the diversity el-
ements for combinatorial synthesis (13). In this approach, a
variety of naturally occurring and synthetic heterocycles that
are known to interact with proteins involved in cell signaling
(e.g., kinases, cell surface and nuclear receptors, or enzymes)
are used as the core molecular scaffolds. Then, a variety of
substituents can be introduced into each of these scaffolds to
create a diverse chemical library. Using this method, a diverse
heterocycle library that consists of over 100,000 discrete small
molecules (representing over 30 distinct structural classes) was
generated with an average purity >90%, which has proven to
be a rich source of biologically active small molecules targeting
various proteins involved in a variety of signaling pathways.

The screening method is another important factor for the phe-
notypic approach. Although the use of simple reporter systems
or enzymatic activity assays would allow higher throughput in
cell-based assays, the monitoring of more complex phenotypic
changes (e.g., cell morphology, multiple biomarker expression
and localization, and cell physiology) by high content imag-
ing methods substantially reduces false analysis from primary
screens and provides broader assay versatility (14, 15). Further-
more, informatics on the matrix of assays/compounds/genes has
facilitated bioactive compound identification and deconvolution
of their mechanism.

Small-Molecule Regulators
of Stem Cell Fate

Self-renewal
Self-renewal is the process by which a stem cell divides to
generate one (asymmetric division) or two (symmetric division)
daughter stem cells with identical developmental potentials as
the mother cell (16). The self-renewal ability of stem cells is
central to development and the maintenance of adult tissues.

Self-renewal of stem cells can be regarded as a combined
phenotypic outcome of cellular proliferation and inhibition of
differentiation and cell death. Consistent with this notion are
the findings that self-renewal of murine embryonic stem (mES)
cells can be achieved in the absence of feeder cells and serum
in a chemically defined media condition by the combined ac-
tivity of two key signaling molecules: LIF/interleukin 6 (IL6)
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family members and bone morphogenic protein (BMP) (17).
LIF activates STAT (signal transduction and activation of tran-
scription) signaling through a membrane-bound gp130-LIFR
(LIF receptor) complex to promote proliferation and to inhibit
mesoderm and endoderm differentiations of mES cells via a
Myc-dependent mechanism. BMP induces expression of Id (in-
hibitor of differentiation) genes via Smad signaling and inhibits
differentiation of mES cells to neuroectoderm.

To gain a better understanding of ESC self-renewal, a
cell-based screen for small molecules that can promote mESC
self-renewal was carried out using an established Oct4-GFP
reporter mESC line and examining pluripotency marker ex-
pression (Oct4) as well as morphological analysis (undiffer-
entiated ESCs having compact colony morphology). A novel,
synthetic small molecule named pluripotin was discovered in
this screen that is sufficient to propagate mESCs in the pluripo-
tent state under chemically defined conditions in the absence of
feeder cells, serum, and LIF. Long-term cultures of mESCs with
pluripotin can be differentiated into cells in the three primary
germ layers in vitro, and they can also generate chimeric mice
and contribute to the germ line in vivo. Affinity chromatog-
raphy using a pluripotin-immobilized matrix identified ERK1
and RasGAP as the molecular targets of pluripotin. Additional
biochemical and genetic experiments confirm that pluripotin is
a dual-function, small-molecule inhibitor of both ERK1 and
RasGAP, and that simultaneous inhibition of both protein ac-
tivities is necessary and sufficient for pluripotin’s effects on
mESCs. Because pluripotin’s mechanism of action is indepen-
dent of LIF, BMP, and Wnt signaling, this study suggests that
ES cells may possess the intrinsic ability to self-renew and that
inhibition of differentiation pathways would be sufficient for
maintaining the undifferentiated state. Thus, not only did the
discovery of pluriotin provide interesting insights to the mecha-
nism of ESC self-renewal, but it also exemplified the power of
small-molecule screens in that it is possible to modulate more
than one target by a single small molecule to achieve a de-
sired complex biological phenotype. In addition to the unbiased
phenotypic screen described above, based on known mecha-
nistic insights, p38 (e.g., SB203580), MEK (e.g., PD98059),
or GSK3 (e.g., BIO) inhibitors have been shown to enhance
self-renewal of mESCs in the presence of additional signaling
inputs (18–20).

Consistent with the self-renewal model, recent studies on
Notch signaling exemplified the contribution of cell survival
signaling to stem cell self-renewal. Androutsellis-Theotokis et
al. (19) found that activation of Notch promotes fetal neural
stem cell (NSC) survival, most likely through activation of
AKT, STAT3, and mTor; this survival signal is antagonized by
JAK and p38 MAPK, and applying JAK and p38 inhibitors
significantly improves survival of NSCs. Interestingly, this
mechanism also functions in human ESCs. Moreover, p38
inhibitors have also been shown by another independent study
to promote HSC life span, which confirms even more the role
of p38 in stem cell self-renewal (21). Although the details of
the molecular mechanism still need to be worked out, these
inhibitors clearly have had a beneficial effect on stem cell
culture.

Most stem cells can divide via either asymmetric or sym-
metric modes (22). Because each asymmetric division gener-
ates one daughter with a stem-cell fate (self-renewal) and one
daughter that differentiates, it was postulated that asymmetric
division could be a barrier to stem cell expansion. Therefore,
conversion of asymmetric division to symmetric division would
promote self-renewal and long-term culture of stem cells. In-
deed, this idea was confirmed by using one small molecule, the
purine nucleoside xanthosine (Xs) (23). This small molecule
promotes guanine ribonucleotide biosynthesis that reversibly
converts cells from asymmetric division kinetics to symmetric
division kinetics. It was found that Xs derived from stem cell
lines exhibit Xs-dependent symmetric kinetics, and this derived
stable line shows enhanced self-renewal. This study underscores
the importance of balance between the two modes of division,
both to stem cell expansion and to the regenerative capacity of
adult stem cells.

One major challenge in hESC culture is a low survival rate af-
ter cell dissociation. Genetic manipulation (e.g., gene-targeting),
and to a lesser extent, routine culture and directed differen-
tiation are all reliant on clonal survival and/or cell dissocia-
tion. In a small screen, a selective small-molecule inhibitor of
p160-rho-associated coiled-coil kinase (ROCK), Y-27632, was
found to increase hESC survival. The mechanism of action by
which Y-27632 inhibits apoptosis, which is yet to be identi-
fied, should yield insights as to the causes of poor survival after
dissociation (24).

Recent studies have identified multipotent isl1+ cardiovascu-
lar progenitors (MICPs) in mouse embryos, and they have also
been cloned from mESCs (25). MICPs can produce the three
main cell types of the heart: cardiac muscle, smooth muscle,
and endothelial cells. To gain insights into the pathways and
mechanisms that regulate the self-renewal and differentiation
of MICPs, a high-throughput screen was completed to iden-
tify small molecules capable of inducing expansion of isl-1+
MICPs (26). Several molecules were identified that significantly
increased MICP expansion, with the potent GSK-3beta inhibitor
BIO being one of the strongest. Furthermore, replacement of
BIO and CMCs with a Wnt3a-producing feeder layer also fa-
cilitated MICP expansion, whereas treatment with Dickkopf-1
(DKK-1), which is an extracellular inhibitor of Wnt signaling,
decreased the number of isl-1+ progenitor cells. Interestingly,
BIO treatment also induced expansion of human isl1+ pro-
genitors, which suggests a conserved role of Wnt signaling in
self-renewal of MICPs.

Lineage-specific differentiation
Differentiation is the developmental process by which early
pluripotent cells acquire the features of late-stage, mature cells
such as neurons, hepatocytes, or heart muscle cells. Currently,
few examples of devised, highly selective, and efficient condi-
tions for stem cell differentiation into specific homogeneous cell
types have been reported because of a lack of understanding of
stem cell signaling at the molecular level. Small-molecule phe-
notypic screens provide another means to generate desired cell
types in a controlled manner. Several small molecules have been
identified by this method that modulate specific differentiation
pathways of embryonic or adult stem cells.
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Neural and neuronal differentiation

Retinoic acid (RA), forskolin, and HDAC inhibitors have been
shown/used to induce neuronal differentiation of hippocampal
adult neural progenitor cells. However, these factors are ei-
ther pleiotropic or of undefined physiologic relevance: RA has
neuronal subtype patterning activity and also been reported to
induce cardiac differentiation (27) as well as pancreatic differ-
entiation (28); HDAC inhibitors are nonspecific; and forskolin
activates protein kinase A and serves to increase the cellular
levels of the general signaling molecule cAMP (29).

Neuropathiazol, which is a substituted 4-aminothiazole, was
identified recently from a high-content imaging-based screen of
chemical libraries that specifically induces neuronal differenti-
ation of multipotent adult hippocampal neural progenitor cells
(30). More than 90% of the neural progenitor cells treated with
neuropathiazol differentiated into neuronal cells as determined
by immunostaining with βIII tubulin and the characteristic neu-
ronal morphology. Interestingly, neuropathiazol can also inhibit
astroglial differentiation induced by LIF and BMP2, whereas
RA cannot, which suggests that neuropathiazol functions by a
different mechanism and has more specific neurogenic induc-
ing activity. The precise molecular target(s) of neuropathiazol
is still unknown, although its identification will surely provide
mechanistic insights into neuronal differentiation. Additionally,
neuropathiazol can be used as a specific inducer to generate ho-
mogeneous neuronal cells, and it may serve as a starting point
for development of small-molecule drugs to stimulate in vivo
neurogenesis.

In an elegantly devised approach, functional motor neu-
rons were generated from mESCs by sequential treatments
with RA (neuralizing and caudalizing mESCs) and a specific
small-molecule agonist (Hh-Ag1.3) of Hedgehog (Hh) signaling
(ventralizing the caudalized cells) (31). This experiment under-
scores the importance of following developmental progression
through sequential induction and combinatorial factors for gen-
erating a late-stage cell type from early stem cells.

Differentiation of mesenchymal
stem/progenitor cells

Mesenchymal stem cells (MSCs) are capable of differentiating
into all mesenchymal cell lineages, such as bone, cartilage, adi-
pose, and muscle, and play important roles in tissue repair and
regeneration. Many small molecules have been used to control
the differentiation of mesenchymal stem/progenitor cells to a
variety of cell types. For example, 5-aza-C (a DNA demethyla-
tion agent) can induce C3H10 T1/2 cells (a mouse mesenchymal
progenitor cell line) to differentiate into myoblasts, osteoblasts,
adipocytes, and chondrocytes by enhancing cell differentia-
tion competence via epigenetic modifications. Dexamethasone
(a glucocorticoid receptor agonist) is another kind of epige-
netic modifier, and its combination with other small molecules,
such as ascorbic acid, β-glycerophosphate, isobutylmethylxan-
thine (IBMX, a nonspecific phosphodiesterase inhibitor), or
peroxisome proliferator-activated receptor γ (PPARγ) agonists
(such as rosiglitazone) have been used widely to modulate os-
teogenesis or adipogenesis of MSCs under specific conditions
(32, 33). To identify small molecules that selectively induce

osteogenesis of MSCs, a high-throughput screen of chemical li-
braries in C3H10 T1/2 cells using an enzymatic assay of alkaline
phosphotase (a specific osteoblast marker) led to the identi-
fication of a novel synthetic small molecule, purmorphamine
(13). Genome-wide expression profiling in conjunction with
systematic pathway analysis were used to reveal that the Hh
signaling pathway is the primary affected biological network
by purmorphamine (34). Additional studies, including chemical
epistasis using known Hh pathway antagonists (cyclopamine
and forskolin), have confirmed that purmorphamine’s mecha-
nism of action on osteogenesis is through specific activation of
the Hh pathway, and it acts at the level of Smoothened (Smo)
(35). More recently, it was shown that purmorphamine directly
targets the protein Smoothened (Smo) through competitive dis-
placement assays using fluorescently-tagged cyclopamine.

Recently, a small-molecule screen completed in zebra fish
embryos identified prostaglandin E2 (PGE2) synthesis as a
novel modulator of vertebrate HSC function (30). Molecules
that up regulated PGE2 synthesis increased HSC function,
whereas those that lowered PG synthesis decreased HSC func-
tion. Moreover, treatment with a stabilized 16,16-dimethyl
derivative of PGE2 improved kidney marrow recovery after
irradiation in the adult zebra fish. Furthermore, PGE2 also in-
duced an amplification of multipotent progenitors derived from
mESCs, which demonstrates a conserved role in vertebrate
species. These studies suggest that modulation of the PGE2
pathway could potentially be used to treat patients undergoing
bone marrow transplant or to treat anemia.

Regeneration

Terminally differentiated, post-mitotic mammalian cells are
thought to have little or no regenerative capacity, as they are
already committed to their final specialized form and function
and have permanently exited the cell cycle (36). However, it
is conceivable that appropriate stimulation of mature cells to
re-enter the cell cycle and proliferate may provide new ther-
apeutic approaches for treating various degenerative diseases
and injuries. The mammalian cardiomyocyte is one such mature
cell type that has attracted substantial research efforts toward
its regeneration. Using a target-based approach, a p38 MAPK
inhibitor, SB203580, and a GSK3 inhibitor, BIO, have been
shown independently to promote proliferation in both neonatal
and adult cardiomyocytes indicated by BrdU incorporation and
histone 3 phosphorylation (37, 38). The proliferation in adult
cardiomyocytes was also observed to be associated with tran-
sient dedifferentiation of the contractile apparatus. Activation
of canonical Wnt signaling by BIO also promotes prolifera-
tion of cardiac progenitor cells. The pancreatic β cell is another
highly sought cell type for regeneration, the transplantation of
which, in conjunction with simultaneous prevention of their
immune destruction, may represent a “cure” for type 1 dia-
betes. Recent phenotypic screens of large chemical libraries
have identified several classes of small molecules that can pro-
mote proliferation of human β cells, among which p38 inhibi-
tion was identified as the mechanism of action for one class
of molecules. A major challenge lying ahead for proliferation
of mature cell types is that the process typically is associated

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 5



Small Molecules to Control Stem Cell Fates

with loss of the cell phenotype (e.g., proliferated β cells un-
dergo eptithelial-to-mesenchymal transition (EMT) to acquire
fibroblast-like features, and they typically do not redifferentiate
back to the mature β cells). Strategies for inducing functional
redifferentiation of the proliferated cells or for inhibiting loss
of cell identity while proliferating are highly desirable and are
under intense investigations. It should be noted that a synthetic
purine analog, myoseverin, was identified previously from a
phenotypic screen, which can induce cleavage of multinucleated
myotubes to generate myoblast-like cells, which can proliferate
and redifferentiate into myotubes (39).

In the mammalian CNS, failure of axonal regeneration is
attributed not only to the intrinsic regenerative incompetence
of mature neurons but also to the inhibitory actions of CNS
myelin and molecules in the glial scar at the lesion sites. In a
cell-based screen to identify small molecules that can counteract
the inhibitory activity of CNS myelin, several EGFR inhibitors
(including PD168393 and AG1478) were found to promote neu-
rite outgrowth of cerebellar granule neurons on an immobilized
myelin substrate (40). More importantly, PD168393 and Er-
lotinib, which is an EGFR inhibitor approved by the U.S. Food
and Drug Administration for the treatment of cancer, were found
to be effective in vivo in promoting axonal regeneration, pro-
viding promise for treatment of brain and spinal cord injury in
humans (40).

Cellular reprogramming

It was long thought that tissue/organ-specific stem/progenitor
cells could give rise only to cells of the same tissue type
but not to those of different tissue. In other words, they have
irreversibly lost the capacity to generate cell types of other
lineages in the body. However, recently several reports have
demonstrated that tissue-specific stem cells may overcome their
intrinsic lineage-restriction during exposure to a specific set of
in vitro culture or in vivo conditions. For example, recently the
Yamanaka group (41) has demonstrated that cells from mouse
embryonic fibroblast culture can be induced into a pluripotent
state during transduction with four genes (Oct-3/4, c-Myc, Sox2,
and Klf-4) in vitro. These results were extended recently to
demonstrate germline transmission of the induced pluripotent
cells (42). An extreme example is the reprogramming of a so-
matic cell to a totipotent state by nuclear transfer cloning, where
the nucleus of a somatic cell is transferred into an enucleated
oocyte or the extracts of the oocyte are fused with a somatic
cell (43, 44). Although in mammals neither transdifferentiation
nor dedifferentiation has yet been identified as a naturally oc-
curring process (except in certain disease states), the discovery
of cell plasticity raises the possibility of reprogramming a re-
stricted cell’s fate. The ability to dedifferentiate or reprogram
lineage-committed cells to multipotent or even pluripotent cells
might overcome many obstacles associated with using ESCs
and adult stem cells in clinical applications (e.g., immunocom-
patibility, cell isolation and expansion, or bioethics).

To identify small molecules that induce reprogramming of
lineage-committed myoblasts, a cell-based screen was designed
based on the notion that lineage-reversed myoblasts would
regain multipotency. Specifically, dedifferentiated myoblasts

would acquire the ability to differentiate into (otherwise nonper-
mitted) mesenchymal cell types under conditions that typically
induce differentiation of only multipotent MSCs into adipocytes,
osteoblasts, or chondrocytes. A two-stage screening protocol
was used in which C2 C12 myoblasts were treated initially with
compounds to induce dedifferentiation; compounds were then
removed, and cells were assayed for their ability to undergo os-
teogenesis during addition of known osteogenic inducing agents.
Reversine, which was a 2, 6-disubstituted purine, was found to
have the desired dedifferentiation inducing activity (45). It in-
hibits myotube formation, and reversine-treated myoblasts can
redifferentiate into osteoblasts and adipocytes during exposure
to the appropriate differentiation conditions. In addition, the re-
programming effect of reversine on C2 C12 cells (as well as
some other cell types) can be shown at the clonal level, which
suggests its effect is inductive rather than selective. Further-
more, reversine has also been shown to induce reprogramming
of primary mouse and human fibroblasts to a multipotent state,
which can be redifferentiated to functional myoblasts and my-
otubes under myogenic conditions, which suggests that rever-
sine’s reprogramming mechanism might be general to different
cell types (46).

Affinity chromatography experiments revealed that nonmus-
cle myosin II heavy chain (NMMII) and MEK1 are cellular
targets of reversine. Mechanistic analysis demonstrated that
reversine acts by inhibiting both NMMII and MEK1. Inhibi-
tion of NMMII induces G2/M phase accumulation/staging and
cytoskeletal remodeling, whereas MEK1 inhibition serves to
modulate signaling, including acetylation of histone H3. Addi-
tionally, PI3K signaling was found to be essential to reversine
activity (47).

Modulators of developmental pathways
and epigenetic modifiers

Developmental signaling pathways, such as Wnt, Hh, TGF/
BMP, and Notch, control embryonic patterning and cell be-
havior during development and play important roles in regu-
lating tissue homeostasis and regeneration in adulthood. The
known chemical modulators of these developmental pathways
have been used widely, including GSK3β inhibitors as agonists
of a canonical Wnt pathway, fumagillin as an antagonist of a
noncanonical Wnt pathway, purmorphamine as an agonist and
cyclopamine as an antagonist of an Hh pathway, DAPT as an
antagonist of a Notch pathway, and SB431542 as an inhibitor
of TGFβ/Activin signaling (18, 34, 48–50).

Although activation of Wnt, Hh, and Notch pathways is in-
volved in various regenerative processes, their aberrant activities
are also associated with cancer induction. Strategies to control
the activity of these pathways for regeneration while avoiding
tumor induction are highly attractive. One possible approach
would be enhancing the desired pathway activity by a syner-
gistic agonist, which would be effective only at where it is
needed (i.e., the pathway activity is inadequate), rather than
using a general pathway activator, which ectopically activates
the signaling. To identify novel compounds and pathways that
interact with the canonical Wnt/β-catenin signaling pathway,
a reporter-based screen was carried out recently for molecules
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that synergistically activate signaling in the presence of Wnt3a.
A 2,6,9-trisubstituted purine compound, QS11, was identified to
synergize with canonical Wnt ligand both in vitro and in vivo
(51). Affinity chromatography identified ARF-GAP as a tar-
get of QS11. Additional functional studies have confirmed that
QS11 inhibits the ARF-GAP function, and as a consequence,
it modulates ARF activity and β-catenin localization. Because
ARFs play important roles in endocytosis, this study established
another link between the endocytosis pathway and Wnt signal-
ing, and it provides a useful chemical tool to modulate the Wnt
pathway and explore novel functions of ARF-GAPs in cell cul-
ture and whole organisms.

Epigenetic modifications are central processes in stem cell
differentiation and reprogramming that can control specific and
heritable gene expression pattern in cells without altering the
DNA sequence. Therefore, molecules directly regulating epige-
netic machineries and changing the epigenetic status of cells
should affect cell fate. Major epigenetic modifications include
DNA methylation and histone modifications (acetylation, phos-
phorylation, methylation, and ubiquitination). 5- azacytidine and
its analogs are widely used DNA demethylation agents, and
they have been shown to increase cellular plasticity or induce
differentiation of certain stem/progenitor cells (52, 53). HDAC
inhibitors (e.g., TSA and VPA) have also played essential roles
in studying histone acetylation and have been developed for
the treatment of cancers. Like all signaling/epigenetic mod-
ulators, their effects are context-dependent; they have been
shown to enhance self-renewal of HSCs, induce neuronal dif-
ferentiation of NSCs, or promote myogenesis of muscle cells
(54–56). In addition to these two widely used epigenetic modi-
fiers, small-molecule inhibitors for protein arginine methyltrans-
ferases (PRMTs) (41), histone methyltransferases (HMTs, e.g.,
Suv39H1) (42) and histone demethylases (e.g., LSD1) (43) have
been identified recently via various approaches. With ongoing
efforts of generating additional, more precise epigenetic chemi-
cal probes, these modifiers will no doubt contribute substantially
to epigenetic control and stem cell regulation.

Conclusion

Stem cell research provides tremendous opportunities for under-
standing human development, regeneration, and diseases, and it
offers great promise for developing cell-based or drug therapies
to treat devastating diseases and injuries. Small molecules have
proven to be useful probes of stem cell biology, from stimu-
lation of homogenous self-renewal or differentiation conditions
for stem cells that are essential for future cell-based therapy,
to facilitation of drug development for controlling endogenous
regeneration and treating cancers. However, many challenges
remain, including the design of better chemical libraries and
screening strategies to identify systematically small molecules
that regulate the desired cellular process; developing more ef-
ficient methods to understand the underlying mechanism; and
translating in vitro discoveries into approaches for in vivo regen-
eration of desired tissues/organs by small-molecule therapeutics.
Nonetheless, it is clear that identification of additional small
molecules that control stem cell fate will significantly facilitate

studies of stem cell biology and contribute to the development
of regenerative medicine.
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Five categories of steroid hormones exist in humans, including androgens,
estrogens, glucocorticoids, mineralocorticoids, and progestins. These
hormones affect virtually every tissue and organ in the human body and
play major roles in the development, differentiation, and homeostasis of
normal individuals. Antisteroids usually possess nonsteroidal structures but
still block the actions of the steroid hormones and are important tools in
endocrine therapies of pathologic conditions. Therefore, how the body
regulates where, when, and how much a response to steroids occurs is of
major importance. Here we survey what is known about the genomic
responses to steroid hormones, each of which is mediated by a unique
intracellular receptor protein that interacts with the cellular DNA to modify
the rates of gene transcription. These receptors are members of a much
larger superfamily of steroid/nuclear receptors, most of which bind either
nonsteroidal ligands or no known ligand. Nongenomic (i.e., pathways
without initial involvement of genomic DNA) and secondary responses (i.e.,
changes that require protein synthesis to alter gene transcription) are
additional important effects of steroid hormones but are not discussed
here. The emphasis is on the biochemistry of the five classes of steroid
hormones, the techniques used to study steroid hormone action, and the
basic mechanistic steps by which steroids alter gene expression.

Steroid hormones can increase and decrease the level and/or
activity of a large number of proteins in eukaryotes. Steroid
hormones were first discovered in humans, where they play
essential roles in development, differentiation, homeostasis,
and endocrine therapies. However, current interest in steroid
hormones is increasing because they constitute excellent model
systems for examining the control of gene expression. Many
human pathologies result from the inappropriate expression of
protein(s). Thus, to treat disease states, it is critical to understand
the normal processes governing how, when, and how much of
the information encoded in the DNA of cells is transcribed
to mRNAs and eventually into proteins, which perform most
of the functions of cells. Steroid hormones provide excellent
model systems with which to address these clinically relevant
questions.

Biochemistry of Steroid Hormones

Five classes of steroid hormones are produced in humans:
androgens, estrogens, glucocorticoids, mineralocorticoids, and
progestins. The structures of several steroid hormones were
elucidated in the 1930s. The common feature among each
compound is the fused four-ring structure (Fig. 1a) or steroid
ring structure that is the defining characteristic of all steroids.
The first synthetic steroid, the estrogen equilenin, was prepared
in 1939 (1). The numerous synthetic schemes for preparing
steroid hormones will not be addressed here. The reader is
directed to the article on the Chemistry of Steroid Hormones
elsewhere in this reference for this material.
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Steroid hormones bind to receptor
proteins

The discovery that steroid hormones bind to unique proteins
with high affinity and selectivity commenced with the demon-
stration by Jensen and Jacobson that [3H]estradiol bound tightly
to species found only in the target tissues of estrogens (2).
These binders were discovered to be intracellular proteins. In
general, the protein that bound a given steroid with the high-
est affinity was called the cognate receptor for that steroid—
i.e., androgen receptor (AR), estrogen receptor (ER), gluco-
corticoid receptor (GR), mineralocorticoid receptor (MR), and
progesterone receptor (PR). More recently, these steroid recep-
tors have been found to be members of a larger superfamily of
about 150 members in over 30 subfamilies across a range of
species (3). Humans contain 48 receptors. Each receptor pro-
tein shares a highly homologous domain of about 66 amino
acids that contains two “zinc finger” motifs, each of which in-
cludes four cysteine residues (4). The homology between the
rest of the receptor proteins is much less. Many members of
this superfamily do not bind any known ligand and are thus
called orphan receptors. Other members bind ligands that are

not steroids, such as triiodothyronine (T3), retinoic acid, and
vitamin D, which is not a steroid although its precursor is a
steroid. The receptors for these later ligands are found almost
exclusively in the nucleus of cells, in either the presence or the
absence of ligand, and are therefore collectively called nuclear
receptors. These receptors are discussed in the article entitled
the Chemistry of Nuclear Receptors. This article will cover only
the receptors of the five steroid hormones of Fig. 1b.

Structure of steroid hormones

Agonist steroids

The structures of the major steroid hormones in humans are
shown in Fig. 1b. Each of these steroids elicits the maximal
response from their cognate receptor and are called agonist
steroids. The years after the structural elucidation of these
steroids witnessed an explosion of synthetic activity aimed at
making “better” steroids. These synthetic steroids (e.g., Fig. 1c)
have largely supplanted the naturally occurring steroids both
in clinical applications, which will not be covered here, and
in research. The structures of the synthetic steroid hormones
can be different from those of the natural steroids (e.g., DES
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Figure 1 Steroid structures. (a) Basic ring structure and position numbering of steroids with the four rings (a–d). (b) Naturally occurring steroids in
humans. (c) Common synthetic agonist steroids. (d) Common synthetic antisteroids.
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Synthetic Agonist Steroids
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Figure 1 (continued)

and DAC in Fig. 1c) (5). These synthetic ligands are all active
at lower concentrations than the natural steroids of Fig. 1b,
and thus, they exhibit a greater sensitivity, or potency but
have equal efficacy. More precisely, full agonists for a given
receptor induce (or repress) gene expression to the same level.
However, the concentration of these synthetic agonists required
for half of the maximal response (=EC50) is lower than that
of the natural steroids. The synthetic ligands are more stable to
metabolic degradation, and thus, they are longer acting, and
generally retain more activity when taken orally. They also
possess greater specificity than the natural steroids so that there
is less interaction with noncognate receptors (5).

Antisteroids

Not all compounds that bind to a given receptor give full
agonist activity, and some give no activity. These agents also
antagonize the actions of the above agonist steroids and are
therefore called antagonists or antisteroids. The amount of
residual agonist activity of an antisteroid, or the partial agonist
activity, is expressed as percent of maximal activity of a full

agonist steroid. Thus, a molecule with 15% partial agonist
activity will be a more effective antagonist than a different
compound with 50% partial agonist activity. Some naturally
occurring steroids are antisteroids for other receptors, such as
progesterone, which is an antagonist for glucocorticoid and
mineralocorticoid receptors. Most antisteroids are synthetic and
have very different structures (Fig. 1d). RU486 (RU38,486 or
mifepristone) is of interest as it is an efficient antagonist for
PRs, GRs, and ARs (6) but not MRs (7) or ERs. Unfortunately,
it is currently not possible to predict either what kind of activity
a new steroid will have or even to which receptor it will bind.
This issue will be discussed in greater detail below.

Current scope of steroid hormones
chemistry

Initially, the study of steroid hormones involved relatively un-
manipulatable biologic systems and was the purview of biolo-
gists. Over the years, new techniques in molecular biology such
as cloning, protein identification, and protein purification have
made it possible to alter selected macromolecules in cells and
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even in organisms. Thus, studies of steroid hormone action are
now amenable to many of the more precise experimental ma-
nipulations expected by chemists, many of whom have merged
with the biologists. Indeed, a complete understanding of steroid
hormone action will be achieved only when all components are
identified and characterized in the manner of more conventional
chemical reactions.

Biologic Background of Steroid
Hormones

In several instances, the steroid hormones were named for their
most prevalent biologic activity. Thus, the steroids found to
cause mobilization of glucose were called glucocorticoids. Min-
eralocorticoids were those steroids that regulated the balance of
the minerals sodium and potassium.

Source of steroids

All steroids are synthesized in humans from cholesterol. The
adrenal gland can synthesize all endogenous steroid hormones

and is the major source of glucocorticoids and mineralocorti-
coids. Most androgens are secreted from the testes, whereas
most estrogens and progestins derive from the ovaries. In post-
menopausal women and in men, a variety of sources, such as
adipose tissue, are the major source of estrogens, although in
much lower amounts (8). The environment contributes many
compounds, called xenobiotics and endocrine disrupters, that
can compete with the actions of endogenous steroids with of-
ten incompletely documented effects (9, 10), whereas plants are
the source of phytoestrogens that are ingested both intentionally
and unintentionally (11).

Transport of steroids

Almost all steroids reach the target organs through the circula-
tory system, which is the definition of an endocrine system. A
target organ, or cell, for a steroid is one that contains the cog-
nate receptors. Given the hydrophobic properties and relatively
low solubility in water of most steroids, their concentration in
the circulatory system is increased by their complexation with
serum-binding proteins such as corticosteroid binding globulin
(CBG). Although these proteins were initially thought to be
passive carriers of steroid, evidence now exists that they play
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a more active role in steroid hormone action (12). In general,
steroids enter cells by passive diffusion, although multi-drug re-
sistance transporters can facilitate the depletion of intracellular
steroids (13).

Basic features of steroid hormone action

The general mechanism of receptor-mediated action of steroid
hormones is very similar for each of the five classes. Briefly, the
steroid enters the cell and binds to an intracelluar protein. The
resulting receptor–steroid complex is converted in a poorly un-
derstood step called activation to a form that binds to specific,
biologically active DNA sequences (called hormone response
elements, or HREs) of the nuclear chromatin. These HRE-bound
receptor–steroid complexes recruit various cofactors and then
interact with the transcription complex containing RNA poly-
merase II to modify the rates of transcription of a nearby DNA
sequence coding for an expressed protein (Fig. 2). This alter-
ation of transcription rate is typically fast (15–30 min) (14).

The mechanism of steroid receptor-mediated changes in tran-
scription has occupied center stage over the last 40 years. Se-
rious attention is only just beginning to be paid to the role
of steroid receptors in other, often more rapid, processes that
occur within minutes (15, 16), such as the estradiol-mediated
activation of eNOS that proceeds in about 5 min (15). These
types of responses are frequently called “nongenomic” to indi-
cate that the steroid receptor does not interact with genomic

DNA. Steroid receptors have been reported in mitochondria
(17) and cell membranes, although it is not yet clear whether
all of these receptors are the same as the intracellular steroid
receptors (16, 18–22 vs. 23). Some of the membrane-bound
receptors for steroids are G protein-coupled receptors (24–27).
A recent report suggests that membrane-bound steroid recep-
tors can interact with, and augment the transcriptional activity
of, the intracellular receptors (24). Finally, steroids can bind to
nonreceptor molecules such as enzymes and transport proteins
(see above), which may have yet undiscovered consequences.

The “nongenomic” and “nonreceptor” responses to steroids
will not be covered here. Instead, we will concentrate on the
mechanisms by which the classic steroid hormones alter gene
transcription via their intracellular cognate receptor protein. We
will discuss only the primary effects of steroid hormones, which
are those rapid (15–30 min) events that lead to changes in
gene transcription without any requirement for protein synthesis.
It should be remembered that at a sufficiently precise level,
the mechanism of action of each class of steroid hormone is
different from that of the others.

Methods for Study of Steroid
Hormone Action
Most readers are probably familiar with the use of radioactive
steroids, Scatchard plots, affinity labeling, sodium molybdate,

Cell
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Figure 2 General steps in steroid hormone action and their assays. The basic model depicts steroid (S) binding to its receptor molecule (R) to form
receptor–steroid complexes (RS), which attach to biologically active DNA binding sites (HRE) to eventually produce changes in the levels of specific
proteins. Experimental techniques to follow R at various stages in this pathway are indicated at the first point that each method can detect a signal. Most
methods can also be used to detect receptors at any step downstream of the one for which it is first used.
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immunofluorescence, gel shift assays, and Western and North-
ern blots to study steroid receptors. Over the last approximately
10 years, molecular biology has introduced many new tech-
niques that are directed toward detecting receptors at various
stages in their mechanism of action (Fig. 2). Two hybrid as-
says were developed to detect interacting proteins (screening
done in yeast) and then to characterize these interactions (usu-
ally performed in mammalian cells) (28, 29). Cell-free pulldown
assays with one partially purified protein offer more definitive
evidence for a direct interaction under cell-free conditions be-
cause many potential adapter proteins have been removed. This
removal can be accomplished either by attaching an immuno-
genic or high affinity tag on one protein (30) or, in the case of
steroid receptors, using the DNA binding properties of receptors
to immobilize the receptor and associated proteins (31). Coim-
munoprecipitation (co-IP) assays demonstrate that two or more
molecules from intact cells are present in the same complex.
Mass spectral identification of copurified proteins (by binding
or coIP) offer a more rapid method of identifying a large num-
ber of potential associated proteins, but time usually limits the
number of subsequently examined proteins to those that seem
to be particularly interesting (32). Fluorescent-tagged receptors
are excellent for observing the real-time location of receptors,
with FLIP and FRAP being methods of determining the rate of
protein movement (33). Unfortunately, these methods are not
yet sensitive enough to see receptors at a single copy of re-
sponsive gene. Chromatin immunoprecipitation (ChIP) assays
reveal the presence and kinetics of molecules binding to small
regions of responsive genes, like the HREs (34). The advantage
of ChIP assays is their ability to interrogate endogenous genes,
even if the resolution is low (∼500 bp). Chromatin conforma-
tion capture (CCC) assays detect two separated DNA sequences
that are brought together because of the binding of one or more
proteins (35). The use of transiently transfected siRNAs in tis-
sue culture cells offers a much simpler method for blocking
the expression of selected genes, or at least for reducing the
level of translation from the corresponding mRNA, than for
preparing gene knockouts in whole animals (36). Microarrays,
in which the level of tens of thousands of mRNAs can be deter-
mined, offer an unprecedented ability to determine the effects
of steroid hormones on essentially the entire genome of a tis-
sue (37). ChIP-on-chip assays use the microarray technology
to determine to which regions of the genome receptors (and
other proteins) are bound in ChIP assays (37). Systems biology
approaches, and the associated model building, provide a pow-
erful method of identifying testable mechanistic hypotheses for
which no experimental evidence previously existed (38).

Molecular Biology/Chemistry
of Steroid Hormone Action

Structure of steroid receptors

All members of the steroid/nuclear receptor superfamily have
the same overall structural organization (Fig. 3) (39). The
66 amino acid DNA binding domain (DBD) is in the middle

Figure 3 Schematic diagram of functional domains of steroid receptors.
The initially labeled domains of A–F are also known by the various activities
in each segment of the receptor: activation function 1 (AF1) in domains
A&B, DNA-binding domain (DBD) in domain C, hinge region (Hinge) in
domain D, ligand-binding domain (LBD) and activation function 2 (AF2) in
domain E, and a carboxy-terminal domain F.

and is the criterion for superfamily membership because of the
high amount of conserved sequence (4). The amino-terminal
domain containing the activation function 1 (AF1) displays the
greatest variability in length (∼200 to 600 amino acids) and
possesses ≤15% homology between receptors. A small hinge re-
gion separates the DBD from the multifunctional ligand binding
domain (LBD) (40), which includes the second activation func-
tion (AF2) and is 245 residues long for GRs (41). High amounts
of homology exist between the LBDs of several steroid recep-
tors, which accounts for the fact that ligand binding is rarely
totally specific (5). Given the large number of biologic activities
that are mediated by the LBD (see below and Reference 40),
it is not surprising that most mutations are loss of function or
neutral. Gain of function mutations that augment receptor prop-
erties are rare (42, 43), although many more mutations alter the
binding properties of receptors (44–46) .

Receptor isoforms and variants

Variations in the translational start site, and in mRNA splicing,
are two common ways in which receptor isoforms can be
formed. Isoforms with identical LBDs and different amino
termini occur because of different transcriptional or translational
start sites, such as the long and short forms of PR (PR-B and
PR-A, respectively), a variety of ERs (47), and multiple forms of
GR (48). These isoforms bind ligand with relatively unchanged
affinity but usually display different biologic activities. Splicing
isoforms can have dramatically altered properties, such as GRβ,
which no longer binds steroid. GRβ is found in humans (49) but
not in mice (50) and contains a different and smaller sequence
for the C-terminal 50 amino acids than the full-length GRα.
The sole steroid receptor encoded by two different genes is ER.
The classic ER is ERα. The closely related ERβ was discovered
only in 1996 (51) and often has very different biologic activities
(52). The properties of these interesting additional forms of
the steroid receptors, including post-translationally modified
receptors, are beyond the scope of this article and will not be
covered.

Intracellular localization of receptors

In contrast to most receptors, most ligand-free steroid receptors
are not membrane bound. They can be cytoplasmic or nuclear,
depending on the receptor and the time scale. At a given instant,
ERs are mostly nuclear, like the nuclear receptors. For the other
receptors, the amount of nuclear localization is PR > MR >

AR and GR. However, the dynamic picture is that receptors are
“shuttling” back and forth across the nuclear membrane (53)
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in a manner that is influenced by various factors, including the
phosphorylation of receptors (54). The biologic consequences
of changing the equilibrium position of the shuttling reaction is
not yet clear, and all receptors become strongly localized to the
nucleus after binding steroid.

Proteins associated with unactivated
receptors

All steroid-free receptors are associated with other proteins re-
gardless of their whole cell localization. Detailed experiments
with PRs and GRs have uncovered the workings of a com-
plex of five proteins (hsp90, hsp70, Hop, hsp40, and p23),
often called chaperone proteins, which participate in the as-
sembly of newly synthesized receptors to the form capable of
binding steroid (reviewed in Reference 55). Although hsp90 is
required for the “maturation” of receptors, it does not seem
to be required for the de novo folding of proteins (56). This
“maturation” consists of both promoting cleft opening (to allow
high affinity steroid binding) and to limit excessive cleft open-
ing (to prevent receptors from being targeted for degradation)
(57). The final assembled complex retains hsp90 and p23 along
with one of four tetratricopeptide repeat (TPR) proteins: three
immunophilins (FKBP51, FKBP52 = hsp56, and Cyp40) or
protein phosphatase 5 (PP5). This heterogeneity of ligand-free
receptors theoretically could lead to a diversity of biologic re-
sponses but that has not yet been documented. Intriguingly, it
seems that chaperone proteins such as p23 and hsp90 may also
facilitate the disassembly of receptor-containing transcriptional
complexes (58, 59). The nuclear receptor RXR is a ubiquitous
heterodimerizing partner of other nuclear receptors. The only re-
port of a steroid receptor interacting with RXR is for ER, which
in several respects is closer to the nuclear receptors than to the
other classic steroid receptors, but the ER/RXR heterodimers
did not bind to an estrogen response element or inhibit DNA
binding of ERs (60).

Steroid-induced changes in receptor
structure

The first biochemical evidence that steroid binding modifies re-
ceptor structure was that protease digestion produced different
sized fragments (61). The ability of this simple technique to
discriminate between agonist and antagonist ligands has met
with limited success (62, 63 vs. 64, 65). Hydrogen/deuterium
exchange mass spectroscopy has been used to distinguish be-
tween agonist and antagonist binding (66). Nuclear magnetic
resonance permits a more thorough examination of receptor
structure, and especially protein motion, but the current meth-
ods of signal acquisition limit the size of molecules studied to
<50 kDa. However, new techniques may be able to increase the
size limitations to include intact steroid receptors (67).

X-ray structures of receptors

X-ray crystallography provides the most complete structural
data of proteins. Unfortunately, no X-ray structure of an intact
receptor is yet available. Numerous structure determinations of
receptor LBDs exist (see below for DBD structures), and they

Figure 4 X-ray structure of the GR LBD/Dex/TIF2 complex. Two
90-degree views are shown. The bulk of the LBD is shown in yellow with
β strands in pink. The bound TIF2 peptide is in purple. Regions of the LBD
that play major roles in TIF2 binding are shown in red (the AF-2 helix =
helix 12) and blue. The bound dexamethasone molecule is in space-filling
representation with carbon, oxygen, and hydrogen colored in green, red,
and white, respectively. Reprinted from Reference (69) with permission
from Elsevier.

all show the same basic feature of an “α-helical sandwich” com-
posed of 12 α-helices and 2 β-sheets (Fig. 4) (68, 69), although
the number of α-helices (10-13) and β-sheets (2-4) can vary
across the entire family of steroid/nuclear receptors. Significant
differences were noted between agonist- and antagonist-bound
receptors because of induced-fit changes in protein structure,
but they are not yet predictable (70) because small changes in
ligand-binding position can yield much larger effects on receptor
structure (71).

The first X-ray structures of ligand-free and ligand-bound
receptors were not of the same receptor. Nevertheless, they
suggested an attractive model in which the C-terminal helix
(helix 12) was triggered (like a “mousetrap”) to close over the
ligand-binding pocket upon steroid binding (68). The generality
of this model is unclear, though, because no repositioning of
helix 12 was observed in ligand-free and ligand-bound forms
of two nuclear receptors [PPARγ (72) and PXR (73)] and
because residues C-terminal of helix 12 seem to be important
for steroid binding to PRs (74), GRs (65), and ARs (75). An
alternative path for ligand binding to and dissociation from
thyroid receptors (a nuclear receptor) has been proposed to
occur through an opening caused by a proline that creates a kink
in helix 3 (76). Again, this may not be general as all steroid
receptors are lacking the comparable proline residue (68). Thus,
multiple binding mechanisms with attending conformational
changes may exist.

Nuclear Binding of Receptors
Activation
Regardless of whether the initially formed receptor–steroid
complex is cytoplasmic or nuclear, a still poorly understood pro-
cess called activation (or transformation) converts the complex
into a species with increased affinity for DNA and for nuclei.
The term “activation” was defined before it was possible to ex-
amine receptor binding to the promoter regions of endogenous
genes. This definition may need revision because it is now clear
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that ligand-free steroid receptors can bind to the HREs of regu-
lated genes, albeit with little observable transcriptional activity
(77, 78, 79). This finding should be contrasted with the promoter
binding of ligand-free nuclear receptors, which usually decrease
gene transcription. In all cases, however, agonist steroid binding
initiates events that alter gene transcription. Activation for DNA
binding is affected by heat, salt, dilution, ATP, RNAse, and high
pH (80), and it is blocked by the salts of molybdate, vanadate,
and tungstate (81). It is also accompanied by the loss and/or
increased rate of dissociation of many associated non-receptor
proteins (57). This step is not microscopically reversible, but un-
activated GR and PR can be regenerated in an ATP-dependent,
reticulocyte lysate system (reviewed in Reference 55).

Nuclear translocation and DNA binding
The only way into the nucleus is through the nuclear pores. The
entry of all molecules larger than ≈60 kDa, including all steroid
receptors, is mediated by two nuclear translocation sequences
in the hinge region and LBD of the receptors and proceeds via a
two-step process. The first step, binding to nuclear pores, is fol-
lowed by active transport of the receptor through the pores (82).
Once in the nucleus, the activated receptor–steroid complexes
readily bind to naked DNA, both biologically active sequences
(or HREs) and nonspecific DNA. Whether receptors bind to
DNA as monomers or preformed dimers is still debated. Recent
studies with progesterone receptors (83) and other DNA-binding
proteins (84) suggest that preexisting dimers dissociate and bind
to DNA cooperatively as monomers. Nonspecific DNA bind-
ing is thought to be important both for buffering the binding
to HREs and for facilitating the search of the HREs within
the cellular genome (85). Each receptor binds to an HRE ei-
ther as a homodimer or as a heterodimer with a closely related
receptor [e.g., PR-A/PR-B (86), ERα/ERβ (87), and GR/MR
heterodimers (88)]. In contrast with the nuclear receptors, no
functional heterodimer of RXR with a steroid receptor has been
reported. The HRE has the features of an inverted palindrome
of six nucleotides on either side of a 3-nucleotide spacer. Con-
siderable variation in HRE sequence is tolerated by GRs (89)
and PRs (86), and maximal gene induction can be achieved with
suboptimal in vitro DNA binding sequences. Surprisingly, ARs,
GRs, MRs, and PRs, but not ERs, can all recognize many of the
same HRE sequences. The HRE sequence recognized by ERs is
much closer to that of the nuclear receptors (4). The binding of
ARs, GRs, MRs, and PRs to the same HRE would cause much
of the specificity that is gained by having separate receptors for
each steroid to be lost. Among the many mechanisms that may
restore specificity are differential responses of cofactor associa-
tion with receptors (90) and effects of flanking and spacer DNA
(91, 92).

All HREs have the properties of an enhancer in that their
activity to induce gene transcription is position and orientation
independent. HREs are commonly found within the 2 kb up-
stream of the promoter of regulated genes but can be much
further upstream (93, 94) and even downstream (95) of the start
of transcription. Those genes that are repressed by steroid re-
ceptors usually do not contain the same HRE sequences (96)
because the receptors are often bound to another protein that
directly contacts other DNA sequences (97, 98) but see (99).

Gene repression can also occur by preventing other factors from
binding to their regulatory sites in responsive genes (100, 101).

X-ray structures of DNA-bound receptors
Almost all X-ray structures to date are of the DBD complexed
with DNA. They all display several common features, including
a dimerization of the DNA-bound DBDs, which is consistent
with the highly conserved amino acid sequence of the DBDs,
including two “zinc fingers,” each of which contains four
cysteine residues that complex one Zn++ ion (Fig. 5). The
right-hand “knuckle” of the first zinc finger, or p-box, contains
part of the recognition helix for DNA binding and contacts
the major groove of the HRE double helical sequence. The
recognition helix is dominated by three amino acids of the
p-box: GS--V for AR, GR, MR, and PR and EG--A for ER.
The identical sequence in AR, GR, MR, and PR explains why
they all can bind to the same HREs. The sequence in ER is
very similar to the EG--G of the nuclear receptors. Interestingly,
despite the critical role of these residues in determining the
specificity of DNA binding, only one amino acid contacts the
DNA of the HRE (4, 102). The first X-ray structure of a steroid
receptor DBD, including the C-terminal extension (CTE) of the
DBD, is that for PR. This structure shows that, like the nuclear
receptors (4), additional contacts are made by the CTE in the
minor groove flanking the PRE sequence, thus extending the
size of the PR binding site (92).

Receptor binding to chromatin
Most DNA in cells is not present as naked DNA, waiting for
receptors to bind. Instead, a large assortment of proteins deco-
rates the DNA to give chromosomal DNA. The most abundant
proteins are the histones, which form nucleosomes and obscure
many of the intrinsic binding sites of proteins. In this manner,
most regions of the genome are rendered transcriptionally in-
active. In many cases, chromatin architecture greatly reduces
the basal level of gene expression and steroids increase the
efficiency of transcription by altering chromatin structure. In
other cases, often where the basal transcription levels are much
higher, there is less need for chromatin remodeling and the
fold-increases in gene induction are correspondingly less (103).
In several GR-regulated genes, the nucleosomes in the region of
the HREs are phased so that the HRE sequence is facing away
from the center of the nucleosome and is accessible to activated
receptor–steroid complexes (104).

After a receptor binds to the HRE, a host of other factors are
thought to be recruited (78). One group of proteins is involved in
chromatin remodeling. These proteins fall into two subgroups:
species like pCAF and CARM1, which have kinase, acetylase,
or methylase activity and covalently modify histones (reviewed
in Reference 105), and ATP-dependent complexes, such as
SWI/SNF and NURD (reviewed in References 106 and 107; see
also the article on Chromatin Remodeling). Elegant real-time,
whole-cell fluorescence studies indicate that GR binding to
chromosomal GREs is much more rapid, transient, and readily
exchangeable than previously suspected (33). These results
suggest that GR presence is not needed to perpetuate the
initial activating signal. This process could occur by cofactors
(e.g., CBP/p300 and CARM1) covalently modifying histones
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Figure 5 Receptor DBD binding to HRE. (Top) General structure of DBD of steroid receptors. The two zinc fingers, each containing four cysteines
coordinating one Zn++ ion, have different functions. The p-box and downstream 8 amino acids participate in binding to the major grove of the HRE,
whereas the d-box mediates DBD dimer formation. The numbers correspond to the specific cysteine residues of ER. (Bottom) X-ray structure of ER
DBD/ERE complex. Shown is the view looking down the recognition helices of the DBD dimer that contact the major groove of the ERE DNA. Gray spheres
are the zinc atoms. The overlap at the top of the structure is the d-box of each ER DBD monomer.

to facilitate transcription initiation, with subsequent rounds
occurring in the absence of the initially bound receptor–steroid
complex. Alternatively, the entire cycle of receptor binding and
regulated gene transcription could be rapid (108).

Control of transcription—induction
vs. repression

Regardless of whether the receptor is mediating gene induc-
tion or repression, the same two domains are involved. These
domains, called activation function (AF) 1 and 2, are located
in the N- and C-terminal regions of the receptor, respectively.
The N-terminal AF1 domain is usually the most active and dis-
plays intrinsic transactivation activity independent of the rest of
the receptor protein. No canonical activation sequences, such
as acidic blobs, glutamine-rich regions, and amphipathic he-
lices (109), have been identified in the steroid receptors. In
fact, the AF1 domain, and the N-terminal half of steroid re-
ceptors, is generally unstructured but is induced to fold into a
more regular structure both when exposed to helix-stabilizing
environments (110, 111) and upon interacting with other tran-
scription cofactors (112). The AF2 domain commonly has much
less intrinsic activity and is comprised of helices 3, 4, 5, and 12.
These helices form a hydrophobic pocket that binds coactiva-
tors, such as the p160 coactivators SRC-1, TIF2/GRIP1, and
AIB1/pCIP/ACTR/RAC3/TRAM1 (Fig. 4), and corepressors,
such as NCoR and SMRT. Coactivator binding is mediated by
α-helical structures with the sequence LxxLL, were L is leucine

and x is any amino acid. Corepressor binding to an overlapping,
but not identical, region of the receptor involves a related se-
quence of LxxI/HIxxxI/L (113). This sequence, and region of
corepressors, was initially defined from interactions with nuclear
receptors but has been confirmed for the steroid receptors (114,
115). However, not all LxxLL or LxxI/HIxxxI/L sequences in
coactivators or corepressors (or other molecules) are sufficient
for binding to receptors as adjacent residues also make con-
tributions (116, 117). Given the partial overlap of the binding
sites, it is not surprising that the association of coactivators
and corepressors to a given receptor–steroid complex displays
competitive inhibition in a manner that is controlled, at least
in part, by the ratio of coactivators to corepressors (114, 118,
119). These receptor-associated cofactors are then thought to
recruit a burgeoning array of additional factors, although prob-
ably not at the same time (78, 120, 121; see also the articles
on Transcriptional Control and on Activators and Repressors
of Transcription). The mechanism of action of most of these
factors remains poorly understood.

Steroid hormones both increase and decrease the levels
of gene expression to give induction and repression, respec-
tively. However, it is not yet clear whether all HRE-bound
receptor–agonist complexes are transcriptionally active (77). A
major unanswered question is how superficially similar steps
can cause opposite responses. As described, the HREs for
gene induction and repression are different. Repression is of-
ten achieved via receptors that are tethered to a different
DNA-bound protein (97, 98) but see (99) as opposed to the
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receptor binding directly to DNA, as observed in induction.
Tethering is not per se contraindicated for gene induction, as
observed by the ability of GR sequences fused to the GAL4
DBD to bind via the GAL-DBD to a GAL4 upstream activat-
ing sequence and still give gene induction that is augmented by
added coactivators (31, 122). Also, the coactivators TIF2 and
STAMP still augment the activity of GR–agonist complexes in
both GR-mediated induction and repression (123). Hence, the
ability of the same receptor–agonist steroid complex to cause
increased or decreased gene expression implicates the impor-
tance of other processes such as DNA-induced conformational
changes (124, 125) and the ability of nearby DNA-bound factors
to influence the recruitment of and/or interaction with additional
cofactors (91, 92, 99).

The opposite effect of agonist steroids in induction ver-
sus repression also causes some confusion regarding the role
of coactivators and corepressors. In the absence of precise
mechanistic data, we currently must rely on phenomenologi-
cal descriptions. The original definition of a coactivator was a
factor that increases the activity of an agonist steroid (126).
Accordingly, a protein that is labeled a coactivator because
it increases steroid-regulated induction would be expected to
enhance steroid-mediated repression and afford less gene ex-
pression (123). Therefore, the apparently opposing effects of a
coactivator during induction and repression simply reflect the
opposite and currently unknown actions of the agonist steroid.

Virtually all studies of gene induction involve averages from
populations of cells, which led to the assumption that all cells
respond equally to the same concentration of steroid. However,
starting with the demonstration that two daughter cells can
display drastically different levels of response to a common
steroid concentration (127), it has become increasingly clear
that transcription is a stochastic event for which probabilistic
events play an important role (128). The random nature of gene
transcription versus receptor binding to the gene was recently
described in a real-time, single-cell study of the binding of
green fluorescent, protein-labeled GRs to an integrated 200-copy
tandem array of a reporter gene under the control of the mouse
mammary tumor virus promoter (129).

Modulation of the parameters
of receptor-mediated gene expression

Two distinctive parameters for gene induction (or repression) are
the total activity (equivalent to Vmax in enzyme kinetics) and
the steroid concentration required for half-maximal activity, or
EC50. Most factors represented in the current model of steroid
hormone action (e.g., Fig. 2) were identified on the basis of their
ability to increase, or decrease, the total transcriptional activity
(reviewed in References 113 and 130). The determinants of
the EC50 have usually not been considered, partially because
it has long been considered to be controlled predominantly by
the affinity of steroid binding to receptor (131). However, this
predicts that all genes regulated by a given steroid hormone will
be induced (or repressed) with the same EC50. In contrast, it is
well known that EC50s of multiple genes induced by the same
receptor–steroid complex are not the same, even within the same
cell (132, 133 and reviewed in Reference 134). Furthermore,

the EC50 for gene repression is often much lower than for
gene induction (reviewed in References 119 and 135). The
circulating concentrations of steroids (e.g., cortisol ≈ 0.4 µM,
estradiol ≈ 0.1 nM, or progesterone ≈ 5 nM) are in the region of
half-maximal induction of many regulated genes. Consequently,
genes with different EC50s will display different extents of
response to the single circulating concentration of each steroid
that is present at any one time. In many instances, the levels of
steroid change, such as for glucocorticoids during the normal
24-hr cycle and during stress or for estrogens and progestins
during the female menstrual cycle and pregnancy. Under these
conditions, the transcriptional levels of those genes with EC50s
near the average of the initial and final steroid concentration
will be altered more than the levels of other genes.

Antisteroids are widely used in endocrine therapies to block
the action of endogenous steroids, such as androgen-dependent
prostate cancer and estrogen-dependent breast cancer. A very
important parameter under these conditions is the amount of
residual agonist activity, or partial agonist activity, of the antis-
teroid. The expectation from the general model of steroid action
that the amount of partial agonist activity of an antisteroid will
be the same with all responsive genes has not been experimen-
tally verified. Instead, as above with the EC50, it was found that
the amount of partial agonist activity usually varies with the
gene (136, 137). Indeed, for reasons that are not understood,
there seems to be an inverse correlation between these two pa-
rameters. Thus, for receptor-mediated induction of a given gene,
the partial agonist activity of an antisteroid invariably increases
when the EC50 of an agonist decreases and vice versa (reviewed
in References 119 and 135 and 136). It was then realized that
these gene-specific differences in partial agonist activity were
desirable and offered a theoretical means of blocking only those
genes responsible for the undesired pathology while retaining
nearly normal levels of other regulated genes. A prime example
is the ability of the antiestrogen raloxifene to block estrogen
actions in breast cancer but not in bone (138). In recognition
of the importance of having the amount of partial agonist ac-
tivity of a steroid vary in a gene- and cell-specific manner, the
term “selective receptor modulator” (SRM) is increasingly used
instead of antagonist (139, 140). Thus, antiestrogens are often
referred to as SERMs (selective estrogen receptor modulators)
and so forth.

Elucidating the mechanisms driving these changes in EC50for
gene induction, and in partial agonist activity of antisteroids or
SRMs, may greatly expand the available therapeutic targets for
treatment of a variety of human pathologies. Initial progress
has been made with the findings that these changes can be
reproduced by varying the concentration of steroid receptor,
coactivator, corepressor, and other transcriptional cofactors such
as CBP, pCAF, Ubc9, (reviewed in References 119 and 135)
and a new protein STAMP (123). The physiologic relevance of
these fluctuations is strengthened by the report that the levels of
GR mRNA display circadian rhythms in several mouse tissues
(141). The EC50 for glucocorticoid killing of thymocytes was
lowered 10-fold in transgenic mice containing a 2-fold increase
in GR gene dosage (142). Also, increasing the concentration
of ERβ 10-fold in human breast cancer cells increases the
percentage of those genes that are induced by ERβ from 32%
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to 61%, and those that are repressed by ERβ from 11% to
46%, (52) presumably by lowering the EC50 of the additional
genes into the range of estradiol used in the assay. Similarly, in
isogenic prostate cancer xenograft models, increased AR protein
was the only correlate with androgen insensitivity in prostate
tumors and caused both a left-shift in the dose-response curve
for gene induction by agonists and increased partial agonist
activity for antiandrogens (136). Coactivators and corepressors
display competitive equilibrium binding to GRs and probably
the other steroid receptors. Therefore, changing the ratio of
coactivators to corepressors, and/or the concentrations of other
factors, provides a means of adjusting, like with a rheostat, the
EC50, and partial agonist activity, to a continuum of values
(114). A recent systems biology approach with model building
suggests that many factors and pathways can alter the EC50,
and partial agonist activity, of steroid regulated gene expression
under the appropriate conditions (38).

Disassembly and deinduction: turning off steroid
hormone action
Many steroid-regulated genes are only transiently induced or
repressed, which is especially true for GR- and MR-responsive
genes as the concentration of the activating hormone varies
daily. Thus, cells need to be able to turn off steroid-controlled
responses reasonably rapidly. Regrettably, very little research
has been focused in this direction and even less is known. In-
terestingly, the chaperone proteins p23 and hsp90, which are
required for the proper assembly of functional receptors (see
above), may also promote the disassembly of the receptor tran-
scriptional complex (58, 59 vs. 143). Over the last few years,
evidence has emerged that the proteolysis of transcription fac-
tors and the 26 S proteosome seem to be linked to active tran-
scription (77, 143, 144). More recent results, however, suggest
that the role of the proteasome may be independent of proteol-
ysis (145). Furthermore, the proteasome inhibitor MG132 has
been reported to both increase and decrease gene transcription
(106). Additional work is clearly required to determine the gen-
erality of this interesting mechanism for downregulating steroid
hormone action.

Summary

Much has been learned in the last 40+ years since steroid hor-
mones were found to act via soluble intracellular proteins. This
progress has been made under the guise of different labels,
each of which is appropriately a discipline of chemical biology.
First, better, longer lasting, and more specific steroids were pre-
pared by chemists. Next, biochemists and biologists uncovered
the basic steps by which steroid hormones affect the function-
ing of many cells and tissues of organisms. Biochemists and
molecular endocrinologists discovered that the steroid receptors
were a small subgroup of a much larger superfamily of related
proteins that share many of the same features when inducing
or repressing gene transcription. Molecular biologists have un-
covered numerous additional factors that participate in steroid
receptor regulation of gene transcription. Molecular physiolo-
gists are currently using powerful new techniques to determine

the extent to which those mechanisms observed in isolated cell
systems are employed in intact organisms for endogenous genes.
System biologists are constructing mathematical models incor-
porating the burgeoning number of relevant factors in an effort
to predict the effects of changing one or more components of
the system. Eventually, clinicians will employ this wealth of
information to correct selectively numerous pathologic condi-
tions of the endocrine system. It is now clear that the specifics
of steroid hormone action vary with the gene being regulated.
The challenge ahead will be to gather sufficient gene-specific in-
formation to limit the effects of steroids to selected target genes
and tissues, thereby increasing the desired therapeutic outcomes
while reducing the number of unwanted responses.
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The term ‘‘symbiosis’’ was defined by Anton de Bary in his monograph ‘‘Die
Erscheinung der Symbios’’ as ‘‘the living together of unlike organisms’’ (1).
His studies were based on the formation of lichens, which are the result of
an association between a fungus and an alga or cyanobacterium. The
definition was coined in the end of the nineteenth century but is regarded
by most symbiosis researchers as largely valid today. Accordingly, any
specific association between two or more species can be classified as
symbiosis. It should be noted that many scientists use symbiosis in a more
restricted way to denote a mutually beneficial relationship. This article will
give an overview of various biologic manifestations of symbiosis and discuss
selected examples, where primary or secondary metabolites play a crucial
role in the association. If the partners in a symbiosis differ in size, the larger
member is termed ‘‘host’’ and the smaller member is termed ‘‘symbiont’’
or ‘‘symbiote.’’ The more common term ‘‘symbiont’’ will be used here.
One general way to distinguish between various forms of symbiosis is to
identify the location of the attachment of the symbiont to the host.
Symbionts that live on the host surface, including internal surfaces like the
digestive tube, participate in ectosymbiosis (Greek: εκτoς = outside). If a
symbiont is localized within the tissues of the host, the association is
termed ‘‘endosymbiosis’’ (Greek: ενδoν = within). Endosymbionts can be
found either in the extracellular space or intracellularly.

The term “symbiosis,” from the Greek: σµβιoνv = living to-
gether, was defined by Anton de Bary in his monograph “Die
Erscheinung der Symbios” as “the living together of unlike
organisms” (1). His studies were based on the formation of
lichens, which are the result of an association between a fungus
and an alga or cyanobacterium. The definition was coined in the
end of the nineteenth century but is regarded by most symbio-
sis researchers as largely valid today. Accordingly, any specific
association between two or more species can be classified as
symbiosis. It should be noted that many scientists use symbiosis
in a more restricted way to denote a mutually beneficial rela-
tionship. In the widest possible sense of the de Bary definition,
symbiosis also refers to pathogenic relationships, although con-
siderable disagreement exists about the inclusion of this type
of interaction. For practical reasons, the chemical biology of
pathogens will not be covered here.

This article will give an overview of various biologic man-
ifestations of symbiosis and discuss selected examples, where
primary or secondary metabolites play a crucial role in the as-
sociation.

Symbiosis and Its Variants

If the partners in a symbiosis differ in size, the larger member is
termed “host” and the smaller member is termed “symbiont” or
“symbiote.” The more common term “symbiont” will be used
here. One general way to distinguish between various forms of
symbiosis is to identify the location of the attachment of the
symbiont to the host. Symbionts that live on the host surface,
including internal surfaces like the digestive tube, participate
in ectosymbiosis (Greek: εκτoς = outside). If a symbiont is
localized within the tissues of the host, the association is termed
“endosymbiosis” (Greek: ενδoν = within). Endosymbionts can
be found either in the extracellular space or intracellularly.

In addition to a distinction based on microhabitats, variation
in symbiont–host relationships gives rise to different terminol-
ogy. In a mutualism, both the host and the symbiont profit from
their relationship. Mutualism, therefore, is defined as the co-
operative interaction between different species. Virtually every
higher organism is involved in mutual interactions because mi-
tochondria and chloroplasts of eukaryotic cells are descendants
of bacteria (see below). Other examples are plants associated
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with beneficial mycorrhizal fungi (2) or nitrogen-fixing bac-
teria (3) living on and in their roots. A mutual relationship
can consist of partners that benefit from the association but
do not depend exclusively on each other for survival. This
mutual relationship is called protocooperation (Greek: πρωτoς

= first; Latin: cooperatio = cooperation). Such a facultative
mutualism is known from the association of fungi and photosyn-
thesizing microorganisms in lichens (4). In contrast, an obligate
mutualism, where host and symbiont cannot survive after sepa-
ration, is known as eusymbiosis (Greek: εν = good). Examples
are mitochondria, chloroplasts, and other bacterial intracellular
symbionts of higher organisms. These so-called primary or ob-
ligate symbionts usually are ancient. If specialized supracellular
host structures exist that harbor such symbionts, they often are
termed bacteriosomes. In insects, evidence exists for obligate
symbioses that last 30–270 million years, and the symbionts
usually coevolve with their hosts (5–7). During this long time
of host dependency, the genomes of primary symbionts can un-
dergo massive restructuring, which results in extremely small
genome sizes. In addition to primary symbionts, many hosts
harbor secondary or facultative symbionts. They participate in
an intermediate form of symbiosis, where the symbiont is not
strictly necessary for the survival of their host and is not ex-
clusively localized in specific tissues. Because of occasional
horizontal transfer, the phylogenetic trees of such organisms
often are not congruent with those of their hosts (8). Many sec-
ondary symbionts are transmitted maternally and can influence,
positively or negatively, various host traits, such as nutrition,
survival against natural enemies, or reproduction rates (9, 10).

On the opposite side of mutualism in the interaction spec-
trum of symbiosis is parasitism (Greek: παρα = beside; σιτoς

= fatted). Here one species, called the parasite, has physiologic
or structural properties that force it to live temporarily or during
its whole life on (ectoparasitic) or inside (endoparasitic) another
species, the host. Only the parasite benefits from this relation-
ship. Different types of parasitism exist, including biotrophy, in
which the host survives during the entire time of the associa-
tion; perthotrophy, in which the host lives for a short time after
contracting a parasite; and necrotrophy, in which the host is
killed before the symbiosis starts. Perthotrophs and necrotrophs
are known also as parasitoids. This term was coined in 1913
by the entomologist O. M. Reuter to distinguish between true
parasites that live at the expense of their hosts without actu-
ally causing their death and the parasites that always kill their
hosts (11). Among the parasitoids are two categories, which
describe the behavior of the parasitoids toward the host. After
the initial parasitization, the idiobiont parasitoid prevents any
additional development of the host. This parasitization is typi-
cal for an immobile host life stage like an egg or a pupa. Most
of these parasitoids are endoparasites. Alternately, a koinobiont
parasitoid allows the host to continue its development and often
does not kill or consume the host until it starts to pupate or be-
come an adult. These parasites, therefore, mostly live in or on
an active and mobile host. Some primary parasitoids serve as
hosts for yet another parasitoid. The latter is termed “secondary
parasitoid” or “hyperparasitoid” and usually kills both the host
and the primary parasitoid. Several other commonly used terms
exist for different kinds of parasitism. Kleptoparasitism is a

relationship in which the parasite steals food that a host has
caught or otherwise prepared. An example is the brood para-
sitism, which is known from many species of cuckoo that use
other birds for parenting (12). Social parasites take advantage of
interactions between members of a social host species like ants
or termites (13). Another special type of parasitism is cheating
or exploitation. Here, the parasite uses situations of nonspecific
mutualism to its advantage. Some myco-heterotrophic plants,
for instance, establish mycorrhiza-like interactions with fungal
symbionts and take carbon from the fungi that the fungi ob-
tain from other plants (14). Opportunism is a kind of parasitism
where harmless parasites under special circumstances cause dis-
eases or death of their hosts. The fungus Pneumocystis carinii
can initiate pneumonia if the host is infected by HIV (15). As
in mutualism, obligate and facultative symbionts exist in para-
sitism. Obligate parasites are not viable without their host, and
facultative parasites are free-living organisms that sometimes
benefit from their host.

A third form of symbiosis, in addition to mutualism and par-
asitism, is commensalism (Latin: com = with; mensa = table).
In commensal relationships, one symbiotic partner benefits from
the association and the other is unaffected. Different variants of
such relationships have been described. Inquilinism is a kind
of commensalism where the symbiont uses a host for housing,
such as birds living in the holes of trees. A more indirect depen-
dency exists if a symbiont uses something its host has created
before its death. This commensalism is termed “metabiosis.”
A typical metabiont is the hermit crab that uses gastropod shells.
In phoresy, the symbiont uses the host for transportation. An
example for phoresy is the burdock, a plant with fruits that
adhere to fur and are dispersed by the movement of mammals.

Many well-known symbiotic relationships are difficult to
categorize into one of the three types, either because distinctions
are not clear-cut or because experimental data are hard to
obtain. For instance, the question of whether the relationship
between humans and some types of their gut flora is commensal
or mutual still is unanswered because of the complexity of
the multispecies association. The African oxpecker bird is an
example where categories are not discrete. The bird picks flies,
ticks, and other parasites from the body of a mammal and, in this
respect, is a mutualist. However, because blood is its favored
food, it keeps wounds open on the body of its host (16). Thus,
a mutual symbiont can be a parasite in a separate interaction.

The Chemistry of Symbiotic
Associations

Most symbiotic partners exchange low-molecular substances
with each other. A chemical interaction can be of crucial impor-
tance or even the main determinant for a symbiosis, in which
case the term “chemosymbiosis” often is used. A wide spectrum
of substances can be involved, ranging from simple inorganic
ions to highly complex secondary metabolites. Similarly diverse
can be their function, such as nutrition, chemical protection,
localization cues, developmental signals, and others. The chem-
ical ecology of symbiotic associations is a relatively unexplored
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field, and particularly systems that involve microorganisms can
be difficult to study because cultivation requirements often are
unknown or impossible to reproduce. However, with the ad-
vent of culture-independent methods and innovative cultivation
techniques, this situation recently has begun to change.

The following sections will give some representative
examples where small molecules play an important role in the
symbiotic interaction. Cases involving inorganic substances and
primary metabolites will be discussed; secondary metabolism
will be the subject of the subsequent section.

Inorganic compounds

A best-studied example for a symbiosis between plants and bac-
teria is the association between leguminous plants and various
members of the α-proteobacterial order Rhizobiales (3). The
bacteria colonize root nodules of the plants and differentiate
morphologically into bacteroids. These bacteroids fix nitrogen
from the atmosphere, convert it to ammonia and amino acids,
and supply it to the host plant. The bacteria receive organic
acids like malate or succinate as a carbon and energy source
from the plant. It has to be noted that this symbiosis is not a
strict mutualism. The nitrogen fixation is energetically costly to
the rhizobia and reduces the resources that could be allocated
to their own growth and reproduction (17, 18). Some soils con-
tain rhizobial strains that fix little or no nitrogen (19). Because
the strains can coinfect an individual plant together with nitro-
gen fixers (17), any of these strains could redirect the resources
from nitrogen fixation to its own growth and fitness at the ex-
pense of its host and the other lineages. This parasitism is a
kind of cheating parasitism. Hence, the legume needs ways to
guide the evolution of rhizobia toward greater mutualism (20).
One mechanism involves reducing the oxygen supply to nodules
that fix less nitrogen (21). The frequency of cheating bacteria,
thus, is reduced in the next generation. Because rhizobia are not
transmitted via the seeds, efficient means of chemical communi-
cation are necessary to guarantee a successful infection of each
plant. For this purpose, legumes exude low-molecular chemoat-
tractants from their roots, such as betains (22), flavonoids (23),
and aldonic acids (24). The substances elicit the production of
specific lipooligosaccharides, termed “Nod factors,” in the bac-
teria (25). After the invasion of a root hair cell, these factors
ultimately induce the formation of the root nodules.

Mycorrhiza, an association between soil fungi and plant roots,
are among the most widespread symbioses on earth. More than
80% of all land plants carry (vesicular-) arbuscular mycorrhiza,
structures generated from an invasion of Glomeromycota fungi
into cortical root cells (2, 26). The fungi extract inorganic nu-
trients, such as phosphate, from the soil and deliver it to the
plant. They benefit from this interaction by receiving sugars
derived from photosynthesis. Because arbuscular mycorrhizas
are at least as old as land plants (27), it has been hypothesized
that this interaction helped primitive plants to invade terrestrial
habitat before functional roots had evolved. Similar to rhizo-
bial symbiosis, the establishment of mycorrhiza requires the
exchange of chemical signals for attraction and differentiation.
In Lotus japonicus , terpenes of the strigolactone group have
been identified as factors present in root exudates that trigger

branching in approaching fungal hyphae (28). A diffusible fac-
tor of an as-yet unknown nature also has been demonstrated to
be released by fungi and to trigger morphological differentiation
in roots (29). Besides arbuscular mycorrhiza, several less fre-
quent mycorrhiza types exist, including the obligate symbiosis
between orchids and various fungi (30).

Around deep-sea volcanic vents lives the giant tubeworm
Riftia pachyptila in an intimate symbiosis with a sulfur-oxidizing
chemoautotrophic bacterium. The two organisms meet extreme
living conditions that consist of high and rapidly changing tem-
peratures from 4◦C to 450◦ C, an elevated pressure of up to
300 atm, toxic water containing metals and sulfides, and the
absence of light (31). The host measures 1–2 meters and com-
pletely lacks a digestive tract. Its only tissue with direct contact
to the surrounding water is the branchial plume with a highly
vascularized surface. It allows an efficient exchange of metabo-
lites and waste products between the worm and the sea water.
The major interior tissue of the worm is the trophosome that
is localized in a large sac formed by the body wall (32). The
cells of the trophosome, termed “bacteriocytes,” are colonized
densely by the bacterial endosymbiont (33, 34). Its amount
is estimated to reach between 15% and 35% of the whole
trophosome (35). The bacteria are supplied with various nu-
trients by the blood circulation of the worm, which is driven
by a heart-like pump. The blood contains an unusual multihe-
moglobin system, which can transport both sulfide and oxygen
(36, 37). The mutual contributions of the bacteria are manifold.
One function is to oxidize the transported sulfide into sulfite to
produce metabolic energy for both partners (33, 38, 40). Fur-
thermore, the bacteria are indispensable in several assimilation
processes by providing various enzymes that the worms lack.
An example is the CO2 adsorbed by the worm, which is trans-
ported to the bacteria by the blood cycle, either directly (41)
or via synthesized malate (42). The bacteria, in turn, employ
enzymes of the Calvin–Benson cycle to convert the CO2 to
small organic compounds (38, 42, 43). These metabolites then
are used by the host for its own metabolism and production
of adenosine triphosphate (ATP). The assimilation of ammo-
nia and nitrate also depends on the endosymbiont. Although
the glutamine synthetase and glutamate dehydrogenase required
for ammonia assimilation are present in both partners (44), the
nitrate-reducing enzymes are provided exclusively by the bacte-
ria (43–45). The symbiont also provides the necessary enzymes
for a de novo synthesis of pyrimidine but lacks the enzymes
of the salvage pathways that allow pyrimidine synthesis from
nucleic acid degradation products (45, 46). The host, however,
only possesses enzymes that catalyze the final steps of the de
novo pathway but provides all enzymes of the salvage pathway
(46). The de novo synthesis of pyrimidine, thus, is regulated
by the bacterial enzymes. Arginine is metabolized in a similar
manner. The worm does not possess arginine decarboxylase or
ornithine decarboxylase activities (47), and it is likely that it
depends on the bacteria to realize this pathway.

In another gutless marine worm, the oligochaete Olavius al-
garvensis , three partners participate in an unusual mutualism.
The worm harbors two different primary symbionts in immedi-
ate proximity below its cuticle between extensions of epidermal
cells. By performing comparative 16S rRNA sequencing and
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fluorescence in situ hybridization, two dominant clone groups
of the γ- and δ-subclasses of the proteobacteria were found (48).
The larger γ-proteobacterial symbiont possesses a high sequence
similarity with endosymbionts from other gutless oligochaetes,
like Olavius loisae and Inanidrilus leukodermatus (49, 50), and
is thioautotrophic, i.e., possesses a sulfur-oxidizing, CO2-fixing
metabolism (48). The smaller δ-proteobacterial symbiont is ge-
netically very similar to free-living sulfate-reducing bacteria,
and the sulfate-reducing function also could be demonstrated in
O. algarvensis (48). The coexistence of these bacteria indicates
that they are engaged in a syntrophic sulfur cycle in which
oxidized and reduced sulfur compounds are exchanged back
and forth (48). The oligochaete benefits from this arrangement
by obtaining de novo-synthesized organic compounds from the
symbionts, which in turn assimilate its anaerobic end products.
The constant internal source of reduced sulfur compounds al-
lows the worm to colonize new habitats without a requirement
of high sulfide concentrations.

Numerous additional examples exist of intimate symbioses
that involve the exchange of inorganic compounds, including
cyanobacteria (providing fixed nitrogen to lichens, the water
fern Azolla , Gunnera spp. plants, cycads and some mosses,
liver worts, and horn worts) (51), clams of the genera Sole-
mya and Codakia (providing sulfide to bacteria) (52, 53), the
sponge Haliclona cymiformis (providing ammonia and nitrate
to a rhodophyte alga) (54), corals (inorganic carbon to pho-
tosynthetic dinoflagellates for carbon fixation) (55, 56), rumen
bacteria (providing hydrogen and CO2 to methanogenic archaea)
(57), and “Chlorochromatium aggregatum,” an association of
a sulfate-reducing and a phototrophic sulfide-oxidizing bac-
terium (58).

Primary organic metabolites
Among the best-investigated chemosymbioses that involve pri-
mary metabolites are mutualisms of eukaryotic cells with their
mitochondria and chloroplasts. Mitochondria synthesize ATP,
as well as heme and steroids, by oxidative phosphorylation,
whereas chloroplasts provide plant and algal cells with glu-
cose generated via the Calvin cycle by using the energy of
light. According to the endosymbiotic theory, these organelles
developed from independent prokaryotic organisms that were
absorbed by their host cells (59). Several lines of evidence,
such as the phylogeny of plastid DNA sequences and the struc-
ture of the photosynthetic apparatus, suggest that chloroplasts
developed from cyanobacteria. The origin of the mitochondria
has been traced back to an α-proteobacterium. The two associ-
ations are typical examples of eusymbioses: The organelles are
not viable without the surrounding cell because they have lost
much of their original genetic material, some of which now is
contained in the cell nucleus; eukaryotic cells, however, strictly
depend on the compounds produced by the organelles.

Several animals also have established symbioses with a pho-
tosynthetic partner. In contrast to chloroplasts, the photobionts
have retained characteristics of their free-living relatives to a
much greater extent. Examples for such associations with ani-
mals as hosts are the symbioses of corals and other cnidarians
as well as some sponges, molluscs, flatworms and protists with
zooxanthellae (dinoflagellates; they, in turn, contain chloroplasts

derived from cyanobacteria) or zoochlorellae (green algae), as-
cidians, sponges, and echiuroid worms with cyanobacteria (60).

Many insects harbor one or more highly specific intracel-
lular symbionts (8). An example is the tsetse fly that feeds
on vertebrate blood and is a vector of African trypanosomes.
These protozoans cause sleeping sickness in animals and hu-
mans in Sub-Saharan Africa (61). The fly carries the obligate
primary symbiont Wigglesworthia glossinidia and the secondary
symbiont Sodalis glossinidius . The primary symbiont resides
in the bacteriosome that is located in the gut tissue and con-
sists of differentiated host epithelial cells (61). The secondary
symbiont can be detected intra- and extracellularly in the host
midgut and the hemolymph (62). Elimination of W. glossidina
in the tsetse flies resulted in retarded host growth and decreased
egg production and fecundity. Feeding of these aposymbiotic
flies with B-complex vitamins partially restored the reproduc-
tion rates (63). This finding suggested that the host, feeding
on a vitamin-poor diet, obtains these metabolites from its pri-
mary symbiont. Phylogenetic characterization of W. glossinidia
living in different tsetse flies has shown that their evolution is
congruent with that of their hosts (64). According to these in-
vestigations, the primary infection event was estimated to have
taken place 50–100 million years ago (65). During the long time
of intracellular life, a massive reduction of the symbiont genome
occurred, which resulted in a genome size of only 698 kilobases
(65). Because of the loss of numerous genes, W. glossinidia is
expected to be not viable without the host insect. A study on
the secondary symbiont S. glossinidius also indicated the ex-
istence of mutualism. After selective elimination, the resulting
flies showed a significantly reduced longevity, although the un-
derlying mechanism is not well understood (10). In contrast to
W. glossinidia , S. glossinidius diverged from its free-living an-
cestor much more recently. Its genome is 4.2 Mb (66), much
larger than that of the primary symbiont, and shows only be-
ginning signs of erosion (67). It is possible to cultivate the
bacterium in the absence of host cells (68).

Aphids feed on a plant sap diet rich in carbohydrates but
poor in vitamins and amino acids. They possess a bacteriosome
that contains up to 80 large cells filled with bacteria of the
genus Buchnera (69). They are transmitted maternally through
the host generations, and neither of the mutual partners can re-
produce independently (70). The association of the aphids with
an enterobacterial-like ancestor of the symbiont was established
200–250 million years ago (71). The genome size of Buchn-
era aphidicola strains measures only 420–640 kb, which is less
than one seventh of that of the close relative E. coli (72). Dur-
ing evolution, the symbiont has lost numerous genes, including
genes that encode the biosynthesis of cell-surface components,
regulatory genes, and genes for its own defense (73). Notably,
B. aphidicola lacks several pathways for amino acids that the
host can synthesize, although it retains genes for the production
of all essential amino acids (7, 73). Evidence exists that the
aphid exports synthesized glutamate to the symbiont as a nitro-
gen source, which allows it to produce its essential amino acids
(73, 74). The strain B. aphidicola BCc of the aphid Cinara
cedri has an exceptionally small genome of only 422 kb that
even lacks essential trypophane and riboflavin genes (75). It has
been hypothesized to gradually lose its mutual properties and to
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be superseded by a secondary symbiont, “Candidatus Serratia
symbiotica” (76). The smallest known genome among insect
symbionts spans only 160 kb. It belongs to Carsonella rud-
dii , a symbiont of psyllids that apparently already has reached
organelle status. Nevertheless, several essential amino acid path-
ways have been identified by genomic analysis, which indicates
the importance of the metabolic products for the interaction (77).

Termites, which feed on a nutrient-poor diet of cellulose, har-
bor a complex community of protozoans, bacteria, and archaea
in their gut (78). The protozoan converts cellulose to acetate
that, in turn, is absorbed by the termite. Another metabolic
by-product of some protists is hydrogen and CO2 (79). These
by-products are believed to be used by methanogenic archaea
and bacteria present in the gut consortium. Another remark-
able association in termites is the motility symbiosis between
an oxymonad protist and spirochaete bacteria (80). The bacteria
are embedded in the host membrane and wave synchronously
to assist in host locomotion. Symbioses based on the degrada-
tion of organic material are generally common in animals with
a diet rich in cellulose, such as ruminants and wood-boring in-
sects. Besides protists, bacterial and fungal cellulose degraders
have been identified in their guts. Several insects are known to
actively ingest fungi to use their cellulases. This behavior might
represent the first stage in the establishment of a symbiosis with
such fungi stably residing in the gut (81).

An economically important chemical protocooperation of two
different bacteria exists in yogurt preparation. A widely used
starter for the production of fermented dairy products is the
thermophilic lactid acid bacterium Streptococcus thermophilus .
For the manufacturing of yogurt, it is generally used in associa-
tion with other microorganisms, in particular with Lactobacillus
delbrueckii ssp. bulgaricus (L. bulgaricus). To enable the in-
tense and rapid acidification of milk, the fast growing capacity
of these bacteria is crucial. The association causes a positive
effect on the growth of both species. The growth of L. bulgari-
cus is stimulated by pyruvic acid, formic acid, and CO2 that are
produced by S. thermophilus (82). L. bulgaricus is a producer
of amino acids and peptides that stimulate the growth of S. ther-
mophilus (83). The symbiosis additionally results in enhanced
aroma formation compared with the pure cultures.

The exchange of primary metabolites also is known from
several nonmicrobial symbioses. Carbohydrates play an impor-
tant role in many of these symbioses. Besides the ubiquitous
example of flowering plants offering nectar, several plants are
known that produce extrafloral nectar to attract beneficial in-
sects, in particular ants (84). Ants colonizing such myrmeco-
phytes or ant plants protect their nutrient source by efficiently
removing herbivores and even pathogenic fungi. Other nutrient
sources provided by ant plants are food bodies rich in proteins
or lipids. In a well-known functionally related association, ants
obtain carbohydrates from honeydew secreted by aphids that
they regularly milk and defend against predators (85).

Secondary metabolites
Sessile marine animals, such as sponges, ascidians, and bry-
ozoans, are the source of numerous compounds with diverse
pharmacological activities (86, 87). It has long been suspected
that many of these natural products are produced, in fact, by

symbiotic bacteria because the chemical structures often resem-
ble those of compounds isolated from prokaryonts (87–89). The
existence of a bacterial source for an invertebrate-derived nat-
ural product should have important biomedical implications, as
this ultimately could allow one to create sustainable fermenta-
tion systems for drug development and production. Sponges
are the most important sources of marine drug candidates.
These animals can contain remarkable numbers of diverse mi-
croorganisms from various taxa representing up to 40–60%
of the total biomass (90, 91). The microflora in most bacte-
riosponges is highly distinct but shows little variation among
sponge species or geographic location, which indicates a long
period of coexistence (92). At least a part of the microbial com-
munity is transferred vertically via the sponge larvae (93). As
with many other symbiotic systems, cultivation attempts have
failed in most cases. Therefore, for most sponge-derived natu-
ral products, the actual producer still is unknown. Among the
few successfully studied examples are the protein biosynthe-
sis inhibitors onnamides (Fig. 1a) and theopederins (Fig. 1b),
potent cytotoxic polyketides isolated from Theonella swinhoei
(94). A bacterial source was identified by metagenomic tech-
niques, i.e., methods employing the DNA of entire organismic
associations without prior separation of species (95, 96). The
screening of a large metagenomic library prepared from to-
tal T. swinhoei DNA led, in this case, to the isolation of
the biosynthetic genes, which where attributed to a bacterial
producer (95). Another method employed to identify biosyn-
thetic sources of natural products is mechanical cell separation
and subsequent extraction of each cell type. In this way, the
likely bacterial sources of several compounds were identified,
including the polyketide swinholide A (a unicellular bacterium)
(97), the nonribosomal peptide theopalauamide A (a filamen-
tous δ-proteobacterium) (97), chlorinated dipeptides (Fig. 2a)
(a cyanobacterium) (98, 99) and brominated diphenylethers
(Fig. 2b) (a cyanobacterium) (100). One patent exists on the
successful cultivation of an actinomycete symbiont from the
sponge Acanthostrongylophora sp. producing antiinfective man-
zamine alkaloids (Fig. 3) (101).

Another pharmacologically relevant group of marine animals
is the phylum Ectoprocta, also known as Bryozoa or Polyzoa.
They are colonial filter feeders where each member is enclosed
in a separate unit called a zooecium. The bryozoan Bugula
neritina contains complex polyketides of the bryostatin series
(Fig. 4), protein kinase C activators with potent anticancer
activity (102, 103). Bryostatin 1 is one of the most promising
drug candidates from marine invertebrates and has reached
phase II clinical trials for combination therapy (104). The
concentration of bryostatins is particularly high in larvae of
B. neritina , where it is used as a defense against predators
(105). However, in adults the concentration is very low or
even undetectable when the animals lack larval brood chambers
(105). 16S rRNA analysis and in situ hybridization revealed
the presence of a γ-proteobacterium, “Candidatus Endobugula
sertula,” in the larvae (105–108). This bacterium was shown
to harbor polyketide synthase genes that are good candidates
for bryostatin biosynthesis because their presence is correlated
strictly with high bryostatin levels (108).
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Figure 1 Onnamide A (a), Theopederin A (b) from a symbiont of the sponge Theonella swinhoei.

Figure 2 Demethylisodysidenin (a), Brominated diphenylether (b) from
cyanobacterial symbionts of sponges.

Figure 3 Antiinfective Manzamine A from an actinomycete symbiont of
the sponge Acanthostronglyophora sp.

Ascidians are marine filter feeders with a rich natural prod-
ucts chemistry that live commonly associated with symbiotic
bacteria (88, 89, 109). A well-studied symbiosis consists of
photosynthetic Prochloron spp. cyanobacteria that occur in as-
cidians of the family Didemnidae (110). Prochloron spp. also
can be found in bacterial mat structures of stromatoliths (111)
but so far have not been detected outside of such structured envi-
ronments. From didemnid ascidians, numerous cytotoxic cyclic
peptides of the patellamide group (Fig. 5) were isolated (109,
112, 113). Mechanical separation of the Prochloron sp. sym-
biont from its host Lissoclinum patella and subsequent genome
sequencing revealed a set of biosynthetic genes that after trans-
fer into E. coli enabled this bacterium to produce two different
patellamides (114). The genes also were identified in an inde-
pendent study by screening a library of Prochloron sp. DNA

Figure 4 Bryostatin 1, a polyketide isolated from the bryozoan Bugula
neritina.

constructed in E. coli for the presence of clones that synthe-
size patellamides (115). The patellamide gene cluster also has
been engineered to produce a drug-like, non-natural cyclic pep-
tide (116). So far, the ecological function of the peptides in the
natural environment remains unknown.

The gorgonian soft coral Pseudopterogorgia elisabethae har-
bors dinoflagellates of the genus Symbiodinium. The symbiotic
function of the dinoflagellate is to contribute to the nutrition
of its host by sharing photoassimilates (55, 56). Extracts of
the corals contain the pseudopterosins (Fig. 6), a family of
diterpene glycosides with antiinflammatory and analgesic prop-
erties (117). The substances modulate degranulation and release
mechanisms in immune cells (118). They have been included
as antiirritants in a widely marketed cosmetic. The amounts and
the specific composition of the pseudopterosins vary depending
on the location of P. elisabethae (119). Their total amount can
be as high as 20% of the dry mass. By applying radioactively la-
belled geranylgeranyldiphosphate (GGPP) to purified symbiont
preparations, it was demonstrated that the biosynthesis of the
pseudopterosins occurs in the dinoflagellate (120). Elisabetha-
triene synthase, the enzyme catalyzing the conversion of GGPP
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Figure 5 Patellamide D, a cyclic peptide from a symbiont of didemnid
ascidians.

Figure 6 Pseudopterosine A, from a dinoflagellate symbiont of corals.

into the first cyclized intermediate elisabethatriene, has been
purified and might be used for biotechnological pseudopterosin
production (121). Pseudopterosins reduce the inducible oxida-
tive burst of the symbiont dramatically during stress (122).
Reactive oxygen species of dinoflagellate origin have been sus-
pected to kill the symbiont and to damage the host cells, which
leads to coral bleaching (123). The terpenes, therefore, may
have an important function in sustaining a healthy symbiosis.

Several remarkable natural product symbioses have been re-
ported from terrestrial habitats. Ants of the genera Acromyrmex
and Atta are specialized in growing large gardens of fungi
(Agaricales, mostly Leucocoprineae) within their colonies and
providing them with optimal growth conditions (124). These
fungi represent the main food source. This interaction was
estimated to have originated more than 45–65 million years
ago (125). The cultivated fungi often are infected by fungal
pathogens, Escovopsis spp., which results in the destruction of
entire colonies (126). The ants use an efficient strategy to pre-
vent such infections with the help of symbiotic actinomycetes
of the family Pseudonocardiaceae (127). These bacteria live
in specific regions of the ant cuticle and produce as-yet un-
characterized antibiotics that inhibit the pathogenic fungus and
promote the growth of the garden fungus (127). The symbiont
seems to be exclusively vertically transmitted from the parent
to the offspring colony. Transmission is achieved by the queens,
which carry the actinomycetes on their cuticle during the nuptial
flight.

Another symbiosis that involves antibiotics occurs in bee
wolves of the genus Philanthus . The adult insects harbor a
Streptomyces sp. bacterium in their antennal glands (128, 129).

Figure 7 Pederin from a bacterial symbiont of Paederus and Paedericus
spp. rove beetles.

The symbiont is applied to the brood cell, where it is taken up by
the larva. At the time of pupation, the bacteria are found in large
numbers on the cocoon. It has been shown that the presence of
symbiont confers a greater resistance against fungal infection
because of the production of an antibiotic (128).

Paederus and Paederidus spp. rove beetles participate in
an unusual facultative symbiosis. Within each beetle species,
most, but not all, females contain the complex polyketide ped-
erin (Fig. 7) in their hemolymph (130). The substance is highly
toxic and is used as a defense against predators (9). Structurally,
pederin is highly similar to a range of compounds isolated from
marine sponges, such as the onnamides and the theopederins
mentioned above (94). Isolation of the genes that encode ped-
erin biosynthesis revealed that the substance is produced by
a bacterial symbiont closely related to Pseudomonas aerugi-
nosa (131). The symbiont is present only in pederin-producing
females (132) and also can be detected in the eggs (133).
P. aeruginosa does not produce pederin, and partial genome
sequencing suggests that the symbiont or its free-living ances-
tor might have acquired the pederin genes by horizontal gene
transfer (134). This mechanism also could account for the oc-
currence of similar compounds in beetles and sponges. Because
P. aeruginosa is a pathogen of insects and other organisms (in-
cluding humans), it is likely that the symbiosis developed after
a beetle was infected by a pathogenic ancestor of the symbiont.
The protective effect of pederin then might have driven a mutual
adaptation of both partners toward symbiosis.

Nematodes of the families Steinernematidae and Heterorhab-
ditidae employ Photorhabdus or Xenorhabdus bacteria of the
family Enterobacteriaceae in a complicated life cycle (135, 136).
In general, both types of bacteria exhibit similar behavior. The
nematodes harbor the symbionts during their infective juve-
nile stage (136–138). They invade various insect larvae via the
digestive tract, the respiratory spiracles, or the cuticle and subse-
quently penetrate into the hemocoel (137, 138), into which they
inject the bacteria. Together with the highly virulent bacteria,
the host kills the insect within 48 hours (137). Inside the insect
carcass, the bacteria grow to stationary phase and create optimal
conditions for growth and sexual reproduction of the nematodes.
These conditions are reached when the symbiont dominates the
microbial flora. The role of the bacteria is to provide essen-
tial nutrients for nematode proliferation, to secrete insecticidal
proteins, and to inhibit putrefaction of the insect carcass by
preventing growth of other microorganisms (137–139). At the
end of the development, bacteria and nematodes reassociate,
and the nematodes develop into nonfeeding infective juvenile
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Figure 8 Examples of natural products from Photorhabdus spp.

stages that emerge from the carcass and search for new insect
hosts. Bacteria of both genera can be cultivated easily. They
have been shown to synthesize various broad-spectrum antibi-
otics, lipases, phospholipases, and proteases that are believed to
become secreted into the insect hemolymph when the bacteria
enter the stationary phase. From Photorhabdus spp. antibac-
terial, antifungal, and nematicidal hydroxystilbenes (Fig. 8a)
(140), anthraquinone pigments (Fig. 8b) (141) and the an-
tibacterial siderophore photobactin (Fig. 8c) (142) have been
isolated. Xenorhabdus spp. synthesize a series of antibacterial
pyrrothins known as xenorhabdins (Fig. 9a) (143), the antibacte-
rial xenocoumacins (Fig. 9b) (144), cytotoxic phenethylamides
(Fig. 9c) (145), and antibacterial and antifungal 3-substituted
indole derivatives (Fig. 9d) (146). In addition to their natu-
ral product profiles, Photorhabdus spp. and Xenorhabdus spp.
exhibit other characteristic differences. Photorhabdus spp. are
associated only with nematodes of the family Heterorhabditidae
and have the ability to emit light under stationary phase culture
conditions and in the infected host insect (147). Xenorhabdus
spp. are associated with nematodes of the family Steinerne-
matidae (148). Thus, this type of symbiosis might have arisen
independently by convergent evolution (135).

The Rhizopus-Burkholderia association is another example of
a mutual interaction with pathogenic properties against a third
species. The antimitotic polyketide rhizoxin (Fig. 10) isolated
from the pathogenic fungus Rhizopus microsporus is a crucial
factor in the development of rice seedling blight (149). Rhizoxin
induces an abnormal swelling of rice seedling roots that is
a typical symptom of this disease (150). The compound also
arrests mitosis in many other eukaryotic cells, including various
tumor cells (151). It, therefore, has reached clinical trials as a
potential antitumor drug (152). Rhizoxin was believed for a long
time to be produced by the fungus. However, during attempts to
clone the biosynthetic genes, an intracellular Burkholderia sp.
bacterium was detected in all studied rhizoxin-positive Rhizopus
strains. The symbiont was grown in pure culture and shown
to produce rhizoxin and several derivatives in significantly
greater amounts as compared with the fungus (153). Transfer of
the strain to aposymbiotic, nonproducing fungi resulted in the
establishment of a rhizoxin-positive chemotype. The availability
of an efficient bacterial source also was exploited to generate
a chemically modified rhizoxin with 1000–10000 times greater
activity than the parent compound (154).

A great diversity of endophytic fungi colonizes the inte-
rior of most plants, red algae, and brown algae (155). The
fungi often can be isolated and subsequently studied by placing
leaf fragments on solid media. In addition to exchanged nutri-
ents, several secondary metabolites have been shown to play
an important role in this interaction. Fungus-derived alkaloids,
such as peramine (Fig. 11a), lolines (Fig. 11b), ergot alka-
loids (Fig. 11c), and lolitrems (Fig. 11d), defend grasses against
herbivores (156, 157). Ergot alkaloids also are produced in Con-
volvulaceae in a symbiosis with a clavicipitaceous fungus that
is transmitted via the seeds (158). Numerous additional com-
pounds have been identified from isolated endophytes, which
documents their remarkable biosynthetic potential (159). Their
exact ecological functions, however, in most cases are poorly
understood.
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Sphingolipids are a highly diverse class of lipids, which encompasses
thousands of different structural combinations of the polar head group,
amino group or amide chain, and sphingoid long-chain base. Initially
regarded as inert structural components of eukaryotic cell membranes and
plasma lipoproteins, sphingolipids now are recognized as key participants
in the life of virtually all cell types. They influence a myriad of biological
processes, including cell growth, cell death, and susceptibility to
inflammation and infections. The number of known
sphingolipid-dependent cell signaling systems is increasing rapidly as
research efforts in this field progress. Sphingolipids stabilize transient
microdomains in membranes known as ‘‘rafts.’’ Signaling proteins and
receptors partition into membrane rafts, and some toxins, pathogens, and
viruses bind to sphingolipids that are concentrated in rafts and
subsequently undergo endocytosis (see also Extracellular Lipid Signals and
Lipid Rafts). Synthetic, non-natural analogs of sphingolipids hold promise
as drug candidates for treatment of various disease states via their ability to
perturb cell signaling, membrane trafficking, and binding of infectious
agents. The repertoire of synthetic sphingolipids includes analogs that
target enzymes in the sphingolipid biosynthetic pathway and those that act
as antiproliferative agents, immunomodulators, and regulators of lipid raft
formation (and resultant receptor function). This review is intended to
bring attention to selected synthetic analogs of sphingosine, ceramide, and
glycosphingolipids that may lead to therapeutic intervention in certain
patho-physiologic conditions.

Sphingolipids mediate a broad range of intracellular
actions, including cell proliferation, cell survival, thermotol-
erance, vascular maturation, angiogenesis, inflammation, and
immunomodulatory activity. Many intracellular targets of
sphingolipids now are well established, and others currently
are being investigated. In addition, some sphingolipids are
ligands for G-protein-coupled receptors on the cell
surface.

Chemical Structures of Sphingoid
Long-Chain Bases and Their
Glycosylated and Phosphorylated
Derivatives
Sphingoid long-chain bases

Sphingolipids contain a sphingoid base backbone, which often
is referred to as the long-chain base. The long-chain base is an
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amino alcohol with a long aliphatic chain such as sphingo-
sine, dihydrosphingosine, and phytosphingosine (compounds
1–3, Fig. 1). Compound 1 is (2S ,3R)-2-amino-4E -octadecene-1,
3-diol, commonly known by the names (2S ,3R)-sphingosine,
D-erythro-sphingosine, sphingenine, and d18:1∆4. In the
latter nomenclature, “d” designates the presence of a dihydroxy-
containing sphingoid base, 18 refers to the number of car-
bon atoms in the long-chain base, 1 refers to the number
of double bonds, and ∆4 indicates the position of the dou-
ble bond (as in the shorthand nomenclature used for fatty
acids). This lipid with an 18-carbon aliphatic chain and a
C-4,C-5-trans-double bond is the major constituent of the back-
bone of sphingolipids found in most mammalian cells. Many
structural variations of compound 1 are found in the natu-
ral sphingolipids that are distributed widely in eukaryotic cell
membranes. Modifications occur in the length of the aliphatic
chain and in the degrees of unsaturation, methyl branch-
ing, and hydroxylation. D-erythro-Dihydrosphingosine (com-
pound 2, also known as (2S ,3R)-sphinganine and d18:0) and
D-ribo-phytosphingosine (compound 3) are the two major sph-
ingoid long-chain bases of fungi and plants. Phytosphingosine
does not possess a 4,5-trans-double bond. The “t” indicates
that it is a trihydroxy-containing sphingoid base; the additional
hydroxy group is linked to C-4 of the aliphatic chain. Phy-
tosphingosine forms the backbone of many glycosphingolipids
(1, 2).

Sphingadienes are found in the long-chain base of some
glucosylceramides of plants, fungi, and marine sources. An
example is 4,8-octadecadiene-1,3-diol (also known as 4,8-
sphingadiene or d18:2∆4∆8), which has a C-8,C-9-double bond
in addition to the C-4,C-5-trans-double bond (compound 4,
Fig. 1). In the predominant sphingoid base of wheat and soy-
bean cerebrosides, the stereochemistry of the C-8,C-9 double
bond of 4,8-sphingadiene is 65% trans and 35% cis , and
the amide chain is predominantly α-hydroxypalmitic acid (3).
The sphingosine and sphingadiene bases of the glycosphin-
golipids of some organisms bear a methyl branch. For example,
a sea anemone has a 4,8-sphingadiene backbone that con-
tains 18 carbon atoms with a methyl branch at C-9 (4), and
the nematode Caenorhabditis elegans has a sphingosine back-
bone that contains 16 carbon atoms with an iso branch, for
example, a methyl group at C-15 (5). The sphingoid base
backbone of sphingomyelin in the tobacco hornworm moth
Manduca sexta is 4E ,6E -sphingadiene (6). The glycosphin-
golipid of a marine annelid contains a 4E ,8E -sphingadiene
backbone with a phosphocholine esterified to the C-6 position of
galactose (7). Glycosphingolipids isolated from a starfish con-
tained a 4E ,13Z -sphingadiene (8) and a 4E ,15Z -sphingadiene
backbone (9).

Sphingatrienes also occur naturally but in minor amounts.
Sphingomyelin isolated from squid nerve and from starfish
contains a branched, triunsaturated sphingoid base, 2-amino-9-
methyl-4E ,8E ,10E -octadecatriene-1,3-diol (10), and glycosph-
ingolipids from starfish contain the same long-chain base with-
out the methyl branch (9).

Sphingolipids with modifications at C-1 and C-2

Many examples of sphingolipids exist in which the C2-amino
and/or terminal hydroxy group is modified. N,N -Dimethyl-D-
erythro-sphingosine is a naturally occurring sphingolipid that,
like D-erythro-sphingosine, inhibits the ubiquitous signal trans-
ducer protein kinase C (PKC) (11). At high concentrations
(10 µM), N,N -dimethylsphingosine also inhibits sphingosine
kinases, the enzyme that is responsible for the formation
of sphingosine 1-phosphate (S1P), but at low concentrations
(<1 µM) it activates sphingosine kinase in the cytosol via a
PKCε-dependent mechanism (12).

The C-1 hydroxy group of sphingosine is replaced by a hy-
drogen in 1-deoxy-D-erythro-sphingosine [(2S ,3R)-2-amino-3-
octadecanol]. Because no functional group is present at the ter-
minal carbon, chemical/biochemical modification at that site is
precluded. This naturally occurring sphingosine analog, which
is called spisulosine or ES-285, was isolated from the clam Mac-
tromeris polynima and was found to induce an atypical form of
apoptosis in murine leukemia cells (13). A cyclodextrin-based
formulation of spisulosine is being used in Phase I clinical trials
as an anticancer agent (14).

Sphingolipids with a sulfate group esterified to the C-1 po-
sition were isolated from marine invertebrates and shown to
possess various bioactivities, such as the inhibition of neu-
raminidase and telomerase activity (15).

Ceramides are N -acyl-D-erythro-sphingosines (compound 1,
Fig. 2). Thus, ceramide is a 2-amido-1,3-diol. The fatty amide
group in ceramide is structurally heterogeneous, differing in the
length and extent of saturation and hydroxylation of the aliphatic
chain. In some species the fatty amide bears an α-hydroxy
group. Typical fatty acids that are prevalent in the fatty amide
linkage of natural ceramides are C16:0, C18:0, C20:0, C22:0,
and C24:1. The structural features that comprise the ceramide
molecule are depicted in Fig. 2. These features include the two
stereocenters of the sphingosine backbone (at C-2 and C-3), the
amide group, the aliphatic chain with the trans-double bond, and
the two hydroxy groups. Many of these sites have been altered
by chemical synthesis in efforts to establish structure–function
relationships (16).

In human skin, ceramides are present in lamellar sheets in in-
tercellular spaces of the stratum corneum (the outermost layer
of skin). Together with cholesterol and saturated free fatty
acids, ceramides maintain the water permeability barrier of
skin and block transepidermal water loss (17, 18). The stra-
tum corneum also contains free sphingosine, sphinganine, and
6-hydroxysphingosine, which may be formed by ceramidase ac-
tion on ceramides (19). The three long-chain bases found in skin
ceramides are sphingosine, 6R-hydroxy-D-erythro-sphingosine,
and phytosphingosine. Ceramides in skin are classified accord-
ing to whether their N -acyl chain bears an ω-hydroxy group,
which allows covalent bonding to take place with proteins and
fatty acids via an ester link. Compound 2 (Fig. 2) is known as
“ceramide B,” which constitutes about 25% of the dry weight
of the human stratum corneum tissue and is protein bound
(20, 21). In D-erythro-30’-(linoleoyloxy)triactanoyl-4-sphinge-
nine, a 30-carbon saturated fatty amide chain is esterifed to
linoleic acid and forms a wax-like compound.
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Figure 1 The structural feature common to all sphingolipids is a long-chain sphingoid base. Sphingoid bases are 2-amino-1,3-diols that bear an aliphatic
chain. The chain length varies from about 14 to 24 carbon atoms, and the extent of unsaturation, hydroxylation, and methyl-branching in the chain also
varies. 1, (2S,3R,4E)-sphingosine; 2, (2S,3R)-dihydrosphingosine; 3, (2S,3S,4R)-phytosphingosine; 4, 4E,6E-sphingadiene.

Figure 2 The structures of ceramide: 1, a schematic structure of ceramide that illustrates the sites at which structural modifications may be introduced by
chemical synthesis, and the structure of a representative ceramide found in human skin (2). Structural changes in the ceramide molecule have been
introduced at many sites. Alterations include the configuration at C-2 and C-3; the lengths of the fatty amide chain and of the aliphatic chain attached to
C-5; the positions of the unsaturation and the secondary hydroxy group; the replacement of the hydroxyl groups with other atoms (hydrogen or fluorine)
or functionalities (methoxy, methylthio, and keto); the incorporation of aromatic, heteroaromatic, and other rings in place of the alkenyl side chain of the
sphingoid base; and the replacement of the carbonyl group of the carboxamide group. In addition, the 2-amino-1,3-diol functionalities have been
incorporated into cyclic structures.

Other examples of sphingolipids with modifications at C-1
are glycosylated and the following phosphorylated
derivatives.

Phosphorylated sphingolipids

Sphingomyelin (ceramide 1-phosphorylcholine, compound 1,
Fig. 3) is a phospholipid in which the terminal hydroxy group

of ceramide is esterified to phosphocholine. Sphingomyelin
and the glycerophospholipid phosphatidylcholine have the same
polar head group; together, the two choline-containing phos-
pholipids account for >50% of the total phospholipids con-
tent of many mammalian membranes. Sphingomyelin is one of
the most abundant phospholipids in the plasma membranes of
mammalian cells and plasma lipoproteins, and its metabolism
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provides a source of sphingolipid second messengers. Sph-
ingomyelinase C catalyzed hydrolysis of the phosphodiester
bond yields ceramide and phosphocholine (Fig. 3). Hydrolysis
catalyzed by sphingomyelinase D cleaves the phosphodiester
bond on the choline side of the molecule and forms ceramide
1-phosphate and choline. Autotaxin (ATX), an enzyme that
promotes cancer cell invasion, cell migration, metathesis, and
angiogenesis, catalyzes the hydrolysis of lysosphingomyelin to
sphingosine 1-phosphate in addition to hydrolyzing lysophos-
phatidylcholine to the lipid mediator lysophosphatidic acid.
ATX is subject to product inhibition by two important lysophos-
pholipid signaling molecules, lysophosphatidic acid and sphin-
gosine 1-phosphate (22). Therefore, this enzyme is an attractive
drug target that may be inhibited by synthetic lyso sphingo-
and/or glycerophospholipids.

In mammalian cells, the predominant long-chain base in
sphingomyelin is D-erythro-C18-sphingosine. Dihydrosphingo-
sine is a minor long-chain base of sphingomyelin of most
mammalian membranes; for example, the dihydrosphingosine
content of egg (chicken) and milk (bovine) sphingomyelin is
∼1% and 15–20%, respectively (23). An exception, however,
is the adult human eye lens membrane, in which dihydrosphin-
gosine comprises about 50% of the total phospholipid and about
80% of the total sphingomyelin content (24). The absence of
unsaturation in the long-chain base results in modified physical
properties. The double bond of sphingomyelin is essential in
maintaining the transbilayer asymmetry of a glycosphingolipid
in phospholipid vesicles (25) and in inhibiting protein-mediated
glycosphingolipid transfer between membranes (26), as demon-
strated by replacing sphingomyelin with dihydrosphingomyelin
in bilayer membranes.

The C-3-hydroxy group and the C-4,C-5-trans-double bond
of sphingomyelin and other sphingolipids are located in the
lipid–water interfacial region. These groups play a role in
organizing interfacial water via hydrogen bonding with the sur-
rounding water molecules and neighboring lipids. Intramolec-
ular hydrogen bonding (with the participation of strongly
bound water molecules) between the C-3-hydroxy group of
the long-chain base and the bridging oxygen of the phos-
phate results in restricted polar head group mobility (27). The
trans-double bond of the sphingoid base plays a role in the
extent of hydration of the interfacial region of sphingomyelin-
containing bilayers. Dihydrosphingomyelin has been proposed
to form stronger intermolecular hydrogen bonds with neighbor-
ing dihydrosphingomyelin, cholesterol, and other lipid molecules
than does sphingomyelin (28), whereas sphingomyelin may
form more stable intramolecular hydrogen bonds (27). Dihy-
drosphingomyelin has a higher affinity for cholesterol than
sphingomyelin and protects cholesterol and unsaturated phos-
phatidylcholines from oxidation better than sphingomyelin (29).

A heterogeneous mixture of fatty amide chains often is
found in natural sphingomyelins and other sphingolipids, vary-
ing with the source and age (30). The fatty acyl chain con-
tent of milk sphingomyelin, for example, is ∼33% C23:0,
and ∼20% each of C16:0, C22:0, and C24:0. About 50% of
the N -acyl chain composition of bovine brain sphingomyelin

is C18:0, with about 20% C24:1 and 8% C22:0. Egg sphin-
gomyelin is an exception, being relatively homogeneous with re-
spect to N -acyl content—largely C16:0 (∼80–85%) and C18:0
(∼12%). An abundance of long, saturated amide chains ex-
ists in sphingomyelin compared with the fatty acyl chains of
glycerophospholipids, which provides a marked disparity in
the intramolecular chain lengths of the sphingoid chain and
the N -acyl chain. A long, saturated N -acyl chain in sphin-
gomyelin is conducive to tight packing between sphingomyelin
and cholesterol, which may result in the formation of or-
dered microdomains in bilayer membranes. Synthetic sphin-
gomyelin bearing a N -oleoyl chain is not incorporated into
cholesterol-rich domains (31), probably because of its high mis-
cibility with phosphatidylcholine (32).

The lengths of both the long-chain base and fatty amide
chain tend to be shorter in the sphingolipids isolated from in-
vertebrate sources than from mammalian sources. For example,
the major long-chain base of the sphingolipids of Drosophila
(33), the moth Manduca sexta (6), and honey bees (34)
is C14-D-erythro-sphingosine (the 14-carbon homolog of the
long-chain base, with smaller amounts of the C15–C17 sphin-
goid bases), and the N -acyl chains of their sphingolipids are
also shorter (35). Incidentally, the fatty acyl chains of their
glycerophospholipids are also shorter than those of glycerophos-
pholipids in mammalian cell membranes; thus the temperature
of the main gel to liquid-crystalline phase transition is lower in
invertebrate membranes than in mammalian membranes.

Invertebrates also contain ceramide phosphoethanolamine, an
analog of sphingomyelin in which the choline is replaced by
ethanolamine, as the major sphingophospholipid constituent of
their membranes. The same enzyme that catalyzes the trans-
fer of phosphocholine from phosphatidylcholine to ceramide
(SM synthase) also transfers phosphoethanolamine from phos-
phatidylethanolamine. Ceramide phosphoethanolamine seems to
have an antioxidant function in Drosophila (33) similar to
sphingomyelin in mammalian cells (36, 37). Little informa-
tion is available regarding the other functions of ceramide
phoshoethanolamine because most physical studies of sphin-
gophospholipids have been focused on sphingomyelin. Sph-
ingomyelin isolated from natural sources partitions efficiently
into highly ordered lateral domains of lipid bilayers enriched
in cholesterol and interacts preferentially with cholesterol (38),
but ceramide phosphoethanolamine seems to form less tightly
packed bilayers with cholesterol (39).

Sphingophosphonolipids are another type of sphingophos-
pholipid in which the polar head group contains a
carbon–phosphorus bond. Ceramide 2-aminoethylphosphonate
is a typical example (compound 2, Fig. 3). In some species, the
head group also bears a 1-hydroxy group or an N -methyl group.
Sphingophosphonolipids are minor constituents of mammalian
cells but are abundant in the bacterium Bacteriovorax stolpii ,
in which the long-chain bases are mostly C17 isobranched phy-
toceramide and dihydroceramide (40, 41).

The principal sphingosylphosphatide component of yeast,
fungi, and slime molds is inositol phosphorylceramide (Ins-
PCer, compound 3, Fig. 3), which has a phytoceramide or
dihydrosphingosine backbone and an inositol phosphate head
group. InsPCer is formed in a reaction catalyzed by Ins-
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Figure 3 The structures of sphingomyelin (1), ceramide aminoethylphosphonate (2), and inositol phosphorylceramide (InsPCer) (3).

PCer synthase, which transfers inositol phosphate from phos-
phatidylinositol to the C-1 hydroxy group of dihydroceramide
or phytoceramide and therefore liberates diacylglycerol (42).
Glycosylated derivatives of InsPCer constitute the lipid moi-
ety of most glycosylphosphatidylinositol-(GPI)-anchored mem-
brane proteins of eukaryotic cell membranes (43, 44). As no
mammalian analog of InsPCer synthase exists, this enzyme is
a potential therapeutic target for the development of selective
antifungal and antiprotozoal agents that interfere with sphin-
golipid biosynthesis in fungal and protozoan cells but not in
mammalian cells (45, 46). Microbial natural products that in-
hibit InsPCer synthase include the cyclic peptide aureobasidin
A, an amphipathic lipid known as khafrefungin, and a macrolide
called galbonolide A or rustmicin (46, 47). The structures of the
latter two compounds are shown in Fig. 4.

The phosphorylated metabolites of sphingomyelin are sph-
ingosylphosphocholine (lyso-sphingomyelin, the N -deacylated
derivative of sphingomyelin), sphingosine 1-phosphate, and ce-
ramide 1-phosphate. These sphingolipid metabolites are signal-
ing molecules that regulate diverse cellular functions (48–53).

Glycosylated sphingolipids

The terminal hydroxy group of sphingosine is linked to at least
one carbohydrate moiety in glycosphingolipids. In mammalian
cells, the sugar moiety is in a β-glycosidic link to the sphin-
goid base, as in β-glucosylceramide (Fig. 5). Cerebrosides are
one subgroup of glycosphingolipids in which a galactose or glu-
cose is linked to ceramide (compound 1, Fig. 5). Sulfatides are
a subgroup of galactocerebrosides in which a sulfate group is

esterified to the C-3 position of the sugar; the sulfate group
of 3′-phosphoadenosine 5′-phosphosulfate is transferred to the
galactocerebroside in a reaction catalyzed by a sulfotransferase.
β-Galactosylceramide and its 3-sulfate ester bind to the gp-120
envelope protein of HIV-1; this interaction allows HIV-1 to
infect CD4-negative cells (54). Globosides have at least two sac-
charide units linked by the anomeric hydroxy group of one sugar
to the terminal hydroxy group of the sphingoid base. Plants and
fungi contain inositol-linked phosphophytoceramides (InsPCer)
such as compound 3 (Fig. 3), a major glycophosphosphingolipid
of yeast, and mannosylated and dimannosylated derivatives.

Gangliosides (compound 2, Fig. 5) are ubiquitous compo-
nents of vertebrate cells and are abundant in nervous tissues.
They are localized in the outer leaflet of plasma membranes
and form clusters in lipid microdomains, where they participate
in various recognition and cell signaling processes (55). The
oligosaccharide head group of gangliosides contains at least one
N -acetylneuraminic acid residue. This monosaccharide, which
is a sialic acid and is abbreviated as NANA, NeuAc, or Neu5Ac,
is recognized (together with uncharged saccharide units) by
many carbohydrate-related proteins (56). Thus gangliosides are
sialylated glycosphingolipids. The predominant N -acyl chain
of the ceramide backbone in gangliosides is stearoyl (C18:0).
Figure 5 shows the structures of the gangliosides GM1 and GM3.
In ganglioside nomenclature, the subscript letter “M” refers to
“mono,” which is the number of NANA residues in GM1. The
difference between 5 and the number after the “M” indicates
the number of uncharged sugar residues present in the gan-
glioside: four in GM1 and two in GM3. GM3 is the principal
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Figure 4 The structures of natural inhibitors of InsPCer synthase: galbonolide A and khafrefungin.

Figure 5 The structures of (1) glycosphingolipids and (2) the gangliosides GM3 and GM1. GM3 contains ceramide, one glucose residue, one galactose
residue, and one NANA residue. GM1 is a more complex ganglioside that contains an N-acetylgalactosamine residue and a galactose residue in addition to
the components of GM3.

ganglioside found in human T lymphocytes. GM1 is a principal
ganglioside in the brain but is also present in intestinal epithelial
cell membranes where its physiologic function is not known.
Gangliosides affect a multitude of cellular processes, includ-
ing binding specifically to viruses and many bacterial toxins.
A well-known example is the binding of cholera toxin, the en-
terotoxin produced by Vibrio cholerae, to GM1 on the surface of
human intestinal epithelial cells (57). The development of artifi-
cial receptors for the toxin may form the basis for the design of

a potential anticholera drug (58). Another example of a specific
interaction between a protein and a ganglioside is the binding
of GM1 to α-synuclein, a presynaptic protein with a propen-
sity to form fibrils and aggregates that have been implicated in
Parkinson’s disease and other neurodegenerative diseases (59).
Ganglioside GM3 binds to insulin receptors; in fact, the accumu-
lation of GM3 in membrane microdomains (rafts) of adipocytes
results in the development of insulin resistance, apparently be-
cause of the dissociation of the insulin receptor from its complex
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with caveolin-1 in rafts (60). Because GM3 is a negative regula-
tor of insulin signaling, the inhibition of GM3 biosynthesis may
offer a novel therapeutic approach for insulin-resistant type 2
diabetes.

Role of Chemical Structure in the
Biological Activity or Biophysical
Behavior of Ceramide
The presence of two chiral carbon atoms in sphingosine results
in the possible formation of four stereoisomers (Fig. 6). Only
the D-erythro stereoisomer occurs naturally, and this stereoiso-
mer is the only form that is used efficiently as the substrate
for sphingolipid-using enzymes such as ceramidase (61, 62)
and protein phosphatases (63). The “D” nomenclature is based
on the Fischer projection and its relationship to the Fischer
projection of D-glyceraldehyde (Fig. 6). Many studies have
been carried out to assess how the various bioactivities of
the unnatural stereoisomers of ceramides differ from that of
D-erythro-ceramide. Short-chain ceramides (having a C2 to C8
N -acyl chain) were used in many of these studies because they
are water soluble and cell permeable. In general, the D-erythro
form was found to be the most effective with regard to bioactiv-
ity. For example, only the D-erythro isomer of C8-ceramide was
capable of promoting the fusion of an alpha virus with target
liposomes; the other three isomers were inactive (64). How-
ever, in some studies the D-threo isomer had equal or higher
activity than the D-erythro isomer (65), and in still other stud-
ies both the D-threo and L-threo isomers had higher activity
than did the D-erythro isomer (66). In other studies, a lack of
stereospecificity was found, as all four stereoisomers exhibited
approximately equal activity (67–69).

Short-chain analogs of D-erythro-ceramide trigger apoptosis,
thereby mimicking the activity of endogenous ceramide. How-
ever, biophysical studies indicate that short-chain ceramides
perturb the physical properties of model membrane bilayers dif-
ferently than their long-chain counterparts. For example, they
did not form the ceramide-rich domains that are observed char-
acteristically with C16:0- and C18:0-ceramide (70). A study of
the ability of ceramide analogs to displace sterols from rafts
indicated that C12:0- and C16:0-ceramides are faithful mimics
of natural ceramides in model bilayers (71).

The presence of the trans-double bond between C-4 and
C-5 contributes to the close packing of D-erythro-ceramide
molecules at the lipid–water interface (72). The unsaturation
is required for most bioactivities of ceramide that have been
studied, as dihydroceramide generally exhibits much lower
bioactivity. Studies with the cis and triple bond derivatives
of ceramide have provided different results; one study found
a high activity of these unsaturated ceramide analogs (73),
but other studies found markedly reduced bioactivities (69,
74). A synthetic analog of ceramide in which the unsatura-
tion remains at C-4 but is in an exo-methylene group was also
active in inducing apoptosis in mouse embryonic fibroblasts
(75). The incorporation of the trans-double bond into an aro-
matic or heteroatomic ring also provided bioactive ceramide
analogs (76, 77).

Dihydroceramide exhibits different physical and biochemical
effects compared with the corresponding ceramide bearing the
same N -acyl chain. For example, channel formation in mito-
chondrial membranes (78) and protein phosphatase activity in
pancreatic beta cells are inhibited by dihydroceramide but are
activated by ceramide (63, 79). Dihydroceramide is less effec-
tive than ceramide in inducing apoptosis (68).

The terminal hydroxy group of ceramide has also been
modified. 1-O-Methoxyceramide did not inhibit mitochondrial
ceramidase (69), and 1-fluoroceramide was a weak inhibitor of
glucosylceramide formation in cultured murine neuronal cells
(80). The 1-methylthio analog of dihydroceramide activated
sphinganine kinase and disrupted neuron axonal growth in cell
cultures (81).

Biological Background

In the anabolic pathway of ceramide biosynthesis, N -acylation
of a sphingoid long-chain base takes place in the endoplas-
mic reticulum and Golgi apparatus. In the catabolic pathway
of ceramide biosynthesis, degradation of sphingomyelin and
glycosphingolids takes place at the plasma membrane and lyso-
somes, respectively. The enzymes in both the anabolic and
catabolic pathways of sphingolipid metabolism are important
determinants of cell survival, growth, and differentiation. Be-
cause sphingolipids have been implicated in a wide range of
human diseases and neurological syndromes, sphingolipid-using
enzymes represent potential targets for therapy of a variety of
diseases characterized by an accumulation of sphingolipids or
an improper balance among growth-supporting (such as sph-
ingosine 1-phosphate, ceramide 1-phosphate, and glycosylcer-
amides) and growth-inhibiting sphingolipids (such as ceramide
and sphingosine).

A defect in a single lysosomal enzyme or cofactor results in
substrate accumulation in one or more organs. This imbalance
between the formation and breakdown of glycosphingolipids is
associated with neurodegeneration and high mortality (see also
Lipid Homeostasis, Chemistry of). Partial reduction in the rate
of biosynthesis of the glycolipid that accumulates in a lipid
storage disease is known as substrate reduction therapy, which
is an alternative therapeutic approach to enzyme replacement.
An inhibitor of an enzyme in an anabolic glycosphingolipid
pathway is used to reduce a key glycosphingolipid partially
to a level at which the residual catabolic activity is capa-
ble of preventing excessive substrate accumulation. The imino
sugar N -butyldeoxynojirimycin (NB-DNJ), which is marketed
as miglusatat or Zavesca, is a synthetic sphingolipid deriva-
tive that selectively modulates cellular glycosphingolipid levels.
It inhibits the ceramide-specific glycosyltransferase that cat-
alyzes the first committed step in glycosphingolipid synthesis
and shows promising results in the management of some an-
imal models of glycosphingolipid storage diseases because it
offsets the accumulation of glucosylceramide and more complex
glycosphingolipids (82).

The sphingolipid pathway has many sites at which inhibitors
may be directed to bring about the pharmacologic manipulation
of sphingolipid metabolism. As ceramide has a central role in a
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myriad of cell signaling events, a great deal of attention has been
devoted to the study of ceramide metabolism and function in
the past two decades. The direct targets of ceramides that have
been identified are the protease cathepsin D, ceramide-activated
protein phosphatases, ceramide-activated protein kinases, the ki-
nase suppressor of Ras (KSR), isoforms of protein kinase C
(PKC), c-Jun N-terminal kinase (JNK), Akt, and PTEN (83, 84).
The phosphorylation state of proteins with pro- and antiapop-
totic activities is modulated by intracellular ceramide levels.

Regulation of the endogenous levels of
ceramide with naturally occurring
inhibitors of sphingolipid-using enzymes

The structures of some naturally occurring compounds that act
on sphingolipid-metabolizing enzymes are shown in Fig. 7.
These compounds include 1) sphingols, which inhibit ser-
ine palmitoyl-CoA transferase, 2) fumonisins and australifun-
gin, which inhibit (dihydro)ceramide synthase, 3) scyphostatin,
which inhibits the neutral-pH optimum isozyme of sphin-
gomyelinase, 4) 2-acetyl-4-tetrahydroxybutylimidazole (THI),
which inhibits S1P lyase, and 5) aureobasidin A, khafrefungin,
and galbonolide A, which inhibit InsPCer synthase (Fig. 4).

Overview of sphingolipid biosynthesis

The de novo synthesis of ceramide takes place in the endo-
plasmic reticulum and begins with the decarboxylative con-
densation of L-serine with palmitoyl-CoA, catalyzed by serine
palmitoyl-CoA transferase (SPTase) (Fig. 8). As the name of
the enzyme implies, palmitoyl-coenzyme A is recognized pref-
erentially by mammalian SPTase, and the palmitoyl chain is
transferred to the amino group of L-serine with the forma-
tion of 3-ketosphinganine. In this reaction, carbon dioxide is
released from serine, with the other two carbon atoms of serine
providing the source of C-1 and C-2 of the long-chain base.
Therefore, the 18-carbon long-chain base predominates in the
sphingolipids of mammalian cells. Although most prokaryotic
cells do not contain sphingolipids, some bacteria such as the
Sphingomonas species synthesize glycosphingolipids. The SPT-

ase of these bacteria is a cytoplasmic homodimer, in contrast
to the membrane-bond heterodimeric form found in eukaryotes
(85); as mentioned above their sphingoid long-chain bases tend
to have fewer than 18 carbons, which implies that their SPTase
prefers an acyl-CoA with fewer than 16 carbons in the acyl
chain.

Inhibition of the first step in sphingolipid biosynthesis with
sphingols, L-cycloserine, or β-chloro-L-alanine results in the
depletion of all sphingolipids. Sphingols such as myriocin
(also known as ISP-1, Fig. 9) and sphingofungins (Fig. 9)
have been isolated from fungal cultures and often are used
as biochemical tools to examine the roles of sphingolipids
in vitro. Growth inhibition of cultured cells by myriocin and
sphingofungin B was rescued by exogenous sphingolipids (86).
Myriocin treatment of apoE1 knockout mice decreased the
sphingomyelin content of lipoproteins and lowered the levels
of plasma cholesterol and triacylglycerols, which indicates that
sphingolipid biosynthesis may be a therapeutic target for treating
dyslipidemia and atherosclerosis (87).

Myriocin is a competitive inhibitor of SPTase, which forms
an aldimine adduct with the active site of the enzyme. However,
cycloserine and β-chloro-L-alanine inhibit SPTase by a different
mechanism; they react with the coenzyme of SPTase, pyridoxal
5′-phosphate, inhibiting the enzyme irreversibly and thereby
downregulating the biosynthesis of sphinganine (88). As shown
in Fig. 9, myriocin and sphingofungin B (both of which inhibit
SPTase in the nanomolar range) bear a structural resemblance
to sphingosine and its biosynthetic intermediates and may also
mimic the transition state of the SPTase-catalyzed reaction. The
configurations at C-2, C-3, C-4, and C-5 of sphingofungin B
are important for its inhibitory potency on SPTase; however,
the 14-hydroxy epimer of sphingofungin B is as potent as the
natural 14 S stereoisomer, which indicates that the configuration
at C-14 is not critical (89).

Inhibition of other enzymes in the sphingolipid
metabolic pathway by natural products

In the second step of the sphingolipid biosynthetic pathway, the
carbonyl group of 3-ketosphinganine is reduced with NADPH to

Figure 6 Structures of the four stereoisomers of sphingosine. Sphingosine has two chiral carbon atoms (C-2 and C-3). The Fischer projection formula of
each structure is also shown, with C-1 at the top, to illustrate the D/L and erythro/threo stereochemical nomenclature. C-3 has an erythro or threo
configuration as it relates to C-2, depending on whether the similar groups (amino and hydroxy) are on the same or opposite side of the Fischer
projection. D versus L refers to the configuration at C-2 relative to the configuration of D-glyceraldehyde versus L-glyceraldehyde.
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Figure 7 The structures of various naturally occurring inhibitors of enzymes in the sphingolipid pathway.

form D-erythro-sphinganine. No naturally occurring inhibitors
of 3-ketosphinganine reductase have been reported yet.

The N -acylation of sphinganine with a fatty acyl-CoA is
catalyzed by acyl-CoA-dependent ceramide synthases (also
called dihydroceramide synthases; at least six genes for this
enzyme exist in mammalian cells), which produces dihydro-
ceramide. The fungal natural products fumonisin and austral-
ifungin (Fig. 7) are specific inhibitors of N -acylsphinganine
transferase activity in mammalian and fungal cells, respec-
tively. The structure of fumonisin resembles the structures of
both the sphingosine base and fatty acyl-CoA cosubstrates of
dihydroceramide synthase. Therefore, the aminopentol portion
of fumonisin may compete with the long-chain base for bind-
ing to the enzyme, and the polar region that contains the two
TCA substituents may block binding of the fatty acyl-CoA.
Fumonisin-induced disruption of sphingolipid metabolism re-
sulted in neurotoxicity, birth defects, cancer, and renal and
liver failure (90, 91). γ-Tocopherol, the predominant form of
dietary vitamin E, also raises the levels of dihydroceramide and
dihydrosphingosine in human prostate cancer cell lines (92).
Although the mechanism by which these sphingolipids are el-
evated has not been established, this result is another example

of how an interruption in the de novo sphingolipid pathway can
culminate in cell death.

Dihydroceramide desaturase catalyzes the last enzyme in the
de novo biosynthetic pathway, which is the introduction of the
C-4,C-5-trans-double bond into the long-chain base. No nat-
urally occurring inhibitors of this enzyme have been reported
yet. In plants and fungi, dihydroceramide is hydroxylated at C-4
instead of undergoing dehydrogenation. The hydroxylated prod-
uct, phytoceramide, is the precursor of complex sphingolipids
such as InsPCer and various glycosyl-InsPCer derivatives such
as mannose-IPC, mannose diinositolphosphorylceramide, di-
mannose inositolphosphorylceramide, and galactose-dimannose
inositolphosphorylceramide.

Metabolism of ceramide

Ceramide formed in mammalian systems is metabolized to sph-
ingomyelin, glycosphingolipids, and ceramide 1-phosphate by
the actions of sphingomyelin synthase, glucosylceramide syn-
thase, and ceramide kinase on ceramide, respectively. Ceramide
synthesized in the endoplasmic reticulum is transported to the
Golgi apparatus for synthesis of complex sphingolipids (93).
Sphingomyelin is synthesized from ceramide by transfer of the
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Figure 8 Outline of the sphingolipid biosynthetic pathway. Natural and
synthetic inhibitors of sphingolipid-metabolizing enzymes are shown
adjacent to the inverted T bars.

Figure 9 Structures of naturally occurring inhibitors of SPTase.

phosphocholine head group of phosphatidylcholine. As men-
tioned above, sphingomyelin synthase catalyzes this reaction,
and diacylglycerol (an activator of PKC) is released. InsPCer
synthase carries out the analogous process in yeast and plants,
transferring inositol phosphate to phytoceramide or dihydro-
ceramide. Cerebrosides and gangliosides are synthesized from
ceramide and nucleotide sugars in the presence of glycosyl
transferases.

Hydrolysis of the amide bond of ceramide by ceramidases
generates sphingosine, which has broad antibacterial and anti-
fungal activity in addition to its PKC inhibitory activity (94).
Phosphorylation of sphingosine at the terminal hydroxy group
by sphingosine kinases affords S1P. S1P acts both as an in-
tracellular second messenger by activating internal cell targets
and extracellularly as an agonist of G-protein coupled recep-
tors by mediating a diverse range of cellular effects (51, 52,

95). Sphingosine kinases are activated by several growth- and
survival-promoting agents.

S1P lyase, a pyridoxal 5′-phosphate dependent enzyme that
has a potential role in controlling cell fate and stress responses
(96, 97), cleaves S1P between C-2 and C-3 to produce an
α,β-unsaturated fatty aldehyde and phosphoethanolamine. Pyri-
doxal 5′-phosphate forms a Schiff base with the amino group of
S1P. S1P lyase plays a role in determining the balance between
the intracellular levels of S1P and ceramide.

S1P is dephosphorylated by S1P phosphatases. The S1P
phosphatase-1 isozyme decreases the transport of ceramide from
the endoplasmic reticulum to the Golgi, as determined by the
visualization of a fluorescent analog of ceramide that accumu-
lates in the ER (98). S1P phosphatase type-2 is upregulated by
inflammatory stimuli (99).

Natural products that interfere with ceramide
metabolism
Ceramide also is formed by sphingomyelinase (SMase)-
catalyzed hydrolysis of sphingomyelin. Acidic and neutral
SMases are activated by stress stimuli and external agents such
as the Fas ligand (FasL), tumor necrosis factor-α (TNF-α),
growth factors, and chemotherapeutic agents, which produces
a transient rise in intracellular ceramide levels by hydrolysis
of the phosphocholine moiety of sphingomyelin. SMases play
important roles in cell signaling pathways that regulate cell
growth, differentiation, cell cycle arrest, and apoptosis. A se-
cretory form of acidic SMase is important in sphingomyelin
catabolism, generating ceramide from sphingomyelin in plasma
membrane domains. The resulting coalescence of ceramide-rich
domains leads to the initiation of apoptosis, internalization of
pathogens, and secretion of cytokines (100, 101).

The fungal metabolite scyphostatin (Fig. 7) is a potent, re-
versible inhibitor of membrane-bound Mg2+-dependent neutral
sphingomyelinase (nSMase), thereby interfering with the gen-
eration of ceramide (102, 103). The activity of nSMases is
sensitive to the cellular redox state, for example, the ratio of
glutathione in the reduced versus the oxidized form (104, 105).
The farnesyltransferase inhibitor manumycin A, a polyenamide
produced by the Streptomyces species, also inhibits nSMase
irreversibly (106).

The lysosomal acid sphingomyelinase (aSMase) isoform is
inhibited by L-carnitine, a cofactor of acyl-coenzyme A trans-
port in mitochondria (107, 108), and by phosphatidylinositol
polyphosphates, which occur in plant, yeast, and mammalian
cells (109).

A caramel food colorant and component of coffee, 2-acetyl-4-
tetrahydroxybutylimidazole (THI, Fig. 7), inhibits S1P lyase,
which causes S1P to accumulate in the lymph nodes (110).

Interrelationships Among
Sphingolipid Metabolites

Figure 10 shows interrelationships among the sphingolipid
metabolites. Ceramide is converted to glycosylceramides and
more complex glycosphingolipids and to 1-O-acylceramide
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by glycosylceramide synthases; it is converted to ceramide
1-phosphate by ceramide kinase and to sphingosine by cer-
amidases (Fig. 10a). The interplay between the kinases and
phosphatases may control the concentrations of these sph-
ingolipid mediators. Figure 10b shows the interconversions
among the sphingolipid metabolites, together with the natural
and synthetic inhibitors of enzymes in the sphingolipid pathway.

Elevating the ceramide content of cells

Stimulating ceramide biosynthesis and inhibiting the conver-
sion of endogenous ceramide to other sphingolipid metabolites
is a strategy that may be applied to block key steps in cancer
progression such as cell growth and cell survival. The intracel-
lular level of ceramide can be elevated by 1) activating neutral

(a)

(b)

Figure 10 (a) Outline of the sphingolipid metabolic pathway with an emphasis on the steps involved in the conversion of sphingomyelin to ceramide,
ceramide to sphingosine, and sphingosine to sphingosine 1-phosphate. The inverted T bars indicate the natural and synthetic inhibitors of the enzymes in
the pathway. (b) Interconversions among sphingolipid metabolites with opposing activities affect cell homeostasis. The balance between sphingoid bases
plays an important role in the control of cell fate. For example, although ceramide plays a key role in the cellular stress response and the induction of
apoptosis, it may be metabolized to S1P, which inhibits apoptosis and promotes DNA synthesis, angiogenesis, and cell migration. Tipping the balance
between the accumulation of a pro-apoptotic and an anti-apoptotic sphingolipid may result in metabolic dysfunctions.
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and acid SMases, 2) stimulating the de novo synthesis of cer-
amide, and 3) blocking the metabolic conversion of ceramide
to other sphingolipids (for example, by inhibiting enzymes that
use ceramide as a substrate, such as sphingomyelin synthase,
glycosylceramide synthases, ceramidases, ceramide kinase, and
O-acyl transferases).

Lowering the ceramide content of cells

Inhibitors of the enzymes that participate in the de novo
biosynthesis of ceramide may be used to treat pathologies
associated with elevated intracellular ceramide levels, such
as chemotherapy-induced cell death and insulin resistance
in muscle.

Designing Sphingolipid Analogs
to Modulate Sphingolipid
Metabolism

Synthetic analogs of sphingolipids offer
advantages over natural sphingolipids

1. The extensive hydrophobicity of some natural com-
pounds can be reduced by synthesizing compounds
with shorter hydrocarbon chains or with more po-
lar groups, thereby enhancing the aqueous solu-
bility and cellular uptake (which may be directed
to different intracellular compartments). Many cell-
permeable analogs of ceramide mimic the effects
of TNF-α, chemotherapeutic agents, oxidants, and
ionizing radiation, which activate SMases to pro-
duce ceramide. Moreover, the subcellular localization
of the analog may be dependent on the lipophilic-
ity and/or net charge of the analog. N -Hexanoyl-
and N -octanoyl-D-erythro-ceramide are examples
of cell-permeable analogs of natural ceramide that
induce cell cycle arrest or apoptosis in A549
cells (111, 112).

2. As discussed above, altering the stereochemistry of
the sphingosine backbone has produced, in many
instances, stereoisomers with altered bioactivity com-
pared with the natural stereoisomer, for example, in
activating the catalytic subunit of serine-threonine
protein phosphatase 2A (63) or in inhibiting mito-
chondrial ceramidase (69).

3. The chemical and metabolic stability of labile natural
compounds can be enhanced by incorporating stabi-
lizing groups such as a phosphonate in place of a
phosphodiester bond or a C -glycoside in place of an
O-glycosidic bond, thereby creating new agents that
resist phosphatase (113–115) and glycosidase action
in cells (116).

4. The toxicity and bioavailability can be varied by
conjugation to form new derivatives such as glu-
curonides that are metabolized differently than the
parent compound. An example is a glucuronide
derivative of the aminophenol amide of all-trans
retinoic acid, fenretinamide (N -(4-hydroxyphenyl)-
retinamide, 4-HPR) (117).

5. Structure-activity relationships may be established if
several analogs are available. This step is a neces-
sary step in drug design that leads to optimizing the
properties of the therapeutic agent and developing a
lead compound.

Many non-natural sphingolipid analogs have been synthe-
sized with the aim of achieving a potential therapeutic advantage
with respect to one of the following bioactivities: 1) to manip-
ulate the activity of enzymes in the sphingolipid biosynthetic
pathway and thus alter the balance between the pro-survival
and antiproliferative sphingolipid metabolites, 2) to alter the
stability of lipid rafts and cause aberrant localization of sig-
naling molecules, 3) to produce immunosuppression via al-
teration of the number of circulating lymphocytes, or 4) to
activate natural killer T cells to produce a desired array of cy-
tokines.

Elevating Intracellular Ceramide
Levels with Unnatural Sphingolipid
Analogs

Irradiation (UV and γ rays), chemotherapy, pathogenic infec-
tions, and many other external stress stimuli activate SMases
and elevate the endogenous levels of ceramide in tumor cells,
which promotes apoptosis. However, tumor cells may coun-
teract these treatments by activation of ATP-dependent efflux
proteins and by converting endogenous ceramide to other sph-
ingolipid metabolites, which thereby evades apoptosis.

Use of unnatural sphingolipid analogs to
elevate endogenous ceramide levels in
tumor cells by interfering with ceramide
trafficking

After the de novo synthesis of ceramide in the endoplasmic
reticulum, additional biosynthesis of sphingolipids continues in
the Golgi apparatus and plasma membrane. Sphingomyelin syn-
thase uses ceramide as a substrate for sphingomyelin production
in the lumen of the Golgi. A cytosolic ceramide transfer pro-
tein, CERT, transports ceramide in a nonvesicular manner from
the endoplasmic reticulum to the Golgi complex (118). Ce-
ramide transport is required for the synthesis of sphingomyelin
and presumably other sphingolipids. A Drosophila mutant that
lacked the functional CERT gene had a depressed content of
ceramide phosphoethanolamine (the sphingomyelin analog in
Drosophila) and ceramide, which resulted in altered membrane
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permeability behavior and an enhanced susceptibility to oxida-
tion of cellular components (33). A synthetic analog that resem-
bles ceramide with respect to structure and stereochemistry,
(1R,3R)-N-(3-hydroxy-1-hydroxymethyl-3-phenylpropyl)dodec-
amide (1R,3R)-HPA-12 (Fig. 11), inhibited sphingomyelin
biosynthesis by blocking ceramide trafficking (119).

Use of synthetic sphingolipid analogs to
modulate endogenous ceramide levels

1. Inhibition of neutral SMases. Mg2+-dependent nSM-
ases in plasma membranes hydrolyze sphingomyelin
to yield ceramide and phosphocholine. As ceramide
is a key signaling molecule in the apoptotic and in-
flammation response to stress signals, inhibitors of
SMase isoforms may provide lead compounds for the
treatment of inflammation, ischemia, neurodegenera-
tive diseases, and infarction. The following examples
are representative of efforts to develop synthetic sph-
ingophospholipid analogs with antiapoptotic activity.
3-O-Methyl- and 3-O-ethyl-sphingomyelin (Fig. 11)
inhibited nSMase without markedly affecting the ac-
tivity of the acid isoform (120). Inhibition of nSM-
ase also was observed with hydrolytically stabilized
tert-butylcarbamate and urea derivatives of sphin-
gomyelin, which also prevented apoptotic neuronal
cell death in an ischemic model (121, 122). S1P
analogs with a difluoromethylenephosphonate link
instead of the phosphate group (SMA-3 and SMA-7,
Fig. 11) inhibited nSMase in pheochromocytoma
PC-12 cells and inhibited cerebral infarct in mice
(123). Phosphonocholine analogs of sphingomyelin,
in which an oxygen atom in the phosphate ester head
group was replaced by a carbon, nitrogen, or sulfur

atom, were also inhibitors of nSMase (124) as was a
lactone derivative of ceramide (125) (Fig. 11). A sta-
ble desepoxy analog of scyphostatin inhibited nSM-
ase in monocytes, macrophages, and hepatocytes, and
inhibited apoptosis (126) (Fig. 11).

2. Inhibition of SM synthase. Tricyclodecan-9-yl xan-
thogenate (D609, Fig. 12) is a known inhibitor of
phospholipase C (which hydrolyzes phosphatidyl-
choline) (127). It inhibited SM synthase and induced
apoptosis in U937 human monocytic leukemia cells
(128) and rat PC12 cells (129).

3. Inhibition of glucosylceramide (GlcCer) syn-
thase. This enzyme incorporates a glucosyl
residue from UDP-glucose into ceramide to form
β-glucosylceramide, which is a precursor of complex
glycosphingolipids that participate in many physio-
logic and pathophysiologic processes. Therefore, this
enzyme is a potential drug target. NB-DNJ (Fig. 12)
is a competitive inhibitor of GlcCer synthase with
respect to ceramide and is a noncompetitive inhibitor
with respect to UDP-glucose; molecular modeling
studies indicated that NB-DNJ is structurally similar
to ceramide but not to glucose (130). NB-DNJ
reduced the level of GlcCer that accumulates in
Gaucher disease and also acted as a chemical chap-
erone for the acid β-glucosidase that is defective in
this disease.
Other competitive inhibitors of GlcCer synthase are
ceramide analogs with a cyclic amino head group
such as morpholine or pyrrolidine instead of the
primary hydroxy group at C-1. They also have
a phenyl group in place of the aliphatic chain
of the sphingosine backbone. A lead compound
that was developed to inhibit GlcCer synthase is
(1R,2R)-1-phenyl-2-aminodecanoyl-3-morpholino-1-
propanol (D-threo-PDMP, Fig. 12), which has an

Figure 11 Structures of synthetic inhibitors of ceramide biosynthesis.
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N -decanoyl amide chain (131). This ceramide ana-
log leads to the accumulation of ceramide in neu-
roblastoma and other cell types and also possesses
antitumor activity (132). The inhibitory potency on
GlcCer synthase was enhanced by the elongation of
the N -acyl group from C10 to C16, by the intro-
duction of electron-rich aromatic substituents, by the
replacement of the morpholino with a pyrrolidino
head group, and by the addition of water-soluble
links. In addition to inhibiting the activity of GlcCer
synthase, D-threo-PDMP exerts several other effects,
including the alteration of the structure and function
of membrane domains in late endosomes, the inhi-
bition of LDL degradation, and the enhanced uptake
of paclitaxel (133). Administration of high doses of
L-PDMP increases GM1 synthesis in the brain (134).

4. Inhibition of ceramidases. Ceramidases specifically
hydrolyze the amide bond of ceramide to form sph-
ingosine and a fatty acid without acting on the amide
bond of other sphingolipids. Enzymatic forms of cer-
amidase with acidic, neutral, and alkaline activities
have been studied. The enzyme with an acidic pH op-
timum is localized primarily in lysosomes and thus
is important in catabolism. It is activated by the gly-
coprotein sphingolipid activator protein D (SAP-D)
(135, 136). N -Oleoylethanolamine (Fig. 12), the first
known inhibitor of this enzyme, has a low potency
(IC50 > 0.5 mM) and a low specificity (137, 138).

Point mutations in the gene encoding acid ceramid-
ase lead to the lysosomal storage disease known as
Farber disease. As acid ceramidase is overexpressed
in several human cancers, currently a great deal of
interest exists in developing new inhibitors of this
enzyme to induce an accumulation of endogenous
ceramide and a suppression of cell growth (139).
Ceramidase also catalyzes the reverse of the hydroly-
sis reaction, for example, the condensation of sphin-
gosine with a fatty acid without the participation of
cofactors (140). N -(2-Oxo)-acylsphingosines inhib-
ited acidic ceramidase with a low selectivity and low
potency (138). D-erythro-2-(N -Myristoylamino)-1-
phenyl-1-propanol (D-e-MAPP, Fig. 12) inhibited al-
kaline ceramidase, which raises the intracellular lev-
els of ceramide and arrests cell growth (141). A
ceramide analog in which a 4-nitrophenyl group re-
places the aliphatic chain (denoted as B13, Fig. 12)
is a potent inhibitor of acid ceramidase; it induced
apoptosis in prostate and colon cancer cell lines (142,
143). A urea derivative of ceramide also inhibited mi-
tochondrial ceramidase (69). Analogs of D-e-MAPP
and B13 affect the levels of ceramide, sphingosine,
and S1P in MCF7 cells (144). Examples of other
potent and specific inhibitors of acid ceramidase are
LCL-204 (Fig. 12) and LCL-102, which are lysoso-
motropic analogs of B13.

Figure 12 Structures of synthetic inhibitors of sphingomyelin synthase, ceramidases, β-glucosylceramide synthase, dihydroceramide desaturase, and S1P
lyase.
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5. Inhibition of ceramide synthase. A short-chain cyclo-
propenyl-containing ceramide analog called GT-11
(145) (also called C8-cyclopropenylceramide) (146)
(Fig. 12) inhibits ceramide synthase.

6. Inhibition of dihydroceramide desaturase. The last
enzyme in the de novo biosynthesis of ceramide is
inhibited by GT-11, but at high concentrations this
compound also inhibited S1P lyase and SPTase (147,
148). Fenretinide (4-HPR, Fig. 12) also inhibited di-
hydroceramide desaturase (147, 148). This synthetic
retinoid and its analogs have apoptogenic activity,
which elevates intracellular ceramide levels and in-
duces cell death in a variety of cell types in vitro and
in vivo by multiple mechanisms (117, 149, 150).

7. Inhibition of S1P lyase. S1P lyase is inhibited by
sulfhydryl reagents, FTY720 (151), and by racemic
2-vinyldihydrosphingosine 1-phosphate (152) (Fig. 12).
When S1P lyase is overexpressed, ceramide levels
are increased and apoptosis is induced (153).

Other Structural Analogs
of Ceramide with High
Antiproliferative Activity

The bioactivity of many synthetic ceramide analogs that bear
modifications in the long-chain base or in the fatty amide chain
has been studied.

Modifications in the sphingenine backbone

(2S ,3R,4E ,6E )-N -Octanoylamidooctadecadiene-1,3-diol, a cer-
amide analog with an additional double bond (between C-6
and C-7), induced accumulation of endogenous ceramide in
multidrug-resistant breast cancer cells and induced apoptosis
by the mitochondrial pathway without inhibiting the growth of
normal epithelial cells (76).

Modifications in the length of the N-acyl chain

In vitro and in vivo studies have shown that short-chain cer-
amides induce growth arrest (154). A fluorescent analog of
C6-ceramide partitioned into caveolin-enriched microdomains
of rat aorta vascular smooth muscle cells and led to growth
arrest via activation of PKC-zeta, which is recruited to lipid mi-
crodomains and subsequently reduces the activity of Akt (155).

Additional polar groups

Ceramide analogs with an additional hydroxy group in the
long-chain base, as in 6-hydroxyceramide (76) and phytocer-
amide (156), are more effective than ceramide in arresting
proliferation of some tumor cell lines. The introduction of
a uracil or thiouracil group at C-1 of ceramide provided an
effective apoptotic agent (157).

Figure 13 Structures of a cationic ceramide analog and
N-(N’-phenethylthiocarbamoyl)-sphingosine.

Reduction of the carboxamido group of ceramide
to a methylene group
An analog called ceramine induced apoptosis in leukemic cells,
which indicates that the carbonyl group of the amide group
of ceramide is not required for in vitro cytotoxicity (66, 158).
Ceramide analogs with an arylsulfonamido group had higher
cytoxicity activity than the corresponding alkylsulfonamide
analogs (159).

N-acylated 2-amino-1,3-diols
Reaction of amino diols with a fatty acid afforded a series of
simple ceramide analogs with pro-apoptotic activity in human
cancer cell lines (160). An example is N -oleoylserinol, which
induced apoptosis in cells expressing the pro-apoptotic protein
PAR-4 and was used to purge transformed cells from embryonic
stem cells before implantation into mouse brain (161).

Targeting of ceramide analogs to specific cell
organelles
Short- and long-chain ceramides form channels in the outer
mitochondrial membrane, which enables proteins in the inter-
membrane space to be released (162). An aromatic “ceramidoid”
in which the N -acyl chain terminates in an N -alkylpyridinium
group bears a net positive charge (163) (Fig. 13). This cer-
amide analog preferentially targets mitochondria, where it ac-
cumulates and induces apoptosis by triggering the release of
cytochrome c into the cytosol, activating the apoptotic cas-
cade, and blocking the growth of cell carcinomas in vitro and
in vivo (164). LCL-204 (also called AD2646) accumulates in
lysosomal membranes, inhibiting acid ceramidase, inducing the
release of cathepsins, and triggering apoptosis of prostate can-
cer cells (165) and head and neck squamous cell cancer cells
(166). LCL-204 also reduced resistance to FasL.

Ceramide analogs that inhibit protein kinase C
isoforms and induce downstream loss of
extracellular signal-regulated kinase (ERK1/ERK2)
Inhibition of the PKC isozyme superfamily elicits apoptosis in
tumor cells. Phenethyl isothiocyanate (PEITC) conjugates of
sphingosine and sphinganine (Fig. 13) exert potent antineoplas-
tic effects in human leukemia HL-60 cells by the inhibition of
conventional PKC/novel PKC activity and ERK1/ERK2 activity
(167). The activity of these derivatives surpassed that of safin-
gol (L-threo-sphinganine, a non-natural analog of the natural
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lipid D-erythro-sphinganine), which is known to modulate the
activity of PKC and induce apoptosis.

Sphingolipid Regulation of
Signaling via Control of Raft
Formation and Stability

Sphingomyelin and glycosylated sphingolipids (GSLs), together
with sterols and glycerophospholipids, are key lipid building
blocks of rafts. As rafts are considered to represent sites for the
initiation of many receptor-mediated signaling events including
the uptake of pathogens, sphingolipids play pivotal roles in a
variety of dynamic cellular events such as membrane trafficking
and the activity of membrane proteins.

Disruption of plasma membrane
microdomains by sphingolipid analogs
that cannot pack tightly with
neighboring lipids

Fluorescent analogs of D-erythro-(or 2S ,3R)-lactosylceramide
and D-erythro-sphingomyelin undergo endocytosis from the
plasma membrane via caveolae, whereas non-natural analogs
such as L-threo-(or 2S ,3S )-lactosylceramide and L-threo-
sphingomyelin follow a predominantly clathrin-dependent route
of endocytosis (168). These observations suggest that the stereo-
chemistry at the C-3 position of the sphingosine backbone plays
a role in the internalization pathway of the sphingolipid. Studies
with a fluorescent, excimer-forming derivative of lactosylcer-
amide (BODIPY-LacCer, Fig. 14) indicated that the D-erythro
stereoisomer forms clusters in membranes, from which caveolar
endocytosis is initiated. The corresponding L-threo stereoisomer
was excluded from these domains; molecular modeling indi-
cated that it does not pack as tightly with neighboring lipids as
the natural stereoisomer.

A non-natural glycosphingolipid
inhibited caveolar uptake, viral binding
and infectivity, and β1-integrin signaling

The addition of D-erythro-N -octanoyl-lactosylceramide (C8-D-
e-LacCer, Fig. 14) to human skin fibroblasts at low tempera-
ture promoted the formation of plasma membrane microdomains
as shown by confocal fluorescence microscopic studies. The
addition of C8-D-e-LacCer to cells also initiated the cluster-
ing of β1-integrins within these domains and the activation
of β1-integrins. On warming to 37◦ C, β1-integrins were in-
ternalized rapidly via caveolar endocytosis in cells treated with
C8-D-e-LacCer, whereas little β1-integrin underwent endocy-
tosis in untreated fibroblasts. The incubation of cells with
C8-D-e-LacCer followed by a brief warm-up also caused src
activation and a reorganization of the actin cytoskeleton (169).

Conversely, addition of C8-L-threo-LacCer (Fig. 14) inhibited
the formation of microdomains in the plasma membrane, which
resulted in the inhibition of both endocytosis and β1-integrin
signaling (170). Thus, non-natural sphingolipids that can block
the formation of microdomains in the plasma membrane may of-
fer a novel means for interfering with the cell entry mechanism
that is employed by various pathogens and viruses.

Synthetic Immunomodulatory
Sphingolipids: Analogs of the
Immunosuppressant FTY720
and the Immunostimulator
α-Galactosylceramide

FTY720 analogs interfere with S1P
signaling and modulate lymphocyte
function

Sphingosine 1-phosphate (S1P) mediates numerous biologi-
cal processes; therefore, potential new drug candidates may
be specific agonists and antagonists of S1P receptors. Chem-
ical manipulation of myriocin led to the development of a
new immunosuppressive sphingosine analog known as FTY720
(2-amino-2-[2-(4-octylphenylethyl]-1,3-propanediol), which is
phosphorylated in vivo to form the (S )-phosphate (FTY720-
phosphate, Fig. 15) (171). This synthetic analog of S1P is a
potent agonist of the S1P-type 1 receptor but does not acti-
vate the S1P-type 2 receptors on the surface of thymocytes
and lymphocytes. FTY720 possesses more potent immunosup-
pressive activity than myriocin without inhibiting sphingolipid
biosynthesis and host immune defense responses to many infec-
tious agents. FTY720 inhibits lymphocyte trafficking in vivo,
which promotes the sequestration of lymphocytes into lymph
nodes and impairs the S1P-type 1 receptor-mediated migration
of lymphocytes between secondary lymphoid tissues and the
blood. Thus, the cells become unresponsive to S1P and exter-
nal signals that direct these cells to sites of inflammation (172).
In addition, FTY720 has other potent suppressive effects on
T cells unrelated to migration, including the inhibition of the
S1P-evoked generation of cytokines that promote autoimmune
inflammation such as IL-17 (173). (S )-FTY720-phosphate and
other FTY720 analogs that activate S1P receptors and stimulate
various signaling pathways seem to be useful for the treatment
of a variety of pathologic conditions, including angiogenesis,
inflammation, respiratory distress syndrome, and autoimmune
diseases.

Promotion of myelination by FTY720 and
(S)-FTY720-phosphate

Although FTY720 failed to improve efficacy for preventing
renal allograft rejection in Phase III clinical studies (174), a
different purpose has been found for its potential use. Phase III
clinical trials are underway to examine the use of FTY720 for
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potential treatment of systemic lupus erythematosus and autoim-
mune demyelinating diseases such as multiple sclerosis (175).
(S )-FTY720-phosphate stimulated, via induction of ERK1/2 and
Akt phosphorylation, the survival of progenitor cells that give
rise to myelin-producing mature oligodendrocytes (176). There-
fore, in addition to its immunosuppressive function, FTY720
shows promise as a therapeutic agent in the treatment of mul-
tiple sclerosis via the protection of oligodendrocytes and the
replenishment of lost oligodendrocytes, thus promoting remyeli-
nation.

Other potential clinical applications
of FTY720

The combination of FTY720 with a tyrosine kinase inhibitor
induced apoptosis in melanoma cells (177). (R)-AAL, an
ether analog of FTY720 (which also has a methyl group in
place of a hydroxymethyl group) (Fig. 15), was phosphoryl-
ated in vascular cells and blocked vascular endothelial growth
factor-(VEGF)-induced vascular permeability in vivo (178). (S )-
FTY720-phosphate also may regulate calcium ion channels in
smooth muscle cells in an S1P-receptor independent manner
(179). FTY720 also enhances pulmonary endothelial cell bar-
rier integrity by a mechanism that seems to be different than
that used by S1P, which also augments endothelial cell vascular
barrier integrity (180).

Glycosphingolipid-Based
Immunotherapies: Presentation
of Glycosphingolipids to a Subset
of T Cells

A naturally occurring α-anomer of galactosylceramide known
as KRN7000 (Fig. 16) was isolated from the marine sponge
Agelas mauritianus in 1992 and was subsequently identified as
an antitumor agent and a potent immunostimulant of invariant
natural killer T (iNKT) cells. These cells are an innate subset
of T lymphocytes that express a semi-invariant T-cell receptor
(TCR). They rapidly produce immunoregulatory cytokines on

recognition of glycolipid ligands bound to the CD1 d glycopro-
tein on the surface of antigen-presenting cells, which results
in the activation of dendritic cells, NK cells, B cells, and T
cells. The function of CD1 d is related to the nonclassical ma-
jor histocompatibility complex (MHC) class I molecules. CD1 d
presents glycolipid antigens to the TCR of NKT cells (181). A
synthetic analog of KRN7000 known as α-galactosylceramide
(α-GalCer, Fig. 16) is the most extensively studied lipid anti-
gen that binds to CD1 d. Although α-GalCer is a highly potent
glycolipid antigen for cells that express CD1 d, it is not a nat-
ural product of mammalian cells. The identity of the natural
mammalian glycolipid antigen that binds to CD1 d for presen-
tation to iNKT cells has remained elusive despite intense study.
X-ray crystallographic studies showed that the phytosphingo-
sine backbone and fatty amide chain of α-GalCer reside in the
two CD1 d clefts, with hydrogen bonding between residues in
CD1 d and the 2’-, 3’-, and 4’-hydroxy groups of galactose and
the 3-hydroxy group of phytosphingosine (182). The 4’- and
6’-positions of the sugar head group are exposed for recognition
of the αGalCer/Cd1 d complex by the TCR. CD1 d is recycled
through the endosomal and/or lysosomal pathway, and this traf-
ficking is essential for the loading of CD1 d with glycolipid
antigens (183).

Manipulation of the Th1 versus Th2
polarization with α-GalCer analogs
Although the therapeutic potential of α-GalCer as an im-
munomodulator for treating autoimmune and infectious dis-
eases, cancer, hepatitis B, and malaria is well established, sev-
eral limitations to its therapeutic use have been recognized.
These include the production of both T-helper 1 (Th1) and
T-helper 2 (Th2) cytokines, long-term iNKT cell unrespon-
siveness in mice on repeated administration, and a very low
solubility of the glycolipid in aqueous media. Therefore, many
α-GalCer analogs with modifications in the two lipid chains or
in the galactose head group have been synthesized and studied.

The balance between the levels of Th1 and Th2 cytokine
levels secreted may be crucial to attaining therapeutic efficacy
of the immunostimulant because Th1 and Th2 have opposing
actions (184). For example, a glycolipid agonist that stimulates
NKT cells to produce Th1-type cytokines (such as interferon-γ
and the interleukins IL-2 and IL-12) would be beneficial for

Figure 14 Structures of the D-erythro and L-threo stereoisomers of BODIPY- and C8-lactosylceramides.
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Figure 15 Structures of FTY720, (S)-FTY720-phosphate, and a deoxy ether analog of FTY720 [(R)-AAL].

Figure 16 Structures of KRN7000 and the O- and C-glycosides of α-galactosylceramide.

the treatment of intracellular infections caused by viruses and
some bacteria and for the stimulation of antitumor immunity.
Several α-GalCer analogs have been synthesized that modulate
the NKT cell responses by polarizing them to produce a desired
cytokine profile. An N -acyl analog of α-GalCer that has a
C20:2∆11∆14 chain with two cis-double bonds in place of
the C26:0 amide chain of the natural agelasphins induced a
Th1-type response (185) as did analogs that have an aromatic
group at the ω-terminus of the N -acyl chain (186). However,
an analog of α-GalCer with a truncated phytosphingosine chain
stimulated NKT cells to selectively produce Th2-type cytokines,
such as IL-4, and suppressed autoimmunity in animal models
of multiple sclerosis (187), collagen-induced arthritis (188),
and autoimmune diabetes (189). An α-GalCer analog with an
elongated phytosphingosine chain induced NKT cells to produce
a weaker cytokine response, which resulted in the suppression
of an arthritis disease model in mice (190).

An increased production of Th1 cytokines has also been
achieved in mice with a C-glycosidic analog of α-GalCer, in
which the linker region between the sugar and the backbone
was altered by replacing the α-anomeric oxygen atom of galac-
tose with a methylene group (isosteric C-α-GalCer, Fig. 16)
(191). A nonisosteric C -glycoside of α-GalCer also was pre-
pared in which the anomeric carbon is bonded directly to C-1
of the phytosphingosine backbone (nonisosteric C-α-GalCer,
Fig. 16) (192). This analog elicited a higher ratio of Th1-type
cytokine/Th-2-type cytokine response in human NKT cells in
culture than α-GalCer and the isosteric C-α-GalCer. The mech-
anism of the Th1 bias remains to be elucidated, but factors such
as aqueous solubility, access to lipid transfer proteins, the stabil-
ity of the CD1 d-glycosphingolipid-TCR ternary complex, and
receptor-mediated uptake may be involved. Thus, new α-GalCer
analogs may have therapeutic relevance.

Conclusion
Many natural compounds, dietary constituents, and chemother-
apeutic agents alter the activities of enzymes in the de novo
biosynthetic pathway of sphingolipids, which thereby modifies
the relative concentrations of endogenous sphingolipid species
present in cells. During the last two decades the importance of
sphingolipids in cell signaling pathways has been recognized,
and many bioactivities of sphingolipid metabolites have been
studied. The mechanisms by which sphingolipids exert their bio-
logical activities on intra- and extracellular targets have been
elucidated, but the roles of sphingolipid-metabolizing enzymes
and their isozymes in disease processes are not yet understood.
The attention that has been devoted to the enzymes that metab-
olize sphingolipids has resulted in an improved understanding
of the pathways for interconversions among sphingolipid mes-
sengers with opposing bioactivities.

Manipulation of the levels of sphingolipid metabolites seems
to be a means of determining cell fate. In vitro and in vivo stud-
ies have shown that several enzymes are potential targets for
therapeutic applications, including sphingomyelinases, cerami-
dases, GlcCer synthase, sphingosine kinases, and S1P lyase.
Other enzyme targets probably will be identified in future re-
search, such as ceramide synthase, ceramide kinase, autotaxin,
and dihydroceramide desaturase. In addition to enzymes in-
volved in sphingolipid metabolism, lysophospholipid GPCRs
hold promise as attractive pharmacologic targets. Agents that
disrupt lipid microdomains may also have therapeutical appli-
cations.

Several human clinical trials have been undertaken to date
with synthetic sphingolipids in the hope of assessing their
efficacy and safety as chemotherapeutic agents for various
diseases: with α-GalCer (193, 194), safingol (195), NB-DNJ
(miglustat) (196–198), and FTY720 (175, 199, 200). It remains
to be shown whether synthetic sphingolipids will be successful
agents for the treatment of infectious and autoimmune diseases
and hyperproliferative diseases such as cancer.
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The enormous progress made in the use of gene technological techniques
over the past several decades has been the main driving force in the
accumulation of our knowledge of biology at the molecular level. This
progress has at times tended to push more classic approaches, such as
those stemming from synthetic chemistry, into the background, and there
has even been a tendency to regard contributions from this area as being
superfluous. This attitude has begun to change recently, with the
emergence of the field now referred to as chemical biology, and it is now
appreciated that synthetic chemistry can make a unique contribution to the
outstanding problems in fundamental biological and medically oriented
research. The full potential of these methods is beginning to be realized in
the area of peptide and protein synthesis, and this will be the topic of this
article.

Synthesis of Biological
Macromolecules

One of the early dreams of synthetic chemists was to achieve
the total synthesis of important complex biological molecules
(1). At the level of polymeric molecules, this includes proteins,
nucleic acids, and polysaccharides. In all cases, early work ini-
tially involved synthesis of small fragments of the polymeric
molecules (peptides, oligonucleotides, oligosaccharides) and ad-
dressed, and partially solved, the initially formidable synthetic
obstacles, in particular those concerning protection and depro-
tection to prevent reactions occurring at unwanted positions of
the molecules involved. The seminal breakthrough that led to
extension of these methods to longer polymers in reasonably
short periods of time was made by Merrifield (2), who was the
first to show that synthesis of polymeric biological molecules
could be achieved on a solid support, thus removing or at
least dramatically simplifying the need for time-consuming pu-
rification and isolation of intermediates after the addition of
each monomer. Merrifield introduced this principle for pep-
tide synthesis, but in fact polynucleotide synthesis, in particular
DNA synthesis, proved to work at least as well, and in terms
of reaching the long-term aim of total synthesis of biological
macromolecules was the first to be accomplished successfully
and in relatively routine fashion (3). This is largely due to the
fact that oligonucleotide synthesis of fragments of a length of

ca. 50 nucleotides is relatively facile on a solid support, and
that enzymes can be used to ligate such fragments in a directed
fashion to achieve the goal of total gene synthesis. Although
this is not the most routinely used method for generation of
complete coding regions for specific proteins, there are often
situations where this is the method of choice, because it allows
complete control of codon usage to optimize protein expres-
sion in the organism to be used. Gene synthesis is now offered
on a commercial basis and plays a significant role in modern
biological research.

Progress toward total synthesis of proteins has been slower,
mainly due to the lack of easy availability of an enzymatic pro-
cedure equivalent to DNA ligation that would allow coupling
of peptides of a length that can be conveniently prepared by
solid-phase synthesis (depending on sequence, the largest frag-
ments that can be produced are between 50 and 100 residues
long). This situation has changed significantly over the past
10–15 years with the introduction and widespread use of meth-
ods for the ligation of protein fragments together with the com-
bination of the methods of synthetic chemistry with techniques
originating in biology.

In the following, we initially discuss the advances that have
been made at the technical level, and then introduce some of the
many applications that exploit the new methods for the study
of biologically important processes.
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Chemical Methods for the
Generation of Large Polypeptides

The principles of solid-state peptide synthesis have been re-
viewed extensively and will not be repeated here, except to
remind the reader that this usually involves attachment of a suit-
ably protected amino acid, which will become the C-terminal
residue in the finished sequence, via its carboxyl group to
a polymeric support. After exposing the N-terminus of this
residue, this is allowed to react with the next protected and ac-
tivated amino acid to form a peptide bond between the last and
the penultimate amino acids in the target sequence. Repetition
of this cycle allows the stepwise construction of the desired
polypeptide from the direction of the C-terminus toward the
N-terminus. Removal of protecting groups and cleavage from
the solid support leads to the free polypeptide.

The procedure outlined here is limited to oligopeptides and
polypeptides of up to ca. 50 amino acids, and thus, it limits the
availability of fully synthetic proteins, because most proteins
or functional domains are at least ca. 100 residues long. A
solution to this problem would be to generate polypeptides with
a length of several tens of amino acids and then to couple (or
ligate) them to produce significantly larger proteins. In earlier
work, this principle was used in a block condensation approach
using fully protected polypeptides, but this did not prove to
be a viable procedure in most cases. Another approach is to
connect fragments of the protein using non-peptide linkers with
chemistry, which obviates the need for side-chain protection.
An example of this approach is given below, and it can be put
to good use in certain cases. A major breakthrough was the
introduction of the method known as native chemical ligation
in 1994 (4). In this procedure, a peptide or polypeptide bearing
a C-terminal thioester is mixed in aqueous solution under
mild conditions with another peptide or polypeptide haboring
an N-terminal cysteine residue (Fig. 1). The ligation reaction
involves a thioester exchange reaction followed by an S→N
acyl transfer to generate a native peptide bond, a reaction
that had been reported much earlier (5) but that had not been
considered as a ligation method.

Chemical ligation has been used for the total synthesis of a
large number of proteins in recent years, as described in several
reviews (6–9), and recent examples extend the size range to the
order of 200 amino acids, in this case using multiple ligation
steps (10, 11). Despite this progress, an attractive approach that
is being used increasingly is that of a combination of synthetic
and molecular biological methods in the technique referred to
as expressed protein ligation, as discussed in a later section.

HIV-1 Protease as a Paradigm for
Elucidating Biological Function by
Chemical Protein Synthesis

Chemical protein synthesis and semisynthesis have been used
to study the molecular basis of protein function in numerous
cases. One of the very early and most impressive applications

of chemical synthesis to the production of functional as well as
site-specifically modified enzymes concerns the protease from
human immunodeficiency virus 1 (HIV-1 PR). This enzyme
cleaves the gag-pol polypeptide into functional proteins during
virion budding from host cells and is essential for replication
of the virus (12). Inhibitors of HIV-1 PR are an important class
of anti-HIV drugs, and their development is at least partially
based on the availability of structural and molecular information
obtained with chemically synthesized HIV-1 PR.

First Access to HIV1-PR

HIV-1 PR is a homodimer made up of 99 amino acids (per
monomer) that was made accessible for the first time in 1988
by Schneider and Kent, who synthesized this protein using
solid-phase peptide synthesis (SPPS) (13). An automated, rapid,
and highly efficient procedure in combination with purifica-
tion by size exclusion chromatography was used to generate
a partially purified HIV-1 PR (14), which then also became
available later on in 1988 by recombinant expression in Es-
cherichia coli (15). Proteins generated by these two procedures
had the same enzymatic properties. After the initial synthesis
of HIV-1 PR, one advantage of this methodology, namely the
possibility to incorporate unnatural amino acids during chemical
synthesis, was demonstrated by replacing all cysteine residues
in HIV-1 PR by α-amino-n-butyric acid. The resulting enzyme
was fully active and was crystallized to obtain one of the first
three-dimensional structures of HIV-1 PR that formed the basis
for structure-assisted design of HIV-1 PR inhibitors (16, 17). At
the same time this structure confirmed that chemically synthe-
sized proteins can fold and crystallize identically with proteins
from natural sources. Three different crystal structures of chem-
ically synthesized HIV-1 PR with bound peptide inhibitors were
subsequently published and contributed to the further develop-
ment of HIV-1 protease inhibitors (18–20).

Backbone Engineering of HIV-1 PR

The flexibility of chemical protein synthesis was used to in-
troduce changes into the protein backbone that could not be
incorporated by other means. This paved the way for a general
protein engineering approach and at the same time introduced
the possibility of joining two fully unprotected peptide seg-
ments by a chemoselective reaction that generated an unnatural
thioester bond between Gly51 and Gly52 of each HIV-1 PR sub-
unit (Fig. 2a). The thioester linkage was generated by reacting
an N-terminal HIV-1 PR peptide segment (aa 1–51) carrying a
C-terminal thioacid with a C-terminal segment (aa 52–99) hav-
ing the N-terminal glycine replaced by bromoacetic acid and all
additional cysteine residues replaced by α-amino-n-butyric acid
(Fig. 2a) (21). This constitutes an early example of a chemose-
lective ligation reaction that provided access to a medium-sized
protein by linking two smaller unprotected polypeptides (easily
accessible by SPPS) without the need for elaborate protection
schemes as used in fragment condensation reactions.

The resulting enzyme exhibited full activity, even though the
thioester bond was placed inside a flexible β-hairpin loop (flap
region) of HIV-1 PR, a region that undergoes drastic confor-
mational changes during substrate and inhibitor binding. This
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Figure 1 Native chemical ligation (NCL) between two unprotected peptide segments. The initial transthioesterification reaction leads to an intermediate
that undergoes an S to N-acyl shift via a five-membered cyclic transition state and generates a native amide bond at the ligation site.

is due to the positioning of the two glycine residues on the
outside of the flaps, away from the substrate. However, the syn-
thesis of another HIV-1 PR analog by Kent and Baca placed the
thioester bond between Gly49 and Ile50, leading to a reduction
in catalytic activity by a factor of 3000 (Fig. 2b) (22). This
constituted the first experimental evidence that hydrogen bonds
between the backbone of the flap region and the substrate are
important for catalytic activity. However, substrate specificity
and affinity were not affected. These particular hydrogen bonds
are “transmitted” from the protease backbone to the substrate
via an internal water molecule and are believed to contribute to
the distortion of the scissile bond of the substrate (23).

The applicability of the thioester-forming chemoselective
ligation approach was broadened by the fact that this chemistry
can be carried out under acidic conditions in the presence of
sulfhydryl groups. By taking advantage of this selectivity of the

alkylation reaction, two different HIV-1 PR monomers were
prepared. These monomers carried a free sulfhydryl group at
their N- or C-terminus, respectively, and were, subsequent to
the thioester-forming ligation step, joined together by a disulfide
linkage to generate tethered dimers of two distinct HIV-1
subunits (24). This tethering of the two subunits produced
one of the largest functional proteins prepared by chemical
synthesis at that time and allowed the preparation of HIV-1 PR
molecules with asymmetrically placed subunits. One example
of such asymmetrical HIV-1 PR analogs was constructed with
one subunit having a thioester bond between Gly51 and Gly52,
which did not interfere with the biological activity of the
protease, and a subunit that had a thioester bond between Gly51
and Gly52 and an additional ester bond instead of an amide bond
between Gly49 and Ile50 (23). By replacing an amide with
an oxygen atom in a unique position, no backbone hydrogen
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Figure 2 Chemical synthesis of backbone engineered HIV-1 protease. The peptide segments were synthesized by SPPS and harbored a C-terminal
thioacid (HIV-1 PR, aa 1-49/51, shown in blue) or an N-terminal bromoacetic acid modification (HIV-1 PR51/53-99, shown in red). These unique functional
groups lead to an unnatural thioester bond either between Gly51 and 52 (Strategy A; the ligation site is shown in yellow in the cartoon representation of
the HIV-1 PR dimer) or between Gly49 and Ile50 (Strategy B; the ligation site is located at the end of the N-terminal peptide segment depicted in blue).
The chemoselective ligation reaction is followed by purification steps and folding of the protein into its functional conformation. Strategy A led to a fully
functional HIV-1 PR, whereas strategy B led to a severe reduction in catalytic affinity. The functional dimer of the HIV-1 PR is drawn as a cartoon with only
one subunit showing the modifications introduced during synthesis. The second subunit (in green) is shown unmodified for clarity. Aspartic acid 25,
site-specifically labeled with 13C for NMR spectroscopy studies, is shown in magenta in one HIV-1 PR subunit.

bond to a substrate carbonyl (via a water molecule) can be
formed. Therefore, such a construct should exhibit a highly
reduced catalytic activity if both flap regions are required to
form hydrogen bonds. However, the ester analog of HIV-1 PR
showed a reduction of kcat by only a factor of 2 upon this
atom replacement. This demonstrated that only one flap region
is used by the enzyme for catalysis and that the slightly reduced
enzymatic activity of the ester analog is caused by the fact that,
in such an asymmetric dimer, only one substrate orientation
leads to productive binding. This is a vivid example of chemical
protein synthesis as a unique tool in the quest of elucidating the
molecular basis of enzyme catalysis.

Site-Specific Side Chain Labeling
of HIV-1 PR

The incorporation of an aspartic acid residue with a 13C atom
at the side-chain carboxyl function at position 25 into aspartyl
protease has made this catalytically essential group visible
for nuclear magnetic resonance (NMR) spectroscopy (Fig. 2)

(25). The chemical shifts of this 13C atom were observed

as a function of the pH and the presence and absence of

substrate or inhibitor molecules. These titration experiments

provided additional evidence for the suggested working model

of aspartyl proteases and confirmed that HIV-1 PR is a member

of this class of enzymes (26). The two aspartyl side-chain

carboxyl groups (one from each subunit) act as general base

and acid, respectively, thereby leading to the breakdown of the

enzyme-substrate intermediate.

The work on HIV protease demonstrates how chemical pro-

tein synthesis allowed isotope labeling of a 22-kDa protein with

atomic precision and provided further insights into the chemical

basis of the proteolytic cleavage reaction. Isotope labeling with

atomic precision has since then been used to reveal structural

features of other either chemically synthesized or semisynthetic

proteins (27–29).
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A Mirror Image HIV-1 PR
A characteristic feature of many biomolecules is their chirality
and the stereochemical specificity that is conferred to proteins
and especially enzymes by being constructed from monomers
with uniform stereochemical configuration. This fact has in-
spired chemists and biochemists to generate mirror images of
proteins (as well as other biomolecules) to test the properties
of proteins made up of D- rather than the naturally occurring
L-amino acids with regard to their biophysical behavior, enzy-
matic activity, and specificity. Currently, it is still not possible
to modify ribosomal protein synthesis so that all-D-polypeptides
can be produced, and this would in fact be a daunting undertak-
ing. However, chemical protein synthesis and its ability to link
peptides produced by solid-phase peptide synthesis via chemos-
elective reactions to form medium-sized proteins allows the
synthesis of peptides from D-amino acids. Milton et al. demon-
strated this capability of chemical protein synthesis by produc-
ing a mirror image HIV-1 PR using their already described
thioester-forming ligation approach (30). When compared with
the L-form of this enzyme (also produced by chemical pro-
tein synthesis), both proteins exhibited full catalytic activity
but inverse chiral specificity, meaning that the D-form only
cleaves D-substrates and the L-form only L-substrates. A crys-
tal structure of the D-HIV-1 PR revealed that it was the mirror
image of the L-form, and in the presence of a substrate-based
D-inhibitor (D-MVT101), all major interactions between en-
zyme and substrate were clearly visible (31). In addition, all
secondary structure elements clearly exhibited mirrored rela-
tionships such as the inverse handedness of alpha-helices and
twists of anti-parallel beta-sheets (6). The synthesis of D-HIV-1
PR impressively demonstrates the basic determinants of protein
structure and emphasizes the freedom and power of chemical
protein synthesis. So far only a few D-proteins have been pre-
pared, but potential applications are mirror image-based screen-
ings where one screens a large library of L-peptides (generated
by phage display) against a D-protein for high affinity binders
(32). Any hits out of such a screen could be translated into
D-peptides that would bind to naturally occurring L-proteins
and possess highly interesting properties such as high stability
against proteolytic cleavage and possibly low immunogenicity.

Semisynthetic Proteins of the
Ras-Superfamily

Although the total synthesis of a protein allows complete control
over the structure, including posttranslational modifications and
introduction of labels at desired sites in the sequence, it is still
a major undertaking for which most laboratories whose main
interest is in the biology of their target proteins are not equipped.
In certain cases, for example when the site of introduction
of a specific chemical modification is near the C-terminus, a
combination of molecular biological and chemical methods has
proved to be very powerful.

With the Ras-family of guanine nucleotide binding proteins,
where the C-terminus plays a critical role in location to spe-
cific membranes, two approaches have been used to solve the

problem of generating a C-terminus that is either naturally or
unnaturally modified. In one of these, C-terminal peptides have
been linked by a chemical method leading to an unnatural link.
The chemistry used was based on the reaction of a truncated
protein carrying a C-terminal cysteine with peptides carrying
an N-terminal ε-maleimidocaproyl group (33–37). In this man-
ner, Ras derivatives containing C-terminal lipids (farnesyl in the
case of K-Ras and farnesyl and palmitoyl in the case of H- and
N-Ras) could be prepared as well as those containing fluores-
cent or reactive groups. The most important result to emerge
from these studies concerns the reversible modification of a
cysteine residue by palmitate (38). Ras proteins seem to display
weak and nonspecific general interactions with membranes via
their farnesyl group (or a polybasic domain in K-Ras), but they
are palmitoylated on Golgi membranes leading to their capture
here. From there, they can be shuttled or reshuttled to their
location on the plasma membrane by vesicular transport. This
specific localization at the Golgi and plasma membranes did
not occur when the palmitoyl group was replaced by a stable
hexadecyl thioether, thus demonstrating the importance of a cy-
cle of acylation and deacylation in the mode of action of these
proteins.

In the example described, which uses chemistry to create an
unnatural linkage between the C-terminal region of Ras and the
rest of the protein, there was no apparent detrimental effect of
this departure from the natural peptide backbone, as shown by
various tests of biological activity. This is presumably because
the most important function of the region in the experiments
discussed is to provide a flexible linkage to the lipidated termi-
nal residues. In other cases, there is a reason to believe that such
a modification might be less well tolerated. In the case of the
Rab proteins, which are members of the Ras-family involved
in the regulation of vesicular transport, it is clear that the ex-
act structure (sequence) of the hypervariable C-terminus is of
critical importance for directing the individual members of the
family of over 60 Rab proteins to distinct membrane targets.
For this reason, and because one question to be investigated
involved structural studies on complexes between Rab proteins
and their partners, a method for producing posttranslationally
modified Rab proteins with a natural polypeptide backbone
throughout the whole protein was needed. This was achieved
using the technique of expressed protein ligation (EPL), a pro-
cedure introduced by Muir et al. (39–41). The procedure has
been used in the Rab field for the construction of a number of
C-terminally modified proteins which have been used in bio-
chemical, biophysical and cell biological studies (42–46). In a
specific case, as shown in Fig. 3a, a yeast Rab protein, Ypt1,
was expressed in C-terminally truncated form in E. coli as a fu-
sion protein with an intein domain and a chitin-binding domain
(46). This construct could be purified by affinity chromatogra-
phy on chitin-agarose. The C-terminal thioester of the truncated
Ypt1 was cleaved from this support using a thiol reagent, a pro-
cedure that emulates the attack of a serine or cysteine residue
in the C-extein, which is normally present in natural intein pro-
teins (47). This thioester could be used for an in vitro ligation
reaction with monogeranylgeranylated di-cysteine to generate
the C-terminus in monolipidated form. As both the prenylated
peptide and the reaction product (prenylated Ypt1) are insoluble
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Figure 3 (a) Preparation of prenylated Ypt1 (a yeast Rab-protein) by expressed protein ligation. A C-terminal thioester of the truncated Rab protein was
allowed to react with a doubly geranygeranylated tricysteine peptide, leading to transesterification and an S→N acyl shift to generate a native peptide
bond. (b) Interaction of the C-terminus of semisynthetic doubly geranylgeranylated Ypt1 with the lower domain of yeast GDI. GDI is shown in green as a
ribbon structure, the C-terminus of YPT1 in magenta, and the geranylgeranyl groups in red and blue CPK representation. Several residues of the
C-terminus of YPT1 were not visible in the electron density map, so that the connection to the prenyl groups is not observed directly. One prenyl goup (in
red) is buried deeply into the hydrophobic core of GDI, whereas the other (in blue) is more superficially bound and shows interaction with the other prenyl
group. The lipid binding site is generated by an opening movement of two α-helices.

in an aqueous environment, the ligation reaction was performed

in detergent solution. Using the expressed protein ligation ap-

proach, both singly and doubly prenylated Ypt1 molecules could

be produced. The complexes of these proteins with their sol-

ubilizing protein, GDI (GDP-dissociation inhibitor), could be

crystallized, and their three-dimensional structures were deter-
mined (46–48). This revealed for the first time the nature of the
lipid interaction with a binding site in an unexpected part of the
GDI molecule (Fig. 3b). In the previously determined structure
of GDI without a bound Rab molecule, this binding site was
not detected, because a movement of one of the α-helices of
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the lower domain of GDI has to occur to create space for lipid
binding, and this seems only to occur when the lipid residues, or
possibly the whole prenylated Rab molecule binds. The position
of binding was essentially the same for single or double ger-
anygeranyl groups, and Fig. 3b shows only the physiologically
more relevant doubly prenylated structure (most Rab molecules
are doubly prenylated).

The structural determination of the complex between GDI
and prenylated Rab molecules has provided considerable infor-
mation on the mechanism of action of GDI in the recycling of
Rab proteins between target and donor membranes (48, 49). It
also sheds light on the molecular basis of a form of x-linked
non-syndromic mental retardation, in which there is an L92P
mutation in GDIα, which is highly expressed in brain, and which
results in a reduced ability to extract Rabs from membranes. It
was previously thought that this residue would be in the lipid
binding site, but the structure depicted in Fig. 3b shows that
the corresponding residue in yeast GDI (I100) is not in the
lipid binding site but makes an important hydrophobic interac-
tion with a conserved hydrophobic motif in the Rab C-terminal
hypervariable domain.

The same technology was used to create Rab proteins bearing
a variety of fluorescent groups at the C-terminus. This approach
allowed introduction of such reporter groups near to the reactive
SH groups, which are the site of prenylation while leaving these
groups free for the prenylation reaction, a process that results in
large fluorescence signal changes in certain cases. Experiments
on the prenylation of such selectively modified Rab proteins
allowed insights into the molecular basis of another hereditary
disease, namely x-linked degradation of chorioretinal cells in
choroideremia, a disease caused by underprenylation of certain
Rab proteins (50).

Split-Inteins for Protein
Semisynthesis in vitro and in vivo

The technique of expressed protein ligation has been exploited
extensively during the last couple of years to produce semisyn-
thetic proteins with tailor-made properties (4, 39). Examples are
described above, and the method has been reviewed in detail
recently (41, 51–53). The discovery that naturally occurring in-
teins, protein splicing domains that can excise themselves from
a given polypeptide and join the flanking domains via a pep-
tide bond, can be split into two pieces that possess the ability to
spontaneously associate and form a functional intein has further
extended the utility of intein technology (54–56). In particular,
two split inteins (the DnaE and DnaB inteins) that do not require
a denaturation and renaturation step to become fully functional
are highly useful for the semisynthesis of specifically modified
proteins in vitro and in vivo (57, 58).

The DnaE Intein

The DnaE intein from Synechocystis ssp. is a naturally occur-
ring split intein and consists of a longer N-terminal segment
(123 amino acids) that can be C-terminally fused to almost any
given protein sequence and expressed. The C-terminal segment

consists of only 36 aa and is easily accessible by chemical
synthesis and therefore allows the addition of specifically mod-
ified peptides to its C-terminus that are, upon trans-splicing,
transferred onto the N-terminal protein that was expressed as a
fusion protein with the N-terminal intein segment. This split in-
tein system has enabled the first semisynthesis of a GFP–FLAG
fusion protein in vivo (59). To achieve this goal, the N-terminal
DnaE segment was fused to GFP and expressed in CHO cells.
These cells were complemented with a chemically synthesized
C-terminal part of the intein together with a FLAG tag and a
protein transduction domain (PTD) for efficient uptake into the
cells. The GFP–FLAG fusion protein that was generated upon
successful trans-splicing was unambiguously identified by GFP-
and FLAG-specific antibodies. Such a system allows the in vivo
incorporation of biophysical probes, as long as the chemically
synthesized part can be brought into the cells of interest. De-
tailed insights into the mechanism of the trans-splicing reaction
of the DnaE intein were provided by crystal structures of this
protein after excision and of a splicing-deficient precursor pro-
tein (60).

Further applications of the DnaE split intein include the de-
velopment of a tandem trans-splicing system that is based on
a combination of the DnaE split intein and the engineered,
inducible VMA split intein (61). Such a system allows the
segmental labeling of proteins with specific isotopes [as demon-
strated by Otomo et al. with the artificial PI-PfuI and PI-PfuII
split inteins (62)] and fluorophores. The DnaE split intein was
also used by Camarero et al. to achieve the site-specific, ori-
ented immobilization of proteins such as maltose binding pro-
tein (MBP) and enhanced green fluorescent protein (EGFP) onto
glass surfaces (63). A covalent bond to the glass surface was
established by thioether formation between a maleimide group
on the surface and a thiol group bearing PEG linker that also
carried four amino acids, including a cysteine residue, which
could act as a nucleophile in trans-splicing reactions, and the
C-terminal segment of the DnaE intein (36 aa). Upon addition of
a MBP- or EGFP-N-intein fusion construct that was either pro-
duced by recombinant or cell-free expression the intein halves
associated and trans-splicing occurred, leading to the immobi-
lization of MBP or EGFP on the surface. The associated DnaE
intein halves were washed away, and the proteins remained, co-
valently bound via a PEG spacer, on the surface. The advantage
of this approach is that no purification of the expressed proteins
is necessary because only intein fusion constructs undergo the
highly specific immobilization reaction. Furthermore, only low
concentrations are needed to achieve efficient trans-splicing re-
action [dissociation constant of the DnaE split intein halves is
43 nM, and trans-splicing occurs at a rate of ca. 7 × 10−5 s−1

(61, 64)], which constitutes an advantage over immobilization
techniques that rely on chemoselective reactions and strongly
depend on reactand concentrations (65–68). Thus, this approach
points to a new route to produce protein chips without the need
for large amounts of purified protein.

The DnaB Intein
The DnaB intein from Synechocystis spp. consists of 429
amino acids, including a homing endonuclease domain, in
its native form. The removal of 275 amino acids leads to
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a functional mini intein (154 aa) that can also be split into
two halves that undergo trans-splicing when co-expressed in
E. coli (57). To test whether trans-splicing also occurs in vitro,
Mootz et al. expressed a fusion protein consisting of MBP and
the N-terminal half of the DnaB intein (104 aa) and a fusion
construct of the C-terminal half (47 aa) and a hexa-histidine
tag (69). Upon mixing in stoichiometric amounts, successful
trans-splicing produced the MBP-His-tag fusion protein. This
constituted the first case of an artificial split intein that spon-
taneously assembled to form the active intein and underwent
trans-splicing without the need for a denaturation–renaturation
step. The only other artificial split intein that does not require
such a renaturation–denaturation step reported previously was
the VMA intein from Saccharomyces cerevisiae. However, the
N- and C-terminal segments of this intein do not assemble

spontaneously to form a functional intein. They require a dimer-
ization domain that brings both halves in close proximity to
each other, which induces trans-splicing (70–72). This renders
the DnaB split intein highly interesting for protein engineering
approaches, and in combination with the DnaE split intein or
with an inducible split intein such as the VMA intein, it pro-
vides a valuable tool to combine three protein segments with
each other by two concomitant or subsequent trans-splicing re-
actions. An additional advantage of the DnaB split intein is the
occurrence of a serine residue as the C-terminal nucleophile
for the splicing reaction instead of cysteine residues. Cysteine
residues might not be desirable in some cases because they can
interfere with folding or labeling of the newly generated protein.
Nevertheless a cysteine can replace the serine as a nucleophile
at this position as demonstrated by the fact that the DnaB in-
tein has been used to generate protein segments with N-terminal
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cysteine residues. This was achieved by expressing the desired
DnaB intein as a fusion construct with the target protein in in-
clusion bodies and by taking advantage of the pH sensitivity of
the DnaB intein to prevent premature cleavage during work up
(73).

To extend the utility of the DnaB split intein, Liu et al. have
tested 13 different sites to split this intein into two segments
of different length (58). Until this series of experiments, all
known artificial split inteins had been split at the endonuclease
domain. Out of 13 tested sites, 3 gave functional split inteins
that would undergo trans-splicing, including 1 that consisted of
only 11 N-terminal amino acids. Such a short N-terminal split
intein half is accessible by chemical synthesis, and the intro-
duction of chemically modified peptides at the N-terminus via
trans-splicing was recently demonstrated. Such a system nicely
complements the already established C-terminal modification
approach via the DnaE split intein (74).

Prospects

The work reviewed here illustrates that, in the century since Fis-
cher formulated his vision that the synthesis of proteins should
be achievable using the methods of organic chemistry (1) this
prediction has been largely fulfilled. What he could not possibly
have predicted was the role that molecular biological techniques
would play in combination with chemical methods, although he
was realistic enough to imply that chemistry would not be the
method of choice if biotechnological methods were available.
Future developments in the area of synthetic and semisynthetic
proteins are likely to include extension of ligation methods to
amino acids other than cysteine and the increased use of strate-
gies for generating proteins with precisely engineered properties
in cells, including such approaches as conditional splicing, a
technique in which a specific protein activity is generated intra-
cellularly by exposure to a small membrane-permeable molecule
(70–72).
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To circumvent the constraint imposed by the 20 canonical amino acids on
the study of protein structure and function, various chemical and
biosynthetic methods have been developed to incorporate unnatural
amino acids into proteins. Unnatural amino acids now can be genetically
encoded in living cells in a manner similar to that of common amino acids,
which expands site-directed mutagenesis to diverse novel amino acids. The
use of unnatural amino acids grants researchers a multitude of chemical
and physical properties that cannot be found in the normal genetic
repertoire, which significantly improves their ability to manipulate proteins
and protein-involved biologic processes. Changes have been tailored into
proteins to accurately dissect the contribution of hydrogen bonding,
hydrophobic packing, cation-π interaction, and entropy to protein stability,
as well as to precisely examine the structural and functional role of crucial
residues. Unnatural amino acids also enable the introduction of new
chemical reactivities, biophysical probes, mock posttranslational
modifications, photoactive groups, and numerous other functionalities for
the modification and regulation of protein activities. These studies not only
reveal fundamental information of protein structure and function but also
explore new means for generating novel protein properties and controlling
biologic events.

Conventional site-directed mutagenesis of specific amino acids
currently is the preferred method for investigating various struc-
tural and functional characteristics of proteins. A serious lim-
itation to this methodology is the constraint of using the 20
canonical amino acids fixed by the universal genetic code. This
constraint lies in the limited chemical and physical properties
of these amino acids, which hinder the ability to make precise
alterations. For instance, modification of an amino acid such as
glutamine is limited because only asparagine has similar charac-
teristics. For amino acids such as proline, no analogous amino
acid exists in the genetic repertoire, which makes it difficult
to investigate the role of this amino acid in specific processes
without abolishing it completely. Breaking this limitation would
enable in-depth investigation of the principles underlying pro-
tein structure and function as well as the engineering of novel

∗These authors contributed equally to this article.

protein properties and cellular functions. In the past decade,
great progress has been made in incorporating unnatural amino
acids into proteins to harness their extensive and powerful ca-
pabilities. Here, we will introduce unnatural amino acids with a
brief overview of various methods for incorporating them into
proteins and we will present examples that illustrate how un-
natural amino acids have impacted a wide array of research that
investigates biologic systems.

Unnatural Amino Acids

Common amino acids consist of an amino group, a carboxyl
group, a hydrogen atom, and a side chain all attached to the Cα

in the L configuration. Analogs with altered side chains, or those
that deviate from other features, are generally called unnatural
amino acids (Fig. 1). The most widely used group of unnatural
amino acids is the group in which the Cα side chain is changed.
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Figure 1 Different forms of unnatural amino acids.

Variation of unnatural side chains is diverse and can range
from structural analogs of canonical amino acids to those with
specific chemical moieties, such as reactive functionalities and
reporter groups for biophysical characterization. Modification
of the amino group results in changes in the peptide backbone.
For example, changing the amino group into a hydroxy or
sulfhydryl group converts the endogenous amide bond between
two residues into an ester and thioester link, respectively.
Such changes make the resultant analog no longer an “amino”
acid but an α-hydroxy acid and a thio acid. An analog with
aminooxy replacing the amino group also has been incorporated
into protein biosynthetically (1). The amino group also can
be alkylated with different moieties to form amino acids that
contain secondary amines (2). Another category of unnatural
amino acids is α,α-disubstituted amino acids, whose α-hydrogen
is replaced by an additional side chain. Moving the amino group
away from the α carbon leads to extended β- or γ-amino acids,
which can be compatible with protein biosynthetic machinery as
well (3). Finally, D-amino acids, which are mirror images of the
L counterparts, have been introduced selectively into functional
proteins to study structural characteristics (4).

Methodology
Although this review is mainly focused on the use of unnatural
amino acids in the investigation of biologic systems, a brief

background of the methodology of incorporation is useful in
understanding the power and application of this technology. A
more comprehensive coverage of various methods can be found
in Reference 5 and the references contained therein.

Chemical approaches

Global alterations to certain amino acids can be done in vitro
through chemical modification of their exposed reactive side
chains (6). The selectivity of chemical modification relies on
the differences in chemical reactivity of amino acid functional
groups. Judiciously selected chemicals will react with specific
amino acids only, which allows chemical changes to be applied
to that amino acid alone. Typical modification involves the thiol
group of Cys, the ε-amino group of Lys, the carboxylate group
of Asp and Glu, and the N-terminal amino group. The hydroxy
group of Ser and Thr can be oxidized selectively when Ser and
Thr are at the N-terminus of the protein (7). Side chains of
Tyr and Trp can be modified selectively with transition metal
catalysts (8, 9). Initial applications of this method focused on de-
termining the functional roles of certain amino acid species for
biologic activity, but they have expanded to other applications,
including biophysical probe tagging, chemical cross-linking,
and the conjugation of various synthetic functionalities. How-
ever, site-specific alterations are difficult using this approach
because the chemical will react with all accessible target amino
acids if more than one such amino acid exists in the protein.
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In addition, chemical modification must be done in vitro, and
affects only those side chains that are solvent-accessible.

Another method to introduce unnatural amino acids into a
polypeptide chain is through complete chemical synthesis (10).
The predominantly used method, stepwise solid-phase pep-
tide synthesis (SPPS), attaches the C-terminal amino acid to
a solid support, and amino acids are added one at a time to the
N-terminus. A clear advantage of chemical synthesis is that it
enables the accurate introduction of unnatural amino acids at
any site in a protein. The number of unnatural amino acids that
can be introduced is limited only to the size of the chain, and
chains of entirely unnatural amino acids can be produced using
this method. Chemical synthesis is useful particularly for the
incorporation of isotopic labels and unnatural amino acids that
are toxic to cells or incompatible with the translational machin-
ery. However, construction of a polypeptide chain using even
the most advanced chemical synthesis techniques is daunting
when confronted with the construction of an entire protein, as
these methods currently are limited to approximately 100 amino
acids (10).

Semisynthetic protein ligation methods, in which two or
more protein fragments of recombinant or synthetic origin
are chemically ligated to make the full-length protein (11),
overcome the size limitation of SPPS. Among these methods,
the native chemical ligation strategy couples peptide fragments
to form a native peptide linkage, which leaves no chemical
artifacts behind (12, 13). The desired unnatural amino acid is
introduced in the synthetic fragment by using chemical synthesis
and thus is incorporated into proteins after ligation. Once
this unnatural protein is folded, biochemical characterization
of kinetic parameters and function can be performed. Peptide
ligation in living cells is also possible. A synthetic fragment can
be injected into cells to react with an endogenously produced
protein fragment (14). This method, like SPPS, has the power
to introduce various unnatural structures that are synthetically
accessible. However, it requires appropriate sites for cleavage
and ligation, and it becomes cumbersome for internal sites in
large proteins. Microinjection of either the in vitro ligation
product for in vivo studies or the synthetic fragment for in vivo
ligation can be a drawback to this method as well.

Biosynthetic approaches
Methods that use the endogenous cellular machinery to intro-
duce unnatural amino acids into proteins are not limited by
protein size and will facilitate the investigation of biologic pro-
cesses in vivo. A general in vitro biosynthetic method allows
for the site-specific incorporation of unnatural amino acids into
proteins (15). In this method, a suppressor tRNA is chemically
acylated with an unnatural amino acid, and the codon of in-
terest in the target gene is mutated to the amber stop codon,
TAG. When added to cell extracts that support transcription
and translation, the suppressor tRNA recognizes and selectively
incorporates the attached unnatural amino acid in response to
the UAG in the transcribed mRNA. Using this method, a variety
of unnatural amino acids have been incorporated into proteins,
regardless of position or protein size, and have been applied to a
large number of problems in protein chemistry (16). Besides the
amber stop codon, rare codons and extended codons also have

been used to specify the unnatural amino acid (17). An exten-
sion of this method involves the microinjection of the chemi-
cally acylated tRNA and UAG-containing mutant mRNA into
Xenopus oocytes (18). The endogenous oocyte protein synthesis
machinery supports translation and incorporation of the unnat-
ural amino acid. This method enables the structure–function
studies of integral membrane proteins, which are generally not
amenable to in vitro expression systems (19). A purified in vitro
translation system that consisted of only ribosomes, initiation
factors, elongation factors, mRNA, and tRNAs preloaded with
desired amino acids was used to incorporate simultaneously sev-
eral unnatural amino acids into peptides in response to sense
codons (20). By reassigning the meaning of codons, this system
ultimately may allow the synthesis of peptides and proteins that
contain multiple unnatural amino acids. The drawback to these
methods lies in the chemical acylation of the suppressor tRNA,
which is technically demanding and can exclude certain unnat-
ural amino acid from attachment. In addition, acylated tRNA is
consumed stoichiometrically and cannot be regenerated in cells
or cell extracts, which leads to low expression of the target
protein.

Multisite incorporation of unnatural amino acids by using
cellular machinery has been achieved in auxotrophic bacterial
strains (21) and in mammalian cells (22). This method relies on
the idea that aminoacyl-tRNA synthetases, although with very
high substrate specificity can mischarge unnatural amino acids
that are close structural analogs of the cognate amino acids. An
unnatural amino acid analogous to a canonical counterpart is
introduced into a bacterial strain that is incapable of producing
the natural amino acid or into mammalian cells that are deprived
of the natural amino acid. The translational machinery then
replaces the natural amino acid with its analog in all proteins.
The incorporation efficiency of unnatural amino acids can be
improved by increasing the expression level of the synthetase
(23) and by introducing mutations that relax the substrate
specificity of the aminoacylation domain (24) or attenuate
the proofreading function of the editing domain of certain
synthetases (25). However, this strategy is limited because it
is restricted to global replacement of one amino acid with an
analog and does not allow specific single alterations with a
specific protein.

It would be ideal to genetically encode an unnatural amino
acid in a manner similar to that of common amino acids,
enabling site-directed mutagenesis in living cells with unnatural
amino acids. A general method to expand the genetic code to
include unnatural amino acids was developed. It involves the
generation of a new tRNA-codon-synthetase set that is specific
for the unnatural amino acid and does not crosstalk with other
sets for common amino acids (26). The new synthetase is
evolved to charge specifically an unnatural amino acid onto the
new tRNA. This tRNA recognizes a codon that does not encode
any common amino acids (e.g., a stop codon or an extended
codon). When expressed in cells, the new tRNA–synthetase
pair enables the unnatural amino acid to be site-specifically
incorporated into proteins at the unique codon with high fidelity
and efficiency. This method allows the use of unnatural amino
acids in the investigation of biologic systems in an in vivo
setting. It may be possible to generate stable cell lines or
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transgenic animals capable of inheriting such alterations for
long-term studies. However, toxic unnatural amino acids and
those incompatible with the protein biosynthesis machinery
cannot be incorporated using this approach.

Application of Unnatural
Amino Acids

Unnatural amino acids enable the structural, chemical, and
physical properties of the building blocks of proteins to be
customized according to needs. Such tailored changes have con-
tributed to our understanding of the fundamental questions of
protein chemistry on the molecular and atomic level, have been
used to modify and enhance protein properties, and are being
exploited to control protein activities to investigate various bi-
ologic processes and to create novel biologic functions.

Protein stability

There are many factors contributing to protein stability, in-
cluding hydrogen bonding, hydrophobicity, packing, and con-
formational entropy, among others. It is difficult to access
individual contributions by using conventional mutagenesis be-
cause changing one common amino acid to another often alters
several properties at a time. For example, mutagenesis to dis-
rupt hydrogen bonds, usually by deleting one member of a
hydrogen-bonded pair, will leave an unpaired hydrogen donor
or acceptor and/or alter local solvation and packing interactions,
all of which may lead to protein destabilization.

To determine the effect of side-chain hydrogen bonding on
protein folding, Tyr27 in staphylococcal nuclease (SNase) was
replaced with several isosteric, fluorinated tyrosine analogs (un-
natural amino acids 1 to 3) (Fig. 2) (27). These unnatural
amino acids were designed to gradually increase the strength
of the Tyr27–Glu10 hydrogen bond while minimizing the
steric and electronic perturbations associated with deleting one
hydrogen-bonding member. The stability constants K app of the
corresponding mutants were found correlative with the pK a of
the hydroxyl group in the tyrosine analogs. This result provides
strong evidence that intramolecular side-chain hydrogen bonds
preferentially stabilize the folded state of a protein relative to
the unfolded state in water.

α-Hydroxy acids have been used to study the contribution
of the backbone hydrogen bonds to protein stability (Fig. 3).
The replacement of a common amino acid with an α-hydroxy
acid that contains the same side chain effectively substitutes a
good hydrogen-bond acceptor (the amide carbonyl group) with
a considerably weaker one (the ester carbonyl group) in a con-
servative manner and disrupts a potential backbone hydrogen
bond because the ester link cannot serve as a hydrogen-bond
donor as does the NH. α-Hydroxy acids were incorporated at the
N-terminus, the middle, and the C-terminus of the α-helix 39-50
of T4 lysozyme (28). At the N-terminus and the C-terminus,
where only one hydrogen-bonding interaction is perturbed, the
ester substitution destabilizes the protein by 0.9 kcal mol−1

and 0.7 kcal mol−1, respectively. In the middle of the helix,

where such substitution perturbs two hydrogen bonds, the pro-
tein is destabilized by 1.7 kcal mol−1. In another study, Leu
14 in an antiparallel β sheet of SNase was replaced with leucic
acid (29). This amide-to-ester change decreases the stability by
1.5–2.5 kcal mol−1. Altogether, these results convincingly show
that both side-chain hydrogen bonds and main-chain hydrogen
bonds significantly contribute to protein stability.

To examine the importance of the packing interaction in
the core of a protein, Leu133 in T4 lysozyme was replaced
with a series of analogs with extended or shortened alkyl
side chains (unnatural amino acids 4 to 7) (30). Leu133 lies
along the edge of the largest cavity in the interior of T4
lysozyme, which makes it possible to change the bulk of the
side chain with minimal concomitant strain. Incorporation of
(S,S)-2-amino-4-methylhexanoic acid (unnatural amino acid 4)
and (S)-2-amino-4-cyclopentylpropanoic acid (unnatural amino
acid 5) stabilizes T4 lysozyme by 0.6 kcal mol−1 and 1.24 kcal
mol−1, respectively, which indicates that the increased bulk
of buried hydrophobic residues can enhance protein stability.
During protein folding, the cyclic amino acid 5 will lose less
conformational entropy than does 4. That the 5-containing
mutant is more stable than the 4-containing mutant suggests that
side-chain entropy also affects protein stability. As expected,
when the side chain of Leu133 is shortened systematically, as
in unnatural amino acids 6, 7, and alanine, the protein becomes
increasingly less stable.

Another method for increasing hydrophobicity while mini-
mizing structural perturbation is to replace hydrocarbons with
fluorocarbons. Using solid-phase synthesis, L-5,5,5,5′,5′,5′-
hexafluoroleucine 8 was substituted for seven core leucine
residues in a 30-residue peptide that can form homodimeric
coiled coils. Hydrophobic side chains of the core residues pack
against each other in the coiled coil. Fluorination of these
side chains increased the hydrophobicity and raised the melt-
ing temperature of the homodimer from 34◦C to 82◦ C (31). In
addition, fluorocarbons are insoluble in hydrocarbons at room
temperature and, thus, form a fluorous phase by interacting
with other fluorocarbons. When a disulfide-bound heterodimer
of the hexafluoroleucine core peptide and a leucine core pep-
tide was allowed to undergo disulfide exchange, the peptides
self-sorted into homodimers (31). This fluorous effect could
lead to a novel protein–protein recognition. In another report,
six leucine residues in the hydrophobic core of an antiparallel
4-α-helix bundle were replaced by 8 (32). The free energy of
the unfolding of the mutant peptide increases by 0.3 kcal mol−1

per residue when the two central leucines are substituted and
by an additional 0.12 kcal mol−1 per residue when the outer
leucines are replaced, which confirms that hydrophobic packing
stabilizes proteins.

Protein structure and function

Structural and Functional Role of Specific
Residues

Unnatural amino acids can be designed to elucidate the func-
tional role of a residue that is misinterpreted by or remains
ambiguous to conventional mutagenesis and other methods. For
example, Glu43 is important for the catalytic activity of SNase
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Figure 2 Structures of unnatural amino acids discussed in the text.

(a) (b)

Figure 3 Backbone mutations generated by α-hydroxy acids. (a) N-terminal mutation of Leu39 to leucic acid in an α-helix of the T4 lysozyme. (b)
Substitution of Leu14 with leucic acid in a β sheet of SNase.

because its replacement by Asp and Gln significantly decreases

the catalytic efficiency. Previous structural and mutagenesis
studies suggested that Glu43 functions as a general base to acti-
vate a water molecule for hydrolyzing the phosphodiester bond
of DNA. However, substitution of Glu43 with either homoglu-

tamate (unnatural amino acid 9) or (S)-4-nitro-2-aminobutyric

acid (unnatural amino acid 10) yielded mutant enzymes with

kinetic constants similar to those of wide-type SNase (33). Be-
cause these two unnatural amino acids are isoelectronic and
isosteric to glutamate but a much poorer base, such substitution
would decrease SNase activity if Glu43 were a general base

during catalysis. In addition, the X-ray crystal structure of the
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homoglutamate mutant showed that the carboxylate side chain
of this residue occupies a position and orientation similar to that
of Glu43 in the wild-type enzyme. Therefore, Glu43 may play a
structural role instead and serve as a bidendate hydrogen-bond
acceptor to fix the conformation of the neighboring loop.

Proline is unique among the natural amino acids in that its
α-nitrogen is part of a pyrrolidine ring. The proline residue
disrupts main-chain hydrogen bonding; it cannot serve as a
hydrogen-bond donor because of the lack of a backbone NH
moiety. Also, proline forms cis-peptide bonds at a frequency
(5%) much higher than any other natural amino acids (<0.1%).
In ion channels, Pro often is conserved at crucial sites, such
as Pro221 in the nicotinic acetylcholine receptor (nAChR) and
Pro256 in the 5-hydroxytryptamine-3A receptor (5-HT3AR).
To probe which feature of Pro is functionally significant,
α-hydroxyl acids (analogs of Gly, Val, and Leu) were incor-
porated at these sites, which all produced mutant receptors with
properties similar to the wild-type receptor (34, 35). In con-
trast, incorporation of canonical amino acids Gly, Ala, or Leu
yielded nonfunctional receptors. Because α-hydroxyl acids sim-
ilarly lack the NH moiety for backbone hydrogen bonding and
the nature of side chains does not affect receptor activity, these
results suggest that the functional importance of the conserved
Pro in both receptors is to remove backbone hydrogen bonding.

Another conserved proline residue of the 5-HT3AR, Pro308,
has been shown to be indispensable for channel gating using
conventional mutagenesis. However, substitution of this Pro
with α-hydroxy acids produced nonfunctional receptors, which
suggests that the lack of backbone hydrogen bonding is not the
key to the proper function of this Pro. Interestingly, proline
analogs that strongly favor the trans conformer (unnatural
amino acids 11 and 12) produced no gating response, but those
that favor the cis conformer (unnatural amino acids 13 and 14)
yielded highly sensitive channels. Moreover, a linear energy
correlation was observed between the cis-trans energy gap of
the proline analogs and the receptor activation (36). This study
strongly suggests that the critical role of Pro308 is to provide
the switch that interconverts the open and closed states of the
channel through cis-trans isomerization.

Cation-π Interaction
Cation-π interaction is a noncovalent electrostatic interaction
between a cation and the electrons in π orbitals, which plays an
important role in protein structure, binding, and catalytic func-
tion. The energetic contribution of this interaction to proteins
cannot be measured accurately with conventional mutagenesis
because no positively charged natural isosteres exist for com-
mon amino acids. To engineer a cation-π interaction in SNase,
Val74, which occupies a hydrophobic pocket composed of one
tyrosine side chain and two phenylalanine side chains, was
replaced with the positively charged S-methylmethionine (un-
natural amino acid 15). Another mutant was made by replacing
Val74 with homoleucine (unnatural amino acid 16), which is
isosteric to S-methylmethionine. Comparison of the thermody-
namic stability of these two mutant proteins showed that the
magnitude of cation-π interaction is about 2.6 kcal mol−1 (37).

A number of aromatic amino acids have been identified near
the agonist-binding site of the nAChR, which suggests that

cation-π interactions may be involved in binding the quaternary
ammonium group of the agonist acetylcholine. A series of pro-
gressively fluorinated tryptophan derivatives (unnatural amino
acids 17 to 20) were incorporated at αTrp149. Because fluorine
is an electron-withdrawing group, substitution of H with F in
the aromatic ring weakens the cation-π interaction. Ab initio
quantum mechanics was used to predict the cation-π-binding
abilities of the fluorinated tryptophans, and the calculated bind-
ing energy has a linear relationship with receptor activation by
the agonist (38). Such correlations were not observed for other
aromatic residues, which suggests that the cation-π interaction
indeed exists for agonist binding and pinpoints it to αTrp149.
This interaction was shown later as a general binding pattern
between the Cys-loop superfamily of neurotransmitter recep-
tors, such as the 5-HT3A receptors and the γ-aminobutyric acid
receptors, and their cationic ligands or substrates (39).

Biophysical Probes

The site-specific introduction of biophysical probes into pro-
teins has proven extremely powerful in revealing subtle changes
of proteins with high spatial resolution. The carbon–deuterium
(C–D) bond absorbs at ∼2100 cm−1, which is within the trans-
parent IR window (∼1800–2700 cm−1) of proteins and, there-
fore, makes it easily observable by IR spectroscopy. The in-
herently fast timescale of IR spectroscopy also provides high
temporal resolution. Therefore, unnatural amino acids with C–D
bonds are excellent probes of protein folding and dynamics. Ab-
sorptions at different frequencies indicate the existence of multi-
ple intermediates, and an increased line width of the absorption
shows increased flexibility of the local environment. Amino
acids containing C–D bonds were incorporated at different po-
sitions throughout cytochrome c (cyt c) by using semisynthetic
approaches (40). By characterizing the absorption frequencies
and line widths of the C–D bonds of these residues, it was
found that no significant difference exists in the flexibilities of
the oxidized and reduced states of cyt c. The data also show
that parts of the protein exist in dynamic equilibrium with lo-
cally unfolded states and that cyt c is less stable than previous
studies suggest.

Another infrared probe, p-cyano-L-phenylalanine (pCNPhe,
27), has been genetically encoded in E. coli and used to examine
different ligand-bound states of the heme group in myoglobin
(41). The stretching vibration of the nitrile group of pCNPhe
has strong absorption and a frequency (νCN) at ∼2200 cm−1,
which falls in the transparent window of protein IR spectra.
A substitution of pCNPhe was made for His64, which is at
the distal face and close to the iron center of the heme group in
myoglobin. In the ferric myoglobin, when the Fe(III) ligand was
changed from water to cyanide, νCN shifted from 2248 cm−1 to
2236 cm−1, which indicates a less polar active site. In the ferrous
myoglobin, a νCN absorption at 2239 cm−1 was observed for the
linear Fe(II)CO complex, and the bent Fe(II)NO and Fe(II)O2

complexes showed a νCN absorption at 2230 cm−1. These results
demonstrate that the nitrile group is a sensitive probe for ligand
binding and for local electronic environment.

Small fluorescent probes sensitive to various environmental
changes have the great potential for monitoring many biologic
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events as a complementary reporter for the widely used fluores-
cent proteins. For example, L-(7-hydroxycoumarin-4-yl)ethyl-
glycine (CmrGly, 28) has been incorporated into holomyoglobin
to study its local unfolding (42). CmrGly was incorporated at
position Ser4 in helix A and at position His37 in helix C, re-
spectively. The coumarin fluorescence intensity increases with
solvent polarity. When the Ser4CmrGly mutant was unfolded
with 2 M urea, its fluorescence increased 30%, which indicates
that helix A is disordered. In contrast, the fluorescence intensity
of the His37CmrGly mutant did not change significantly until
the urea concentration was raised to 3 M. These results suggest
helix C and helix A unfold at different times and concentrations
of the denaturing agent.

Modification and regulation
of protein activity

Green fluorescent protein (GFP), whose chromophore is auto-
catalytically formed by the tripeptide Ser65-Tyr66-Gly67, has
become one of the most important in vivo markers for biologic
studies. An aromatic amino acid at position 66 is necessary for
fluorescence generation. To determine how the spectral proper-
ties of GFP could be altered by this residue, tyrosine analogs
bearing different substituents at the para position of the phenyl
ring (unnatural amino acids 21 to 24) were used to replace Tyr66
(43). The absorbance and fluorescence emission maxima of mu-
tant GFPs are all blue-shifted, spanning the range from 375 to
435 nm and 428 to 498 nm, respectively. The wavelengths of
the maxima increase in the order of bromo, iodo, methoxy,
hydroxyl, amino, and deprotonated hydroxyl group. This shift-
ing trend is consistent with the electron-donating ability of the
substituents. In another experiment, Trp66 of the enhanced cyan
fluorescent protein was replaced with L-4-aminotryptophan (un-
natural amino acid 25) (44). The electron-donating amino group
significantly red-shifts the fluorescence emission by 69 nm,
which changes the color from cyan to gold.

Comparison of the p-methoxy-Phe (unnatural amino acid 22)
mutant GFP with wild-type GFP also provides direct evidence

for the peak assignment of GFP. Wild-type GFP has two ab-
sorbance maxima at 397 nm and 475 nm, which are believed
to correspond to a neutral chromophore (phenol of Tyr66) and
an anionic chromophore (phenolate anion of Tyr66), respec-
tively. Excitation at either absorbance peak leads to a single
fluorescence emission centered at 506 nm, which corresponds
to the anionic chromophore in the excited state (45). Picosec-
ond spectroscopy revealed that the excited neutral chromophore
should emit at 460 nm (46). The absence of 460 nm emission
in wild-type GFP suggests that an excited state proton trans-
fer process is involved. Substitution of the hydroxyl group of
Tyr with a methoxy group removes the possibility of depro-
tonation and proton transfer. Indeed, when Tyr66 is replaced
with p-methoxy-Phe, only one absorbance maximum at 394 nm
is observed, which is close to the absorbance maximum of the
neutral chromophore of wild-type GFP. Moreover, only one
emission maximum at 460 nm is detected for this mutant, which
corroborates the ultrafast spectroscopic results (43).

The specificity of nucleic acid-binding proteins relies greatly
on the hydrogen bonding between protein polar atoms and
nucleic acid bases. Unnatural amino acids that can change
isosterically the hydrogen-bonding pattern have been exploited
to alter the substrate specificity. The λ-repressor recognizes
the C:G pair at position 6 in the operator site OL1, and Lys4
of the λ-repressor is crucial for this recognition. The ε-NH2

group of Lys4 forms hydrogen bonds with the carbonyl group
of Asn55 and the 6-oxo group of the guanine, functioning
as as two hydrogen bond donors. Substitution of Lys4 with
isosteric S -(2-hydroxyethyl)-cysteine changes the ε-NH2 to the
–OH group, which now should accept hydrogen bonding from
the amino group of adenine while preserving hydrogen bonding
with Asn55 as a donor (Fig. 4). In fact, after the unnatural amino
acid was introduced into the λ-repressor through site-directed
mutagenesis and chemical modification, the binding specificity
was switched from the C:G to T:A base pair (47).

The chirality of D-amino acids has been harnessed for
pharmaceutical purposes. D-peptide ligands should be resis-
tant to proteolytic degradation and thus are more desirable as

Figure 4 Substitution of Lys4 with 2-hydroxylethyl-cysteine in the λ-repressor changes the hydrogen-bonding pattern and DNA substrate specificity from
C:G to T:A.
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drugs. However, large libraries of D conformers cannot be en-
coded genetically and expressed for selection. A method termed
mirror-image display solved this problem in an intriguing way
(48). An L-peptide library is encoded genetically and displayed
on the phage surface, and peptides of this library are selected by
the target protein that is synthesized using all D-amino acids.
The identified L-peptide then is resynthesized using D-amino
acids, which should interact with the target protein of the natu-
ral handedness for reasons of symmetry. This approach has been
used successfully to identify D-peptides that bind the Src ho-
mology 3 domain of c-Src and the HIV-1 gp41 protein (48, 49).

Unnatural amino acids that mimic posttranslational modifica-
tions can be used to control protein functions. For example, pro-
tein phosphorylation regulates many signal transduction path-
ways and is a reversible process catalyzed by various phos-
phatases and kinases. The dynamic change of the phospho-
rylation status of a protein makes it difficult to study the
effect of this modification in detail. The generation of metabol-
ically stable phosphoproteins would be useful to dissect the
function and to direct signal transduction. Unnatural amino
acid p-carboxymethyl-L-phenylalanine (pCMF, 26) is a non-
hydrolyzable analog of phosphotyrosine and was found capable
of mimicking the phosphorylated state of Tyr. This capability
was demonstrated in a model phosphoprotein, the human sig-
nal transducer and activator of transcription-1 (STAT1). STAT1
has only a weak affinity for DNA, but during phosphorylation
of Tyr701, STAT1 forms a homodimer and strongly binds a
DNA duplex that contains M67 sites. The mutant STAT1 with
Tyr701 substituted with pCMF also bound the M67-containing
DNA duplex tightly, which suggests that pCMF could replace

phosphotyrosine in the generation of constitutively active phos-
phoproteins (50).

The development of photoactive amino acids provides re-
searchers with an extremely useful tool not only to probe
biologic function but also to control spatially and temporally
a variety of biologic processes. One strategy is to attach a
suitable photoremovable protecting group to the amino acid,
which renders the amino acid inactive. Photolysis releases
the caging group and converts the amino acid to an active
form, which generates abrupt or localized changes to the tar-
get protein. The 2-nitrobenzyl derivative is the most preva-
lent form for caged compounds. For example, the conserved
Ser1082 at the upstream splice junction of the self-splicing
DNA polymerase of Thermococcus litoralis was substituted
with o-(2-nitrobenzyl)serine (Fig. 5a). The full-length precur-
sor protein underwent protein splicing only when the unnatural
residue was reverted back to wild-type Ser during photoly-
sis (51). In other examples, o-nitrobenzyltyrosine (Fig. 5b)
was used to replace Tyr93 or Tyr198 in the α subunit of
the nAChR. These two Tyr residues are highly conserved for
agonist binding. Millisecond flashes of light at 300–350 nm
decaged the protected tyrosines and produced abrupt increments
of currents that were conducted by the ion channel (52). Also,
o-nitrobenzyltyrosine has been incorporated at the essential
Tyr503 site of β-galactosidase to activate its enzymatic activity
by using light both in vitro and in E. coli (53). Mutation of the
active-site cysteine residue in the proapoptotic protease caspase
3 to o-nitrobenzylcysteine led to a catalytically inactive enzyme,
whose activity could be restored by photocleavage (54). In ad-
dition to caging the active side chains, the 2-nitrobenzyl group

(a)

(b)

(c)

Figure 5 Photolysis of 2-nitrobenzyl caged serine (a) and tyrosine (b) restores the wild-type residues. Photolysis of 2-nitrophenyl glycine (c) cleaves the
protein backbone.
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(a)

(b)

Figure 6 (a) The geometrical change resultant from the cis-trans isomerization of azobenzene moves an ion channel blocker in and out of the ion channel
to close and open the ion channel, respectively. Such activity was used to modulate the spontaneously firing hippocampal neurons. The firing frequency is
significanly decreased when the azobenzene is in the cis-form after irradiation at 390 nm. Normal firing behavior is restored during irradiation at 500 nm
(reprinted from (57), Copyright 2005, with permission from Elsevier). (b) Structure of phenylalanine-4′-azobenzene (AzoPhe) in trans-form and gel
mobility shift assay to determine the binding affinity of the catabolite activator protein (CAP) to the lactose promoter DNA fragment (reprinted with
permission from (56), Copyright 2006, American Chemical Society). Lane 1, DNA only. Lane 2, DNA+wild-type CAP. Lane 3, DNA+CAP with AzoPhe
incorporated at residue 71 (after irradiation at 334 nm). Lane 4, DNA+CAP with AzoPhe incorporated at residue 71 (before irradiation at 334 nm).
Substitution of Ile71 with trans AzoPhe in CAP results in a fourfold decrease of the binding constant Kb of the CAP for its promoter sequence.
Photoirradiation at 334 nm partially converts the trans AzoPhe to the cis-form and decreases the Kb by another fourfold. The latter affinity loss can be
completely recovered after irradiation at > 420 nm, which switches the cis-form back to the predominant trans-state.

has been harnessed also to cleave the protein backbone photo-
chemically. 2-Nitrophenyl glycine (Fig. 5c) was introduced into
sites of the signature disulfide loop of the nAChR. Irradiation at
360 nm resulted in site-specific backbone lesion and an almost
complete loss of nAChR activity (55).

Photolysis of a caged amino acid residue is an irreversible
process. Reversible modulation can be achieved with the pho-
tochromic azobenzene compounds. Azobenzene undergoes a
reversible cis-trans isomerization: The more stable trans iso-
mer can be converted to the cis isomer upon illumination at
320–340 nm, and the cis-form can revert to trans-form either
thermally or by irradiation at >420 nm. The resultant change
in geometry and/or dipole of the compound can be used for
regulating protein activity. For example, a known K+ channel
blocker, tetra-ethyl ammonium, was linked via an azobenzene
group to a cysteine that was introduced at specific sites of a K+

ion channel (Fig. 6a). When the azobenzene group isomerizes
between the extended trans-form and the shorter cis-form in
response to specific wavelengths of light, the structural change
moves the blocker into or out of channel-blocking position and,
thus, opens and closes the ion channel, respectively (58). Such
photomodulation can be used to control neuronal activity non-
invasively. The azobenzene group has been genetically encoded
in the form of phenylalanine-4′-azobenzene (AzoPhe). AzoPhe

was incorporated at the Ile71 site of the E. coli catabolite ac-
tivator protein, a transcriptional activator. Its binding affinity
for the promoter sequence decreased fourfold after irradiation at
334 nm (Fig. 6b), which converts the predominant trans AzoPhe
to the cis-form. The isomerized cis AzoPhe then was switched
back to the trans-state by irradiation at >420 nm, after which
the affinity of the protein for the promoter was completely re-
covered (56).

Future Directions
The examples summarized here are only representative and by
no means comprehensive. Many unnatural amino acids now can
be incorporated, but simply have yet to be used in the investi-
gation of biologic function. Unnatural amino acids that contain
photocross-linkers, biophysical probes, chemical moieties with
unique reactivities, and posttranslational modifications, among
many others, have much promise in their capabilities. The use
of these amino acids will expand the capabilities of probing pro-
tein structure and function as well as protein-involved biologic
processes. The methodology of incorporation is advancing as
well. It may be possible to genetically encode unnatural amino
acids in many other cell types and organisms. The incorpora-
tion of multiple unnatural amino acids simultaneously by using
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extended codons may enable more complex investigations to be
performed.

Additional work using unnatural amino acids can lead to the
design and synthesis of novel and diverse biologic functions. By
incorporating specific chemical moieties and physical character-
istics into proteins, new protein properties may be discovered
and used. Such exploration can be attempted either rationally
or combinatorially. Diversities of protein libraries would be in-
creased greatly by the addition of only a few unnatural amino
acids, which may enhance the probability of discovering pro-
teins that contain novel properties and functions. It is easy to see
how unnatural amino acids can be extended into the pharma-
ceutical industry to create more efficient therapeutics. Finally,
the creation of a sustainable organism that is capable of us-
ing unnatural amino acids will enable the investigation of the
evolution of the genetic code on this planet.
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The emerging field of systems biology promises to transform our
understanding of the molecular basis of human disease. Recent
technological advances allow for multiparameter measurements to be
integrated across global genomic and proteomic platforms to inform
predictive and probabilistic gene and protein regulatory networks. A
systems approach to disease is based on the idea that disease-perturbed
gene and protein regulatory networks differ from their normal
counterparts, and that these differences are predictive of the disease course
and response to therapy. The ability to detect disease-related perturbations
in individual patients will transform health care over the next decade from
our current reactive medicine to a new medical practice that is predictive,
personalized, preventive, and participatory (P4 medicine).

The completion of the Human Genome Project fundamentally
transformed contemporary approaches to medicine and disease.
At the root of this transformation is the concept that biology
is an informational science based on a digital code, encoded
in the genome, from which all biologic processes are derived.
This realization has several important implications for the study
of disease. First, the digital code of the human genome is
knowable and can be defined, interrogated, and compared in
disease and healthy states. A second type of biologic informa-
tion is that which emerges from the environment to modify
the digital genomic readout. Thus, the integration of the digital
genomic information and the environmental information across
the development of organisms, their physiologic responses to the
environment, and their responses to disease is the heart of what
has come to be known as systems biology and systems medicine.
This field provides a basic blueprint of disease from which hy-
potheses can be formulated regarding etiologies and possible
therapeutic entry points. Second, the digital nature of genomic
data, including the complex hierarchy of molecular (biologic)
networks, and their dynamical response to environmental stimuli
is amenable to modern computational and analytical techniques.
Third, because of the parallel advancement of high-throughput
genomic and proteomic technologies, the genomic code and its
derivative dynamic molecular networks are increasingly accessi-
ble and testable at the individual level. Fourth, the digital code
and the dynamics of its encoded networks can be compared
across model organisms allowing for the targeted manipulation
of gene networks implicated in disease states. A key point in
the new medicine, then, is the idea that drugs can be designed
to reengineer networks (and this will take multiple drugs!) to
make them behave in a more normal manner—quite a different

concept from the idea that one drug should destroy or enhance
the activity of one particular target. Finally, unbiased systems
analyses result in our understanding of the emergent properties
that are not predicted a priori , which leads to new insights into
disease states. As a result of these influences, medicine is evolv-
ing from an observational, population-based, reactive approach
to a more quantitative, predictive, and individualized approach
to understanding disease and disease treatment based on rational
genomic analysis. This evolution will ultimately transform tradi-
tional medicine into a new field of “systems medicine” that will
provide personalized, predictive, preventative, and participatory
treatment of disease in individual patients.

Systems Biology: An Introduction

Understanding a systems approach to disease first requires an
introduction to the emerging field of systems biology. Systems
approaches to understanding biologic complexity emerged as a
result of several key transformative technological and theoreti-
cal advances that created new ways of thinking about biologic
analysis and the scientific infrastructure required for integrated
experimental models. These advances include 1) the develop-
ment of high-throughput platforms for the rapid acquisition of
global data sets. These platforms, which include high-speed
DNA sequencers, DNA microarrays, mass spectrometry-based
global proteomic technologies, antibody arrays, and the study
of metabolomics with nuclear magnetic resonance (NMR) and
mass spectrometry, have fundamentally enabled systems biol-
ogy. 2) The completion of the Human Genome Project, which

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 1



Systems Approach to Studying Disease

provided a blueprint for the accurate prediction of the genetic
“parts list” that defines all human genes, regulatory control ele-
ments, mRNAs, and proteins. The success of this large-scale dis-
covery project led to an explosion of similar efforts to quantify
globally entire genomes, transcriptomes, proteomes and inter-
actomes (networks of interacting proteins and other molecules)
in several individual organisms and cell types. Generating these
system-wide “parts lists” is critical for accurate global analyses
and model building. 3) The discovery that biologic complex-
ity is based on a digital code that led to the development of
systems biology as a multidisciplinary field that could incorpo-
rate powerful recent advances in computer science, engineering,
and mathematics and apply them to the study of biology. And
4) the parallel emergence of the Internet and high-powered
computational infrastructure that enabled the acquisition and
dissemination of large global data sets across multidisciplinary
environments both within and between institutions. This project
has revolutionized large-scale collaborative efforts and has led
to the rapid integration of global analytical technologies and
computational software tools for mathematical modeling and
network analysis.

The goal of systems biology is to establish a theoretical and
experimental framework for deciphering and predictably model-
ing biologic complexity on a global scale. A key feature of this
approach, which will prove fundamental to our understanding of
disease, is the use of hypothesis-driven perturbations to identify
system-wide responses, many of which would not otherwise be
predicted using classic reductionistic, or one-element-at-a-time,
analytical approaches. These system-wide “emergent proper-
ties” are then incorporated into the original theoretical model
leading to the development of new hypotheses that can be tested
in an iterative manner using specific hypothesis-driven perturba-
tions. Repeated reformulation of the theoretical model continues
until the experimental data, which is typically composed of dy-
namic global data sets (DNA, RNA, proteins, protein modi-
fications and interactions, metabolites), comes into alignment
with the model predictions. This iterative refinement of the the-
oretical model depends on the accurate definition of an initial
model system. A biologic model system can be defined at the
level of single molecules, molecular networks, cells, organs, in-
dividuals, and even ecosytems. The key feature that enables a
systems biology analysis is the capability of studying all ele-
ments of the biologic system at the same time, including their
interrelationships and responses to genetic or environmental per-
turbations.

A Systems Biology Approach
to Disease
A systems approach to disease is derived from two very sim-
ple hypotheses. First, the functions of living organisms are
executed by biologic networks of two different types: 1) pro-
tein networks (generally protein/protein interactions) that use
biologic information to carry out functions such as signal trans-
duction, metabolism, development, or physiologic responses,
and 2) gene regulatory networks (transcription factors control-
ling layered networks of other transcription factors) that take

input biologic information from, for example, signal transduc-
tion networks—integrate and modulate it—and then output it
to the protein networks mediating, for example, development
of physiologic responses. Second, disease states originate from
one or more normal networks that have been disease-perturbed,
for instance, either by mutations or pathological environmental
signals. The accurate identification and subsequent functional
analysis of disease-perturbed networks provides a foundation
for fundamental new insights into the origins of disease states
and approaches for early diagnosis and therapy.

The conceptualization of disease as a dynamic, continually
changing process is reflected from the systems view in two im-
portant aspects. First, any disease, such as cancer, may really
be multiple diseases with similar clinical signs and even his-
tologic features, yet originating from distinct disease-perturbed
networks. Thus, the stratification of disease into its different
types may have very important implications for prognosis and
therapy. A systems approach to disease that delineates the
disease-perturbed networks in individual patients permits this
stratification. Second, any particular disease type goes through
progressive changes in the behaviors of the disease-perturbed
networks. Accordingly, the systems approach to disease allows
one to assess where the disease of an individual patient is with
regard to the stages of disease progression for each disease type.
Once again, the stage of disease progression may have very im-
portant implications for future therapies such as the requirement
for the therapy to change during the progression of the disease.
In this regard, a long-term goal of a systems approach to dis-
ease is to gather the network data necessary to determine the
extent to which a disease may be stratified into distinct types
and to identify the natural stages of disease progression for
each of these types. The central task of a systems approach
to disease is 1) to gather information comprehensively defining
each of the disease-perturbed networks that characterize distinct
disease states and (b) to integrate these data to generate predic-
tive mathematical models of disease behavior and response to
therapy.

Systems medicine requires the integration of many different
types of data into models that have predictive behavior. We
discuss below several of the high-throughput platforms that are
generating large-scale data for a systems approach to disease.

High-Throughput Platforms
for Systems Analysis

Genomics

Complete genome sequencing provided the foundation for sys-
tems biology by enabling investigations that could examine
specific molecular hypotheses in the context of a completely
defined catalog of genes and proteins for humans. The first
complete genome of a free-living species, Haemophilus influen-
zae, was completed in 1995 (1) and was followed quickly by
other important human bacterial pathogens (2–4), yeast (5),
human (6), mouse (7) and chimpanzee (8). By 2005, only a
decade later, more than 1000 complete genomes have been com-
pleted. This massive expansion of sequence data was enabled by
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technological improvements in the Sanger sequencing method
(9), which allowed for increased automization and throughput
(10, 11). Despite these advances, significant infrastructure and
cost is required for sequencing even a relatively small genome.
As a result, most genome sequencing is still performed at
large dedicated genome centers and most completed genomes
represent only one or a few sampled organisms (12). Recent
developments in microfluidics, image processing, and enzy-
mology promise to increase massively the speed and capacity
of DNA sequencing at a significantly reduced cost. Currently,
this “next-generation” high-throughput DNA sequencing (from
companies such as 454, Solexa, Applied Biosystems, and He-
licos) is being used to characterize cancer-associated muta-
tions across extended patient populations (13). Once individual
genome sequencing is achieved economically, comprehensive
identification of individualized markers of disease susceptibility
and treatment response will enable predictive and preventative
strategies to treat and prevent disease.

One powerful application that has emerged from large-scale
genomic sequencing is the identification and characterization of
polymorphisms, either single nucleotide polymorphisms (SNPs)
or, more commonly, simple sequence repeats, in genes that iden-
tify and predict variations in biologic response, behavior, and
predisposition to disease states (by DNA arrays and hybridiza-
tion or by DNA sequencing of various types). Most common
diseases are thought to result from a mixture of genetic and
environmental factors. Many factors demonstrate a complex
genetic predisposition thought to result from the contribution
of small variations in several genes. More than four million
putative SNPs have been identified in the human genome. Be-
cause they are highly abundant, occurring on average every few
hundred base pairs in the genome, and relatively stable, they
provide useful markers for linkage analysis of genes involved
in the pathogenesis of complex disease. The development of
high-throughput genotyping methods makes genome-wide link-
age disequilibrium mapping of SNPs a viable approach to the
study of complex disease susceptibility. Another important ap-
plication of SNP analysis is the identification of genetic variants
that influence a patient’s response to a drug, which usually is
used to predict pharmacological efficacy or the likelihood of
harmful side effects. An important extension of this application
is the identification of SNPs that alter cellular responses to bi-
ologic signaling during normal development and function. This
largely untapped area offers vast potential for defining the ge-
netic basis of normal biologic variation in the development of
disease.

Transcriptomics
An advance in genome sequencing technology enabled the sys-
tematic measurement and comparative analysis of complete
transcriptional programs of cells and tissues at various points
in time and at any given developmental, pathological, or func-
tional stage. The most widely used methodologies for transcrip-
tome analysis include DNA microarrays, serial analysis of gene
expression (SAGE), microbead-based massively parallel signa-
ture sequencing (MPSS), and the massively parallel sequencing
by synthesis (SBS). DNA microarrays are a powerful tool for
high-throughput identification and quantitation of nucleic acids

in biologic systems. DNA arrays typically consist of thousands
of short gene-specific DNA molecules spatially arranged on a
solid surface. Nucleic acid-specific hybridization allows for the
precise identification and quantification of transcript levels in a
cellular system at two or more different states. DNA microar-
rays can either be spotted arrays of oligonucleotides (25–60 bp
in length) or cDNA molecules, or they can be oligonucleotide
arrays produced by piezoelectric deposition or in situ synthesis.
Recently, custom-designed arrays have become available con-
taining up to 400,000 oligonucleotides. This flexibility in array
design allows for economical approaches to study specific dis-
ease states in systems biology.

In principle, oligonucleotide arrays are more specific than
the cDNA array and have the capability to distinguish between
single-nucleotide differences. This method has the advantage
of distinguishing between transcripts derived from individual
members of multigene families and alternatively spliced vari-
ants. The widespread acceptance of DNA array technology has
led to the development of applications beyond transcriptome
analysis that have an impact on the study of disease. DNA ar-
ray technology has been used in genotyping studies to identify
SNPs and to confirm the sequence identity of known regions
of DNA. Currently, DNA array applications include promoter
analysis, ChIP-on-chip studies of protein-promoter binding site
occupancy, mutation analysis, comparative genomic hybridiza-
tion, and genome resequencing. DNA sequences can also be
tagged or labeled in such a way that they can be identified in
solution. A powerful new application of sequencing technol-
ogy, massively parallel signature sequencing (MPSS or SBS),
combines advances in microfluidics, enzymology, and image
processing technologies to allow up to 1,000,000 different se-
quences of up to 35 residues to be determined simultaneously
per sample (14).

Proteomics

Proteomics can be defined as the global characterization of
proteins in complex mixtures, including protein identity, abun-
dance, processing, chemical modifications, interactions in pro-
tein complexes, and subcellular localization within a cell or
tissue. Currently, no proteomics technology approaches the
throughput and level of automation of genomic technology.
Strategies for protein identification and quantification can be di-
vided into MS-based techniques, designed to provide unbiased
global measurements of protein abundance, and antibody-based
techniques designed to identify known proteins in a biologic
sample. These and other strategies to reduce sample complex-
ity, differentially label protein samples, and improve relative
quantification of proteins by MS analysis and antibody arrays
promise to enhance a systems approach to disease.

Proteomics: mass spectrometry
techniques

The standard approach to proteome analysis is based on the
separation of complex protein samples by two-dimensional gel
electrophoresis (2DE) and the subsequent identification of se-
lected separated protein species by one of a variety of mass
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spectrometric techniques (15). This approach is limited funda-
mentally because specific classes of proteins either are not rep-
resented in the gels (e.g., membrane proteins, small proteins, or
very basic proteins) or are undetectable because of their limited
abundance. Furthermore, this method remains labor intensive
despite automation of 2DE gel computerized pattern matching,
protein extraction and digestion, and mass spectrometry-based
analysis. In addition, the enormous dynamic range of protein
abundances found in biologic systems, ranging from 1 to 106

copies or greater in cells and up to 1 to 1012 in serum, is a
major impediment for detecting low-abundance proteins. Im-
proved throughput is provided by direct analysis using tandem
mass spectrometry (MS/MS) of peptides generated by the di-
gestion of complex, unseparated protein mixtures (16). The key
feature of this method is the ability of a tandem mass spec-
trometer to collect sequence information from a specific pep-
tide, even if numerous other peptides are concurrently present
in the sample. This collection is accomplished in the instru-
ment by the isolation of the peptide ion of interest from other
peptides, fragmentation of the peptide ion in a collision cell
(collision-induced dissociation, CID), and the acquisition of the
fragment ion masses in a computer. It is these fragment ion
masses that represent unique identifiers for a peptide and the
sequence of the peptide, and therefore, the identity of a protein
is determined by correlating the CID spectrum with the contents
of sequence databases (17). Recently, protein separation tech-
niques have been enhanced by the use of multidimensional liq-
uid chromatography (LC) followed by specific protein/peptide
capture strategies (18).

The development of technologies for global comparative
measurements of proteomes from cells or tissues of different
states (e.g., healthy vs. Disease) is a fundamental requirement
for a systems approach to disease. Stable isotope-labeling of
proteins/peptides enables high-throughput relative quantification
of proteins using MS on a scale approaching several thou-
sand per sample. The general strategy involves differentially
labeling proteins or proteolytic peptides with stable isotopes,
mixing of labeled samples at a 1:1 ratio, followed by com-
bined sample processing and subsequent MS analysis. As the
labeling reagents possess almost identical chemical properties,
the labeled peptides appear closely paired in the LC and MS
processes. Relative quantification is achieved by comparing ion
signal intensities or peak areas of isotope-encoded peptide pairs
observed in the corresponding mass spectra. Current methods
in current for the introduction of mass tags to proteins and pep-
tides include isotope-coded affinity tags (ICATs), stable isotope
labeling by amino acids in cell culture (SILAC), and isobaric
tag for relative and absolute quantitation (iTRAQ).

The isotope-coded affinity tag (ICAT) technique involves dif-
ferential labeling of two different protein populations on the side
chain of reduced cysteinyl residues using one of two chem-
ically identical but isotopically different ICAT reagents (19).
By incorporating a biotin affinity tag into the ICAT reagents,
selective isolation and purification of labeled peptides substan-
tially reduces sample complexity. The ICAT approach has been
applied successfully to the systematic identification and quantifi-
cation of proteins contained in the microsomal fraction of cells

(20). It has also been applied, in conjunction with DNA mi-
croarray analysis, to identify differential expression profiles of
hematopoietic progenitor cells (21). A major drawback of ICAT
technique is that it is only labels the fraction of proteins contain-
ing cysteine residues. An alternative approach, SILAC, involves
growing two populations of cells, under identical conditions ex-
cept that the culture medium for one population contains all 20
essential amino acids in their naturally occurring isotopic forms
(“light” population), whereas the other population is grown in
medium where one or more amino acids are replaced by stable,
heavy isotope labeled analogs (22). The incorporation of a heavy
amino acid into a peptide, which is referred to as metabolic la-
beling, results in a known mass shift relative to the peptide
that contains the light version of the amino acid. The advan-
tage of using metabolic labeling is that it allows mixing of
labeled and unlabeled cells before the fractionation and purifi-
cation steps and therefore avoids introduction of any errors in
relative quantification in subsequent sample preparation. Fur-
thermore, all peptides within the sample can be analyzed, not
just those containing cysteine residues, increasing confidence in
both identification and quantification.

Isobaric tag for relative and absolute quantitation (iTRAQ) is
a multiplexed strategy that allows up to four samples to be ana-
lyzed simultaneously by MS in the same experiment (23). Pep-
tides are labeled on the free amine groups at the amino terminus
and on lysine residues. Unlike other isotopic labeling strategies,
the iTRAQ label reagents are designed to provide quantitative
information during peptide fragmentation. This technique mod-
ifies peptides by linking a mass balance group (carbonyl group)
and a reporter group (based on N-methylpiperazine). Designed
to be isobaric (having the same mass), the iTRAQ reagents
are chromatographically indistinguishable in the LC step, which
causes the ion peak for each of the identical labeled peptides
to be detected simultaneously by the mass spectrometer. When
MS/MS is used for analysis, the mass balancing carbonyl moi-
ety is released as a neutral fragment, which thereby liberates
isotope-encoded reporter ions that provide relative quantita-
tive information on protein abundance. Because four different
iTRAQ reagents are currently available, comparative analysis
of a set of two to four samples is feasible within a single
MS run. As is the case with SILAC, all peptides are labeled
in iTRAQ experiments. An advantage of this method is that
the multiplexed nature of iTRAQ greatly reduces the amount
of MS time required to characterize individual samples, which
increases instrumentation throughput.

Proteomics: reducing complexity
Protein concentrations in biologic systems span 1012 orders of
magnitude, whereas the most common available mass spec-
trometry-based methods only allow for the identification of
proteins spanning approximately three orders of magnitude in
concentration from a given sample. Several methods have been
advanced that select for specified fractions of the proteome
in order to reduce the complexity of the sample sufficiently
to identify biologically interesting proteins. Protein glycosyla-
tion, one of the most common posttranslational modifications, is
characteristic of secreted proteins and cell-surface markers but
not found on the predominant serum proteins such as albumin.

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Systems Approach to Studying Disease

Recent approaches selecting for N-linked or O-linked glycosy-
lated peptides using affinity capture techniques or solid-phase
extraction followed by stable isotope labeling enrich for these
biologically active proteins (24). Zhang et al. examined gly-
cosylated proteins from several tissues, cells, and plasma and
compared the glycoproteins identified in the tissues and cells to
those identified in the plasma (25, 26). A significant overlapping
was observed. This study demonstrates that tissue-derived pro-
teins are indeed present and detectable in the plasma via direct
MS analysis of captured glycopeptides, proving the feasibility
of MS-based approach for plasma protein discovery and anal-
ysis. A significant improvement on this technique has been the
capture of glycopeptides (rather than glycoproteins) (27).

Multiple reaction monitoring (MRM) is a highly selective,
highly sensitive mass spectrometry approach for detecting the
presence of particular peptide species in a complex mixture
such as plasma (28). A specific tryptic peptide is selected as
a stoichiometric representative of the protein from which it is
cleaved. This peptide is quantified by MS against a spiked in-
ternal standard (a synthetic stable isotope-labeled version of the
peptide) to yield a measure of protein concentration. In prin-
ciple, such an assay requires only knowledge of the masses
of the selected peptide and its fragment ions and an ability to
make the stable isotope-labeled version. This method can quan-
tify reliably protein concentrations over a dynamic range of 4.5
orders of magnitude in human plasma using a multiplexed ap-
proach. MRM assays coupled with enrichment of proteins by
immunodepletion and size exclusion chromatography (29), or
enrichment of peptides by antibody capture have also been re-
ported (30). Stable isotope standards and capture by anti-peptide
antibodies (SISCAPA) has been shown to extend the sensitiv-
ity of a peptide assay by at least two orders of magnitude and
with additional development appears capable of extending the
MRM method to cover the full known dynamic range of plasma
(i.e., to the pg/mL level) (30). In systems approaches to disease,
many important bioactive proteins are presumed to be secreted
in the blood as key regulators of systems processes. These and
other strategies to reduce or overcome the complexity of serum
hold great promise for identifying key proteins active in disease
states.

Proteomics: antibody-based arrays
An alternative strategy to global proteome analysis using MS is
the use of antibody-based array techniques (31–33). A variety
of methods have been developed based on antibody binding,
all of which are limited by 1) dependence on the affinity and
specificity of the antibodies employed for detection, 2) rela-
tively high cost of generating monoclonal antibodies, and 3)
potential cross reactivities in complex protein mixtures. Despite
these limitations, antibody arrays have the advantage of provid-
ing a quantitative and comparative platform for rapid screening
of proteomes from different disease states such as lung (34),
pancreatic (35), and prostate cancer (36). One emerging ap-
proach with tremendous promise is surface plasmon resonance
(SPR), which enables real-time, label-free measurement of pro-
tein abundance (37). SPR is a physical phenomenon that occurs
when electromagnetic waves, such as light, are reflected off
a thin metal film at specific incident angles and wavelengths.

A fraction of the light energy (either polychromatic, many col-
ors, or monochromatic, one color) interacts with and transfers
to the surface plasmons, thus reducing the reflected light in-
tensity at a sharply defined angle or at a specific wavelength.
Any modifications on the metal surface, such as occurs with
the interaction between antibody and antigen, will affect the
SPR condition and can be used to detect and monitor specific
molecular interactions. Sensitivity of SPR for low-abundance
proteins is estimated to be in the picogram/centimeter squared
range. Current SPR-based chips have 800 unique antibodies
arrayed at approximately 4-µm spatial resolution. Significant
advantages of this method are that 1) protein abundance can
be monitored in real time allowing for assessment of bind-
ing dynamics, and 2) slides can be regenerated allowing for
cost-effective screens of multiple samples. Another recently de-
veloped technique, DNA-encoded antibody libraries (DEALs),
is a highly sensitive measurement technique that can detect pro-
tein and single-stranded DNA simultaneously on a single chip
(38). DNA-encoded antibodies are labeled with single-stranded
DNA oligomers. DNA-encoded antibodies and secondary (flu-
orescently) labeled antibodies are added to the biologic sam-
ple containing the protein of interest. The entire complex is
then captured by nucleic-acid hybridization onto a spot that
was prepatterned with the complementary single-stranded DNA
oligomer. This approach has been used for the rapid detection
of multiple proteins within a single microfluidic channel with a
lower detection limit of 10 fM, which is 150 times more sensi-
tive than the analog ELISA.

Computational Approaches

A systems approach to disease requires the integration of vast
amounts of quantitative biologic data generated by global ge-
nomic and proteomic analyses in order to 1) identify com-
prehensively key molecular components defining disease and
healthy states, and 2) determine how these components inter-
act in biologic networks in a predictable way. Initial efforts
primarily integrated and analyzed large databases of gene ex-
pression data to identify subsets of genes with predictive value
for disease stratification and prognosis. A variety of methods
have been applied to disease diagnoses, including approaches
based on support vector machines and relative expression re-
versals, among many others. Application of these methods has
led to the discovery of molecular classifiers of varying degrees
of accuracy to identify prognostic signatures for breast cancer,
ovarian cancer, colon cancer, prostate cancer, and brain cancer
(39, 40).

With the development of protein–protein and protein–DNA
interaction databases, gene expression data can be mapped onto
interaction networks to identify relevant biologic pathways ac-
tive in specific disease states or experimental perturbations.
This type of approach is useful for assigning disease-specific
relevance to differentially expressed genes or molecular path-
ways and has been applied in several human diseases, most
notably cancer. Although these interaction networks are very
useful tools for visualizing large data sets, they are not com-
putable, predictive network models, which are those that hold
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the most promise for predictive medicine and drug development.
One approach uses an integrated framework, Pointillist (41), for
combining diverse data sets and inferential algorithms to gener-
ate model networks, which are incorporated into Cytoscape (42)
for visualization and simulation. The integration methodology
of Pointillist can handle data of different types and sizes (e.g.,
interactions, protein expression, or gene expression) to create a
higher confidence interaction network than that resulting from
a single data set alone. A novel aspect of this methodology is
that it does not require a “gold standard” set of data to be used
for training nor does it make assumptions about the underly-
ing statistical distributions in the form of parametric models.
This process involves designing an efficient deterministic op-
timization algorithm to minimize the numbers of misses and
false positives via an iterative element by element procedure.
The methodology is general purpose so that it can be applied to
integrate data from any existing and future technologies (43).

Other approaches for inferring genetic regulatory networks
include parsimonious linear regression models, probabilistic
Boolean networks, and/or Bayesian networks from expres-
sion data (both steady-state and time-course) (44). Probabilistic
Boolean networks are robust in the face of biologic and mea-
surement uncertainty and offer the ability to characterize and
simulate global network dynamics using the inferred model
structure (45). It also provides a natural way to determine the
influences of particular genes on the global network behavior
(46). Thus, the model can be used to predict the effects of per-
turbations on network dynamics, which is an important goal
for understanding disease development and treatment response.
These and other predictive models stemming from mathemati-
cal descriptions of biochemical reaction networks and statistical
influence models are critical for identifying disease-perturbed
networks in disease states. Dynamic and predictive network
models have been developed for important signaling networks
in disease such cancer. Such approaches are now used to pre-
dict response to network perturbations in mammalian systems
using an algorithm called Reconstruction of Accurate Cellu-
lar Networks (ARACNe) (47). These and other computational
modeling approaches will play a key role in the identification
of disease-perturbed networks, identifying potential therapeu-
tic targets. With the development of comprehensive databases,
hypothesis-driven global analysis methods, and predictive net-
work models, systems biology has matured as a predictive sci-
ence, which is capable of generating testable hypotheses based
on network models with predictable behaviors. Applying this
systems approach to disease holds great promise for the devel-
opment of new therapies.

P4 Medicine: Personalized,
Predictive, Preventative,
and Participatory

Health care will be transformed over the next decade from
our current reactive medicine to a new medical practice that is
predictive, personalized, preventive, and participatory (P4). Pre-
dictive medicine will have two major components: 1) Individual

genome sequences will be analyzed to generate probabilistic fu-
ture health histories for each individual; and 2) perhaps 2500
proteins will be analyzed from a droplet of blood for each indi-
vidual perhaps twice a year—reflecting the blood molecular fin-
gerprints derived from the 50 or so human organs and major cell
types—these fingerprints will constitute a status report for each
organ—distinguishing health from disease and if disease, which
disease. Personalize medicine will reflect the fact that each hu-
man differs from one another by approximately 6 million DNA
bases—and has unique predispositions to differing combinations
of diseases. The genome analyses and blood molecular finger-
prints will permit each individual to be assessed individually
and to be treated individually. Preventive medicine will emerge
from the realization that a systems approach to disease will bring
deep insights into the disease-perturbed networks and the fact
that drugs can be eventually used to reengineer network behav-
ior. Thus, the strategy for choosing drug targets will change in
a fundamental manner. In a similar vein—once an individual’s
DNA has predicted a high likelihood say for brain cancer at
the age of 50 or older—one could design drugs to prevent the
relevant brain networks from ever becoming perturbed—if the
drugs are taken 10 or 20 years before onset—and this would
be preventive medicine. Finally, participatory medicine origi-
nates from the fact that given more information patients will
be able to participate more fully in choosing their own health
trajectories. This participation will also require the education of
physicians as to the nature of P4 medicine. This transformation,
if focused and properly leveraged, can both immensely improve
the lives of people and reduce substantially the growing burden
of health-care costs in modern countries.

The transformation that is currently on the horizon, from our
current reactive medicine to a medicine that is predictive, per-
sonalized, preventive, and participatory, will impact much more
than medical science. It will affect national economies, social
policy, and the spectrum of business relationships, opportuni-
ties, and constraints. The science that is driving this change has
not yet impacted medicine, but the changes are on the hori-
zon. The changes in the science have been building for the past
20 years, beginning with the human genome project. In coming
decades the health-care system will not only generate billions of
bits of data for each individual patient but must learn how to use
this data effectively—for the individual and for the collective
knowledge of medical susceptibilities and response to thera-
pies that will be enabled. This transformation will be driven
by new systems strategies for studying disease, powerful new
measurement technologies (e.g., nanotechnology), and revolu-
tionary new computational and mathematical tools for dealing
with the enormous amounts of information that will be gathered
and for converting it into hypotheses about health and disease.
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The network structure of pathways can be studied from two
complementary viewpoints; as networks of enzymes or as networks of
chemical compounds. This structure enables more in-depth analysis into
metabolic pathways. From these networks, new features regarding
pathways on both the local and the global levels can be detected. On the
one hand, global features such as the scale-free property of pathways have
attracted much attention from the bioinformatics community. On the other
hand, local features of networks such as pathway modules can retrieve and
characterize subnetworks of related genes that are potentially involved in a
particular function of the metabolic pathway. Systems analysis of metabolic
pathways must focus not only on existing pathways, but also on
reconstructing pathways for new genomes or filling in information
regarding missing enzymes. By using the vast amounts of genomic data
available, it is possible to reconstruct the metabolic maps of new genomes.
Such genomic information has proved useful to refine prediction methods,
and they can be complemented with chemical-based information that is
inherent in the same network. Overall, a systems approach to metabolism
covers the realm of both the genomic and the chemical worlds in an
integrated manner. We will show that the concepts of local network
features in terms of both these worlds produce modules that can be
integrated such that the global view of metabolism can be grasped. The
current findings will be described systematically while also involving
manual curation such that biologically accurate systems can be produced
for analysis.

In bioinformatics, the term “systems approach” is often con-
trasted to the reductionist approach, in which a large system is
broken down into its parts and the parts are studied individ-
ually. That is, based on systems theory, a network is studied
from the perspective of the organization (relationship) of its
parts, from which patterns may emerge. Therefore, we look at
the metabolic network in an integrated manner covering the
realm of both the genomic and the chemical worlds to identify
features that emerge from the network. We will show that the
concepts of local network features in terms of both these worlds
produce modules that can be integrated such that the global
view of metabolism can be grasped. The current findings will
be described systematically while also involving manual cura-
tion such that biologically accurate systems can be produced

for analysis. The recent advancements in systems analysis of
metabolic pathways will be introduced.

Systems Analysis of Metabolic
Pathways

Metabolic pathways have been illustrated using simple diagrams
since before the human genome project and related bioinforma-
tics projects had begun. With the involvement of computer sci-
ence techniques, however, systematic approaches to modeling
metabolic pathways have progressed quickly, with various aims
that range from metabolite analyses to pathway prediction and
reconstruction (1–3). Systems analysis has come to incorporate
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graph-theoretic techniques on the one hand, and physics on the
other hand, in the attempt to elucidate the complex functioning
of the cellular system. In terms of graph theory, in particular, the
network structure of pathways has been studied with comple-
menting views by considering them as networks of enzymes or
as networks of chemical compounds to capture more and impor-
tant information. From these networks, new features regarding
pathways on both the local and the global levels have been de-
tected. On the one hand, global features such as the scale-free
property of pathways have attracted much attention from the
bioinformatics community. These properties have shown that
metabolic networks are not so different from other well-known
networks such as social networks and the Internet. They also
helped to characterize networks in a systematic manner such that
particular enzymes that are either undefined (missing) or have
important roles in the network could be identified and studied in
more depth. On the other hand, local features of networks such
as pathway modules can retrieve and characterize subnetworks
of related genes that are involved potentially in a particular
function of the metabolic pathway. This latter approach of char-
acterizing modules has been supplemented with gene expression
information and analyses of chemical reaction patterns not only
to infer the function of the genes involved in the particular
module, but also to infer the evolution of pathways.

Systems analysis of metabolic pathways needs to focus on
existing pathways; it can also be used to reconstruct pathways
for new genomes or to fill in information regarding missing
enzymes. By using the vast amounts of genomic data avail-
able, it is possible to reconstruct the metabolic maps of new
genomes. Information of orthologous groups of genes combined

with pathway data enables such predictions. Furthermore, the in-
tegration of data from a variety of resources such as microarray
expression data and localization data can be incorporated in new
advanced models to predict and to fill in the gaps in pathways
for missing enzymes (3–5). Such genomic information is useful
to refine prediction methods, and they can be complemented
with chemical-based information that is inherent in the same
network (6). Methods for pathway prediction can use a sys-
tematic approach to classify chemical reactions based on the
specific structures of the chemical compounds involved. Be-
cause computer science techniques from graph theory can and
have been applied directly for these analyses, some methods
will be described later.

Network Structure

The analysis of network structure from the viewpoint of com-
puter theory requires an introduction to some background infor-
mation, which will be provided here. We will introduce the data
involved for modeling metabolic pathways and the KEGG path-
way database in particular. Furthermore, a basic introduction to
graphs as used in computer science will be provided.

Background: data models

Several databases for metabolic pathways are available currently
from the Internet, and some major representatives are listed in
Table 1. KEGG (Bioinformatics Center, Institute for Chemical
Research, Kyoto University, Kyoto, Japan), BRENDA (Institute

Table 1 Some representative metabolic pathway databases

Name Provider Description

Biocatalysis/Biodegradation
Database

University of
Minnesota

Microbial biocatalytic reactions and biodegradation pathways for
xenobiotic and chemical compounds

Biochemical Pathways ExPASy Biochemical pathways
BioCyc Knowledge Library SRI International Consists of EcoCyc and MetaCyc; collection of metabolic pathways

for individual organisms and a reference source on metabolic
pathways from many organisms, respectively

Biomolecular Interaction
Network (BIND)

Interaction, molecular complex, and pathway records

BRENDA Institute of
Biochemistry,
University of
Cologne,
Germany

Collection of enzyme functional data classified according to the
Enzyme Commission (EC) list of enzymes

Cell Signaling Networks
Database

National Institute
of Health
Sciences, Japan

Signaling pathways of human cells, compiling information on
biologic molecules, sequences, structures, functions, and biologic
reactions which transmit cellular signals

Enzymology Database Argonne National
Laboratories

Detailed information on a large number of enzymes from the
literature

Kyoto Encyclopedia of
Genes and Genomes
(KEGG)

GenomeNet Computerize knowledge of molecular and cellular biology in terms
of the information pathways that consist of interacting molecules
or genes, providing links from the gene catalogs produced by
genome sequencing projects
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Table 2 Categories of KEGG pathway maps

1. Metabolism
a. Carbohydrate
b. Energy
c. Lipid
d. Nucleotide
e. Amino acid
f. Other amino acid
g. Glycan
h. PK/NRP
i. Cofactor/vitamin
j. Secondary metabolite
k. Xenobiotic

2. Genetic Information Processing
3. Environmental Information Processing
4. Cellular Processes
5. Human Diseases
6. Drug Development

of Biochemistry, University of Cologne, Germany), and Bio-
Cyc (SRI International, Menlo Park, CA) may be considered
the most well known for systems analysis of pathways. In this
manuscript, we will refer to the data from KEGG (Kyoto Ency-
clopedia of Genes and Genomes) (7) at http://www.genome.jp/
and make note that the analyses presented may be applied to
other databases as well.

KEGG provides a view of a global “reference map” of
pathways, which are categorized into various groups as listed in
Table 2. The same metabolic pathway is distinguished between
different organisms by coloring the appropriate genes in the
reference map. This reference map can display all possible
genes and networks from all organisms in a single drawing
to provide a “bird’s eye view” of the metabolic network. These
maps also contain the chemical compounds that are catalyzed
by the respective enzymes, which provide another source of
information to be integrated into metabolic systems analysis.

All genes in all organisms with completely sequenced
genomes are cataloged in the KEGG GENES database. Fur-
thermore, KEGG provides a categorization of biologic data
with its BRITE resource. One major component of BRITE is
the KEGG Orthology (KO) database, which contains ortholo-
gous groups of genes based on pathway information. That is,
those enzymes that appear in the same location in the same
map can be compared across genomes because of the manner
in which the KEGG pathways are organized. These genes are
compared based on sequence similarity and bi-directional best
hit information in pairwise genome comparisons. This results
in orthologous groups of genes that are based not only on se-
quence information, but also on pathway information that has
been manually curated from the literature. Such biologic in-
formation incorporated into the data ensures that the resulting
catalog of gene groups is truly meaningful.

Another resource that is useful in metabolic pathway analysis
is the KEGG COMPOUND database of chemical compounds.
This database is supplemented by the database of reaction infor-
mation, which consists of REACTION, RPAIR, and ENZYME.
The reaction formulas (chemical equations) in the ENZYME

nomenclature as well as those taken from the KEGG pathways
are stored in the REACTION database, which contains, among
others, the stoichiometry of substrates and products in an en-
zymatic reaction. To trace the atomic changes of substrates and
products, the RPAIR database is constructed by decomposing
each chemical equation into a set of substrate-product pairs.

The RPAIR database contains chemical structure alignments
of substrate-product pairs (reactant pairs) and chemical structure
transformation patterns, which were generated computationally
and curated manually from all known enzyme-catalyzed reac-
tions. These patterns are called RDM patterns, which describe
biochemical structure transformations and represent KEGG
atom type changes in a reaction. KEGG atom type changes are
defined at the reaction center atom (R atom), its neighboring
atoms in the different (mismatched) region (D atom), and the
matched region (M atom), based on a graph-based alignment
of the compounds involved in the reaction. (The definition of
a graph-based alignment between two compounds is described
in the next section.) Figure 1 illustrates these RDM atoms.
Because these transformation patterns generalize complex en-
zymatic reactions, given a new set of chemical compound struc-
tures, the reactions that could possibly take place between them
can be predicted.

Background: algorithms
The bioinformatics field has enabled the use of algorithmic
techniques from computer science to analyze vast amounts
of data efficiently and accurately. For the study of networks,
graph models are most appropriate, and numerous algorithms
exist for studying graph objects. A graph is defined as a set
of nodes connected by edges , in which a node represents
a specific object such as a particular chemical compound or
a particular enzymatic protein, and an edge represents the
relationship between two different nodes, such as the catalysis
of one compound into another or a protein–protein interaction.
Thus, a graph can be defined as a set of nodes V = {v0, v1,
. . . ,vn} and a set of edges E = {e0,e1, . . . ,em}, in which
any edge in E connects exactly two nodes in V and no two
edges share the same pair of nodes. A directed graph is a graph
whose edges define a source and a target; the direction of the
graph is defined, such as the direction of an irreversible reaction
from substrate to product. In contrast, an undirected graph does
not define any direction on the edges. The degree of a node
is defined as the number of nodes with which it shares an
edge. A subgraph of a graph is a graph that contains a subset
V ′ of the nodes in V and all those edges in E that connect
those nodes in V ′. Consequently, a subnetwork is a subgraph
of a network modeled as a graph. We will also define here
NP-completeness . A problem is NP-complete if a solution to the
problem can be verified quickly, but a solution itself is difficult
to find efficiently. For example, the Hamiltonian path problem
is a well-known NP-complete problem. Given an undirected
graph, the problem is to find a path in the graph that passes
through all nodes exactly once. This path is most difficult to
find, but given a path, it is easy to verify whether the given
path in the graph solves this problem.

Efficient methods exist to test whether two graphs are similar
(or isomorphic). However, the problem of deciding whether a
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Figure 1 RDM atoms in a chemical reaction.

subgraph of one graph is isomorphic to another is known to
be an NP-complete problem (8). Nevertheless, many heuristic
algorithms to find as accurate and efficient a solution and algo-
rithms that can efficiently find a solution in a more restricted
search space have and continue to be developed (9). In partic-
ular, the search for frequent patterns or motifs in graphs is a
popular problem for which these heuristics can be applied (10).

Note that chemical compounds themselves can be modeled
as graphs, with atoms being represented by nodes and bonds
represented by edges. Thus, chemical compound similarity can
be measured using algorithms for graph comparison. These
similarity scores can be obtained based on the alignment of
two compounds and the degree of agreement in the alignment.
This fundamental concept is used to determine RDM patterns
for chemical reaction classification, as described previously.

The metabolic network is a dual network , which may be
viewed as a graph that consists of enzymes as nodes and
their connections in the pathway as edges (which we define
as the metabolic enzyme network ), or as a graph that consists
of chemical compounds (substrates and products) as nodes
and reactions (catalyzed by enzymes) as edges (which we
define as the metabolic compound network ). Here, one network
can be obtained from the other by performing a line graph
transformation (11) on the nodes and edges. This transformation
is performed by reversing the nodes and the edges. Formally
stated, given an undirected graph G , its set of nodes is defined
as V(G) and its set of edges is defined as E(G). Another
graph called the line graph of G , represented as L(G), can be
associated with G by setting V(L(G)) = E(G), in which two
vertices are adjacent if and only if they have a common endpoint
in G . That is, E(L(G)) = {{(u,v),(v,w)}|(u,v) ∈ E(G),(v,w) ∈
E(G)}.

Global network features

One of the earliest features that characterizes metabolic com-
pound networks is the scale-free property, which was derived
from the finding that the probability that a node can interact
with k other nodes, which is the degree distribution P(k ) of a

metabolic compound network, decays as a power law P(k ) ∼
k − γ with γ ≈ 2.2 in all organisms (12–14). This scale-free
property ultimately illustrated that biologic networks were not
as different from other nonbiologic networks as thought pre-
viously, and that metabolic compound networks of almost all
organisms thus exhibited robust and error-tolerant properties as
a result. Moreover, an analysis of the scale-free properties of
the line graphs of metabolic compound networks (that is, the
properties of the metabolic enzyme networks) was performed
(15). The network properties of the metabolic enzyme networks
are not exactly one-to-one to the metabolic compound networks
because several reactions may have common products, which
reduce effectively the number of edges in the transformed net-
work. Nevertheless, it was found that the scale-free power-law
distribution was still preserved in the metabolic enzyme net-
work, with only a small (less than one) difference between the
exponents.

However, it was also found that “hubs” of highly con-
nected nodes, such as pyruvate and coenzyme-A, also existed
in metabolic compound networks, in which these nodes were
highly connected and interacted with many other nodes. It was
proposed that these metabolic networks were actually arranged
in a hierarchical manner (16), where highly connected mod-
ules would be connected to one another in a scale-free manner.
These modules would in turn form clusters that would then be
connected to other clusters at a higher level, and so on. Such
properties can be taken advantage of to infer the function of the
genes involved in each corresponding module at various lev-
els of the hierarchy. This method would actually correlate well
with the fact that networks of genes are not necessarily working
alone, but function in concert with other proteins and complexes
at higher levels. This finding in fact correlates surprisingly well
with results published recently based on graph-theoretical analy-
sis of gene-regulatory networks in Bacillus Subtilis (2). That is,
because only a subset of genes is actually active at any one time,
the dynamic topology of gene regulatory networks was taken
into consideration in this work, as opposed to the full static
network. As a result, a hierarchical scale-free network emerged.
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Local network features

Commonly occurring patterns in metabolic networks, or net-
work motifs, which can be found using heuristics for finding
frequent subgraphs, have shown promise of functional infer-
ence (17). Recently, however, critiques have been raised saying
that such functional inferences must also take into consideration
evolution (18). As such, work on extracting phylogenetic mod-
ules from metabolic enzyme networks demonstrated that such
functional units are indeed conserved across evolution (19). In
this work, phylogenetic profiles were constructed for all the
enzymes in the metabolic reference map of KEGG. Using the
Jaccard coefficient as a similarity measure, all enzymes were
clustered hierarchically based on phylogenetic profiles. Then,
edges between the enzymes were added based on the edges
in the metabolic network. Finally, clusters were created within
each cluster based on these new edges between enzymes. These
small clusters were thus defined as phylogenetic network mod-
ules, in which enzymes that have similar phylogenetic profiles
are close to one another in the metabolic network. In preliminary
studies, the enzyme clusters were constructed using only the
similarity between phylogenetic profiles differed from those that
resulted from the final network modules that metabolic network
connectivity, which indicates that phylogeny should indeed be
incorporated in metabolic module analysis. These phylogenetic
modules also demonstrated that this final network possessed hi-
erarchical network features, such that hubs of important genes
exist, but that these hubs are connected by more sparsely linked
genes that work as linkers between these hubs to connect the
entire network as a whole.

The concept that modules comprise the traditional pathways
is gaining more focus as basic functional building blocks (20).
Gene expression patterns in pathways and their formation of
modules has been an intense topic of study (21, 22). These path-
ways combined with flux balance analysis have also provided
interesting results about the metabolic pathway of yeast (23) and
Escherichia coli (24). The latter involves steady-state analysis
using reaction stoichiometry information, such as those stored
in the KEGG REACTION database, and it is gaining renewed
interest for systematic analysis of metabolic networks (6).

Functional Network Inference

In addition to the topological features of networks, other sources
of information can and should be incorporated to take a step
further into inferring function from the hierarchically organized
modules of metabolic networks.

Metabolic reconstruction: genome
to pathway mapping

The term metabolic reconstruction refers to the process of
linking the genomic repertoire of enzyme genes to the chemical
repertoire of metabolic pathways. That is, a metabolic enzyme
pathway can be inferred given a set of enzymes (25). This task
can be done by first referring to the existing pathway maps in
which the involved genes are known. By using the genomic

information of multiple (related) species and comparing them
against these pathways, ortholog groups involved at specific
nodes in the pathways can be identified. This method is the
basis of the KO system. Correspondingly, the entire metabolic
pathway of an organism can be inferred given its genome.
That is, the KO system can be used to reconstruct a metabolic
enzyme network by first referring to the genes known to be in a
particular organism. Once the KO groups in which these genes
are involved are identified, the nodes in the metabolic pathway
in which these genes participate can be reconstructed. Thus,
new sets of genes can then be compared against the KO groups
to reconstruct the metabolic pathways in which the input genes
may be involved.

Integration of heterogeneous datasets

Because the metabolic pathway is in fact a complex process
of various degrees of interactions between biomolecules, the
integration of the main components and their fundamental in-
teractions are important for the extraction of the functional
modules and the identification of their roles in the network.
For example, information on cellular components and their in-
teractions can be incorporated to reconstruct metabolic networks
more accurately compared with genome annotation and/or se-
quence information alone (4). This involves the incorporation
of data from multiple data sources, such as KEGG (for pathway
and genomic data) and PSORTdb (for subcellular localization
data). In addition, work has been done to integrate stoichiomet-
ric and bibliomic data for reconstructing the human metabolic
network (3).

To incorporate an even wider variety of biologic data for
predicting missing enzymes in metabolic enzyme networks,
kernel methods are used. A kernel is a mathematic function that
can take as input a variety of data for a specific set of entities
and transform it such that the input entities can be classified
as distinctly as possible. This method consists of two steps:
a training phase and a test phase. The training phase consists
of using data for which the properties are known in advance.
Then, the test phase can be used to assess the applicability of
the properties to new input data sets.

In terms of a metabolic network inference that uses multiple
sources of data, as an example, for a given set of genes, expres-
sion, genomic context, chemical, and phylogenetic information
can be used to train a kernel function to infer a metabolic net-
work. This task is done by developing the kernel function such
that a score is obtained for every pair of genes. If this score
exceeds a particular threshold, then the corresponding genes
are considered to be related, and an edge can be drawn bet-
ween them to form the inferred network. The incorporation of
chemical information in this work was attempted in two ways:
preintegration and postintegration, to enforce chemical restraints
in an indirect and direct manner, respectively. In the indirect
manner, all input sources are compared and contrasted with the
chemical restraints, whereas in the direct approach, the chem-
ical restraints are applied after an initial network is obtained.
This latter approach ensures that chemical compatibility is main-
tained. As a result, several enzymes were identified to fill in the
missing nodes of the metabolic enzyme network for yeast (26).
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Compound scope

Metabolic pathways may also be analyzed from a chemical
standpoint, and it has been surmised that the array of concen-
trations of relatively simple chemicals in pathways may provide
and transfer information for biologic processing (27, 28). Thus,
the study of the metabolic reactions that take place in the
metabolic compound network comes naturally.

The idea of the “scope” of a chemical compound was defined
recently to characterize metabolic compound networks system-
atically. This idea developed from the fact that the occurrence
of a metabolic reaction generally requires the existence of other
reactions that provide its substrates, which generates a series of
metabolic reactions. In each step of the corresponding expansion
process, those reactions whose substrates are made available by
previous generations are incorporated (29). Thus, starting with
one or more seed compounds, an expansion can result in a final
network whose compounds define the scope of the seed. Us-
ing all the metabolic reactions in the reference pathways of the
KEGG PATHWAY database, the scopes of all metabolic com-
pounds were calculated, and it was found that large parts of
cellular metabolism could be considered as the combined scope
of simple building blocks. Analyses of various expansion pro-
cesses revealed that the incorporation of key metabolites such
as adenosine tri-phosphate and coenzyme A would increase the
network complexity. It was also shown that the outcome of net-
work expansion is in general very robust against the elimination
of a single or few reactions, although the elimination of a key
reaction would result in a dramatic reduction of scope sizes. As
a result, it was hypothesized that the expansion process displays
characteristics of the evolution of metabolism, in that the emer-
gence of metabolic pathways over time could be estimated from
the systematic analysis of metabolic compound networks (30).

From this work on compound scope, an interesting analysis
of the effect of oxygen on metabolic networks and the evolu-
tion of life was made possible (31). Recent evidence suggested
that the increasing importance of molecular oxygen to metabolic
pathways eventually replaced the enzymatic reactions central to
anoxic metabolism in aerobic organisms (32). Thus, by com-
paring metabolic compound networks under oxic and anoxic
conditions, the effect of the presence or the absence of oxy-
gen on the complexity of specific seed compounds could be
determined. Based on the reference pathways for metabolism in
KEGG, O2 was found to be among the most used compounds,
superseding even adenosine tri-phosphate. Their analyses re-
vealed four subnetworks of increasing complexity, which form
a hierarchy such that certain reactions allow transitions between
the subnetworks at different levels. Among these four subnet-
works, molecular oxygen was required for transition into the
largest network. Furthermore, in another analysis of the enzyme
distribution across different organisms, it was found that the
distributions of enzymes that catalyze oxic networks were not
necessarily consistent with the tree of life, which indicates that
the adaptation to O2 had occurred throughout the tree of life.
These results were supported by data from geologic and molecu-
lar evolutionary analyses indicating that all three domains of life
had appeared by the time oxygen became widely available (33).

Pathway prediction using RDM patterns

The study of the chemical reactions involved in metabolic
compound networks and their scopes can help to predict new
pathways. In this case, the RDM patterns defined in KEGG can
be used. In fact, an analysis of the RDM patterns in KEGG
in the context of their frequency of appearance in the KEGG
PATHWAY categories was performed. In particular, the more
than 2000 RDM patterns that appear in the metabolic pathways
of KEGG were analyzed. Because RDM patterns themselves
do not indicate the direction of the reaction, when a reaction
in the pathway was defined as reversible, two reactions were
generated for the corresponding RDM pattern. The number of
unique patterns was counted for each pathway category, and it
was found that the reactions in the xenobiotics biodegradation
pathways in particular were most distinct compared with the
other categories of pathways. In fact, roughly 80% of the RDM
patterns were unique to this category. Thus, an attempt was
made to use RDM patterns to predict a biodegradation pathway
of a new xenobiotic compound.

This task was done by comparing the new compound first
against the KEGG COMPOUND database to retrieve a list of
candidate compounds that are most similar to the query. The
matched compounds are then queried against the RDM pat-
tern library to retrieve a list of putative RDM patterns. In the
third step, the query compound is transformed into new possi-
ble compounds based on the retrieved transformation patterns.
These newly generated compounds are then used iteratively as
a new query to repeat the prediction cycle until no new trans-
formations can be found. This approach retrieved successfully
the degradation pathway for 1,2,3,4-tetrachlorobenzene (34).

Similar research has attempted to gain insight into protein
function prediction based on information hidden in the molec-
ular structure of metabolites (35). Such work may eventually
identify the relationship between metabolite structure and pro-
tein function, thus possibly improving techniques in the predic-
tion of enzyme function and novel metabolic pathways (36).

Discussion

It may now be generally believed that both metabolic networks
can be characterized as hierarchically organized networks of
modules that have scale-free properties. Several methods for the
analysis of metabolic pathways are actively being developed
to understand these functional modules found among them.
The results, of course depend greatly on the data being used
to find them. It has been shown that the incorporation of
genomic and phylogenetic information aids the identification
of functionally important modules. In turn, these data can aid
phylogenetic analysis and functional annotation of the biologic
entities involved.

Work in chemical reaction characterization and analysis en-
ables the prediction of missing enzymes and pathways. The
concept of modules of compounds, or compound scopes, de-
fines the extent to which a particular chemical compound plays
a role in the metabolic compound network. This research aids
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in evolutionary analysis of modules as the importance of spe-
cific compounds can be directly analyzed based on its scope
and the effect it has on the scope sizes of other compounds in
the network.

We have illustrated that metabolic enzyme networks and
metabolic compound networks are in fact two sides of the
same coin. The global analysis of metabolic networks using
the line graph transformation illustrated this point nicely. Thus,
it is natural to pursue the relationships between those mod-
ules found in the original metabolic enzyme network and in the
line-graph-transformed metabolic compound network to ascer-
tain their functions. Such integration of knowledge from various
aspects is crucial to gain a true understanding of the biologic
processes of life.

We note that metabolic systems are studied often in systems
biology using dynamics analysis such as flux balance analysis
and differential equations. However, discussion regarding sys-
tems dynamics is beyond the scope of this current manuscript,
and we refer the interested reader to the relevant literature
(37, 38). This limitation, however, does not preclude these anal-
yses from the standpoint of integrated systems analysis for
understanding the metabolic pathway.

Systems analysis approaches such as those presented in
this manuscript have illustrated the importance of systematic
and integrated methods of analyzing metabolism. It can be
expected that multidimensional data will continue to play an
important role in such approaches. Because the consistency
of such data will determine the accuracy of the predictions,
a balance between the speed of computational techniques and
the accuracy of manual curation must be maintained. As long as
an over-dependence does not exist on either approach, systems
approaches for the study of metabolism should prove to be
fruitful.
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The mammalian sense of taste is crucial for evaluating food palatability and
nutritional quality. To achieve the detection of relevant chemicals,
evolution has shaped a set of receptor molecules that allow the detection of
five basic taste qualities: sweet, umami, bitter, salty, and sour. Each taste
modality has unique characteristics and serves a distinct function for an
animal’s nutrition. Therefore, we address the characteristics, the recent
advances, the persisting difficulties, and the future perspectives of the basic
taste qualities in separate paragraphs. Enormous progress has been made in
the identification and the characterization of taste receptor molecules, and
in the growing number of animal genomes accessible from databases,
which has inspired us to devote a section of this review to discuss a series of
sophisticated evolutionary studies on taste receptor molecules. Finally,
evidence is accumulating to show that taste receptor and signal
transduction molecules have nongustatory functions as well. The
extragustatory expression of such genes and the resulting implications are
summarized in the final section.

The chemical senses of olfaction and gustation were developed
from phylogenetically old systems that enabled organisms to
detect chemicals in their environment. The detectors were linked
to behavioral patterns that enabled the organisms to escape
noxious substances or to approach potential nutrients. These
stereotypic mechanisms are still present in higher organisms,
including mammals, although they compose more complex
regulatory loops. The chemical sense of taste allows mammals
to evaluate the food they consume. Each of the five basic
taste modalities fulfils a particular task. Sweet and umami
(glutamate and 5′-ribonucleotides) taste detects calorie-rich food
that contains carbohydrates or protein. Therefore, both sweet
and unami tastes are linked to pleasant feelings and to behaviors
that facilitate food intake. Salty taste is part of a control loop
that underlies electrolyte homeostasis. Salt intake compensates
for salt loss through sweating and elimination. Like umami
and sweet taste, salty taste is linked to liking and attraction
promoting intake. Sour and bitter tastes are repulsive and seem
to be part of a warning system. Sour taste prevents excessive
intake of protons and balances the acid and bases in the body;
also it prevents intoxication through consumption of spoiled
food or unripe fruits. Bitter taste prevents ingestion of noxious
compounds.

Taste sensation is initiated on contact of chemicals dissolved
in saliva with cognate taste receptor molecules on the apical side

of specialized epithelial cells (1). These taste receptor cells seem

to be dedicated to only one of the basic taste modalities (2).

They are assembled into groups of ∼100 cells referred to as taste

buds, which are structures embedded in the epithelium. On the

tongue, taste buds are a part of morphologically, clearly visible

epithelial protrusions and/or invaginations known as papillae.

The contact of taste stimuli activates signal transduction cas-

cades that result in the depolarization of the receptor cells and

the release of the neurotransmitter ATP. ATP excites afferent

nerves and allows taste information to be transmitted to the

cerebral cortex, where neuronal activity creates the sensory per-

ception (3, 4). In this scenario the taste receptor molecules have

the important task of chemical recognition and discrimination.

Organisms use these receptor molecules to convert chemical

structures into biochemical reactions and, ultimately, to perceive

taste.

In recent years, impressive progress has been made in the

field of gustation, because of the discovery of the receptors for

sweet, umami, bitter, and sour taste and the experimental tools

that were created. Our objective here is to review the recent

developments in the field with emphasis on taste receptors and

their associated biochemical signal transduction cascades.
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Sweet Taste

Sweet taste is elicited by many compounds of various chem-
ical classes (Fig. 1). Sweeteners include monosaccharides and
disaccharides such as glucose and sucrose; amino acids such as
d-tryptophane, alanine, and glycine; proteins such as monellin
and thaumatin; and many chemically diverse artificial sweeten-
ers such as saccharin, cyclamate, aspartame, and alitame (5).
This observation has fostered long-lasting speculations about
how many receptors are necessary to detect the many struc-
turally divergent compounds. Finally, an answer to this question
was provided by the discovery of the TAS1R genes that en-
code a new family of the putative taste receptors (6). The gene
family consists of the three members: TAS1R1, TAS1R2 , and
TAS1R3 . TAS1R is the gene symbol proposed by the human
genome project nomenclature committee for the gene family
previously referred to as T1Rs; the corresponding mouse gene
symbol is Tas1r . Genes are written in italics, whereas the pro-
tein is printed in normal letters. Many studies have demonstrated
convincingly that the TAS1R2/TAS1R3 heteromer mediates the
majority of human sweet taste perception.

The TAS1Rs are subclass 3 G-protein-coupled receptors
that are related distantly to the Ca2+ sensing receptor, the
metabotropic glutamate receptors, GABAB, and the V2R
pheromone receptors. Consistent with their proposed role as
taste receptors, behavioral experiments and neuronal recordings
of Tas1r2 and Tas1r3 knockout mice showed that the dele-
tion of either gene reduced strongly the nerve responses and
the attractiveness of various sweeteners, whereas the deletion
of the third family member Tas1r1 affected umami taste (7).
Moreover, in situ hybridizations in rodents showed that Tas1r3
is co-expressed with either Tas1r2 or Tas1r1 in two nonover-
lapping subsets of taste receptor cells (8). This finding led to
the hypothesis that the functional sweet receptor could be a
heteromer of two Tas1r subunits. Indeed, expression studies
in HEK293 cells demonstrated subsequently that cells cotrans-
fected with Tas1r2 and Tas1r3 or its human counterparts re-
sponded to various sweeteners (8, 9) and thereby confirmed
that Tas1r2 and Tas1r3 form a functional sweet taste recep-
tor. Both the human and the rodent receptors are activated by
chemically diverse sweeteners such as monosaccharides, dis-
accharides, sweet amino acids, and artificial sweeteners (9).
Notably, all tested compounds that taste sweet to humans acti-
vate the human TAS1R2/TAS1R3 receptor (9).

Interestingly, the human TAS1R2/TAS1R3, but not its mouse
counterpart, are sensitive to the sweet proteins monellin, thau-
matin, and brazzein, and to the artificial sweeteners neo-
tame, cyclamate, and aspartame (9–11). This difference pro-
vides a molecular explanation for the previous observation that
these compounds are sweet for humans but not attractive to
rodents (9). The species difference also applies to the inhibitor
lactisole that blocks the sweet taste in humans but not in rats,
and only inhibits the response of human TAS1R2/TAS1R3 to
sweet stimuli (9).

Recently, these functional differences between the human and
the rodent sweet receptor have been exploited to obtain insight
into how this receptor can be activated by so many structurally

different sweeteners. Replacement of the large, extracellular do-
main at the N-terminus of rat Tas1r2 by its human counterpart
was sufficient to create a chimeric receptor that could be ac-
tivated by the dipeptide derivates aspartame, neotame, and the
sweet-tasting protein monellin (10, 11). Similarly, replacement
of the cysteine-rich region in mouse Tas1r3, which connects
the N-terminal extracellular domain to the heptahelical domain
by its human counterpart, created a receptor chimera that could
be activated by the sweet protein brazzein (11). These findings
suggest that the binding sites for aspartame, neotame, and mon-
ellin are located in the large extracellular domain of TAS1R2,
whereas the binding site for brazzein may be located in the
cysteine-rich domain of the TAS1R3 subunit. Additional analy-
ses of receptor chimeras in combination with mutational studies
and molecular modeling revealed that the sweet inhibitor lacti-
sole and the sweetener cyclamate share an overlapping binding
site in the heptahelical domain of the human TAS1R3 subunit
(12). Moreover, tryptophan fluorescence spectroscopy analysis
of the purified extracellular N-terminal domains of Tas1r3 and
Tas1r2 support the notion that sucrose, glucose, and sucralose
interact with both domains (13). In summary, these results pro-
vide evidence that structurally diverse sweeteners use multiple
binding sites to activate the sweet receptor (Fig. 1).

Umami Taste

In humans, umami taste (also referred to as amino acid
taste) is elicited predominantly by l-glutamate and l-aspartate
(14), whereas rodents respond to most l-amino acids (7).
Interestingly, umami taste is enhanced by 5′-ribonucleotides
such as inosine-5′-monophosphat (IMP) and guanosin-5′-
monophosphate (GMP) (15). Thus, a genuine umami receptor
should reflect these properties. Umami compounds are enriched
during the ripening processes in many foods, including fruits,
vegetables, cheese, and meat. Therefore, this taste quality helps
us to choose the ripest fruits and the most palatable cheese for
our meal.

In humans, some metabotropic glutamate receptor agonists
such as ibotenate and l-AP4 elicit umami taste (15). More-
over, studies have demonstrated the expression of mGluR1-4
in taste buds (16–21). These observations are consistent with
the hypothesis that metabotropic glutamate receptors contribute
to umami taste. In line with this assumption, the cDNA of
an N-terminally truncated “taste” variant (mGluR4t) of the
mGluR4 was isolated from rodent tongue tissue (20). Func-
tional studies showed that it could be activated by l-AP4 and
glutamate at concentrations that are typical for umami taste
(20). Based on these data the truncated mGluR4 variant ini-
tially seemed to be an attractive candidate for an umami taste
receptor, although several inconsistencies exist [c.f. (7)]. Most
prominently, mGluR4 knockout mice show an increased pref-
erence for glutamate (22) instead of a reduced response as one
would expect. Therefore, receptor activities cannot be enhanced
by ribonucleotides.

Studies of Tas1r1 and Tas1r3 knockout mice provide clear
evidence for their involvement in umami taste. The deletion
of either receptor gene reduced strongly the attractiveness of
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Figure 1 Schematic presentation of proposed binding sites for structurally different sweet tasting compounds at the human sweet taste receptor.
Identification of the binding sites for aspartame, neotame, monnellin, brazzein, cyclamate, and lactisole are based on functional analysis of the rodent and
human sweet receptor, chimeras created of them and specific receptor mutants, as well as data obtained through molecular modeling. Informations about
the sucrose, glucose, and sucralose binding sites have been derived from measuring agonist-induced conformational changes of the purified N-terminal
ectodomains of the sweet receptor (see text for further details).

umami compounds in mice and in the corresponding nerve
responses (7). In situ hybridizations in rodents demonstrated
that Tas1r3 is coexpressed with Tas1r1 in a subset of taste
receptor cells, which suggests that the umami receptor is a
heteromer of TAS1R1 and TAS1R3. In vitro expression studies
showed that cells cotransfected with cDNAs for human TAS1R1
and TAS1R3 responded to glutamate, aspartame, and l-AP4
(9), whereas cells transfected with the counterparts from mice
acquired general sensitivity for l-amino acids (23). Remarkably,
5′-ribonucleotides such as IMP and GMP enhanced strongly
the receptor responses, which is a hallmark of umami taste (9,
15). Thus, these functional properties of the TAS1R1/TAS1R3
receptor dimer of humans and rodents explain some of the most
important properties of umami taste. It should be pointed out,
however, that the response profiles of all the umami receptor
candidates in transfected cells, i.e., TAS1R1/TAS1R3 and the
various mGluRs found in taste tissue, differ from those observed
in native taste cells (24). A complete description of umami
taste transduction may involve combinations of the candidate
receptors and/or as yet-undiscovered taste receptors (24), or
umami taste may be a delicious flavor formed by neuronal
mechanisms in the brain (25).

Bitter Taste

Bitter compounds are numerous and structurally diverse (26).
Estimates count thousands of these compounds in the human en-
vironment. Known bitter-tasting substances include fatty acids,
peptides, amino acids, amines, azacycloalkanes, N-heterocyclic
compounds, amides, ureas, thioureas, esters, lactones, carbonyl
compounds, phenols, crown ethers, alkaloids, and metal ions. In
mammals, these compounds are recognized by approximately 30
G-protein-coupled receptors belonging to the TAS2R gene fam-
ily (27). These comparably few receptors face the enormous
challenge to sense the numerous synthetic and natural bitter
substances. One of the central questions in bitter taste research
is how these few receptors enable the detection of so many
different bitter-tasting compounds. Detailed knowledge about
the molecular basis of TAS2R-tastant interaction is required to
answer this question. As a first step toward a better understand-
ing, the identification of as many bitter receptor-bitter agonist
pairs as possible is necessary to establish a fundament for de-
tailed structure-function analyses. The successful development
of a variety of functional expression assays led to an enormous
boost of deorphanizations of bitter taste receptors during the last
few years. One of the difficulties in setting up efficient screen-
ing assays is the insufficient cell-surface targeting properties of
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bitter taste receptor proteins (28), which have been observed
for other chemosensory receptor gene families, such as odorant
receptors (29) and pheromone receptors of the V2R type (30).
These problems are circumvented commonly by the amino ter-
minal extensions of taste receptors with amino termini of other
GPCRs such as bovine rhodopsin (28) or rat somatostatin re-
ceptor 3 (31). The physiologic cell-surface targeting properties
of TAS2Rs seem to be individual and may depend on various
cofactors (32). With such assays in place, nine human (see also
Reference 33), two mouse, and one rat TAS2Rs have been de-
orphanized (see Table 1) by various laboratories and different
experimental approaches to date.

The first mammalian receptor–bitter agonist combinations
identified was human TAS2R4 and mouse T2R5 (28). Both re-
ceptors responded selectively to one compound of a large panel
of known bitter substances best. Whereas mT2R5 was only
activated by cycloheximide, hTAS2R4 responded to denato-
nium benzoate and high concentrations of 6-n-propyl-thiouracil.
This study indicated that mammalian TAS2Rs exhibit a strong
selectivity for agonists, although, in the case of hTAS2R4, lim-
ited promiscuity might occur at high concentrations. The first
hTAS2R identified to be activated by natural bitter substances
was hTAS2R16 (31). Systematic testing of substances demon-
strated that this receptor responded selectively to an entire group
of chemically related compounds, the β-d-glucopyranosides.
Thus, hTAS2R16 combines selectivity, even stereoselectivity
for the β-d-conformation of the pyranose moiety, with flexibil-
ity for other substructures of its agonists. On the other hand, two
additional receptors that were deorphanized in the same study,
hTAS2R10 and rT2R9, the closest rat homolog of mT2R5, re-
sponded only to strychnine and cycloheximide, respectively.
The recent discovery of hTAS2R38 as the receptor for PROP
and PTC, two synthetic compounds that were known for decades
to separate the human population into tasters and nontasters for
these chemicals, showed for the first time that genetic poly-
morphisms in hTAS2R genes account for individual bitter taste
perception among humans (34). With respect to agonist speci-
ficity, hTAS2R38 exhibits some similarities with hTAS2R16
in combining specificity and flexibility. The taster variant of
this receptor recognizes a variety of compounds that have the
N–C=S group in common (35). Currently, hTAS2R14 exhibits
the highest flexibility for structurally diverse agonists as about
one quarter of 33 tested compounds activated this receptor (36).
A recent study identified aristolochic acid as an additional ag-
onist for hTAS2R14 and deorphanized hTAS2R7, which also
seems to be tuned broadly (37). One might speculate that dur-
ing evolution different functional constraints shaped bitter taste
receptors to face different challenges. More selective receptors
might provide sensitivity for the most prominent toxic plant
metabolites in a familiar environment, whereas broadly tuned
receptors may be more important during exploratory phases in
evolution. The characterization of members of a subfamily of
closely related hTAS2Rs has been addressed independently by
two studies. In one publication, the activation of the closely re-
lated receptors, hTAS2R43 and hTAS2R44, by the same subset
of agonists although with different pharmacological properties
was demonstrated (38), whereas the results of a second study
show that hTAS2R43, hTAS2R44, and hTAS2R47 respond

selectively to some chemicals (39). Interestingly, hTAS2R43
and hTAS2R44 not only responded to the purely bitter aris-
tolochic acid, but also to the two artificial sweeteners saccharin
and acesulfame K accounting for the bitter off-taste observed
at high concentrations for these sweeteners (38). Pronin et
al. used their discovery of selective agonists for hTAS2R43
(6-nitrosaccharin, IMNB) and hTAS2R47 (6-nitrosaccharin, de-
natonium) to perform a first structure-function analysis of
hTAS2R43, hTAS2R44, and hTAS2R47, which indicates that
extracellular as well as transmembrane regions contain residues
involved in agonist activation (39).

The deophanization studies also revealed a strong correlation
between the sensitivities of the hTAS2Rs for their cognate
bitter compounds determined in vitro and the sensitivities of
human subjects tasting that compounds. These observations
suggest that the receptors report to the brain in the actual
concentrations of chemicals and that this information is not
modified robustly by neuronal computation. This conclusion is
supported strongly by experiments in transgenic mice. Mice are
indifferent to β-glucopyranosides, such as salicin, but they taste
this compound with similar sensitivity as humans do when they
express the human cognate bitter taste receptor hTAS2R16 as
transgene.

The more detailed structure-function analyses of several
TAS2Rs together with their agonists will provide detailed in-
sight into bitter receptor-agonist interactions required to un-
derstand how such few TAS2Rs can recognize so many bitter
compounds and might pave the way for the development of
bitter antagonists. The recent availability of computer mod-
eling studies of bitter taste receptors with identified agonists
docked into these structures increases our knowledge about
structure-function relations (40, 41) and may help to guide fu-
ture mutagenesis analyses.

Salt Taste

Two pathways for salt taste have been reported. Nerve record-
ings performed in rodents showed that the chorda tympani
nerve, which innervates the fungiform papillae of the ante-
rior tongue, responded strongly to stimulation with NaCl and
that this effect was highly sensitive to amiloride (42, 43).
The amiloride-sensitive response was selective for Na+ ions.
Based on these observations, the non-voltage-gated, sodium-
permeable, heteromeric (α2βγ) epithelial sodium channel
(ENaC) has been suggested to be a good candidate. In rodents,
ENaC subunits are expressed in a specific subset of fungiform
taste receptor cells. Whole-cell patch clamp analysis of isolated
fungiform taste receptor cells demonstrated that amiloride in-
hibited Na+-induced currents in micromolar concentrations as
expected for ENaC-mediated currents (44, 45). Furthermore, be-
havioral studies in mice and in rats showed that sodium taste is
inhibited partly by adding amiloride to a sodium salt solution,
without affecting responses to other taste modalities (46, 47).
In humans, the situation is less clear. Psychophysical analysis
revealed only a limited reduction of salt taste by amiloride, and
this seemed to be restricted to few subjects (48, 49).
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Table 1 List of deorphanized mammalian bitter taste receptors with their cognate agonists

TAS2R Agonists Agonist structure Reference

hTAS2R4 denatonium benzoate,
6-n-propyl-2-thiouracil (PROP)

CH3

O

H
N

N+

CH3

CH3

CH3

28

hTAS2R7 chloroquine, papavarine, quinacrine,
strychnine

NCl

NH CH CH2 CH2 N CH2 CH3

CH3 CH2CH3
37

hTAS2R10 strychnine

N

O

H
H

H

NH

H

O

31

hTAS2R14 aristolochic acid, 1,8-naphthalaldehydic
acid, 1-naphthoic acid,
1-nitronaphthalene, picrotin,
picrotoxinin, piperonylic acid, sodium
benzoate, (−)-α-thujone

O

C O

O

N O

HO

CH3CH

O
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CH3
36, 37

hTAS2R16 phenyl-β-d-glucopyranoside, salicin,
helicin, arbutin, 2-nitrophenyl-
β-d-glucopyranoside,
naphtyl-β-d-glucopyranoside,
methyl-β-d-glucopyranoside,
amygdalin, esculin

O

OH

OH

OH

O

HO
HO

31

hTAS2R38 Phenylthiourea (PTC), diphenylthiourea,
acetylthiourea, propylthiouracil
(PROP), methylthiouracil

NH C NH2

S 34, 35

hTAS2R43 Acesulfame K, aristolochic acid,
saccharin, 6-nitrosaccharin,
N -isopropyl-2-methyl-5-nitrobenzene
sulfonamide (IMNB)

O

O

C OH

O
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Table 1 (Continued )

TAS2R Agonists Agonist structure Reference

hTAS2R44 Acesulfame K, aristolochic acid,
saccharin

S

NH

O

O
O

38

hTAS2R47 Denatonium, 6-nitrosaccharin

CH3

O

H
N

N+

CH3

CH3

CH3

39

mT2R5 cycloheximide

NH

HO
O

O

O

28

rT2R9 cycloheximide

NH

HO
O

O

O

31

The depicted chemical structures correspond to the agonists printed in bold.

In vallate and foliate papillae of rodents only α-ENaC could
be easily detected, whereas β- and γ-ENaC are less abundant
(50–52), which raises questions about the identity of the salt
taste receptor of the posterior tongue. Moreover, NaCl-induced
responses of the glossopharyngeal nerve that innervates the val-
late and foliate papillae of the posterior tongue seemed to be al-
most insensitive to amiloride (43, 53). The amiloride-insensitive
salt taste receptor is a constitutively active ion channel that
is blocked by cetylpyridinium-chloride. It is not selective for
sodium ions but mediates NH4

+ and K+ currents (54). Based
on its sensitivity to the TRPV1 antagonists SB-366791, it has
been suggested that the amiloride-insensitive salt taste receptor
is a variant of the vanilloid receptor 1, TrpV1t (55). But because
not all properties of amiloride-insensitive salt taste receptor are
replicated by TRPV1 and TRPV1 gene-targeted mice preferred
NaCl over water at concentrations avoided by wild types and
salt taste in these animals was less blocked by amiloride (55,
56), the role of TrpV1t in salt taste remains questionable. Taken

together, the molecular identity of the salt taste receptor or re-
ceptors cannot be taken for granted.

Sour Taste

Sour taste detects acids, i.e., protons. Several different sour taste
receptor candidates such as acid-sensing ion channels (ASICs)
(57), hyperpolarization-activated cyclic nucleotide-gated chan-
nels (HCNs) (58), and two pore domain potassium channels
(K2Ps) (59, 60) have been described in the past. In addition, re-
cent research identified two members of the polycystic kidney
disease (PKD) family of the transient receptor potential super-
family (TRP) as strong sour taste “receptor” candidates or as
part thereof. Immunohistochemistry and in situ hybridization
revealed the presence of the polycystic-kidney-disease-like ion
channel PKD2L1 in subsets of taste receptor cells of mouse
fungiform, vallate, and foliate papillae. These cells differ from

6 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Taste: Topics in Chemical Biology

those expressing receptors for bitter, sweet, and umami taste
(61, 62). Moreover, genetic ablation in mice of the cells ex-
pressing PKD1L2 was associated with a loss of response to
acidic stimuli in both electrophysiologic recordings and be-
havioral experiments, whereas other taste modalities remained
unaffected, which suggests that PKD2L1 cells are necessary for
sour taste perception (62). Previous studies demonstrated that
PKD2 polypeptides need to interact with PKD1 polypeptides
for proper cell-surface expression (63, 64). Search for inter-
action partners for PKD2L1 in taste cells identified PKD1L3
in mouse vallate and foliate papillae being coexpressed with
PKD2L1 in the same cells (61, 62, 65). PKD1L3 enhanced
significantly the expression of PKD2L1 at the cell surface in
vitro (61). In fungiform papillae and in the palate, expression
of PKD1L3 could not be detected, which suggests that another
polypeptide interacts with PKD2L1 in these structures. In ac-
cordance with the proposed involvement of PKD2L1/PKD1L3
in sour taste transduction, cells that express the two polypep-
tides responded to stimulation with acids (61). The data were
consistent with the observation that sour taste in humans and
rodents is stronger for weak acids, such as citric acid, than for
strong acids, such as HCl (66, 67). However, subtle, important
differences between the heterologously expressed PKD channel
and the sour taste responses in native taste cells (68) require
additional work to determine the precise role of the PKDs in
sour taste transduction.

Molecular Evolution of Taste
Receptor Genes

Taste reception varies enormously across vertebrates. Because
the taste perception of a species is related essentially to its diet
and environment, the studies of the variation of genes, which
control taste reception among vertebrates will contribute greatly
to our understanding of the relationship between the adaptation
of organisms and the diversity of environmental chemicals.

Evolution dynamics of TAS2R gene family

To date, the complete repertoire of the TAS2R gene family
has been reported in human, mouse, rat, dog, cow, opossum,
chicken, frog, and several fish (69–72), in addition to a small
number of TAS2R genes described in several primates (73–76).
Comparisons of these gene repertoires revealed extremely high
variation in the sizes of the TAS2R repertoire among species,
ranging from 3 genes in chicken to 20–50 genes in mammals
and amphibians (71, 72). This finding is consistent with the fact
that bitter taste perception, as a warning sensor for bitter toxin
intake, varies enormously across vertebrates with different diets
and environments. Most interestingly, cows were found to have
the highest proportion of TAS2R pseudogenes (44%), which
may suggest that detecting poisons in diet is not as important in
ruminants as in other animals because of the high detoxification
capacity of cow’s rumen microbes (72).

In terms of long-term evolution of the TAS2R gene family, the
phylogenetic analysis showed several interesting evolutionary
patterns (Fig. 2). First, the TAS2R gene family evolves after the

birth-and-death process (71), which is characterized by frequent
gene duplication and gene deactivation, similar to that found in
the olfactory receptor gene family (77). Second, there might be
multiple TAS2R genes in the common ancestor of tetropods and
teleosts (72). Third, the TAS2R repertoire expanded considerably
in the common ancestor of tetrapods, followed by additional
independent expansions in frogs and mammals, and contrac-
tions of TAS2R repertoire occurred in chicken (71, 72). Last but
not least, based on a comparison of human and mouse TAS2R
gene repertoires, some TAS2R genes exhibit one-to-one orthol-
ogous pairing, whereas other genes are part of lineage-specific
(species-specific) clusters, in which the genes from the same
species cluster together in the phylogenetic tree (78). These
species-specific genes are also located closer to each other
on chromosomes, which indicates that these newly duplicated
genes resulted from tandem gene duplications (70, 78). Also,
these genes seem to be under positive selection, which suggests
that they are used for species-specific bitter tastants (78). On the
other hand, one-to-one orthologous genes are subject to more se-
lective constraints than lineage-specific (species-specific) genes,
which indicates that each of the one-to-one orthologous genes
possibly is detecting one or several distinct bitter tastants that
are encountered by a wide range of animals (78). Although two
recent evolutionary studies (71, 72), which extended the study
of TAS2Rs outside of human and mouse to an additional nine
vertebrate species, supports this hypothesis, it still waits to be
scrutinized additionally by functional research.

The comparative analysis of the TAS2R gene family between
several primate species with rodents revealed that primate genes
were under less selective pressure than rodent genes (73–76).
First, the comparison of the gene birth/death rate between pri-
mates and mice shows that the proportion of pseudogenes in
the TAS2R repertoire is lower in mice (15%) than in apes
(21%–28%), which is in turn lower than that in humans (31%)
(73, 74). Moreover, the prevalence of lineage-specific pseudo-
genes in primates supports this conclusion (74). Second, based
on the equal levels of nonsynonymous/synonymous substitution
rate ratios for the TAS2R genes in primates, the functional con-
straints were more relaxed in the primate lineage than in the
mouse lineage (73, 74, 76). This evolutionary pattern could be
caused by the reduced effective population sizes in primates,
which might cause less-effective purifying selection (73). The
alternative explanation is that the reduced functional constraints
in primates might be caused by reduced bitter taste needs be-
cause of a change of the environment and the diet (74). In fact,
some ecologic studies support this explanation. For example,
meat accounts for 2–13% of diet in chimpanzees, whereas it
has never been found in other apes’ diet (76). Furthermore, this
explanation has been strengthened by the findings that there
were significant changes in human diet, such as increasing food
from animal sources while decreasing food from plant sources,
and the controlled use of fire to detoxify the food (76). Both
factors may have caused a reduction in the importance of bit-
ter taste and consequently triggered a functional relaxation in
humans.

Evidence for the relaxation of selective constraints on TAS2R
genes in apes and humans does not preclude the possibility that
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Figure 2 Phylogenetic tree of vertebrate TAS2 R genes. The arrow points to where the tree is rooted with vertebrate V1Rs. Image is adapted from
Reference 72.

positive selection occurred on a few specific genes. Positive se-
lection has been found in the gene for the human TAS2R16, the
beta-glucopyranoside receptor (31). By analyzing the sequences
from 60 human populations, Soranzo et al. detected signatures
of positive selection on a more sensitive derived allele, which
was found in all human populations except for African popula-
tions (79). This result might reflect the increased sensitivity of
the derived TAS2R16 allele under the positive selection through
an increased protection against harmful cyanogenic plant foods
and natural toxins (79). In addition to the selective relaxation
and positive selection, the most complex scenario of evolution-
ary forces has been observed in TAS2R38 gene, which is respon-
sible largely for the human polymorphism in tasting phenylth-
iocarbamide (PTC) (34). Interestingly, chimpanzees are also
known to have tasters and nontasters of PTC (80). Although hu-
mans and chimpanzees shared phenotypic polymorphism, they
did not share the same evolutionary forces of maintaining non-
tasters’ alleles (80, 81). Balancing natural selection has been
suggested to maintain functional nontaster TAS2R38 alleles in
human populations (81). By contrast, the nontaster allele was
lost in chimpanzees, which favors the selective relaxation hy-
pothesis in this lineage (80). As more human TAS2R genes are

being studied, the understanding of the evolutionary forces be-
hind each TAS2R will increase considerably.

Evolution dynamics of TAS1R gene family

In contrast to the TAS2R gene family, the TAS1R family is
remarkably well conserved during evolution both in gene family
size and in sequence divergence (72). In terms of gene family
size, the number of TAS1R gene repertoire changes rarely in
mammals, which might reflect the necessity of both sweet and
umami tastes among mammals (72). But the number of TAS1R
gene repertoire varies in some nonmammalian vertebrates, both
with a few gene duplications observed in pufferfish and fugu
and with gene loss events found in western clawed frog and
chicken (72). In addition to the western clawed frog, which
does not have any TAS1R genes, a loss of the TAS1R2 gene
was identified in the chicken genome (72). In addition, cats and
closely related carnivores are also known to lack the TAS1R2
genes (82), which might reflect the insensitivity to sweet taste
stimuli in these species (72, 82). Thus, pseudogenization of
TAS1R2 occurred multiple times independently in evolution.

In sequence divergence level, TAS1R genes evolve more
slowly than TAS2R genes whatever the comparison between
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species or within species. For interspecies comparison, the se-
quence divergence distance of orthologous pairs among human,
mouse, rat, and opossum is significantly lower for TAS1R genes
than TAS2R genes (72). Similarly in human populations, the
mean pairwise differences per nucleotide between sequences
of TAS2R are greater than those of TAS1R, which reveals the
lower levels of nucleotide diversity in TAS1R family (83, 84).
The positive selection has been suggested to operate separately
on paralogous TAS1R genes and different alleles (72, 84), which
is also the case in TAS2R genes, as mentioned above.

Extragustatory Expression of Taste
Receptors

The role of taste perception in the oral cavity is to analyze the
composition of food for its nutritional value and for the presence
of potentially harmful substances prior to ingestion. However,
evidence is accumulating that elements of the taste perception
machinery, including taste receptor proteins, are expressed at
several extragustatory sites as well. The anatomical organization
of chemosensory structures is variable, apparently becoming
less complex with growing distance from the primary gustatory
areas. Taste buds located in gustatory papillae on the surface
of the tongue, on the soft palate, and on the oro-pharynx are
well-organized groups of about 60 to 100 cells (1). Laryngeal
taste buds, however, are smaller than lingual buds. Sbarbati
et al. (86) observed that the sizes and shapes in rats changed
from the most rostral part of the laryngeal inlet, where mostly
buds were found, to structures called “chemosensory clusters”
distally. These chemosensory clusters contained only 2–3 cells
staining positive for PLCβ2, which is a molecule involved
critically in sweet, umami, and bitter taste transduction (85).
Rarely, solitary chemosensory cells were found in this part of
the larynx but they become more numerous distally (86) and
extend into the airway epithelium (87). Solitary chemosensory
cells are also present in respiratory nasal epithelium and the
vomeronasal epithelium (88, 89). Another type of cells that
express components of taste signal transduction are the brush
cells, which line the stomach, the duodenum (90), and the
pancreatic duct system (91). It should be noted here that, by
anatomical criteria, brush cells might be related to, but they are
not solitary chemosensory cells (92). Recently, secretory cells
of the airway (93) and spermatozoa (94) have been identified
to express taste signaling components as well.

Within the gastrointestinal tract of rodents, brush cells of
the stomach, duodenum (90), and the pancreatic duct system
(91) express the G-protein subunit α-gustducin, which has been
demonstrated to be important for bitter, sweet, and umami taste
transduction (95). By RT-PCR analyses of gastrointestinal tis-
sues of rat and mice, a considerable number of TAS2R genes
have been detected, although the cellular origin of the detected
mRNAs was not directly addressed (96). Another study identi-
fied TAS1R1, TAS1R2, TAS1R3, PLCβ2, and TRPM5 along
with α-gustducin. In case of TAS1R2, expression was only
weak and more restricted, which suggests that most compo-
nents of the canonical sweet and umami taste transduction are

present in the GI tract. However, using the transgenic expres-
sion of GFP under the control of the TRPM5 5′-flanking region
for colocalization, experiments with the other taste transduction
molecules revealed a less clear picture. Although the colocaliza-
tion of TRPM5-driven GFP expression with PLCβ2 is limited,
both molecules are indispensable for bitter, sweet, and umami
taste transduction as shown by knockout mouse models, which
suggests that at least in part a variant transduction mecha-
nism acts in these cells. Moreover, this study identified that,
in addition to brush cells, enteroendocrine cells are positive for
TRPM5-driven GFP expression (97). With respect to bitter taste
receptor-mediated signal transduction, however, the mouse in-
testinal cell line STC-1, which expresses bitter taste receptor
genes along with α-gustducin and α-transducin, reacts selec-
tively to various bitter stimuli with transient calcium signals,
which indicates the canonical transduction mechanism (96). As
chemosensory cells of the gut are not innervated directly (90),
and do not express the presynaptic marker SNAP25 (97), it
is speculated that they might communicate via NO (98) or a
currently unidentified messenger with neighboring cells/nerve
fibers to control appetitive behavior or food passage through
the gastrointestinal tract.

Morphologically, the α-gustducin expressing cells found in
the nasal and vomeronasal epithelia resemble solitary chemosen-
sory cells (SCCs) described in nonmammalian vertebrates (88).
In addition to α-gustducin, some bitter taste receptor genes are
expressed in SCCs, whereas the TAS1R1 and TAS1R2 subunits,
which specifically constitute the sweet and umami receptor het-
eromers TAS1R2/TAS1R3 and TAS1R1/TAS1R3, respectively,
are absent from nasal chemosensory cells. It indicated already
that, analogous to the warning function of bitter taste recep-
tor cells of the oral cavity, the function of TAS2R expressing
cells in nasal respiratory epithelium might protect the animal
from the aspiration of noxious substances. Indeed, intranasal
irrigation with bitter compounds not only elicited trigeminal
responses but also resulted in pronounced respiratory effects
(88). Another recent example for extragustatory expression and
multiple functions of taste receptor molecules aside from pure
gustation is PKD2L1, a mammalian sour taste sensor, which
is also expressed in a discrete population of neurons surround-
ing the central canal of the spinal cord, perhaps involved in
monitoring the pH of the cerebrospinal fluid (62).

In perspective, the growing number of reports on the extra-
gustatory expression of components of the taste transduction
cascade requires the careful analyses of taste-specific knock out
models for nongustatory deficits.

Perspectives

During the last few years, the field of taste research has been
progressing with enormous speed. Current research addresses
structural details on receptor agonist interactions for bitter and
sweet taste receptors. For the other taste modalities, including
salt taste, where definite proof for the proposed roles of can-
didate sensor molecules is still missing, more questions still
need to be answered. A next big step in taste research will
be to understand how taste information is processed along its
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pathway from the periphery into higher order brain centers.
In view of emerging extragustatory functions of taste trans-
duction molecules, it will be critical to understand how the
different functions and cellular environments have modified the
involved proteins and signaling mechanisms to serve multiple
functions. More practically, the cloning of the taste receptors
enabled recombinant receptor assays to be established. With
these tools at hand, the food and flavor industry will be able to
design high throughput screens of complex compound libraries
in order to identify new taste-active compounds. Sweet taste
enhancers, glutamate substitutes and salt replacers, and specific
bitter blockers might be the primary targets.
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Terpenoids are the largest class of all known natural products. Plants
produce a variety of terpenoid compounds that number in the thousands.
Some terpenoids are involved in plant growth and development directly
(i.e., in primary metabolism), but most plant terpenoids are thought to
function in interactions of plants with their biotic and abiotic environment
and have traditionally been referred to as secondary metabolites. In
addition to the isolation and identification of plant terpenoids, research has
concentrated on the biosynthesis, the biological function, and the
exploitation of plant terpenoids for human use as biomaterials and
pharmaceuticals. Plant terpenoids are biosynthesized from C5 precursors by
the action of prenyl transferases and terpenoid synthases. Often, terpenes
are acted on by cytochromes P450 and other enzymes to increase their
functionalization. Terpenoid biosynthesis in plants involves several
subcellular compartments. The accumulation of terpenoids requires
efficient transport systems and specialized anatomical structures. Using
isoprene (a hemiterpene), menthol (a monoterpene), artemisinin (a
sesquiterpene), and paclitaxel [better known under the registered
trademark Taxol (Bristol Myers Squibb, New York)] and diterpene resin
acids (diterpenes) as examples, we highlight some strategies, techniques,
and results of plant terpenoid research with a strict focus on the
low-molecular-weight (C5 –C20) terpenoids of specialized plant metabolism.

All plant terpenoids are derived from C5 precursors, and most
plant terpenoids can be grouped according to their number of C5

building blocks as hemiterpenoids (C5), monoterpenoids (C10),
sesquiterpenoids (C15), diterpenoids (C20), or polyterpenoids
(C5xn). In addition, condensation of C15- and C20-intermediates
give rise to triterpenoids (C30) and tetraterpenoids (C40), res-
pectively. Many irregular terpenoids or terpenoid derivates are
also found in plants. Terpenoids are involved in all forms of
plant interactions with other organisms including plant repro-
duction, defense, and signaling. They are the most diverse group
of plant chemicals and have been used by humans for centuries
in both traditional and modern industrial applications. As such,
plant terpenoids are used widely as pharmaceuticals, flavor and
aroma chemicals, vitamins, pigments, and large-volume biologi-
cal feedstock for the production of a suite of industrial materials
such as, for example, industrial resins and print inks. Plant ter-
penoids are an important group of natural product chemicals that
are actively being explored as alternatives for petroleum-based
materials.

Biological Background

Over 20,000 terpenoids have been identified (1), and more
are being discovered continuously. Plant terpenoids are impor-
tant in both primary and secondary (specialized) metabolism.
Their importance in primary metabolism includes physiological,
metabolic, and structural roles such as plant hormones, chloro-
plast pigments, roles in electron transport systems, and roles
in the posttranslational modification of proteins. In secondary
metabolism, the roles of plant terpenoids are incredibly diverse
but are associated most often with defense and communication
of sessile plants interacting with other organisms. Examples
include terpenoid chemicals that form physical and chemical
barriers, antibiotics, phytoalexins, repellents and antifeedants
against insects and other herbivores, toxins, attractants for pol-
linators or fruit-dispersing animals, host/nonhost selection cues
for herbivores, and mediators of plant–plant and mycorrhiza
interactions (2, 3).

Some plants produce terpenoids in specialized cells or tissues
such as the glandular trichomes on the surface of peppermint
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leaves, scent-releasing epidermal cells of certain flowers, or the
epithelial cells that surround the resin ducts of conifers. These
structures place high concentrations of terpenoids in areas most
likely to be encountered by the interacting organism.

The biosynthetic pathways of plant terpenoids are highly
regulated and highly spatially organized in subcelluar compart-
ments and sometimes in specialized cells. Terpenoid biosyn-
thesis can be regulated by plant hormones, developmental pro-
grams, diurnal cycles, herbivory, or pathogen infection. Iden-
tifying what role specific terpenoids play in plants, how and
where they are biosynthesized, and how their biosyntheses are
regulated allows us to better understand their importance to the
survival of the plant and thus make use of this knowledge in
crop improvement or in the production of terpenoids for medic-
inal or industrial uses.

Chemistry

Much chemistry research in plant terpenoids has been to elu-
cidate the structure, define the biosynthetic pathways, char-
acterize the enzymes involved, and develop systems for the
large-scale production of medicinally or industrially important
terpenoids (4). Progress on the identification and the study of
plant terpenoids is reviewed regularly in the journal Natural
Product Reports , and the biosynthesis of terpenoids, includ-
ing plant terpenoids, has been reviewed comprehensively (5).
Plant terpenoids can be volatile or nonvolatile, lipophilic or hy-
drophilic, cyclic or acyclic, chiral or achiral, and they often
have double-bond stereochemistry. The chemical diversity of
terpenoid structures originates largely from the terpenoid syn-
thase enzymes that stabilize different carbocation intermediates,
allow rearrangements or water termination, and direct stereo-
chemistry; the diversity also originates from the many different
terpenoid-modifying enzymes.

Two major complementary approaches to studying plant ter-
penoids have been established. One approach involves the iso-
lation and the structural identification of terpenoid chemicals of
interest from plant tissues based on traditional natural products
research followed by targeted search for the relevant enzymes
and genes that control biosynthesis. The second approach ex-
plores the emerging plant genome sequences to discover com-
plete sets of genes that encode terpenoid biosynthetic enzymes.
The combination of these two approaches is the most powerful
approach to a comprehensive understanding of plant terpenoid
chemistry and its biosynthetic origins.

The diversity of plant terpenoids reflects the complexity and
the diversity of the pathways that biosynthesize them. The re-
cent sequencing of the genomes of four different plant species
and large collections of expressed sequence tags (ESTs) from
many other plants may indicate the diversity of pathways and
chemicals we might expect in any one species. For example, the
genes that encode putatively active terpenoid synthases (TPS)
comprise at least 32 in the Arabidopsis (Arabidopsis thaliana)
genome (6), at least 15 in the rice (Oryza sativa) genome (7),
at least 47 in the poplar (Populus trichocarpa) genome (8), and
at least 89 in the genome of a highly inbred grapevine (Vitis
vinifera) Pinot Noir variety (9). The large gene family of TPS,

which is important to generating structural diversity of terpenoid
chemicals in plants, apparently results from repeated gene du-
plication and subsequent neofunctionalization or subfunction-
alization (10, 11). Most TPS produce more than one product
from a single substrate, and these products are often modi-
fied by the action of additional enzymes such as cytochromes
P450 and reductases. Thus, the number of distinct terpenoids
found in any one plant species is predicted to be manifold
higher than the number of TPS genes present in that species.
Genomics approaches, which can identify the candidate genes
for terpenoid production, together with functional characteriza-
tion of heterologously expressed enzymes and the identification
of the resulting plant terpenoids, can enhance the discovery of
the biochemical pathways substantially in planta as has been
demonstrated in recent years with research in Arabidopsis (12),
rice (13), and grapevine (14). Ideally, the functional genomics
approach is combined with classical and modern approaches of
isolation, identification, and metabolite profiling of terpenoids
from plant tissue.

The combined genomics and chemical approaches to plant
terpenoid research are not restricted to the few plant species for
which more or less complete genome sequences are now avail-
able. The discovery of many of the genes and enzymes for the
formation of terpenoids such as menthol and related monoter-
penes in peppermint (Mentha x piperita) (15), artemisinin in
Artemisia annua (16), Taxol in the yew tree (Taxus) (17), or
conifer diterpene resin acids in species of spruce (Picea) and
pine (Pinus) (18) have been possible on the foundation of highly
specialized efforts of EST and full-length cDNA sequencing
combined with characterization of recombinant enzymes and
analysis of the terpenoid metabolome of the target plant species.

Common steps in plant terpenoid
biosynthesis

The universal precursors to terpenoids, the C5-compounds
dimethylallyl pyrophosphate (DMAPP) and isopentenyl py-
rophosphate (IPP), originate from two pathways in plants
(Fig. 1). The mevalonate (MEV) pathway is well described in
many eukaryotic organisms. This pathway is present in the cy-
tosol/endoplasmic reticulum of plants. More recently, another
pathway has been described, the 2C -methyl-D-erythritol-4-
phosphate (MEP) pathway, which is found in the plastids of
plants (19). The localization of the different pathways and the
plastid-directing transit peptides found in hemi-TPS, mono-TPS,
and di-TPS, but not in sesqui-TPS, result in the production of
terpenoids from at least two different precursors pools.

Hemiterpenoids are produced from the isoprenyl diphos-
phate DMAPP. All other terpenoids are produced from DMAPP
and IPP via longer-chain prenyl diphosphate intermediates
formed by prenyl transferases. Prenyl transferases (20) catalyze
the formation of geranyl diphosphate (GPP), farnesyl diphos-
phate (FPP), and geranylgeranyl diphosphate (GGPP) from one
molecule of DMAPP and one, two, or three molecules of IPP,
respectively (Fig. 1). Isoprenyl diphosphates are the substrates
for all TPS, which lead to the hemiterpenoids, monoterpenoids,
sesquiterpenoids, and diterpenoids, which will be highlighted
with selected examples in the following sections.
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Figure 1 The two pathways to the universal precursors of plant terpenoids.

Isoprene (C5, hemiterpene)

Isoprene (2-methyl 1,3-butadiene, Fig. 2) is the simplest ter-
penoid produced by many plants, and is produced abundantly
by some tree species such as poplars. The mechanism of iso-
prene biosynthesis is a straightforward diphosphate ionization of

the DMAPP precursor followed by deprotonation of the allylic
cation (Fig. 2). Only a few isoprene synthases have been identi-
fied and characterized in plants, from Populus spp. (poplar) (21,
22) and Pueraria montana (kudzu vine) (23). These TPS con-
tain a transit peptide that targets the plastids, and thus isoprene
biosynthesis is derived from products of the MEP pathway.
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Figure 2 Pathway of isoprene biosynthesis.

Isoprene is a major biogenic volatile organic compound (VOC;
rivalling methane in global production) with emission from
plants estimated in the order of more than 1012 kg per year
and therefore has been well studied for its role in atmospheric
chemistry (24). Isoprene is also important in the context of
global cycles of carbon fixation versus carbon emission from
natural sources. Although isoprene is emitted in large amounts
from poplars, which are actively being promoted as plantation
species for biofuel (ethanol) production, its physiological func-
tion in plants is somewhat unclear. The protection from thermal
and oxidative stress as well as release of excess carbon flux and
photosynthetic energy are thought to be the main functions of
isoprene in plants (21, 22).

Very recently, new molecular approaches have established
a function of isoprene in thermotolerance through the use
of under- and over-producing transgenic lines of poplar (25)
or Arabidopsis (which normally produces no isoprene) using
the poplar isoprene synthase (26). Other possible functions of
isoprene remain to be tested using similar molecular approaches.
The effect of down-regulation of isoprene emission in poplars
remains to be tested in the field to explore whether it is viable to
reduce emission of this biogenic VOC in plantation forests for
biofuels production to maximize carbon fixation and minimize
carbon emission. A closely related hemiterpene of plant origin
is 2-methyl-3-buten-2-ol. It is produced abundantly in needles
of conifers and is emitted into the atmosphere (27).

(–)-Menthol (C10, monoterpenoid)

(–)-Menthol is a well-known terpenoid from the essential oil of
mint (Mentha spp.) (15), and is described here as a represen-
tative of the different acyclic and cyclic plant monoterpenoids.
Because of its pleasant odor, taste, and anesthetic and antimicro-
bial effects, (–)-menthol is an industrially important terpenoid
and is produced commercially in large scale both from the es-
sential oils of Mentha spp. and by asymmetric synthesis. The
essential oil is produced in glandular trichomes, which are se-
cretory cells that number in the thousands on Mentha leaves.
The presence of these specialized cells, which easily can be sep-
arated physically from other cell types, has greatly facilitated
studying (–)-menthol biosynthesis.

(–)-Menthol biosynthesis involves a series of enzymes
(Fig. 3) that first generate a cyclic monoterpene and then func-
tionalize it. The biochemistry of this pathway has been eluci-
dated by substrate feeding, cell-free enzyme assays with plant
extracts, and characterization of cloned and recombinantly ex-
pressed enzymes (28). The biosynthesis of menthol, which has
been studied for more than two decades by Croteau et al. (re-
viewed in Reference 15), is arguably the best-characterized
pathway of a functionalized monoterpenoid and can serve as
a paradigm for many monoterpenoids in plants in general.
First, using geranyl diphosphate as substrate, (–)-limonene syn-
thase generates (–)-limonene and minor amounts of myrcene,

(–)-alpha-pinene, and (–)-beta-pinene. (–)-Limonene then un-
dergoes a series of transformations ultimately to yield
(–)-menthol. These modifications involve first the allylic hy-
droxylation to (–)-trans-isopiperitenol by the cytochrome P450
limonene-3-hydroxylase (CYP71D13). Allylic oxidation of
this alcohol to (–)-isopiperitenone is then catalyzed by the
NAD-dependent isopiperitenol dehydrogenase. Subsequently,
NADPH-dependent (–)-isopiperitenone reductase catalyzes
the formation of (+)-cis-isopulegone. (+)-cis-Isopulegone
is enzymatically isomerized to the more stable alpha,beta-
unsaturated ketone—(+)-pulegone—by (+)-cis-isopulegone
isomerase. (–)-Menthone and (+)-isomenthone (in a 2:1 to 10:1
ratio) are then formed by the action of the NADPH-dependent
(+)-pulegone reductase. Finally, (–)-menthone reductase re-
duces (–)-menthone to (–)-menthol. All of these enzymes and
their corresponding genes in Mentha have been isolated, func-
tionally characterized, and their enzymology studied (15). For
some enzymes, substrate specificities or product outcomes after
directed mutations as well as enzyme localization have been
investigated. The structure of (–)-limonene synthase has been
determined recently (29). Based on the detailed knowledge of
(–)-menthol and its biosynthetic pathway, it has become possible
to improve the composition of the monoterpene-rich essential
oil of Mentha through metabolic engineering (30, 31).

Artemisinin (C15, sesquiterpenoid)

Artemisinin is used here as an example of a plant sesquiter-
penoid with both traditional value as well as with medicinal and
social value in the twenty-first century. Research on artemisinin
has also established new benchmarks for biochemical engineer-
ing and functional genomics of plant terpenoids. Artemisinin is
a functionalized sesquiterpene with a unique peroxide linkage
from the sweet wormwood (Artemisia annua). Chinese herbal-
ists have used it since ancient times, and it is now used for its
unique efficacy to treat multidrug-resistant strains of the malaria
parasite Plasmodium falciparum. Its medicinal importance has
prompted studies into its biosynthesis and its biochemical engi-
neering so that cost-effective methods for producing it in large
scale and in consistent quality may be realized.

Biosynthesis of artemisinin in planta begins with the for-
mation of the sesquiterpene amorpha-4,11-diene in glandular
tricomes of A. annua leaves (Fig. 4) by amorpha-4,11-diene
synthase (32, 33). Amorphadiene is oxidized to artemisinic
acid in three steps by a multifunctional cytochrome P450
(CYP71AV1) (16). The remaining steps have not yet been
established but are predicted to include nonenzymatically cat-
alyzed photooxidation reactions (34). The application of a
semi-synthetic route from artemisinic acid to artemisinin, along
with the availability of the characterized plant enzymes to pro-
duce artemisinic acid described above from A. annua , have
permitted the complete synthesis of artemisinin via microbial
host cells (16). Introducing these enzymes into Escherichia coli
or Saccharomyces cerevisiae and engineering an unnatural, or
fine-tuning the natural, mevalonate pathway in these microor-
ganisms have resulted in significant production of artemisinic
acid in fermentations (16, 35, 36).
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Figure 3 Pathway of (–)-menthol biosynthesis in Mentha. LS, (–)-limonene synthase; L3OH, (–)-limonene-3-hydroxylase; iPD, (–)-trans-isopiperitenol
dehydrogenase; iPR, (–)-isopiperitenone reductase; iPI, ( + )-cis-isopulegone isomerase; PR, ( + )-pulegone reductase; MR, (–)-menthone reductase.

Figure 4 Pathway of artemisinin biosynthesis in Artemisia annua. ADS, amorphadiene synthase; CPR, cytochrome P450 reductase.

Taxol (C20, diterpenoid)
Taxol is another example of a medicinally important func-
tionalized plant terpene, in this case a diterpenoid, with large
pharmaceutical and economic value (Fig. 5). Taxol is a potent
anticancer drug that was isolated and identified from the bark
of the Pacific yew (Taxus brevifolia) more than 35 years ago
(37). The name Taxol is now a registered trademark, but the lit-
erature commonly uses this name rather than the generic name
paclitaxel. The total synthesis of Taxol is possible (38), but it
is not economically feasible currently because of the challenges
of stereochemistry, low yield, and high cost. The study of Taxol
by Croteau et al. (17) is an exceptional example of how a ter-
penoid biosynthetic pathway was rationalized, and the synthesis
and testing of various hypothetical precursors with cell-free ex-
tracts have yielded the discovery of many enzymes and genes
in this complex pathway. Because Taxol is only found at very
low levels in slow growing trees, and is one of hundreds of
Taxol-like compounds produced in a metabolic grid, the use
of an inducible Taxus cell culture system has accelerated this
research.

Taxol is biosynthesized in 19 steps from GGPP that originates
from precursors of the MEP pathway (Fig. 5). The biosynthesis
of Taxol begins with the formation of the tricyclic diterpene
skeleton of taxa-4(5),11(12)-diene (17, 39). All genes for the
enzymes in this early pathway have been identified in Taxus
cuspidata and a taxa-4(5),11(12)-diene synthase has been iden-
tified in several Taxus species. The mechanism of this di-TPS
has been explored in detail (39). Taxa-4(5),11(12)-diene is then
hydroxylated by several cytochrome P450 taxoid oxygenases
to yield a putative intermediate decorated with seven alcohol

or ester groups. Many cytochrome P450 enzymes that catalyze
these transformations have been identified and characterized,
but two enzymes remain uncharacterized (17). The biosyntheses
of the ester functionalities have been studied, and several acyl
and aroyl transferases have been identified and characterized.
Finally, studies on the steps in the aromatic side chain assem-
bly and attachment has yielded several enzymes that include
a phenylalanine aminomutase, a C13-phenylpropanoyl-CoA
transferase, and an N -benzoyl transferase. Although the path-
way of biosynthesis has not been resolved fully, what is known
can be applied to improve Taxol production, which continues
to rely on Taxus plants or cell cultures.

Diterpene resin acids (C20, diterpenoids)

Diterpene resin acids are abundantly produced in conifers of
the pine family (Pinaceae) and in other plant species (Fig. 6).
They are produced in the epithelial cells that surround the
resin ducts that are found constitutively, or they are induced
in the xylem upon wounding and are important for the physical
and chemical plant defenses against herbivores and pathogens
(18, 40). Industrially, diterpene resin acids are important chem-
icals for the naval stores industry, in printing inks, as potential
antimicrobials and pharmaceuticals, and are byproducts of wood
pulping processes.

Two major steps exist in the biosynthesis of diterpene resin
acids: the formation of the diterpene and the stepwise oxida-
tion of the diterpene to the corresponding acid. Most conifer
diterpenes are tricyclic; they are biosynthesized by bifunc-
tional di-TPS that first cyclize geranylgeranyl diphosphate to
(+)-copalyl diphosphate and then cyclize this intermediate even
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Figure 5 Pathway of Taxol biosynthesis in Taxus spp.

more to form the various diterpenes (11, 18) (Fig. 6). Some
di-TPS produce multiple products, whereas others produce only
single products. These diterpenes are then oxidized stepwise to
the resin acids by multifunctional, multisubstrate cytochromes
P450 (41).

Chemical Tools and Techniques

The study of plant terpenoids shares many of the same tools
for their isolation, identification, characterization, and synthesis
that are required in other natural product research. Advances
in separation science, analytical chemistry, spectroscopic tools,
and synthetic organic chemistry all affect the study of terpenoids
in plants.

Extraction and separation

Isolation of the plant terpenoids usually begins with some form
of extraction from the plant source. Certain tissue types such
as roots, leaves, or flowers are often extracted. Often, the
terpenoids of interest are produced in very specialized tissues on
plant surfaces or within the plant such as the glandular trichomes
of Mentha spp. or the resin ducts of conifer species. If known,
the increased concentration and reduced complexity gained by
selectively extracting these specific cell types may outweigh the
increased difficulty of isolating them. Homogenization of the
tissue in an appropriate solvent usually is sufficient to extract
the terpenoids. If the terpenoids of interest are relatively volatile,
then vapor-phase collection can reduce sample complexity; this
can be done without the use of solvent in some instances.
Recently, Tholl et al. (42) have reviewed the analytical methods

of headspace sampling, solid phase micro-extraction (SPME),
and the capture of plant volatiles onto absorbent media for
subsequent analysis by gas chromatography.

Structural determination

Hanson (43) has published an excellent review of the methods
and the strategies for rigorous structural determination of ter-
penoids. Routine survey-style analyses of plant terpenoids often
are not so rigorous in structural assignment. Databases of mass
spectra [such as Wiley (New York) and NIST (Gaithersburg,
MD) MS databases] or databases that combine mass spectra and
retention indices (44, 45) facilitate assignment of some com-
monly encountered plant terpenoids. Of course, these databases
are only helpful if they include the specific terpenoids that are
being analyzed and the likely alternatives. Sometimes, in addi-
tion to having similar mass-spectral fragmentation patterns, two
terpenoids may share very similar retention indices on the 5%
phenyl methylpolysiloxane GC column used for these databases,
which makes structural assignment without additional informa-
tion impossible. The availability of retention index information
on at least two columns of different polarity increases the con-
fidence in structural assignment. Such information is available
for the more volatile terpenoids involved in flavors and fra-
grances (46), and insect semiochemicals (47). For nonvolatile
terpenoids, LC-MS is often used, but there are no comparable
databases of terpenoids for LC-MS as there are for GC-MS.

Stereochemistry often is an integral component to both the
chemical structure and the biological function of plant ter-
penoids. For volatile terpenoids, chiral GC stationary phases
(48) provide the enantiomeric separation for quantitative anal-
ysis, and, provided an authentic standard of known absolute
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Figure 6 Pathway of conifer diterpene resin acid biosynthesis. Bifunctional di-TPS convert geranylgeranyl diphosphate to various diterpenes, which are
oxidized stepwise by multisubstrate and multifunctional cytochromes P450 to the corresponding diterpene acid. The oxidation of (–)-abietadiene to
(–)-abietic acid is shown as an example.
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configuration is available, elution comparison can establish ab-
solute configuration of the unknown sample (49). Chiral phases
for liquid chromatography can also be used to resolve enan-
tiomers, both analytically and preparatively (50). Often, chiral
synthesis is necessary to clearly establish the absolute configu-
ration of an unknown terpenoid.

Molecular biology
The recent availability of plant genome sequences and the
methods to clone homologous genes from different plant species
using molecular biology approaches has provided the ability to
identify the capacity of plants to produce additional terpenoids
that may not have been detected in that specific plant species
before. Rather than isolate, fractionate, and chemically identify
a particular plant terpenoid profile, plant TPS or cytochromes
P450 are cloned into a heterologous expression system, and
the enzyme assay products of these recombinant enzymes with
isoprenoid substrates are analyzed directly. This approach has
proven useful in situations in which the terpenoids themselves
may not be detectable in the plant under normal growing
conditions, and the inducer or environmental conditions required
for their production are not yet known (12).

Synthesis
Independent synthesis of the identified terpenoid is often re-
quired to confirm structural assignment (51) and to test the bi-
ological and/or pharmacological functions. In addition, biosyn-
thetic studies often require the synthesis of putative precursors
for functional characterization of enzymes. Terpenoid structures
challenge chemists in many of the same ways that other natural
products do. Their structural diversity (complicated by stereo-
chemistry, carbocyclic skeletons, and often multiple function-
alization) provides opportunities for synthetic organic chemists
to develop new methodologies for synthesis. Recently, Mai-
mone and Baran (52) have reviewed some synthetic challenges
terpenoids present and the solutions employed.

Biochemical and metabolic engineering
Often, the original natural plant sources of medicinally or in-
dustrially important terpenoids cannot supply sufficient material
for their demand. In some instances, such as Taxus for the pro-
duction of Taxol (53), the original plant species is amenable
to growth in plant cell culture for commercial production. For
several plant terpenoids, an understanding of their biosynthetic
pathway has advanced such that many, if not all, enzymes and
genes involved have been identified and characterized. These
developments provide the opportunity to engineer bacteria or
yeast to produce these terpenoids de novo or from more read-
ily available precursors in large-scale fermentations (54). In
addition, the increased, reduced, or altered biosynthesis of a
terpenoid in a plant can be engineered, which results in plant
products with greater benefit for human use (55). The enhanced
production of terpenoids both in planta and in microbial fer-
mentations may provide a renewable alternative feedstock for
petroleum-based industrial materials and fuels.

An active area of research is the directed evolution of TPS
by site-directed mutagenesis of amino acids that are important

in influencing product outcomes. These studies not only allow
us to understand how the diversity of terpenoids evolved from
gene duplication and neofunctionalization, but also allow us to
modify multi-product TPS to favor one of the wild type products
or to force the enzyme into producing unnatural products. Both
techniques have use in the large-scale production of medicinally
or industrially important terpenoids.
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Polle A, Bohlmann J, Schnitzler JP, Transgenic, non-isoprene
emitting poplars don’t like it hot. Plant J. 2007;51:485–499.
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Regulation of gene expression plays a central role in controlling and
shaping the functions of a cell. Tools for quantification of the expression of
individual genes have been available for years; but over the past decade,
development of the microarray technology and accompanying
bioinformatics tools has made it possible to generate comprehensive
overviews of the transcriptional events in both diseased and normal cells
and tissues. This review covers various approaches for transcript profiling
from single genes to more global analyzes approaches. In addition, a
detailed description of different microarray-based technology platforms will
be provided, which all enable an essentially genome-wide characterization
of the transcript levels. We also discuss the current challenges and future
trends within transcriptional profiling, and we introduce briefly the next
generation DNA sequencing technology that will enable a more detailed
description of the entire transcriptome, which includes various small RNA
species (e.g., microRNA) and other noncoding transcripts.

Transcription is the essential cellular and biochemical process
that links the genetic information encoded in the genome (DNA)
to the functionally active macromolecules, proteins, which carry
out most tasks in a cell. Transcription generates an RNA
transcript, and the process is regulated at multiple levels, which
includes both synthesis and degradation of the transcript. To
understand the complexity of this mechanism and to connect the
process to the phenotype of an organism, we need to measure the
transcript levels accurately under various situations and samples.
In many cases, it is advantageous to do this in a genome-wide
and unbiased manner.

Biologic Background

The central dogma of molecular biology states that genetic
information flows from genes, via RNA, to proteins. In this
flow of information, messenger RNA (mRNA) is generated in
a process called transcription and is subsequently processed to
yield a mature transcript. The transcriptome is the combined set
of all transcripts present in a cell at a certain time, but it should
be noted that mRNA is only a minor component of the entire

RNA population of a cell. The cell contains highly abundant
ribosomal RNA, transfer RNA, microRNA, small nucleolar
RNA, small nuclear RNA, and additional rare types of RNA,
but the focus of this review is on the protein-coding mRNA
transcripts. The maturation of these protein-coding transcripts
consists of several distinct steps, all of which are regulated
specifically (Fig. 1)

For years, it was assumed that the rate of RNA synthesis
was the rate-limiting step that controls indirectly the amount
of protein synthesized. However, this simplistic view has been
replaced by results clearly showing that mRNA and protein lev-
els do not always correlate fully, and that extensive regulation
of mRNA transcript processing and availability for translation
occurs.

A typical human cell contains approximately 300,000–
500,000 transcripts, and most genes are transcribed at low to
moderate level, whereas only a small number of genes encode
for a large number of transcripts. The underlying assumption
of most transcript profiling studies is that the pattern of mRNA
transcripts in a cell at a certain time can be used to explain
the phenotype of the cell and the activities within the cell. For
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Figure 1 (a) The flow and the regulation of genetic information. (b) The processing of a eukaryotic mRNA transcript. ATG, the methionine start codon;
ORF , open reading frame; UTR, untranslated region.

example, by comparing a cancer cell with a normal active path-
way, signaling mechanisms in the cancer cells can be identified;
in the next step, we can attempt to alter these pathways in treat-
ment of the cancer.

Interestingly, another level of complexity has been added
by research during the last few years that has shown that
only a fraction of the transcribed loci generate protein-coding
transcripts and that almost the entire genome is transcribed
(1, 2). Even though these transcripts do not code for a protein,
they may be functional in other ways; therefore, they constitute
interesting target transcripts that may be analyzed using the
same approaches as the protein-coding transcripts. This review
will focus on analysis of the protein-coding transcripts, but it
should be kept in mind that the same tools can be used to
analyze of many other types of transcripts and RNA molecules
as well.

This review is sectioned in the following way; a brief
overview of the various approaches for transcript profiling is

given in the section on Tools and techniques. In the section
on Microarray-based transcriptional profiling, we provide a de-
tailed description of the microarray technology, which enables
essentially a genome-wide characterization of the transcript lev-
els. The last chapter discusses the current challenges and future
trends within transcriptional profiling.

Tools and Techniques

Essentially every cell in an organism is, at any given time,
transcribing thousands of its genes in various quantities. As
described in the previous section, the amount of an mRNA tran-
script is regulated, and an interest exists, from both basic science
and clinical perspectives, in quantifying the transcripts levels ac-
curately. The available techniques can be divided broadly into
either gene-by-gene methods (see sections on Northern blot and
Quantitative real-time RT-PCR) or global methods (see sections
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on Sequencing-based transcriptional profiling and onward). The
gene-by-gene methods aim at high-accuracy quantification of
a low number of transcripts, whereas the global methods aim
at a highly parallelized quantification of many transcripts, of-
ten even genome-wide. The focus of this review is on the
microarray technology, which is the most widely used technol-
ogy for genome-wide transcriptional profiling (see the section
on Microarray-based transcriptional profiling). The other tech-
niques are reviewed briefly below.

Northern blot

The northern blot technique allows quantification and size de-
termination of a transcript in a complex mixture (e.g., the entire
transcriptome) first by separating the transcripts by denatur-
ing agarose gel electrophoresis, followed by a transfer to a
membrane strip and hybridization with a labeled probe (3). His-
torically, Northern blotting has been used widely, but during the
recent years, a shift toward more sensitive methods has taken
place. These alternative methods are often less sensitive to RNA
degradation, and they have a wider dynamic range.

Quantitative real-time RT-PCR

Quantitative real-time reverse-transcription PCR (qRT-PCR),
which is the current “golden standard” for high-accuracy tran-
script profiling, provides superior sensitivity for analysis of
transcript levels compared with other methods. A complex mix-
ture of total RNA is converted to cDNA using reverse tran-
scriptase with either random or gene-specific priming. Next,
a 100–200 bp fragment is PCR-amplified using gene-specific
primers that often target two different exons of the transcript,
and the accumulation of the amplicons is monitored in real-time
using a fluorophore that either specifically targets the amplicon
of interest (highest possible specificity), or any double-stranded
DNA (lower cost). Theoretically, during an exponential phase
of the amplification, each PCR cycle doubles the amount of
product, which in log2 scale corresponds with a linear increase.
Extrapolation of this linear increase back to the base-line level
provides an estimate of the initial starting amount of mRNA.

Using qRT-PCR has many advantages, which makes it the
method of choice for high accuracy—but low throughput—gene
expression analysis for the following reasons: 1) it offers, at its
best, a dynamic range of 7–8 log orders of magnitude (4), 2) it
can achieve single-copy detection (5), 3) it can be carried out
in one step, 4) it has low coefficients of variation facilitating
detection of small differences between samples (6), and 5)
design of specific amplicons allows for discrimination between
similar transcripts, such as transcript isoforms or different gene
family members. The drawback of the method is that genes
must be targeted individually. Therefore, a large-scale approach
is not feasible.

Sequencing-based transcriptional
profiling

Recently, several platforms for high-throughput sequencing
have been developed (see section on Next generation of se-
quence technologies), and these platforms offer an impres-
sive improvement of the number of bases sequenced com-
pared with previous technologies. However, use of standard
capillary sequencing has also provided means for large-scale
sequencing-based transcript profiling, albeit at lower throughput
levels. These different sequencing-based methods are outlined
briefly below and are discussed in more detail elsewhere (7).

Expressed sequence tag analysis
Expressed sequence tag (EST) sequencing generates random,
200–900 bp single-pass sequences of cDNA clones. The initial
purpose of these sequences was to facilitate gene detection
(8), but the technique has been used subsequently to estimate
gene expression levels. The underlying assumption is that the
EST sequences are generated randomly, and hence the EST
counts correspond with the transcript’s abundance in the original
sample. The main drawback is the low throughput (number
of counts) caused by the high data generation costs (library
generation and sequencing). Given that gene expression levels
follow a distribution with many genes expressed at low levels
and a few genes expressed at high levels (9), transcript profiling
that uses EST technology enables reliable detection only of a
small number of genes expressed at moderate or high levels.

Serial analysis of gene expression
Serial analysis of gene expression (SAGE) (10) was the first
approach to provide large-scale absolute estimates of tran-
script frequencies, and it relies on a biotinylated primer,
streptavidin-coated beads, and type IIs restriction endonucle-
ases (that cleave outside the recognition site) to generate short
tags of each transcript. The tags are concatenated and sequenced
using standard sequencing technology to derive a digital repre-
sentation of the transcript frequencies (counts). In the original
approach, SAGE was used to isolate approximately 14-bp 3′
tags, but the method has been later modified to allow for isola-
tion of 5′ tags and of longer 26-bp tags.

Cap analysis of gene expression
Cap analysis of gene expression (CAGE) (11) uses 5′ cap-
trapping methods to isolate full-length cDNAs selectively and
generates 20-bp tags from these. After isolation, the tags are
ligated to yield ∼700 bp of concatenated sequence, which is
cloned into a vector and sequenced. The first-strand synthesis
can be primed with random primers, which allows for analysis
of polyA-negative transcripts. Recently, CAGE has been used
for large-scale transcription start site mapping (12).

Massive parallel signature sequencing
In massive parallel signature sequencing (13), 3′ sequences of
each transcript are isolated using biotinylated primer in the
cDNA synthesis and are cleaved with a restriction enzyme that
generates a cohesive end. Next, the 3′ signature sequences are
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ligated into specifically designed plasmid vectors that contain
32-nt oligonucleotide tags (in total 16.8 × 106 different tags),
and amplified using PCR. Use of a large number of tags
provides a unique tag for each 3′ signature sequence, which is
subsequently coupled to a 5-µm microbead. Each bead contains
one type of capture tag complementary to one of the 32-nt
oligonucleotide tags. Next, the captured signature sequences are
sequenced on beads to yield 16–20 nt signature tags, which are
counted to derive a global estimate of transcript levels.

Next generation of sequencing technologies

The technology development driven by the race toward low-cost
sequencing of the entire human genome has provided the re-
search community with new ultra-high-throughput DNA
sequencers, which in the near future may open up for sequencing-
based analysis to generate a global overview of the tran-
scriptome. The new sequencing approaches include bead-based
Genome Sequencer pyrosequencing instrument (454 Life Sci-
ences, Brandford, CT, USA) that produces more than 100 mil-
lion bases of sequence per run, Solexa Clonal Single Molecule
Array (Illumina, San Diego, CA, USA) producing up to one
billion bases of sequence per run, and also the SOLID sequenc-
ing chemistry (Applied Biosystems, Foster City, CA, USA) that
aims at generation of more than one billion bases per run.

Common for all these techniques is that they are based
on random fragmentation of the sample to be analyzed (e.g.,
a genome), ligation of adapter molecules to both ends of
the fragment, and an amplification step (e.g., emulsion PCR
for Genome Sequencer and the SOLiD technologies) on a
solid-phase surface. This step is followed by the actual sequence
reading step that is based on detection of fluorescence (Solexa
and SOLiD technologies) or emitted light (Genome Sequencer)
using a CCD camera.

The large amount of data generated is a consequence of
many sequence reads (∼300,000 for Genome Sequencer, tens of
millions for SOLiD and Solexa). The read lengths are however
significantly longer for the Genome Sequencer (200–300 nt)
than for the two other technologies (25–35 nt). All platforms
are expected to be improved in the near future.

In addition to de novo and whole-genome resequencing,
all these technologies open up also for large-scale transcrip-
tome analysis, possibly in combination with the approaches
described above. For example, the Genome Sequencer plat-
form has been used in several transcriptome analysis studies
(http://www.454.com/news-events/publications.asp?cat=4).

Microarray technology

Since the first publications in 1990′s (14–16), the use of the
microarray technology for transcriptional profiling has become
widespread with more than 25,000 publications in the NCBI’s
PubMed database. In addition, the number of microarray hy-
bridizations in two public data repositories (see section on Data
sharing) is rapidly increasing, already approaching 250,000 hy-
bridizations. Finally, today an entire industry exists that pro-
vides resources (e.g., arrays and reagents) and analysis support
for the microarray community, which brings the technology
within reach of essentially every researcher.

The term “microarray” refers to a solid-phase support on
which multiple capture probes have been immobilized in an
ordered fashion, and which participate in a capture reaction
of a specific target molecule. Microarrays are used commonly
to measure levels of mRNA transcripts, microRNAs, and pro-
teins, but also to analyze characteristics of genomes (e.g., SNPs,
gene copy number changes, and larger chromosomal gains and
deletions). Since their first use in the mid-1990s, the different
microarray platforms have been modified and improved exten-
sively. The fundamental underlying advantage of the technique
is that a simultaneous, highly parallelized measurement of thou-
sands of different targets is possible; in some cases allowing for
analysis of all known protein-coding transcripts.

A detailed description of the technology is provided in the
section on Microarray-based transcriptional profiling.

In situ hybridizations

In situ hybridizations are based on labeled probes that base pair
and identify target transcripts in fixed samples. This technology
is the only approach to provide a snapshot of transcripts and
their cellular localization. The probe is labeled either using a
radioactive isotope, a fluorophore, or an antigen. After wash, the
probes that hybridized to their target transcripts can be detected
using autoradiography, fluorescence microscopy, or immuno-
histochemistry, respectively. Use of fluorescence or antigens
allows for use of probes for multiple transcripts simultaneously,
which allows identification of genes with overlapping expres-
sion patterns.

The in situ hybridization technique is used in several large-
scale efforts to provide a comprehensive picture of the gene ex-
pression pattern in for example mouse embryos and brain (17).

Microarray-Based Transcriptional
Profiling

A typical transcript analysis starts with isolation of total RNA,
followed by cDNA synthesis and labeling. Next, the purified and
labeled cDNA is applied onto a microarray that contains thou-
sands of immobilized probes, hybridized, washed and scanned,
and the signal for every probe estimated and analyzed (Fig. 2).

The aim of a typical microarray-based transcriptional pro-
filing experiment is to identify target genes for down-stream
validation experiments, for example to identify genes that are
expressed differentially after treatment with a certain compound.
Likewise, the array technology can be used to verify a hypothe-
sis, for example to verify that a compound does induce a certain
expected effect. Furthermore, microarrays are used widely in
various classification studies in which an initial set of sam-
ples with known “labels” (e.g., type of leukaemia) are profiled,
followed by a profiling of a different set of samples with un-
known labels (e.g., patient biopsies) and assigning these into the
previously identified classes based on their expression profile.
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Figure 2 A schematic overview of the microarray technology. The figure exemplifies the two-channel technology.

Typical workflow of a microarray
experiment

This section describes the use of the microarray technology for
transcriptional profiling. The section includes a summary of the
experimental procedures (section on Experimental design), the
most widely used array platforms (section on Platforms for Gene
Expression Analysis), and briefly summarizes the data analysis
steps, the software that can be used, and the public microarray
data repositories (sections on Analysis of microarray data and
Data sharing).

Experimental design

Microarray experiments should be designed to be maximally in-
formative given a certain amount of resources, and they need to
answer the primary questions of the experiment. Extensive re-
views on experimental design are available elsewhere (18–20).
The consequence of a nonoptimal design ranges from loss of
statistical power and an increased number of false negatives to
inability to answer the primary scientific question of the exper-
iment. The number of available arrays is often determined by
financial resources; therefore, one of the most important ques-
tions is to determine how to allocate the different samples to a
given set of arrays (hybridization scheme) and what to replicate
(e.g., biologic samples or hybridizations). In addition, selection
of the array platform and the target preparation approach must
be considered.

For Affymetrix (Santa Clara, CA) (see below) and for
other single-channel experiments, the hybridization scheme is
straightforward, but for two-channel platforms, the allocation of
samples to arrays is important to prioritize the primary scientific
question of the study. Furthermore, balanced designs should be
used so that treatments are not confounded with technical issues
such as dye assignments, batch of slides, or day of hybridiza-
tion. Replication is carried out to control the three levels of
variation in an experiment: biologic variation (e.g., differences

between animals), technical variation (e.g., differences caused
by the RNA amplification), and measurement error (e.g., un-
even hybridizations). Statistical testing can be carried out on
any of these levels, but interpretations of the results differ; is
the purpose to analyze the difference between two mice (infer-
ence at the level of technical replicates), or is the purpose to
generalize the results and to draw conclusions at the level of a
population (inference at the level of biologic replicates)? It can
be safely assumed that the purpose of most, if not all, experi-
ments is to analyze differences at the population level; hence,
biologic replication is essential.

Sample preparation

Direct analysis of complex samples such as unfractionated tissue
is often of little value because of cellular heterogeneity. Con-
sider bulk brain for example, which is a mixture of hundreds
of different cell types. Unless a specific cell type is selected
prior to mRNA extraction, the obtained gene expression profile
will be a weighted average of the total gene expression of all
different cell types. To enrich for a certain cell type or to obtain
homogeneous samples several different approaches have been
used. First, experiments can be designed to include sampling
shortly after perturbation, which allows for monitoring of early
events before secondary changes accumulate. Second, synchro-
nized cell cultures can be used, which allows for analysis of
cell cycle phase-specific gene expression patterns (21). Third,
fluorescence-activated cell sorting that uses one or multiple
fluorophore-conjugated antibodies to identify cells that express a
combination of different cell-surface molecules provide a rapid
and sensitive cell fractionation assay. Finally, laser-capture mi-
crodissection based on a microscopic evaluation of the sample
and use of a computer-controlled laser to excise and to isolate
specific cells into a collection vessel can be used.
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Target preparation

Depending on the array platform, a labeled sample that origi-
nates from 1–20 µg of total RNA is required for each hybridiza-
tion. This corresponds to 0.1–2 million cells (assuming 10 pg
of total RNA per cell), which is obtainable in cell culturing
studies. However, use of various sample preparation methods
(see previous section) compromises the yield; hence, a target
amplification method is often required. Linear T7-based in vitro
transcription (IVT) (22, 23) typically yields 300- to 1000-fold
amplification, and a higher amplification can be obtained by
performing up to three consecutive rounds of amplification. A
double-stranded DNA template that contains a T7 RNA poly-
merase binding site in the 5′ end is synthesized using the mRNA
as template, and subsequently transcribed in a 3–12 hour isother-
mal IVT reaction during which the amplified accumulates RNA
linearly. It should be noted that all samples used on Affymetrix
arrays are subjected to IVT amplification. PCR-based exponen-
tial amplification methods are diverse and typically are based
on ligation of linker sequences to both ends of double-stranded
cDNA, followed by a limited number of PCR cycles to yield
double-stranded DNA. Generally, these methods are assumed to
introduce bias to the data because of transcript-length dependent
or base composition differences in amplification efficiencies.
To circumvent this problem, approaches have been developed
that restrict the length of the template and make it more uni-
form (24, 25). The advantage of PCR-based methods over linear
IVT methods is that a much faster and a higher amplification
is achievable (26). Comprehensive literature reviews of target
amplification approaches are available (27, 28).

Labeling using fluorophores is typically carried out in a pre-
hybridization fashion for the spotted array platforms, and in
a posthybridization manner for the Affymetrix platform. For
Affymetrix arrays, biotin-modified nucleotides are incorporated
into the aRNA during the IVT step, and the dye coupling is
carried out after hybridization using phycoerythrin-streptavidin
and biotinylated antistreptavidin-antibody conjugates. For spot-
ted arrays, target labeling and incorporation of the fluorophore
can be carried out either directly (the fluorophore is attached
to the nitrogenous base of one of the nucleotides) or indirectly
(the fluorophore is attached to modified nucleotides after cDNA
synthesis using a chemical coupling). Direct labeling is often
affected by incorporation difficulties and differences in efficien-
cies between the dyes. Indirect labeling avoids these problems
by using only one type of modified nucleotide in the cDNA
synthesis. Alternatively, an emerging approach, based on la-
beled platinum conjugates, can be used to label the RNA or
DNA chemically (29). The possibility to omit all enzymatic
steps makes this approach interesting and promising.

Hybridization

In the hybridzation of the labeled target to the immobilized
probe and subsequent washing, two opposing forces need to
be balanced—too stringent conditions develop low signals,
whereas too unspecific hybridizations yield compressed ratios
with little differential expression. An extensive analysis of
the conditions is beyond the scope of this review, but the
main parameters that must be considered are probe length,

hybridizations buffer composition, hybridization temperature,
duration of hybridization, mixing, and wash stringency.

Scanning and image analysis

Typically, spotted microarrays are scanned at 5- or 10-µm res-
olution one channel at time, which generates two 25–100 Mb
16-bit images. To facilitate the image analysis and visualiza-
tion, the two images are overlaid to generate one 24-bit RGB
pseudo-color image with the red, green, and yellow spots asso-
ciated commonly with microarray data. Affymetrix arrays are
scanned using only one wavelength. After scanning, and irre-
spective of array platform, the purpose of the image analysis
step is to separate foreground and background pixels, to derive
an estimate of the gene expression level for each feature, and to
calculate various intensity and quality-control parameters (30).
The background intensity is considered to represent the contri-
bution of nonspecific hybridization to the slide surface and to
the immobilized DNA. Various correction approaches have been
described to account for this binding, but it should be noted that
the subtraction issue is controversial, and the effect may vary
depending on the dataset being analyzed (31).

Platforms for gene expression analysis

Multiple platforms are available for high-throughput, microarray-
based, genome-wide transcriptional profiling. They mainly dif-
fer in the type of probe attached to the surface, the number
of target samples that can be hybridized on each array, and
the principal expression measurement (ratio for two-channel
arrays and absolute level estimate for single-channel experi-
ments). In addition, the target labeling and hybridization, image
analysis, and initial low-level data analysis aspects often differ.
At the high-level data analysis stage (where biologic inference
is sought), the data analyzes for the different array platforms
converge, and the approaches and the interpretation of results
generated are similar.

Several different microarray platforms have been compared
in the Microarray quality control project using commercial RNA
samples. This comprehensive study of reproducibility and vari-
ability, both within and between different microarray platforms,
stated clearly that the data obtained using the microarray plat-
form is generally of high quality. The study also included a
large-scale analysis of the expression levels by quantitative
RT-PCR, and these results allowed first time the microarray
technology to be benchmarked against the current “golden stan-
dard” technique (32).

The next section describes briefly the platforms that are
used most widely for transcript profiling, starting with the
two-channel platforms.

Spotted cDNA arrays

The relatively low cost of cDNA array production and the access
to thousands of EST clones in the freezers in many laborato-
ries and the commercial distribution of EST clone collections
propelled the early development and popularity of the cDNA
arrays in the late 1990s (15). The arrays are generated through
PCR-amplification of cloned 200–4000 bp insert sequences us-
ing vector-specific primers. The double-stranded amplicons are
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then purified (ethanol precipitation or filter plates), printed, and
immobilized on coated glass slides. To avoid plate-handling er-
rors, rigorous quality control steps, which include complete,
partial, or random resequencing, and agarose gel electrophore-
sis analysis of the purified clones is advantageous, but it is labor
intensive and costly.

The general advantages of the spotted cDNA arrays include
the following: 1) the low cost of arrays that allow for design
of experiments with extensive replication, 2) the possibility
to use two-color detection and thereby reducing the number
of arrays, 3) large-scale clone collections are widely available
from multiple sources, 4) they are compatible with most target
amplification protocols, and 5) they include established labo-
ratory protocols. The drawbacks (many of which are shared
with oligonucleotide and Affymetrix arrays, see below) include:
1) unspecific target-probe interaction because of long probes,
2) false negatives caused by drop-outs during probe preparation
or array printing, 3) batch-to-batch variability in array produc-
tion, 4) incomplete transcriptome coverage, 5) uncertainty over
which region or isoform of a transcript is targeted with a given
probe (the complete probe sequence is rarely known), 6) diffi-
culties in maintaining high-quality probe collections (avoidance
of evaporation, well-to-well contamination, plate rotation, etc.),
and 7) confounded measurement of sense and antisense tran-
scripts.

Spotted long-oligonucleotide arrays
Spotted arrays with (50–90 nt) oligonucleotides have been avail-
able for several years, and they offer a higher specificity than
is achievable using the cDNA arrays. Using publicly available
genome sequences, oligonucleotides are designed in silico for
each gene in a genome. The melting temperatures are also taken
into account to achieve uniform hybridization conditions. Typi-
cally, the oligonucleotides are bought presynthesized and are
dissolved in appropriate printing buffer and printed. Use of
presynthesized oligonucleotides offers several advantages. First,
probes can be generated for any organism given that its genome
sequence and gene predictions are available. Second, the probes
are targeted to specific regions of genes, which allows for some
differentiation of splice variants. Third, clone handling is re-
duced, minimising the risk for plate or clone handling errors.
Fourth, replacement plates are easy to obtain. Last, the probes
are designed to have the same sense as the mRNA; hence, they
are complementary to the labeled cDNA generated from the
mRNA, and a confounded measurement between sense and an-
tisense strands is avoided. In addition to many of the drawbacks
listed for cDNA arrays (see points 2, 3, 4 and 6 in cDNA ar-
ray section), the initial purchase investment for oligonucleotide
collections is substantial.

Affymetrix genechip arrays
Affymetrix arrays are one of the most widely used platforms
for transcriptional profiling. The probes are designed in silico
and are synthesized directly on the array using photolithography
(33, 34). Each gene (transcript) is interrogated by a “probe set,”
which constitutes 11–20 different 25-mer perfect match (PM)
probes and their corresponding mismatch (MM) probes. The
MM probes differ from their PM probes by one mismatched

base in the central position that functions to destabilize the
probe-to-target complementarity. Depending on the data pro-
cessing approach, the intensities from the MM probes can be
used to correct the signal from the PM probes, but other ap-
proaches are available (35).

Several advantages exist with Affymetrix arrays. First, ar-
rays and operating procedures are standardized, which allows
for direct comparison of data between projects and labora-
tories. Second, the direct synthesis of the probes on the ar-
ray avoids problems with plate handling and ensures that the
batch-to-batch variability is minimized. Three, small feature
sizes yield dense arrays, which allows for genome-wide tran-
scriptional profiling with multiple probes per gene. Fourth,
probes are single-stranded, and nonconfounded measurements
between overlapping transcripts are obtained. The drawbacks
include the inflexibility in probe content caused by the initially
high production costs, and sample preparation always includes
linear amplification (i.e., extra enzymatic steps that may intro-
duce bias into the results).

Recently, Affymetrix also launched their exon arrays (i.e.,
arrays that use multiple probes to target essentially every exon
of each transcript variant). This platform is the most detailed
for analysis of gene expression levels, and it allows for iden-
tification of alternative splicing in addition to the standard
genome-wide transcriptional analysis.

Affymetrix provides arrays that not only analyze expression
levels of genes, but also interrogate the entire genome for tran-
scriptional activity. These arrays are termed “tiling arrays,” and
they contain probes that are more or less evenly spaced (approx-
imately 35 bp) along the genome. The arrays have been used in
several studies to identify extensive transcriptional activity from
regions that were not considered to encode for genes. Typically,
these arrays are used to provide a genome-wide transcriptional
mapping or are used in chromatin immunoprecipitation studies.

Illumina′s beadarray platform

The BeadArray technology (Illumina, San Diego, CA, USA)
allows for genome-wide transcript profiling using a bead-based,
high-density microarray platform. The 3-µm beads are coated
with hundreds of thousands of copies of a specific capture probe,
and these beads are assembled into an array of beads on either
a fiber-optic bundle substrate or planar silica slides with etched
microwells. For transcript profiling arrays, the oligonucleotides
are 50 nt long. Multiple beads per target transcript are used to
generate a large redundancy in the data, which increases the
precision of the final measurement. In addition, quality control
steps in the oligonucleotide synthesis and bead attachment
process ensures that the frequency of dropouts is kept low (36).
In addition to transcript profiling, the BeadArray platform can
also be used to analyze DNA, for example, in a comparative
genomic hybridization experiment.

NimbleGen gene expression platform

NimbleGen arrays (NimbleGen Systems, Inc., Madison, WI)
are similar to the Affymetrix arrays in that they have been
produced using a light-directed probe synthesis approach, but
they use computer-controlled micromirrors instead of masks to
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de-protect selected surfaces of the array during the probe exten-
sion. The use of the Maskless Array Synthesizer (NimbleGen
Systems, Inc.) technology allows for synthesis of longer probes,
which yields arrays typically with up to 70 nt long probes;
hence, the platform is in this respect similar to the long oligonu-
cleotide array platforms. Redundancy and reliability of the data
is increased by using 6 to 20 independent probes to interrogate
each gene. Another advantage of the synthesis approach is the
flexibility to change the probe content of the array frequently
in parallel with new genomic information that is published, and
that arrays can be generated rapidly for newly sequenced organ-
isms. In addition to gene expression analysis, the NimbleGen
arrays can also be used to analyze genomes for example in
comparative genomic hybridizations.

Analysis of microarray data

The generation of the raw data is followed by an extensive
analysis of the data. A detailed description of this analysis is
beyond the scope of this review, but it is available in a re-
cent review (37). Briefly, in most cases the analysis is divided
into two sections: pre-processing of the data (low-level data
processing) and subsequent data mining (high-level data pro-
cessing). The purpose of the pre-processing is to identify and
to correct for systematic and nonsystematic technical artefacts
and other nonbiologic bias in the data. Steps that are typically
included are correction of the hybridization background levels,
exclusion of nonreliable data (e.g., dust particles on hybridiza-
tion surface), log2-transformation of the data, and normalization
to account for technical intra- and inter-slide differences. The
high-level data mining include steps in which biologic infer-
ence are sought; for example, identification of differentially
expressed genes using a moderated t-test (38, 39), identification
of enriched (overrepresented) biologic themes from the Gene
Ontology database (40), clustering analyzes to identify coregu-
lated genes and patterns in the data, and various other dimension
reduction and classification tools (41, 42).

A typical microarray experiment generates large quantities
of data, and to analyze these data efficiently, both commercial
and open-source software solutions have been developed. The
open-source software have gained extensively in popularity,
mainly because the availability of R packages that provide
tools for analysis steps described in publications, a large user
community that improves existing functions, the possibility to
modify and to automate analysis steps, and the fact that the
software is available at no cost. R is a programming language
and an environment for statistical computing and graphics (43),
and its functionality can be extended by packages such as the
Bioconductor project (44), which provides a comprehensive
collection of tools for all steps of microarray data analysis.
TM4 is another open-source software suite that provides an
easy-to-use, java-based graphical interface (45).

Data sharing

To facilitate comparisons between experiments and especially
meta-analyzes, two raw data storage and exchange reposito-
ries are available: ArrayExpress, which is run by European

Bioinformatics Institute (Cambridge, UK) (46), and Gene Ex-
pression Omnibus (GEO), which is run by the National Center
for Biotechnology Information (Bethesda, MD) (47). Both ac-
cept submissions that fulfill the Minimum Information About
a Microarray Experiment (MIAME) standards (48). The pur-
pose of the MIAME standards is to ensure that all essential
information regarding the experiment underlying a publication
is available, and that the interpretation of the results can be
carried out properly. An increasing number of journals are also
requiring the data to be available publicly in the repositories to
publish the results. Hence, it is not surprising that these reposi-
tories are widely used; ArrayExpress contains more than 2,500
experiments and over 80,000 hybridizations, whereas GEO has
passed 6,000 experiments and 160,000 hybridizations (August
2007).

Practical Aspects and Future Trends

Since the early years of microarray technology, the field has
matured rapidly and the technology development has resulted
in numerous different platforms for genome-wide transcript pro-
filing. With the availability of the genome sequence and gene
predictions of an organism, probes can be designed easily, and
arrays can be generated. In parallel with the development of the
experimental platforms, tools and the statistical framework for
the analysis have been developed strongly. Today, multiple ex-
cellent tools are available as both commercial and open-source
software packages. The shear magnitude of the data has also
required development of data management systems that can ef-
ficiently store, back-up, and process large data sets in an efficient
way. Altogether, during the last 15 years, the array technology
has been shown multiple times to yield an accurate description
of the transcriptional status of a large number of genes in a cell,
but it has to be remembered that our understanding of the tran-
scription process, the transcriptome and the central dogma itself
is rapidly changing and that the transcript profiling technologies
irrespective of platform need to adjust to this changing picture
where new details are emerging continuously.

The new information gained on transcription of nonprotein-
coding transcripts has changed the view of transcription in many
ways during the recent years, and it has changed the require-
ments for transcript profiling. Future technology development
will have to deal with improved separation of transcript iso-
forms, for example, to separate coding and noncoding (e.g.,
partial) versions of a transcript, and transcript strand assignment
(i.e., sense or antisense transcription). In addition, the identifi-
cation of transcription start site may be useful to understand
in more detail how transcription is regulated. Furthermore, the
sensitivity of the methods needs to be improved to measure
transcripts of low abundance accurately.

The recently published genome of an individual human (49),
together with development of the next generation of sequenc-
ing technologies, prepares ground for an exciting alternative to
microarray-based transcription profiling. These new technolo-
gies have a capacity that is unmatched by the older sequencing
approaches, and with extended read lengths additional infor-
mation of the transcripts can be obtained, such as detailed
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transcript isoform information. In combination with the infor-
mation obtained on individual genomes, exciting possibilities to
combine gene copy number variation and gene expression lev-
els may emerge in the near future. Hence, the sequencing-based
methods for transcript profiling not only will challenge the
microarray-based transcript profiling methods, but also will
complement them with additional detailed information of the
transcripts and the genome from which they originate.
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The genome of an organism is deciphered by transcriptional processes to
generate RNA and protein molecules that determine cellular fate and
perform all cellular functions. The transcriptional machinery itself displays
limited specificity and is involved in transcribing all genes in the genome.
The exquisite specificity with which gene networks are expressed is
mediated by regulatory proteins called transcription factors. Transcription
factors bind to gene-specific regulatory sites in the genome and help
assemble the complex multi-subunit machinery that transcribes the target
gene(s). Spatio-temporal regulation of gene expression permits selective
expression of a subset of genes within the genome and thus governs the
diversity of cell types and cellular function in response to physiologic
signals. The central role of transcription factors in regulation of specific
genes and networks is underscored by the fact that their malfunction is
linked to the onset of a wide array of diseases, including developmental
disorders, cancer, and diabetes. Thus, a major goal at the interface of
chemistry, biology, and molecular medicine is the ability to generate
synthetic molecules that function as transcription factors. The key
requirement in the creation of these artificial transcription factors is the
ability to define the properties of natural transcription factors fully. Here we
discuss the common properties of transcription factors, summarize the
alluring value of targeting gene expression with small molecules, and
summarize the current advances toward regulating the expression of
desired genes and gene networks with artificial transcription factors.

Introduction

Multicellular organisms consist of a diverse array of cell types,
yet this diversity belies the fact that they all contain an identi-
cal genomic complement. Specific gene regulatory programs are
set into motion during cellular differentiation to confer a unique
cellular identity (1, 2). Selective gene expression is directed by
gene-specific transcription factors (TFs) that decipher various
signals to regulate the expression of relevant target genes and
gene regulatory networks. TFs target unique sites in the genome
and nucleate the assembly of the transcriptional machinery
(Fig. 1) (1). TFs achieve this action by interacting with sev-
eral protein complexes, including nucleosome-remodeling and
-modifying enzymes, the proteasome, coactivators, corepres-
sors, general transcription factors (GTFs), and RNA polymerase
II (3–14). Generally, the process of gene transcription by RNA
polymerase II can be described by three stages: 1) initiation ,
which involves the assembly of the transcriptional machinery
at the gene promoters, 2) elongation of the nascent transcript,

and finally, (3) termination, with release of the full-length tran-
script that is processed to yield mature mRNA (15, 16). Initially,
TFs were thought to act only at the first stage of transcription,
but recently they have been implicated in other steps of this
intricately choreographed process (1) (Fig. 1a). In addition to
TFs that control common cellular functions, different cell types
have a unique cell type-specific complement of TFs that regu-
lates the expression of genes and transcriptional networks that
are unique to a given cell type.

Most TFs are composed minimally of two key functional
protein domains: the regulatory domain (RD), which is used to
activate or repress transcription, and the DNA binding domain
(DBD), which targets the TFs to specific sites within the genome
(1). Different TFs may contain additional domains that confer
unique properties. For example, in the case of ligand-sensitive
TFs, such as the nuclear receptor family, TFs also contain a
ligand binding domain (LBD), which allows the TF to alter
its functional state based on the presence or absence of small
molecule signals (17–20) (Fig. 1b). The individual protein do-
mains often are functionally self contained, and these functional
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Figure 1 Function of transcription factors. (a) TF binding. Highly compact chromatin, which correlates with hypoacetylation and reduced transcription,
limits TF binding. To overcome this inhibition many TFs recruit chromatin-remodeling and -modifying enzymes to promoters. TFs typically recruit the
transcriptional machinery to a promoter through protein–protein interactions with the mediator complex. (b) TF transport. Many nuclear receptors are
kept in the cytoplasm until they bind their ligand. Ligand binding induces transport into the nucleus. (c) TF modification. Posttranslational modification of
TFs before, during, or after transcription initiation frequently regulates TF activity or even DNA binding.

modules have been shown to be interchangeable between TFs
(1). This realization led to the development of the widely used
two-hybrid assay where DBD and RD are noncovalently assem-
bled by the dimerization of attached proteins or small molecule
ligands (21–25). In an additional application of modular design,
ligand binding domains of nuclear receptors have been used to
confer small molecule control on other transcription factors (19,
26, 27). More recently, engineered DBDs have been assembled
in a modular fashion with RD and LBD to generate a class
of artificial transcription factors (ATFs) (28–30). Modular as-
sembly that uses synthetic counterparts of DBDs and RDs have
also yielded synthetic ATFs that are not limited to peptidic RD
and DBD, which allows the use of a wide variety of synthetic
compounds as functional modules (29, 31–34). The assembly
of ATFs with synthetic modules that harness the cooperative
DNA binding properties of eukaryotic TFs has led to a class of
molecules that function as protein–DNA dimerizers (34–36).

A significant amount of research has been dedicated to iden-
tifying the numerous factors involved in specific gene tran-
scription. However, a greater focus has been on identifying the
gene targets of TFs. Understanding the patterns of gene expres-
sion that are produced by TFs, individually and subsequently in
complex combinatorial assemblages, will provide an increased
understanding of how the genome is deciphered to give rise to a
functional organism (37, 38). Nearly 6% of the human genome

is thought to encode TFs (39, 40). Only a handful of these
∼2000 TFs have been characterized to the point that we can
comprehensively define their gene targets (41–48). As careful
analysis of TFs from other organisms is performed, it is be-
coming increasingly clear that complex transcriptional circuits
regulate a network of genes, which leads to the final cellu-
lar response to a given stimulus (49–51). The gene regulatory
networks also have led to the realization that key nodes may
regulate a defined cascade of gene transcription (2, 52–55). To
aid in understanding this major problem of the postgenomic era,
it will be essential to have an arsenal of engineered modulators
of transcription, including ATFs, to help elucidate these mech-
anisms fully (29, 33, 34). These factors also will be useful for
targeting transcription to alter the gene expression profiles of in-
dividual cells or even entire organisms to suit a required need.
A striking example of this use has been seen in the emerging
field of synthetic biology that unites several scientific disci-
plines toward the goal of manipulating genetic networks (56)
and generating molecular precursors for industrial use (57). The
ability to use ATFs to modulate transcription selectively, without
the need for direct manipulation of endogenous factors, holds
promise to expand their application into several emerging tech-
nologies such as metabolic engineering (58).
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These finely tuned transcriptional networks can go awry with
devastating consequence (59). Although cells possess active sys-
tems to prevent and repair transcriptional errors, the disruption
of transcription through mutations in TFs has been implicated
in a wide variety of diseases (Table and references therein). As
such, this situation makes transcriptional regulators a logical
target for drug therapies. The vast majority of TF protein assem-
blies are driven by cooperative interactions that involve several
protein–protein interfaces, yet enzymes involved in transcription
are a more common target for drug design. Because of the inher-
ent difficulty in disrupting such interfaces, TF protein–protein
interactions often are an underexplored target (1, 60).

Below we discuss examples where chemical approaches
have been used to alter transcriptional function by using small
molecule inhibitors or activators. We also address strategies to
overcome the limitation of targeting protein–protein interfaces.
It is clear that the ability to manipulate transcription will be a
powerful tool not only to elucidate gene networks or to generate
industrial metabolites but also to treat a wide array of diseases.
A glimpse into the incredible potential of targeting TFs with
small molecules is provided by the success achieved through
regulating nuclear receptors and histone deacetylases. Below we
touch on the insights gleaned from studying the nuclear receptor
class of TFs and on the impact of targeting histone-modifying
enzymes. We then discuss exciting new developments in the
creation of ATFs and the importance of additionally targeting
transcriptional processes for chemical intervention.

Ligand-Dependent Transcription
Factors: Nuclear Receptors

Nuclear hormone receptors are ligand-inducible TFs that mod-
ulate transcriptional rates in response to their cognate ligands
(18). Based on homology, the receptors contain a variable amino
terminal region that harbors a ligand-independent activation ac-
tivity, a highly conserved zinc finger DNA binding domain, and
a carboxy-terminal ligand-dependent activation domain (LBD)
(Fig. 2a) (61, 62) (19). Ligands for nuclear receptors include a
diverse array of lipophilic compounds such as steroid hormones,
fatty acids, eicosenoids, bile acids, and oxysterols (18). How-
ever, some receptors identified by sequence homology have no
known ligands and therefore are referred to as orphan receptors;
a subset of these receptors may have no natural ligand. When
ligand binding occurs, the LBD undergoes a conformational
change in which the carboxy-terminal helix 12 is positioned
to form a hydrophobic groove that is necessary for coactiva-
tor binding (Fig. 2b) (63). Whereas some receptors are bound
to heat shock proteins in the absence of a ligand, the structure
of helix 12 in other unliganded and antagonist bound receptors
favors the binding of corepressors (proteins that maintain the
surrounding chromatin in a transcriptionally inactive state) to
a region of the receptor that overlaps the coactivator binding
site. The change in helix 12 position and the resulting switch
from corepressor to coactivator interaction when agonist binding
occurs translates into a transcriptional response (17).

Synthetic ligands to modulate nuclear
receptor activity

The biologic systems that are modulated by nuclear receptors
include many metabolic responses, which makes them attrac-
tive targets for drug discovery. In fact, currently marketed
drugs exist for many receptors including the vitamin D re-
ceptor (VDR), glucocorticoid receptor (GR), estrogen receptor
(ER), and peroxisome proliferator activated receptors (PPARs)
(64–67). Transcriptional activation by nuclear receptors is ac-
complished through ligand binding to the receptor; therefore,
the most common mode of repressing the activity of this TF
class is through the use of antagonist ligands that function by
binding to the ligand pocket of the receptor and retaining the
inactive, corepressor-bound state (17). Some of these ligands
can act as agonists or antagonists depending on the target tis-
sue (68). One of the most well-studied examples of non-natural
ligands used in the clinical setting is the selective estrogen
receptor modulators (SERMs) in the treatment of breast can-
cer (69). Two examples of SERMs, Tamoxifen and Raloxifene,
bind to and act as antagonists of the estrogen receptor in breast
tissue (Fig. 2c). Both drugs also have been shown to protect
against osteoporosis. However, Tamoxifen treatment has shown
an increased risk of uterine cancer because it acts as an ago-
nist in the uterus, whereas Raloxifene does not (68, 70). The
tissue-selective function of SERMs seems to be determined by
the coregulatory proteins that are expressed in the target tis-
sues. SERMs induce a conformational change in the receptor
such that it selectively interacts with a subset of coregulators
and correspondingly activates or represses the transcription of
the target genes (70).

Similarly, synthetic thyromimetics such as CGS 23425 that
target the thyroid hormone receptor beta are designed to lower
plasma concentrations of cholesterol in patients with hypothy-
roidism without incurring the negative cardiac side effects that
administering the natural hormone would induce (Fig. 2c) (71).
Recently, a new thyromimetic compound, CO23, has been de-
signed specifically to target the TRα isoform in vitro and in
vivo and could be used to study the effects of the thyroid hor-
mone receptor mediated transcription in the heart (72). SERMs
and thyromimetics are only a small selection of the plethora of
synthetic agonist and antagonist ligands that exist for nuclear
receptors. Many of these synthetic ligands can target specific
isotypes/isoforms of their target receptors and target these re-
ceptors in a tissue-specific manner. This class of small molecule
regulators of transcription contains the largest and most diverse
compilation of molecules that regulate transcription and has
yielded numerous therapeutic agents.

As an alternative to using synthetic analogs for disease
treatment, the natural ligand for the retinoic acid receptor,
all-trans-retinoic acid (ATRA), is used effectively in the treat-
ment of acute promyelocytic leukemia (APL) (73). Chromo-
somal translocations in APL patients are responsible for the
cellular transformation in this disease. The transformation re-
sults in a fusion of the retinoic acid receptor alpha (RARα) with
another protein (73). Treatment of APL patients with pharmaco-
logic doses of ATRA induces complete remission by restoring
normal granulocytic differentiation (74, 75).
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Table 1 Transcription factors in disease

Transcription
factor Event Disease Refs

Gata4 G296S, E359del Congenital Heart
Defects

Nature, 2003. 424(6947): p. 443-7.

MEF2a aa 440 –446 del Coronary Artery disease Science, 2003. 302(5650): p. 1578-81.
CRX Mutation R90W Leber congenital

amaurosis
Hum Mol Genet, 1999. 8(2): p. 299-305.

MAF Mutation R288P Cataract Hum Mol Genet, 2002. 11(1): p. 33-42.
PRAKG2 R531G Wolff-Parkinson-White Circulation, 2001. 104(25): p. 3030-3.
FKHL7 11bp deletion from

chromosome fusion
Glaucoma Trends Endocrinol Metab, 2005. 16(4):

p. 176-82.
EGR2 Missense mutation Congenital

hypomyelinating
neuropathy

Nat Genet, 1998. 18(4): p. 382-4.

NR4A2 291Tdel and 245T→G Familial Parkinson
disease

Nat Genet, 2003. 33(1): p. 85-9.

TRβ Mutations resulting in
reduced or no
T3-binding affinity and
transcriptional capacity

Thyroid hormone
resistance syndrome

Trends Endocrinol Metab, 2005. 16(4):
p. 176-82.

Mineralcorticoid
receptor

inactivating mutations PHA1 Trends Endocrinol Metab, 2004. 15(6):
p. 264-70.

GR Mutations causing
abnormal interactions
with the ligand, target
DNA sequences, or
aberrant
nucleocytoplasmic
trafficking

Glucocorticoid
resistance

Mol Med, 2004. 10(7-12): p. 80-8.

AR Mutations Prostate cancer Endocr Rev, 2004. 25(2): p. 276-308; Cancer
Res, 2000. 60(4): p. 944-9; N Engl J Med,
1995. 332(21): p. 1393-8.

E2F Loss of function mutation Retinoblastoma,
osteosarcomas,
breast cancer

Nature, 1986. 323(6089): p. 643-6; Genes
Dev, 2000. 14(19): p. 2393-409;
Oncogene, 1993. 8(2): p. 279-88; Hum
Mol Genet, 2001. 10(7): p. 699-703.

ERα Increased expression Breast cancer Endocrine-Related Cancer, 1998. 5:
p. 271-282; Endocr Relat Cancer, 2003.
10(2): p. 193-202.

HIF-1α Stabilized in hypoxic
conditions of solid
tumors

Breast, cervical, colon,
prostate, clear cell
renal carcinoma

MolCancer Res, 2006. 4(9): p. 601-5; Cancer
Res, 2000. 60(17): p. 4693-6; J Biol
Chem, 2002. 277(33): p. 29936-44;Curr
Pharm Des, 2005. 11(22): p. 2873-87;
Cancer Res, 2001.61(13): p. 5215-22;
Cancer Res, 1999. 59(22): p. 5830-5.

c-Jun Increased phophorylation
status due to ocogenic
Ras signaling

Chronic myelogenous
leukemia, small cell
lung cancer

Mol Cell Biol,1996. 16(8): p. 4504-11;
Oncogene, 2001. 20(19): p.2365-77;
Cancer Res, 2000. 60(2): p. 400-8; Proc
Natl Acad Sci U S A, 1995. 92(25):
p. 11746-50.
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Table 1 (Continued )

Transcription
factor Event Disease Refs

c-MYC Overexpression Burkitt’s lymphoma,
pediatric acute
lymphoblatic
leukemia,
medulloblastoma,
breast cancer

Endocrine-Related Cancer, 1998. 5:
p. 271-282; Proc Natl Acad Sci U S A,
1982. 79(24): p. 7824-7; Leukemia, 2006.
20(9): p. 1572-81; Endocr Relat Cancer,
2000. 7(3): p. 143-64; Mol Cell Biol,
2006. 26(5): p. 1666-78.

NFKB Constitutively active due
to decrease level of
IK Bα

Pediatric acute
lymphoblastic
leukemia, renal cell
carcinoma,
retinoblastoma,
melanoma

Cancer Res, 1997. 57(14): p. 3032-9; Am J
Pathol, 2002. 161(6): p. 2229-40;
Oncogene, 2001. 20(29): p. 3888-96;
Leukemia, 2000. 14(3): p. 399-402.

p53 Mutationsin p53 or
overexpression of
MDM2

Colon, breast,
leukemias,
lymphomas, lung,
esophageal,
sarcomas,
Li-Fraumeni
syndrome

Oncogene, 1993. 8(2): p. 279-88;
Endocrine-Related Cancer, 1998. 5:
p. 271-282; Science, 1991. 253(5015):
p. 49-53; Science, 1989. 244(4901):
p. 217-21; Science, 1989. 246(4929):
p. 491-4; Proc Natl Acad Sci U S A,
1990. 87(15): p. 5863-7; Nucleic Acids
Res, 1998. 26(15): p. 3453-9; Blood,
1994. 84(9): p. 3158-65.

RARα Chromosomal
translocation of RARα

gene to either PML,
PLZF, NPM, NuMA,
or STAT5B

Acute promyelocytic
leukemia

Oncogene, 2001. 20(24): p. 3116-27; Blood,
1999. 93(10): p. 3167-215; Mol Cell,
2000. 6(5): p. 1131-41.

REST Overexpression Medulloblastoma Mol Cancer Ther, 2005. 4(3): p. 343-9.
STAT3 Constututively activated Head and neck, multiple

myeloma,
leukemias/lymphomas,
breast cancer

Immunity, 1999. 10(1): p. 105-15; Oncogene,
2000. 19(21): p. 2474-88; Cell Growth
Differ, 1997. 8(12): p. 1267-76; Leuk
Lymphoma, 1997. 28(1-2): p. 83-8;
Oncogene, 2000. 19(21): p. 2489-95.

TWIST Haploinsufficiency Skull and linb
anomolies,
acrocephaly

J Clin Invest, 2002. 109(4): p. 451-5.

MITF Haploinsufficiency Waardenburg syndrome
type II

J Clin Invest, 2002. 109(4): p. 451-5.

FOXC1 Haploinsufficiency Axenfeld-Rieger
syndrome

J Clin Invest, 2002. 109(4): p. 451-5.

FOXC2 Haploinsufficiency Lymphedema-distichisis
syndrome

J Clin Invest, 2002. 109(4): p. 451-5.

HFN1B Haploinsufficiency Kidney disease and
diabetes

J Clin Invest, 2002. 109(4): p. 451-5.

HFN1A Haploinsufficiency Maturity onset diabetes
of the young

J Clin Invest, 2002. 109(4): p. 451-5.

SOX10 Haploinsufficiency Waardenburg-Shah
syndrome

J Clin Invest, 2002. 109(4): p. 451-5.

SOX9 Haploinsufficiency Campomelic dysplasia J Clin Invest, 2002. 109(4): p. 451-5.
MSX2 Haploinsufficiency Enlarged parietal

foramina
J Clin Invest, 2002. 109(4): p. 451-5.
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Table 1 (Continued )

Transcription
factor Event Disease Refs

PITX1 Haploinsufficiency Rieger syndrome J Clin Invest, 2002. 109(4): p. 451-5.
PITX3 Haploinsufficiency Eye defects J Clin Invest, 2002. 109(4): p. 451-5.
LIM1xb Haploinsufficiency Abnormal skeletal

patterning and renal
dysplasia

J Clin Invest, 2002. 109(4): p. 451-5.

NKX2.1 Haploinsufficiency Choreoathetosis and
pulmonary
dysfunction

J Clin Invest, 2002. 109(4): p. 451-5.

NKX2.5 Haploinsufficiency Atrial sepral defect and
atrioventricular
conduction defects

J Clin Invest, 2002. 109(4): p. 451-5.

SHOX Haploinsufficiency Lero-Weill
dyschondrosteosis

J Clin Invest, 2002. 109(4): p. 451-5.

ZFHX1B Haploinsufficiency Hirschprung disease and
microcephaly,
Mental retardation,
hypertelorism,
submucous cleft
palate, short stature

J Clin Invest, 2002. 109(4): p. 451-5.

IPF1 Haploinsufficiency MODY4 J Clin Invest, 2002. 109(4): p. 451-5.
PAX2 Haploinsufficiency Renal coloboma

syndrome
J Clin Invest, 2002. 109(4): p. 451-5.

PAX8 Haploinsufficiency Thyroid dysgenesis J Clin Invest, 2002. 109(4): p. 451-5.
PAX6 Haploinsufficiency Aniridia type II J Clin Invest, 2002. 109(4): p. 451-5.
PAX3 Haploinsufficiency Waardenburg syndrome

type I
J Clin Invest, 2002. 109(4): p. 451-5.

CREBBP Haploinsufficiency Rubinstein-Taybi
syndrome

J Clin Invest, 2002. 109(4): p. 451-5.

CBAF1 Haploinsufficiency Cleidocranial dysplasia J Clin Invest, 2002. 109(4): p. 451-5.
CBAF2 Haploinsufficiency Familial platelet

disorder with
associated myeloid
malignancy

J Clin Invest, 2002. 109(4): p. 451-5.

TBX1 Haploinsufficiency Velocardial facial
syndrome

J Clin Invest, 2002. 109(4): p. 451-5.

TBX5 Haploinsufficiency Holt-Oram syndrome J Clin Invest, 2002. 109(4): p. 451-5.
TBX3 Haploinsufficiency Ulnar-mammary

syndrome
J Clin Invest, 2002. 109(4): p. 451-5.

WT1 Haploinsufficiency WAGR syndrome J Clin Invest, 2002. 109(4): p. 451-5.
GATA3 Haploinsufficiency Hypoparathyroidism,

sensorineural
deafness, and renal
dysplasia

J Clin Invest, 2002. 109(4): p. 451-5.

SALL1 Haploinsufficiency Townes-Brocks
syndrome

J Clin Invest, 2002. 109(4): p. 451-5.

TRPS1 Haploinsufficiency Trichorhinophalangeal
syndrome types I
and III

J Clin Invest, 2002. 109(4): p. 451-5.
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Figure 2 Nuclear hormone receptor structure and ligands. (a) The functional domains of nuclear hormone receptors. They act as either homodimers or
heterodimers with a ligand binding domain and a DNA binding domain that are separated by a linker sequence. (b) The conformational change in helix 12
when ligand binding occurs (61, 62). All-trans retinoic acid is shown behind helix 12. (c) Examples of synthetic ligands for estrogen receptor (SERMs) and
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Progress in chemically targeting the nuclear receptor class
of TFs continues unabated. The development of assays that
use time-resolved fluorescence energy transfer and fluorescence
polarization techniques has enabled high-throughput screening
(HTS) to detect equilibrium binding, nucleic acid hybridiza-
tion, and enzymatic activity with such targets as kinases, phos-
phatases, proteases, G-protein coupled receptors, and nuclear
receptors (70, 76, 77). These HTS assays also are being used
to screen large libraries of natural or synthetic ligands in search
of both endogenous ligands of orphan receptors and synthetic
ligands for receptors of potential therapeutic use. As SERMs
show unanticipated side effects, new criteria for small molecule
regulators of nuclear receptors are being formulated. An ideal
drug lead would be a ligand that retained the beneficial effects
of the activated receptor in the target tissues without incurring
negative side effects. With information from ERα and TRβ and

the power of HTS assays, synthetic NR ligands can be pursued
to maximize potential therapeutic efficacy.

Small Molecule Regulation of the
TF Environment: HDAC Inhibitors

Another approach to regulating the activity of transcription fac-
tors is to modify the chromatin state and therefore the accessi-
bility of the promoter and TF binding sites (78, 79). Chromatin
states are modulated partially by posttranslational modifications
of the histones in nucleosomes, which have significant effects on
transcription levels (14, 80). These modifications include phos-
phorylation, methylation, acetylation, and ubiquitination (80,
81). An early indication of the importance of these covalent
modifications on transcription emerged from the observation
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that many transcriptional coactivators contain histone acety-
lase activity, whereas corepressors contain deacetylase activity
(Fig. 1b) (82). Several clinically important transcription factors,
such as ERα, recruit chromatin-modifying enzymes that consti-
tute a critical step in the function of the TF (14, 83). In the active
or agonist bound state, ERα interacts with histone acetyl trans-
ferases (HATs), and in the inactive or antagonist bound state the
TF instead recruits histone deacetylases (HDACs) (84).

When a transcriptional repressor recruits a HDAC to a gene
promoter, the HDAC de-acetylates proximal histones, a process
which is thought to enhance chromosomal condensation and
thereby reduce the ability of transcriptional activators to bind
the promoter (14). The observation that chromatin condensation
correlates with histone deacetylation was possible only by using
small molecule HDAC inhibitors (85). The HDAC inhibitor
activity of the short chain fatty acid sodium butyrate was
identified and led to the suggestion that histone acetylation
increases DNA accessibility for TFs and the transcriptional
machinery (85). The hydroxamic acid containing natural product
Trichostatin A (TSA) was a known antifungal agent for 14 years
before it was determined to be a potent inhibitor of HDACs
(86). Like many HDAC inhibitors, TSA acts by using a bulky
hydrophobic group to block the HDAC pocket and a polar
region to interact with the HDAC active site zinc atom (Fig. 3)
(87).

HDAC inhibitors that were purified from natural sources
and/or synthesized chemically have shown exciting biologic
properties such as the induction of cellular differentiation,
growth arrest, and apoptosis in several different cancer cell types
in culture (88). Additionally, currently three classes of synthetic
HDAC inhibitors are undergoing clinical trials (Fig. 3c) (89).
These inhibitors include hydroxamic acid containing molecules
like suberoylanilide hydroxamic acid (SAHA), PXD-101, and
LBH-589 (90–92). The drug MS-275 is from a class of benza-
mide containing HDAC inhibitors that show efficacy in treating
some tumors and lymphoma (93). Both the hydroxamic acid and
benzamide-containing inhibitors are general HDAC inhibitors
thought to affect most of the more than nine different classes
of HDACs. In contrast, a sulfonamide anilide-containing in-
hibitor currently being tested in clinical trials, MGCD-0103, is
thought to be isotype specific, which could reduce negative side
effects (94). In contrast to all of these synthetically prepared
inhibitors, depsipeptide is a natural product purified from Chro-
mobacterium violaceum that functions as an HDAC inhibitor
and is proving to be highly effective in clinical trials (95). The
search for highly specific HDAC inhibitors with extremely low
toxicity and other negative side effects continues.

ERα serves as an example of a TF that is dependent on an
HDAC for its activity (84). The reduction in expression of this
nuclear receptor is a key step in the carcinogenesis of breast can-
cer and correlates with poor prognosis. ERα has been shown to
bind HDAC1 directly in vitro and in vivo, and the overexpres-
sion of HDAC1 in MCF-7 cells leads to a reduction in both ERα

protein levels and ERα transcriptional activity. Overexpression
of HDAC1 also causes increased cell proliferation of MCF-7
cells (96). Thus, it has been suggested that HDAC1 plays a
critical role in breast cancer progression. Consistent with this

hypothesis, HDAC inhibitors including TSA, SAHA, and oth-
ers have been shown to induce a re-expression of ERα and a
corresponding increase in the expression of ER target genes
in breast cancer cells that lack ERα activity. Moreover, cells
treated with HDAC inhibitors have reduced proliferation and,
separately, because of the increase in ERα levels, these cells
have an increased sensitivity to anticancer drugs (97). These
studies have led to clinical trials that use HDAC inhibitors in
the treatment of breast cancer and several other cancers (84).

HDAC inhibitors have revealed the complex relationship
between chromatin and transcription. One limitation of using
HDAC inhibitors as therapeutics is the effects on the deacety-
lation of other nonhistone cellular targets. HDAC inhibitors
are known to have effects beyond chromatin remodeling, in-
cluding microtubule and aggresome regulation (98). Despite
these limitations, applying a chemical strategy has unveiled the
importance of chromatin dynamics in the mechanism of tran-
scriptional regulation. Next generation HDAC inhibitors that
specifically inhibit targeted HDACs or HDAC-substrate inter-
actions in desired cell types and at specific promoters would
increase the use of HDAC inhibitors (99). However, engineering
such specificity is nontrivial, and targeting protein–protein in-
teractions presents a significant challenge for a small molecule.
Some successes in addressing this challenge are described below
and offer lessons in the design of molecules that use coupled
equilibria to target protein interfaces.

TF Interfaces: Targeting Molecular
Interactions
The rewards of targeting NRs and HDACs strongly imply that
transcriptional regulation (TFs in particular) is an exciting yet
underexplored target for chemical intervention. Despite their
seemingly simple architecture, TFs have been fairly recalcitrant
to chemical perturbation—this situation may well be because
of the weak molecular interfaces between TFs, their myriad
and perhaps redundant interactions with components of the
transcriptional machinery, or the lack of our understanding
of the functional properties of the targeted TF or its closely
related isoforms that also may exist in the same cell (60). Even
so, examples exist of TF inhibitors that bind TFs and prevent
their association with cellular partners. These examples include
small molecules that bind DNA to prevent TF–DNA interaction
and include several TF–protein binding inhibitors. Moreover,
new approaches have been developed to block (or enhance)
competitively the function of TFs.

TF–DNA interactions
Several current cancer therapeutic agents, such as cisplatin,
can inhibit cancer by conjugating to DNA and thereby pre-
venting transcription, replication, and repair in actively repro-
ducing cancer cells (100). Other successful therapeutic agents
trap topoisomerases in a covalent complex with genomic DNA,
and these nucleoprotein complexes act as physical barriers to
RNA and DNA polymerases (101). Unfortunately, such ap-
proaches can lead to a wide range of side effects in several
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normal cell types that exhibit rapid growth. To overcome this
significant limitation, new strategies are being developed to
inhibit sequence-specific interactions between TFs and their
binding sites. In a recent study, the Hypoxia-inducible factor-1α

(HIF-1α) was targeted because this TF has been implicated in
tumor evolution and metastasis (102). An ELISA-based screen
led to small molecules capable of blocking DNA binding by
HIF-1α. One screened molecule, echinomycin (a quinoxaline
antibiotic, Fig. 4a) (103), could disrupt HIF-1α DNA binding
by specifically targeting the hypoxia-responsive element (HRE)
in vitro and in U251 cells (102).

Polyamides, a class of sequence-specific, minor-groove DNA
binders, also have been used to target HIF-1α and many other
TF DNA interactions successfully (104–109). This targeting is
achieved by steric occlusion, as when a polyamide occupies
the site of a minor-groove binding TF (or a TF that has
minor groove contacts), by steric interference of a major-groove
binding TF with a tripeptide-conjugated polyamide (104), or by
allosterically modifying the DNA groove width that inhibits
binding in cases in which a TF alters DNA structure when
binding (106). In addition, a polyamide conjugated to acridine,
a DNA intercalator, was used to prevent DNA binding by a
bZip TF (107). Conjugating the acridine to a sequence-specific
polyamide conferred site specificity to the acridine moiety that
intercalated between the base steps of the bZip binding site and
prevented TF binding to DNA (107). Such strategies offer a
rational approach to disrupting TF–DNA interactions at targeted
sites.

An interesting approach to disrupting DNA binding by nu-
clear receptors relies on dislodging the zinc atom from its zinc
finger DBD. The cysteine thiolates of zinc fingers are par-
ticularly labile, and recently disulfide benzamide (DIBA), an
electrophile, was found to block both ligand-dependent and
ligand-independent ERα-mediated cell growth. DIBA disrupts
the ERα zinc finger, which releases the chelated Zn(II), and
thereby inhibits ERα dimerization and DNA binding, which
leads to the loss of both ERα-mediated transcription and
estrogen-mediated breast cancer growth (Fig. 4a) (110, 111).
The attractive feature of this alternative method for modulating
nuclear receptor activity lies in the fact that it targets a com-
pletely different region of the TF. Breast cancer patients taking
anti-estrogens or prostate cancer patients taking androgen recep-
tor antagonists often develop resistance to the treatment after
acquiring a mutation in the LBD (112). A small molecule in-
hibitor of the DNA binding domain would be a useful treatment
to overcome such drug resistance.

DNA-binding small molecules have been isolated to en-
hance the DNA binding of a mutated C2H2 zinc finger pro-
tein (30). A structural variant of zif268, C7, was mutated
at two critical residues involved in Zn(II) coordination and
subsequently used in a screen to identify small molecules
that would complement the mutation. A potent compound
(2-(4′-quinoline)benzimidazole) was identified that significantly
restored the DNA binding and transcriptional capability of the
mutated protein (Fig. 4a). This method for developing a small
molecule-dependent zinc finger TF may be a valuable tool in
the study of this class of TFs.
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TF–protein interactions

The transcription factor p53 is a tumor suppressor protein im-
portant in regulating genes that control the cell cycle and es-
pecially programmed cell death, or apoptosis (Fig. 4b) (113,
114). Therefore, it is not surprising that p53 protein mutations
are involved in the genesis of several cancers (115–117). Other
than the direct protein mutations in p53, several other routes
to p53 inactivation in cancer exist that involve MDM2 (hDM2
in humans). In normal functioning cells, MDM2 binds to p53
and maintains the p53 in an inactive state until cellular stress
or DNA damage activate cell signals to induce p53 phosphory-
lation (118). These signal cascades lead to the phosphorylation
of p53 at several key residues important for the p53–MDM2 in-
teraction, which disrupts the interface with MDM2 and releases
p53 to perform its regulatory function. In several cancers, the
expression of MDM2 is highly upregulated and prevents p53
dissociation despite cellular signals that should trigger the p53
release (115). The p53–MDM2 interface is a well defined deep
hydrophobic pocket and has become an important target for
small molecule inhibitors (Fig. 4b) (115–117, 119, 120). Sev-
eral studies have discovered small molecule inhibitors of the
p53–MDM2 interface (Fig. 4c) (116, 121–124). These com-
pounds fall into distinct categories. The first category consists
of the compounds that mimic the naturally occurring interface
by using peptidomimetic drugs. Several examples of this exist
including those based on β-peptides, such as β53-1 and β53-3,
which were identified as inhibitors of the p53-hDM2 inter-
face (Fig. 4c) (122). β53-1 not only disrupted the p53–hDM2
interaction but also, more importantly, did not disrupt other
protein interactions tested, which implies strong specificity for
the p53–hDM2 complex. Another class of compounds based
on a terphenyl backbone was used to mimic the secondary
structure of the p53 N-terminal peptide (121, 124). Here, sev-
eral terphenyl compounds were identified that disrupted the
p53–MDM2 interaction and, importantly, also were shown to
be membrane-permeable and able to activate p53 when tested
in vivo.

The second category comprises small molecule inhibitors,
including chalcones (123), sulfonamides (125), and a promising
new class of inhibitors that were identified from a chemical
screen, the cis-imidazoline analogs called nutlins (Fig. 4c) (116,
120). The nutlin compounds not only increased p53 activity in
vivo but also showed a 90% inhibition of tumor growth when
added to a cancer cell line. Other successful examples of using
small molecules to disrupt the interactions between TFs and
protein targets, such as the CBP/CREB and Myc/Max interfaces,
are discussed in recent reviews (126–128).

In many cases, small molecules are found for a TF of in-
terest through assays developed with known protein partners.
Structures of the interacting protein domains also have been
invaluable for drug discovery. For several important TFs, how-
ever, the specific cellular partners with which they interact are
unknown. In this case, using small molecule screens on solid
supports is an extremely useful tool for drug discovery. In one
such screen, diversity-oriented synthesis (DOS (129) was used
to identify a small molecule binder of Hap3p, a yeast protein

of the Hap2/3/4/5p TF complex that is involved with aero-
bic respiration (130). For this assay, 12,396 DOS compounds
were attached covalently to a solid surface and subsequently
probed with Hap3p to yield a specific small molecule (Fig. 4c).
HTS approaches have been limited by the fact that chemical
libraries often are designed to interact in deep hydrophobic bind-
ing pockets. Future studies need to target the relatively shallow
protein–protein interactions that are found at TF interfaces.

Transcription Factor Mimics: ATFs

Although in some cases small molecules can be effective at
influencing protein–protein or protein–DNA associations, not
all interactions can be so targeted, nor do these molecules al-
low for gain-of-function effects. To surmount these difficulties,
researchers are working to create artificial molecules with func-
tional properties akin to those of natural transcription factors.

Modular design

The construction of ATFs has been aided by the modular na-
ture of natural transcription factors (Fig. 5a) (1, 29). TFs tend
to have their DNA recognition and regulatory functions located
on separable domains, as discussed earlier (19, 131). ATFs have
been constructed mirroring this modularity. Early work on ATFs
focused on combining the DNA binding module from one pro-
tein with the regulatory domain of another, which results in a TF
with the DNA recognition of the first and the regulatory activity
of the second (29). In addition to RD and DBD, the modularity
of nuclear receptors also has been exploited in such a fashion
for nearly 2 decades with fusion of the ligand binding domains
of an NR conferring ligand dependence on the chimeric protein
(26, 132–134).

DNA binding domains

Zinc fingers commonly are used as DBDs in the construc-
tion of ATFs (Fig. 5a). The number of sequences that can be
recognized by zinc finger proteins has been extended through
structure-based engineering, phage-display, and other selection
techniques (135, 136). Engineered zinc finger proteins have
been expressed as fusions with several regulatory domains,
which yield engineered regulators with diverse DNA recogni-
tion properties (137–139).

Although zinc finger-based ATFs have been invaluable in the
creation of the engineered TFs, the use of proteins as exoge-
nously applied ATFs is limited somewhat by the requirement for
cell entry, nuclear localization, and potential immune response
(140, 141). Although cell uptake peptides and nuclear localiza-
tion signals can be attached to proteins (142), these proteins
usually are introduced into cells with gene therapy techniques.
Thus, synthetic “drug-like” molecules may be more useful for
therapeutics and in vivo studies.

Most effort thus far on artificial transcription factors has fo-
cused on the DNA binding domain (Fig. 5c). Several synthetic
DNA binding molecules have been used. One approach is to
recognize the double-stranded DNA, either with triplex form-
ing oligonucleotides (143, 144) or with peptide nucleic acids
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(145). Although triplex-forming polymers can display activa-
tion domains and increase expression (142), they are limited to
targeting purine-rich DNA strands. A more versatile DNA bind-
ing molecule is the pyrrole-imidazole polyamide. Polyamides
attached to natural activation peptides can promote transcription
over 30-fold (147–152).

Regulatory domains

Efforts in ATF design have used naturally occurring regula-
tory modules, which typically include multikilodalton protein
domains. Many regulatory modules can be reduced to short pep-
tides that contain most of the regulatory activity (Fig. 5c) (29,

32). In addition to these naturally occurring peptides, genetic
screens have found new activating peptides, many that have
similarities with natural activator peptides (33, 153). Peptoids
with regulatory properties that can function in intact cells also
have been identified (154) (Fig. 5c).

Comparatively few nonpeptidic activation domains exist.
Some of the first were found in genetic screens, which iden-
tify RNA molecules that can promote transcription in yeast
(155–157). This finding provided the first evidence that acti-
vation modules did not necessarily have to be peptides. More
recently, grafting functional groups (similar to those in natural
peptidic activation domains) onto an isoxazolidine skeleton re-
sulted in a class of small molecules that are capable of activating
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transcription to the same extent as a much larger peptide (158).
Library screening and structure-based design studies have iden-
tified larger synthetic compounds that can function as activators
(32). For example, screening for inhibitors of the endothe-
lial specific transcription factor (ESX)/Sur2 interaction revealed
compounds that bound to Sur2, part of the mediator complex
in general transcription (159). More structure-based engineering
to improve Sur2 binding produced wrenchnolol, which, when
conjugated to a polyamide DNA binding molecule, produced a
synthetic ATF that activated transcription 3.5-fold in vitro (160,
161). Unfortunately, this synthetic artificial transcription factor
is not cell permeable (160).

In comparison with activation, much less has been done
with transcriptional repression. The work done thus far has
relied exclusively on naturally occurring repression domains
and a few synthetic peptides with modest activity (29, 31, 162).
The strategy employed to reduce gene expression with small
molecules has focused on the inhibition of TF–DNA binding
with a competing DNA binding molecule rather than on the
active repression of transcription (29). One possible application
toward direct repression effects is targeting histone-modifying
complexes to gene promoters (29, 163). Active repression
has great potential, as demonstrated by recent reports of the
reduction of HIV virus production by zinc finger–repression
domain fusions (164, 165).

Protein–DNA dimerizers

Although direct interaction with the transcriptional machinery is
a common property of TFs, certain TFs do not interact with the
machinery directly but instead interact with other TFs, which
leads to the assembly of regulatory complexes (34). Synthetic
molecules based on this principle were successful in nucleating
the cooperative assembly of an ATF–TF complex on a target
DNA binding site. The first generation of such “protein–DNA
dimerizers” uses polyamides to display dipeptides that can in-
teract with a specific TF. This class of bifunctional molecules
is sufficient to change the distribution of a TF on DNA (35,
36, 166). This interaction also has been shown to be modu-
lated by the linker that is used to connect the two domains (36).
Protein–DNA dimerizers represent another advance in mimick-
ing the characteristics of natural TFs.

Ligand-responsive artificial transcription
factors

Although in the past few years much success with creating artifi-
cial molecules with functions similar to TFs has been achieved,
these synthetic molecules still do not exhibit the versatility of
TFs. Most notably, ATFs lag in their ability to be regulated
by external signals. The activity of TFs is controlled finely
by signals from the external environment and by internal cel-
lular conditions. Some success has been found in the use of
nuclear receptor LBDs in conferring small molecule control
of zinc finger-based ATFs (28, 58, 167, 168) and found with
small molecule binding RNA aptamers (169). Other techniques
have used chemical inducers of dimerization (170) or small
molecule-dependent DNA binding elements, such as engineered
zinc fingers and the Tet regulatory system (30, 171, 172), for

ligand responsive gene control. In the Tet regulatory system,
tetracycline is used to regulate transcription through repres-
sion (Tet-Off) or activation (Tet-On). In the Tet-Off system,
tetracycline transactivator (tTA) binds to the tet promoter (Ptet)
and activates a gene of interest. The addition of doxycycline
(Dox, a tetracycline derivative) prevents tTA binding to Ptet

and effectively inhibits gene expression. For the Tet-On sys-
tem, a reverse tetracycline transactivator protein (rtTA) requires
Dox for binding to Ptet; therefore, dosing with Dox will acti-
vate the transcription of a gene of interest 173). A few reports
of ligand-responsive small molecule-based ATFs used for gene
control have been made.

Targeting TF-Modifying Enzymes:
Indirect Regulators

A parallel approach to modulating gene expression is to target
enzymes that modify and thereby control the function of TFs
(Fig. 1c). Targeting the active sites of enzymes or “druggable”
pockets that permit the interaction between enzymes and their
substrates has been highly successful in yielding several impor-
tant chemical tools and even therapeutic agents (59, 96, 174,
175). As more cell signaling pathways are investigated, it is
becoming increasingly clear that the signal transduction culmi-
nates in the posttranslational modification of a specific set of
TFs (176, 177). These modifications define the function of the
TF: In some cases, the modification leads to the ability of the
TF to translocate to the nucleus and to regulate target genes; in
other cases, modifications can lead to proteolysis and degrada-
tion of the TF. A wide array of posttranslational modifications of
TFs have been reported, including phosphorylation, glycosyla-
tion, acetylation, methylation, ubiquitination, sumoylation, and
ribosylation (178–184). This wide array provides numerous op-
portunities to target enzymes that act on TFs and thus indirectly
regulate the expression of desired genes and networks. Although
promising examples of this approach already exist, the rational
targeting of TFs by chemically perturbing the modifying en-
zyme is not practiced widely yet. An interesting recent example
is that of the Myocyte enhancer factor 2 (MEF2) that is specifi-
cally deacetylated by HDAC3 (185). Like many other HDACs,
HDAC3 has biologic targets beyond histones and MEF2 is one
of its known substrates (186). In cells, hyperacetylated MEF2 is
a potent activator and deacetylation by HDAC3 greatly attenu-
ates MEF2 activation potency. Chemical inhibition of HDAC3
prolongs the acetylated state of MEF2, which leads to increased
expression of its target genes (185). As a key regulator of the
gene networks that trigger cells to differentiate into skeletal
muscle cells, prolonged MEF2 function because of HDAC3 in-
hibition increases myogenesis of C3H10 T1/2 cells (185). MEF2
activity also is regulated by other modifications, for example a
phosphorylation-dependent switch between an acetylation and
a sumoylation on lysine 403 that changes MEF2 from a potent
transcriptional activator to a transcriptional repressor (187). The
complex interplay of posttranslational modifications on the tran-
scription factor MEF2 shows the rich promise of exogenously
regulating transcription by targeting indirect regulators.
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Several other examples of indirect targeting of TF activity
have been reported, and a prominent example is Nuclear Factor
kappa B (NF-κB), a TF that plays a central role in rapid cellular
response to stress signals (188). NF-κB regulates the immune
response to infection and is involved, therefore, in several in-
flammation pathways that contribute to diverse ailments such as
arthritis, asthma, and cancer (189–191). The activity of NF-κB
is modulated by Inhibitor of kappaB (IκB), which binds and
inhibits the function of NF-κB (192). The inhibitory protein is
in turn regulated by the IκB Kinases (IKKs). When cellular
signaling occurs, the IKK enzyme is activated and it phospho-
rylates IκB. This modification marks IκB for degradation and
frees NF-κB to translocate to the nucleus and to activate tran-
scription of its target genes (193). The aberrant overactivity of
NF-κB in several diseases has prompted a concerted effort to
identify antagonists of IKK activity (111). Many IKK inhibitors
have been identified and exploited to modulate the activity of
NF-κB and ameliorate disease symptoms (111). As we develop
a better understanding of the relationship between cellular sig-
nals and the enzymes that regulate downstream TF function,
we can anticipate the use of indirect targeting approaches to de-
couple signaling from the undesirable expression of genes and
transcriptional circuits.

Future Directions

The genomic revolution is dramatically changing our perspec-
tive on gene regulatory networks that govern cell fate and func-
tion. The rapid pace of discovery at this scientific frontier will
provide unprecedented insight into the networks that define cel-
lular differentiation, the response to various internal and external
signals, and a broad array of devastating diseases. In addition,
the potential for regulating gene networks in non-natural ways
for metabolic engineering offers an unimaginable boon to the
biotechnology industry (194). Similarly, the ability to regulate
gene networks that determine cell fate is crucial for regenerative
medicine. The allure of the rational programming of gene net-
works increasingly will propel the creation of powerful tools and
strategies to achieve this goal. In the coming years we will see
the development of sophisticated molecules that mimic the func-
tion of natural TFs and molecules that counteract the effect of
malfunctioning TFs that are responsible for numerous diseases.
A preview to such control of transcriptional networks is the
rapid progress in the application of RNAi strategies to downreg-
ulate the expression of any desired gene (195). However, it still
is not possible to upregulate endogenous genes at will, and com-
plicated methods are employed to express genes and determine
their functional role in cellular physiology. ATFs provide the
promise of positive regulation of any desired gene or gene reg-
ulatory network (33). As such, they serve as a complementary
tool to negative regulation by RNAi. A recent series of re-
ports suggests that in addition to ATFs, duplex RNA molecules
in some contexts may stimulate the expression of target genes
(196).

As Niels Bohr famously noted,“It is very difficult to make
an accurate prediction, especially about the future.” Although
we cannot anticipate the new and creative approaches that will

be developed to regulate desired genes and networks, no doubt
exists that transcriptional regulatory methods will be developed
to explore how information encoded in genomes is deciphered
in the genesis of organisms. Once that understanding is at hand,
these same molecules, be they RNAi, ATFs, or tools that remain
to be invented, will be used to correct the malfunctioning TFs
that participate in the onset of disease or to program the cells
to perform new metabolic tasks. This exciting challenge faces
the chemical biologists, synthetic biologists, genomicists, and
future practitioners of personalized molecular medicine.
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Aberrant transcription patterns are associated with most human diseases.
Therefore, enormous interest exists in the development of designer
molecules that can be used to regulate directly the transcription of
predetermined genes for the ultimate treatment of a wide range of disease
states. One emerging strategy is to identify molecules that reconstitute one
or more functions of the endogenous proteins that upregulate
transcription, transcriptional activators. In doing so, they function as either
inhibitors or activators of transcription. Using this approach, a variety of
protein- and small molecule-based transcriptional regulators have been
developed, and at least one has reached clinical trials.

Diseased cells possess different transcription profiles relative to
their normal counterparts; therefore, considerable interest exists
in the discovery of molecules that correct errant transcription
patterns for use as mechanistic tools and as therapeutic agents.
One emerging mechanism for accomplishing this task is the use
of molecules that mimic key functions of the endogenous pro-
teins that upregulate transcription: transcriptional activators. By
doing so, they either inhibit or activate the expression of specif-
ically targeted genes (1). As illustrated in Table 1, exogenous
agents that can upregulate or downregulate transcription are be-
ing developed for the eventual treatment of such ailments as
cancer, inflammation, viral infections, metabolic disorders, and
genetic disorders. For example, one method by which apop-
tosis can be induced in cancer cells is via the modification
of the aberrant expression levels of those proteins that regu-
late cell growth and survival. A molecule that upregulates the
proapoptotic bax gene directly could induce apoptosis when in-
troduced into p53-deficient osteosarcoma cells (3). Conversely,
a molecule that inhibits transcription of the survivin gene (an
inhibitor of apoptosis protein) could induce apoptosis when
introduced into lung carcinoma cells (9). In this article, we de-
scribe the structure and the function of natural transcriptional
activators and outline the most common strategies for designing
exogenous molecules that affect their function directly. Refer-
ences for more detailed treatments of the individual topics are
provided at the end of the article.

Biological Background

As their name implies, eukaryotic transcriptional activators are
responsible for initiating gene-specific transcription. To accom-
plish this task, activators localize at specific DNA sequences

in a signal-responsive manner and facilitate the assembly of

the eukaryotic transcriptional machinery (RNA polymerase II

and associated factors) (1, 21). This process requires activa-

tors to participate in many protein–protein and protein–DNA

interactions yet can be accomplished with a fairly simple archi-

tecture. Activators are composed minimally of a DNA binding

domain (DBD) and a transcriptional activation domain (TAD).

The primary function of the DBD is to localize the transcrip-

tional activator to specific sites within genomic DNA. The DBD

thus imparts much of the gene-targeting specificity of the acti-

vator. In contrast, the TAD participates in many protein–protein

interactions that are critical for transcription initiation. By do-

ing so, it dictates the timing and extent of gene activation. The

two domains can, in general, function independently. In other

words, if the DBD of transcriptional activator A is attached to

the TAD of activator B, the new chimeric activator will upreg-

ulate transcription of gene A.

The modular character of transcriptional activators facilitates

the design and the implementation of non-natural molecules

that can affect gene transcription. Designer replacements of

each of the two domains can be used individually to inhibit

transcription by preventing either activator–DNA interactions

or activator–transcriptional machinery interactions (Fig. 1). In

contrast, linking a DBD and a TAD either covalently or nonco-

valently is a common strategy used to create activator artificial

transcription factors (ATFs), which are molecules that seek out

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 1
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Table 1 Summary of progress toward transcription-targeted therapeutics

DBD Regulatory domain Gene target Experimental model Therapeutic application References

ZF VP64 γ-globin promoter Cell culture (Endogenous gene) Sickle cell disease (2)
VP16 Bax promoter Cell culture (Endogenous gene) Cancer (3)
VP16, p65 VEGF-A gene In vivo (Mouse, Rat) Vascular disorders (4, 5)
Gal4, Sp1 Utrophin promoter Cell culture (Reporter plasmid) Duchenne muscular

dystrophy
(6)

TFO MCP-1 promoter (Overlapping the Sp1 site) Cell culture (Endogenous gene) Inflammation (7)
None Ets2 promoter (Overlapping the Sp1 site) Cell culture (Endogenous gene) Cancer (8)

Survivin gene Cell culture (Endogenous gene) Cancer (9)
ATF14, ATF29 5′-TTCTCCTCCCTCCCCTCTCCCT-3′

binding sites
Cell culture (Reporter plasmid) — (10)

PNA Translocated c-Myc (Eµ) enhancer
(Overlapping the Ets-1 and AML-1 sites)

Cell culture (Endogenous gene) Burkitt’s Lymphoma (11)

None KRAS gene (mutant allele) Cell culture (Endogenous gene) Cancer (12)
hPR-B and A transcription start sites Cell culture (Endogenous gene) Cancer (13)
Gγ-globin 5′flanking region Cell culture (Endogenous gene) Sickle cell disease (14)

G80 BP-A 5′-AAGGAGGAGA-3′ binding sites In vitro (Reporter plasmid) — (15)

Polyamide HIV-1 (5′ LTR) promoter (Adjacent to the
TBP, LEF-1, and Ets-1 sites)

Cell culture (HIV virus) HIV replication (16)

None VEGF promoter (Overlapping the HRE site) Cell culture (Endogenous gene) Cancer (17)
AH, VP1, VP2 5′-TGTTAT-3′ binding sites In vitro (Reporter plasmid) — (18)
Wrenchnolol 5′-TGACCAT-3′ binding sites In vitro (Reporter plasmid) — (19)
TBHK6 5′-WGWWWW-3′ binding sites (W = A or T) Cell culture (Endogenous genes) — (20)
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Transcription-Based Therapeutics

Inhibitors of activator•coactivator 
interactions: handful of small
molecules

Inhibitors of activator•DNA 
interactions: polyamides, PNA
TFO, small molelcules (natural
& unnatural products)

Activator ATFs: minimally 
a DNA binding domain (DBD)
coupled to a transcriptional
activation domain (TAD)

Figure 1 Strategies for designing molecules that regulate transcriptional activators. Transcriptional activators initiate transcription by binding to DNA
sequence specifically and stimulating the assembly of the transcriptional machinery through one or more protein interactions. Molecules that prevent
either the DNA binding of the activator or the interaction of activators with their binding partners within the transcriptional machinery can be used to
inhibit transcription. Alternatively, gene-specific transcription can be initiated by a molecule that mimics both key functions of an activator, which is an
activator artificial transcription factor (activator ATF).

and upregulate the transcription of specific genes (22). The de-
sign of inhibitor and activator molecules relies on understanding
the structure and the mechanism of the DBD and the TAD of
the natural proteins. As illustrated in the subsequent sections,
the DBD is more understood than the TAD; therefore, the de-
velopment of artificial DBDs is far more advanced than TAD
replacements.

Activator ATFs

As described above, the function of a transcriptional activator
can be reconstituted minimally by an activator ATF that contains
a DNA-binding domain and a transcriptional activation domain.
The earliest artificial activators were composed of DBDs and
TADs taken from naturally occurring proteins (1). Although
these activator ATFs are powerful mechanistic tools, their ap-
plication scope is narrow because they can only target genes
that contain the DNA binding sites of the endogenous protein
DBDs. In addition, controlling the delivery and the stability
of the constructs in vivo can be challenging. The development
of non-natural replacements for each of the two key activa-
tor ATF domains has been an important goal to address these
fundamental limitations.

DBDs

Much work has been done to develop artificial DBDs that
can bind with high specificity and affinity to predetermined
DNA sequences (22). This binding has been achieved, for
example, by mutating amino acids on natural protein scaf-
folds to recognize novel sequences (zinc fingers), using the
hydrogen bonding properties of nucleic acid-like molecules
[triplex-forming oligonucleotides (TFOs), peptide-nucleic acids
(PNAs)], or tailoring the DNA-binding properties of natural
products (polyamides, for example). This section describes only

the properties of zinc fingers and polyamides, because TFOs
and PNAs are described in depth in related articles. Table 1
summarizes many of the applications of these molecules.

Zinc fingers (ZFs)

Protein DNA-binding domains offer several attractive features
for activator ATF design; the most important of which is the
high affinity and specificity with which they typically recog-
nize their cognate DNA sequence. The Cys2His2 ZF fold has
proven to be enormously versatile as a DNA-targeting entity.
It is composed of ∼30 amino acids folded into a ββα struc-
ture that is stabilized by hydrophobic interactions and by the
coordination of a zinc ion by two conserved cysteine residues
in the antiparallel β sheet and two histidine residues in the α

helix. The solid-state structure of the 3-finger protein Zif268 in
complex with DNA illustrates that each finger makes its pri-
mary sidechain–base interactions to three adjacent nucleotides
in the sense strand of the DNA duplex (Fig. 2a). It does so by
inserting its α helix into the major groove of DNA, on which
amino acids at positions −1, 3, and 6 of the helix contact the
3′, middle, and 5′-nucleotides of the 3-bp subsite, respectively
(23). Also, in some ZFs an aspartic acid at position 2 of the
helix interacts with a cytosine or adenine base in the antisense
strand of the adjacent triplet, which makes these domains seem
to recognize a 4-bp subsite instead (23, 24).

One simple method for creating a ZF protein capable of bind-
ing to a predetermined DNA sequence is through the “modular
assembly” approach. In this approach, pre-existing, single fin-
ger ‘modules’ with known specificities are assembled into a
multifinger array. To facilitate this, three archives of known
zinc finger modules have been created by the Barbas labora-
tory, Sangamo BioSciences Inc., Richmond, CA and ToolGen
Inc. Seoul National University, South Korea. The Barbas mod-
ules were developed using a combination of phage display and
rational design methods under the assumption that ZF domains
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(a) (b)

Figure 2 Designer DNA binding domains. (a) Crystal structure of Zif268 in complex with DNA (PDB accession number 1aay)(54). Arg 74, Glu 77, and
Arg 80 in positions -1, 3, and 6, respectively, of the recognition helix of finger 3 are shown projected into the major groove. (b) Crystal structure of
polyamide (ImHpPyPy)2 in complex with DNA (PDB accession number 407 d).

function with position independence. They are capable of rec-
ognizing all GNN triplets, most ANN and CNN triplets, and a
few TNN triplets (N = any base). The Sangamo modules were
also developed by phage display but under the assumption of
position dependence, and are capable of recognizing all GNN
triplets and a smaller number of non-GNN triplets. And finally,
the ToolGen modules are naturally occurring human zinc fin-
gers whose nucleotide triplet sequences were identified through
a yeast one-hybrid assay. And in collaboration with the Zinc
Finger Consortium, these archives are now available through a
web-based server called ZiFiT (Zinc Finger Targeter) that facil-
itates the design of multifinger arrays that bind to your desired
DNA sequence (24).

In practice, ZF proteins composed of 3–6 fingers with appar-
ent dissociation constants in the picomolar to nanomolar range
have been attached to proteinacious transcriptional activation
domains and used successfully to upregulate endogenous genes
in mammalian cell culture (Table 1). One such activator ATF
that contains a six-finger DBD that binds within the γ-globin
promoter can increase fetal hemoglobin levels 7–16 fold in hu-
man erythroleukemia cells (2). Additionally, ZF-based activator
ATFs that target the VEGF-A (vascular endothelial growth fac-
tor) gene have even been shown to function in animal models
(4, 5); despite this success, stable delivery remains a challenge
because they must be administered by viral vectors (23).

Polyamides

Small molecule DBDs represent an attractive choice for activa-
tor ATF construction because they may circumvent the delivery
limitations of proteins. Toward this end, considerable progress
has occurred in developing programmable small molecules that
can be designed readily to target a wide range of DNA se-
quences (22). In particular, the polyamide class of DBDs has
been used successfully for the construction of several activa-
tor ATFs (25). The inspiration for the polyamides developed
from the minor groove-binding natural products distamycin
and netropsin. These natural products are composed of pyr-
role amino acids linked through amide bonds; they bind to
A/T-rich tracts of DNA in the minor groove with moderate

affinity through a combination of hydrogen bonds between the
amide bonds and the minor groove functional groups, hydropho-
bic contacts, and electrostatic interactions with the phosphate
backbone. Polyamides consist not only of pyrrole amino acids,
but also of imidazole, pyrrole, and other heterocyclic amino
acids that enable recognition of A•T, T•A, C•G, and G•C
base pairs through the formation of specific hydrogen bonds
with minor groove functionality, although overall specificity
varies with sequence context (Fig. 2b). Although several differ-
ent polyamide structural motifs exist, the hairpin polyamide in
which a flexible amino acid tether connects two polyamide arms
is used most commonly. As the name suggests, this molecule
folds into a hairpin-like structure in the minor groove such that
the arms are side-by-side, which maximizes hydrophobic inter-
actions with the walls of the minor group and facilitates the
formation of polyamide-DNA hydrogen bonds. The molecules
exhibit greatly enhanced DNA binding affinities relative to dis-
tamycin and netropsin, with dissociation constants in the pico-
molar to nanomolar range, and they have been shown in several
applications to traffic to the nucleus and to interact with their
cognate DNA sites. Enhancing their use even more, Dervan
et al. (25) have developed a set of “pairing rules” that can be
used to design molecules to target specific DNA sequences. In
addition, the molecules can be prepared by solid phase synthe-
sis, which makes them accessible to many users.

Polyamides have been used as the basis for several different
activator ATF constructs that function in cell-free and in cellu-
lar systems. In contrast to protein DBDs, they are synthesized
easily to contain both peptidic and nonpeptidic TADs (19–20,
26). However, they often require special modifications to en-
hance cellular permeability and typically target shorter DNA
sequences (6-8 base pairs) relative to proteins (27).

TADs

The most common TADs used in the construction of activa-
tor ATFs are derived from the activation domains of natural
proteins. In particular, sequences taken from the amphipathic
class of activators are composed of hydrophobic amino acids
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interspersed with polar ones and typically possess robust ac-
tivity across organisms (1, 22). For example, activating se-
quences from the viral protein VP16, the yeast activator Gal4,
and the p65 subunit of the human activator NF-κB have all
been attached to ZF proteins and function as activator ATFs in
mammalian cell culture (2–4, 6). However, activator ATFs that
contain nonprotein DBDs typically use much smaller sequences
to minimize the overall size of the construct. For instance, a
monomeric or dimeric repeat of eight residues of VP16 (VP1
and VP2) could upregulate a reporter gene in vitro using yeast
nuclear extracts when attached to a polyamide (18), whereas a
monomeric or dimeric repeat of an 11 residue sequence taken
from VP16 (ATF14 and ATF29, respectively) could upregulate
a reporter gene in mammalian cell culture when attached to a
TFO (10).

Several strategies have been employed to develop novel
peptidic TADs that function similarly to natural TADs. For
example, a 20 amino acid peptide sequence designed rationally
to form an amphipathic helix (AH) (Fig. 3a) was successful
in upregulating a reporter gene in yeast when fused to the
Gal4 DBD (28), as well as in vitro with yeast nuclear extracts
when fused to a polyamide DBD (18). In addition, another
successful approach has been to use phage display peptide
libraries to select against the protein targets of natural TADs.
For instance, a selection performed against the KIX domain
of the mammalian coactivator p300/CBP yielded an 8-amino
acid peptide named KBP 2.20 that is capable of upregulating
a reporter gene 40-fold in mammalian cells when attached to
the Gal4 DBD (29). Additionally, a selection performed against
the masking protein (Gal80) of the yeast activator Gal4 yielded

a 20-amino acid peptide named G80 BP-A that is capable of
activating transcription of a reporter gene in both yeast (30) and
mammalian (15) cell culture when attached to the Gal4 DBD.
This TAD functioned only weakly when a PNA was used as
a DBD, however, because of the distortion of the promoter on
binding (15).

Finally, nonpeptidic TADs have been developed recently that
possess the advantage of increased stability toward proteolytic
degradation. Often, these molecules are considerably smaller
than protein-derived TADs and thus may exhibit advantageous
cell permeability properties. The first small molecule TAD to
be reported was an amphipathic isoxazolidine 1 (Fig. 3b).
Its ability to upregulate transcription was demonstrated ini-
tially in a cell-free assay where it proved to be as active as
a larger peptidic activator (MW 290 vs 1674) (31). This amphi-
pathic isoxazolidine also functions in mammalian cell culture
in a dose-dependent manner with up to 80-fold activation at
1 µM and an EC50 of 31 nM (32). In addition, a hydrophobic
molecule named wrenchnolol designed originally as an inhibitor
of the ESX-Sur2 interaction is also capable of functioning as
an activation domain on localization to DNA. When conjugated
to a polyamide, this molecule upregulated transcription in a
cell-free system 3.5-fold over background. This synthetic acti-
vator ATF was, however, inactive in mammalian cell culture,
which was possibly caused by limited nuclear localization (19).
Finally, peptoids (oligo-N-substituted glycines) are emerging as
an effective alternative to peptidic TADs. KBPo2, which is a
peptoid that was identified from a library screen against the
KIX domain of CBP, is capable of activating robustly (up to
1000-fold) transcription of a reporter gene in mammalian cells

Gal4
VP16

AH
KBP 2.20
Gal80bp

840-WTDQTAYNAFGITTGMFNTTTMDDVYNYLFDDEDTPPNPKKE-881
ATF11:437-DALDDFDLDML-447
VP2:DFDLDMLG DFDLDMLG
PEFPGIELQELQELQALLQQQ
SWAVYELLF
YDQDMQNNTFDDLFWKEGHR

Wrenchnolol

KBPo2

1

(a)

(b)

Figure 3 Designer transcriptional activation domains. (a) Sequences of both natural and non-natural peptidic activation domains. Although little
sequence homology exists, all domains are amphipathic and thought to interact with target proteins through helix formation. (b) Structures of
nonpeptidic transcriptional activation domains.
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in a 2-hybrid assay with an EC50 of 10 µM (33). Furthermore, a
polyamide-peptoid conjugate is capable of activating transcrip-
tion of 45 endogenous genes that contain multiple binding sites
for the polyamide within their promoters by at least 3-fold in
HeLa cells (20). Although this last achievement establishes that
purely synthetic activator ATFs are indeed capable of perturb-
ing the expression profiles of cellular systems, one can envision
needing an increase in specificity and in potency before their
full potential as therapeutic agents can be assessed.

Passive Intervention
Modulation of transcription by a reconstituted activator ATF
proceeds via an “active” mechanism whereby the transcriptional
machinery is assembled at the gene of interest. However,
modulation of transcription can also be accomplished passively
using molecules that block one or more key transcriptional
activator binding interactions. As illustrated by the examples
below, it can be used either to inhibit or to activate transcription.
One advantage of the passive intervention strategy is that it
requires the molecules to carry out only a single function—bind
to DNA or interact with a protein—whereas activator ATFs are
bifunctional molecules and are correspondingly more complex.

DNA–protein interactions
One method by which transcription can be modulated passively
is by targeting the promoter of a gene with artificial DBDs.
Using this method, inhibition of transcription can be achieved
by competing for the binding sites of endogenous transcrip-
tional activators (22). For example, TFOs designed to target
a sequence overlapping the Sp1 binding site in the promoters
of the MCP-1 (7) and Ets-2 (8) genes can downregulate suc-
cessfully expression of these proteins in cell culture. A PNA
conjugated to the NLS peptide PKKKRKV designed to target
a sequence that encompasses the Ets-1 and AML-1 sites in the
Eµ enhancer downregulates successfully the production of the
c-myc translocated oncogene in Burkitt’s Lymphoma cells (11).
Furthermore, a polyamide that binds to a sequence within the
hypoxic response element (HRE) in the VEGF promoter can
compete with HIF1-α/ARNT heterodimer formation at this site,
thereby downregulating expression of this targeted protein in hy-
poxic HeLa cells (17). When used in combination, polyamides
designed to target binding sites adjacent to TBP, LEF-1, and
Ets-1 in the promoter of HIV-1 could prevent its replication in
infected human PBMC culture (16). A less-common approach
to prevent an endogenous activator from binding to DNA is
to isolate a small molecule that interacts with its DNA-binding
surface. For example, an NMR library screen against FBP (in-
volved in c-myc expression) yielded benzoylanthranilic acids
that can target a hydrophobic pocket used for ssDNA binding
(34). Targeting the promoter of a gene can also lead to the ac-
tivation of transcription, as demonstrated by the action of small
duplex RNAs (35, 36), D-loop forming PNAs (14), and agents
that compete with the binding of endogenous transcriptional
repressors (37).

Transcriptional inhibition can also be achieved by targeting
a sequence located within the gene itself using artificial DBDs

to block RNA polymerase II during elongation. For example, a
PNA that was designed to target a region encompassing a point
mutation in codon 12 of the KRAS proto-oncogene showed
a concentration-dependent ability to downregulate expression
of the mutant allele over the wild type in pancreatic cancer
cells (12). In part because of their lower binding affinities,
polyamides must be conjugated to DNA-modifying agents to
arrest a transcribing polymerase. For example, a polyamide con-
jugated to the DNA alkylator chlorambucil exhibited cytostatic
activity in colon carcinoma cells; this effect was attributed to
the downregulation of the H4c gene∼2-fold, most likely because
of the alkylation of a G residue located two bases downstream
of a target site present in its coding region. This alkylating
polyamide was even effective at suppressing tumor growth in a
dose-dependent manner in a mouse model with no obvious tox-
icity (38). On the other hand, unconjugated polyamides have
been used successfully to alleviate blockage of an elongating
RNA polymerase by targeting expanded intronic repeat se-
quences and by preventing formation of non-B DNA structures
(39). Finally, in addition to inhibiting elongation, PNAs also can
block RNA polymerase II at the initiation step of transcription.
This action can be achieved by targeting ssDNA sequences in
the open complex located at the transcription start site, and it
has been applied successfully with PNAs to downregulate ex-
pression of the human progesterone receptor (hPR) isoforms A
and B in breast cancer cells (13).

Protein–protein interactions
Another method by which transcription can be modulated
passively is by inhibiting the interaction of natural activa-
tors with their protein targets (Fig. 4). Transcriptional inhibi-
tion can be achieved by blocking activator–coactivator inter-
actions. For example, the histone acetyltransferase CBP/p300
is a global coactivator capable of binding to a diverse group
of activators including CREB, c-Myb, Jun, and HIF-1α (40).
To identify a molecule that can disrupt the interaction of
HIF-1α with p300, a high-throughput competition binding
screen was performed against the minimal protein complex,
and a small-molecule fungal metabolite named chetomin was
identified (Fig. 4). Chetomin not only reduced endogenous
HIF-1α/p300 complex formation in cells, as demonstrated by
coimmunoprecipitaion experiments, but also reduced the acti-
vation of hypoxia-responsive reporter genes both in cell culture
and in vivo. On probing the specificity of this inhibitor against
other p300-dependent activators such as RAR, SREBP2, SRC-1,
and STAT2, only the activity of STAT2 was significantly attenu-
ated, which is most likely because it is the only one that, along
with HIF-1α, targets the CH1 domain on p300 (41). Overall,
this example illustrates the challenges of inhibiting activator
function selectively by this mechanism. For instance, although
the molecule KG-501, which inhibits the KID/KIX interac-
tion within the CREB/CBP complex, could inhibit significantly
transcription of CREB-dependent genes in human cells, prelim-
inary studies indicate that it also impedes activation by another
CBP-dependent activator NF-κB (42). In addition, although in-
hibiting complex formation between the coactivator β-catenin
and the activator Tcf4 with the fungal metabolites PKF115-584
and CGP049090 leads to antiproliferative effects in colon cancer
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Chetomin

KG-501 CGP049090

Nutlin-3

4 5

3

2

Figure 4 Inhibitors of activator–coactivator and activator–masking protein interactions. Structures of small molecules that compete effectively with
transcriptional activators for binding sites within coactivators and within masking proteins.

cells, these molecules also can prevent complex formation be-
tween β-catenin and the tumor suppressor protein APC, which
impacts their effectiveness (43). Taken together, these results
demonstrate that inhibitors of activator–coactivator interactions
have enormous potential and are in need of additional evalua-
tion.

Inhibiting protein interactions can also lead to the activation
of transcription. Activators are often regulated by masking pro-
teins that bind to the TAD, which prevents it from contacting the
transcriptional machinery until upregulation is required. Typi-
cally, TAD-masking proteins are of higher affinity and speci-
ficity than TAD-transcriptional machinery interactions and are
therefore more straightforward to target with small molecules.
For example, the p53 TAD binds as a helix to a relatively deep
hydrophobic cleft in the protein MDM2, and a small molecule
library screen for inhibitors of this interaction yielded a series
of cis-imidazoline analogs termed Nutlins. The active enan-
tiomer of Nutlin-3 inhibits recombinant p53/MDM2 complex
formation in vitro with an IC50 value of 0.09 µM, and activates
p53 (thereby inducing apoptosis) in cancer cells that contain
wild-type p53. When evaluated in vivo, Nultin-3 treatment of
osteosarcoma xenografts established in nude mice results in a

90% inhibition of tumor growth (44). In addition to the Nut-
lins, many other inhibitors of the p53/MDM2 interaction that
exhibit biologic activities have been reported (40). Terphenyl
2 increases p53 activity by 10-fold in colon cancer cells at a
concentration of 40 µM (45). In tumor cells that overexpress
MDM2, sulfonamide 3 (IC50 value of 32 µM) increases p53 ac-
tivity by 20% (46). Benzodiazepine 4 binds to MDM2 with an
80 nM KD and exhibits antiproliferative activity in cancer cells
with an IC50 value of 30 µM (47). Finally, an isoindolinone with
an IC50 value of 5 µM (5) induces p53-dependent transcription
in a dose-dependent manner in MDM2 overexpressing human
sarcoma cells (48).

Other Approaches

Additional strategies are available to alter gene expression pat-
terns for therapeutic purposes, many of which are discussed
in other articles of this volume. In most cases, these ap-
proaches target processes that are upstream or downstream of
transcription and can thus influence a wide array of genes both
positively and negatively. One strategy involves targeting the
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ligand-dependent class of transcription factors known as nu-
clear receptors with small molecule agonists or antagonists to
promote their interaction with coactivator or corepressor pro-
teins, respectively. For example, metabolic disorders caused
by malfunctioning PPAR nuclear receptors can be alleviated
by targeting the α isoform with an agonist class of molecules
called fibrates for the treatment of hyperlipidemia and by tar-
geting the γ isoform with the agonist class of molecules called
thiazolidinediones for the treatment of diabetes (49). Another
strategy involves targeting protein kinases with small molecule
inhibitors to intervene at some stage in the signaling cascade that
precedes the process of transcription. For instance, in the treat-
ment of inflammation, one pathway by which the non-steroidal
anti-inflammatory drugs aspirin and sodium salicylate exert their
effects is by inhibiting the binding of ATP to the kinase IKK-β,
which in turn prevents the phosphorylation (and ultimately the
degradation) of the cytoplasmic sequestering protein of the tran-
scription factors NF-κB (50). And finally, the HDAC inhibitor
SAHA was approved by the FDA in October 2006 for the
treatment of cutaneous T-cell lymphoma, and at least 10 more
compounds are currently in clinical trials in hopes of finding
inhibitors for market against every major tumor type (51).

Targeting the transcript of a particular gene using the related
methods of RNAi and antisense is another powerful strategy
for manipulating expression. Currently, two siRNAs that target
the VEGF transcript are in clinical trials for the treatment
of macular degeneration, as well as one for the treatment of
respiratory syncytial virus infection. Although many antisense
oligonucleotides are still in various phases of clinical trials, to
date only fomivirsen has been approved for the treatment of
cytomegalovirus retinitis (52). One disadvantage of this strategy
is that by targeting the transcript rather than a sequence within
the genome, these methods usually require higher concentrations
to produce an efficient outcome (23).

Future Directions
Tremendous progress has been made toward developing activa-
tor ATFs as therapeutic agents for the treatment of a variety of
disorders. Indeed, ZF-based ATFs are currently in clinical tri-
als (http://www.sangamo.com/index.php) and a purely synthetic
activator that upregulates the transcript levels of endogenous
genes in cell culture has been developed. The next frontier is
the incorporation of additional functionality into activator ATFs
that would confer properties such as temporal control and tissue
specificity analogous to endogenous activators. The three-hybrid
approach in which the TAD and the DBD associate noncova-
lently only in the presence of a small molecule was the first
demonstration that temporal control could be engineered in an
ATF, and this pioneering approach has been used in a variety of
contexts (53). For entirely synthetic ATFs, one recently reported
strategy exploits conformational entropy to create protein-DNA
dimerizers that are inactivated at elevated temperatures but func-
tion well at a lowered temperature (54). In all examples, delivery
of the molecules to the appropriate tissues and to the nuclei of
those tissues remains an open challenge. Creation of a fully
functional activator ATF will thus stimulate advances on a va-
riety of scientific fronts.
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Transient-state kinetic analysis defines the elementary steps along the
pathway of an enzyme-catalyzed reaction. The methods rely on rapidly
mixing a substrate with a sufficient concentration of enzyme to allow a
direct observation of intermediates and products formed at the active site
during a single enzyme cycle. Stopped-flow methods afford observation of
reactions by monitoring changes in optical signals (i.e., absorbance,
fluorescence, and light scattering) as a function of time after mixing.
Analysis of the substrate concentration dependence of the rates and the
amplitudes of observable species can define the sequence of events that
occur after substrate binding. Rapid-chemical quench-flow methods
require two sequential mixing events: one to start the reaction and a
second to stop the reaction by the addition of a quenching agent. One
then quantifies the amount of product formed, often by chromatography,
to resolve radiolabeled substrate from the product. Because one can
observe the conversion of substrate to product directly on a known
concentration scale, rapid quench experiments can be interpreted directly.
In the final analysis, the most rigorous interpretation relies on global
analysis fitting both stopped-flow and rapid quench-flow data
simultaneously to establish a reaction pathway and the rates of
interconversion of kinetically significant intermediates. Accordingly,
transient-state kinetic methods allow a definition of a reaction sequence by
direct measurement of each step to establish the kinetic and
thermodynamic basis for enzyme specificity and efficiency.

Structural and kinetic methods provide a powerful combination
of related data to explore the remarkable efficiency and speci-
ficity of enzymes. Each method fills in details left out from the
other. Structural studies provide a static picture, whereas kinet-
ics bring the structure to life by providing the data to define
the dynamics that underlie catalysis. To relate kinetic studies
directly to structure, it is crucial to examine the reactions that
occur at the active site of the enzyme, namely, after substrate
binding and before product release. Unfortunately, steady-state
kinetic methods cannot reveal details regarding the conversion
of substrate to product at the active site of an enzyme. There-
fore, we turn to rapid-transient kinetic methods in which we
examine the enzyme as a stoichiometric reactant rather than as
a trace catalyst. We can thereby observe enzyme-bound species
formed during catalysis by examining the time scale of a single
enzyme turnover. The reactions that govern enzyme specificity
and efficiency can then be defined by quantifying the rates of

substrate binding, enzyme isomerization, chemical conversion
of substrate to product, and product release.

Measurable Kinetic Parameters

Traditional steady-state kinetic studies rely on indirect obser-
vation of catalysis by monitoring the accumulation of product
or consumption of substrate as a consequence of many reac-
tion cycles with a trace of catalyst. Conclusions are limited to
inference of the possible pathways for the order of addition of
multiple substrates and release of products and quantification of
two bulk kinetic parameters, k cat and k cat/K m. The parameter
k cat defines the maximum rate of conversion of enzyme-bound
substrate to product released into solution, but it cannot be used
to establish whether the maximum rate of reaction is limited by
enzyme conformational changes, rates of chemical reaction, or
rates of product release per se; it does, however, set a lower
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limit on the magnitude of any rate constant in that sequence.
The term k cat/K m is known as the specificity constant because
it quantifies which enzyme or substrate wins in a competi-
tion. Moreover, k cat/K m defines the rate of substrate binding
multiplied by the probability that once bound, the substrate is
converted to product and released. As such, kcat/k cat/K m sets a
lower limit on the second-order rate constant for substrate bind-
ing, and it also provides a measure of enzyme efficiency relative
to the diffusion-limited substrate-binding rate. The term K m is
best understood as the ratio between the two primary param-
eters, k cat, and k cat/K m, and it is generally not equal to the
dissociation constant for substrate binding. These steady-state
kinetic parameters form the minimal background to design ex-
periments than can define the sequence of individual steps along
the reaction pathway.

Transient-state kinetic analysis allows definition of a mini-
mal reaction sequence of kinetically significant intermediates
responsible for the conversion of substrate to product at the
enzyme active site (1). Resolution of how individual rate con-
stants lead to a given value for k cat/K m provides an under-
standing of the reactions that govern enzyme specificity and
efficiency. Direct measurement of events that occur at the ac-
tive site of the enzyme fills the void of information left by
steady state kinetic studies, namely, the steps that occur after
substrate binding through to the point of product release. Using
transient kinetic methods, the rates of a single reaction cycle
are measured using an enzyme as an observable reactant of-
ten at concentrations approximately equal to the substrate. For
example, given the pathway shown in Scheme 1, all eight rate
constants can be measured by a combination of equilibrium,
steady-state, and transient-state kinetic experiments. Moreover,
these kinetic studies lay the foundation for the identification of
enzyme bound intermediates (EI).

Comprehensive kinetic analysis defines the mechanistic basis
for enzyme specificity and efficiency in ways that can be
directly related to enzyme structure. In this article, the rationale
will be described for design and interpretation of experiments
to define the pathway of enzyme-catalyzed reactions using
transient kinetic methods. These principles will be illustrated
with three examples of biologically important reactions, none of
which could have been solved with steady-state kinetics alone.
This article is by no means a comprehensive survey of this
extensive field, but rather, selected examples from the author’s
laboratory will be used to illustrate the methods to provide a
flavor for what is possible.

Transient Kinetics of Biological
Reactions

Enzyme catalysis is the basis for life. Enzymes accelerate de-
sired reactions so they occur on a time scale requisite for living

k1

EI
k3k2 k4

k−1 k−2 k−3

E + S ES EP E + P
k−4

Scheme 1

organisms. Moreover, enzymes can synthesize complex bio-
logical macromolecules that exist long enough to sustain life
by coupling desired synthetic reactions to thermodynamically
favorable catabolic reactions. Kinetic analysis allows us to deci-
pher the pathway by which enzymes carry out these biologically
important reactions with incredible speed, efficiency, and speci-
ficity. Traditional steady-state kinetic methods provide estimates
for the kinetic constants, k cat and kcat/Km, which govern the flux
through metabolic pathways. Transient-state kinetic methods al-
low definition of the kinetically significant reaction sequence
and can provide estimates for each intrinsic rate constant along
the pathway, including rates of formation and breakdown of
enzyme-bound intermediates. Thus, transient-state kinetic anal-
ysis is essential to understanding how enzymes bring about
catalysis. Here, three examples of biologically important reac-
tions are provided.

DNA polymerase fidelity

As one example, we have long been fascinated by the incredi-
ble speed and accuracy of DNA polymerases that can replicate
DNA at a rate of 300 base pairs per second while introducing
errors only 1 out of a billion times (2). Kinetic analysis has
revealed how these enzymes use information from both hydro-
gen bonding and shape of the base pair to discriminate correct
base pairs from the three possible competing mismatches at any
DNA template position (3–6). The most important step in which
specificity is determined is during a change in enzyme structure
after nucleotide binding, in which substrate binding energy is
used to alter the enzyme conformation. After the conforma-
tional change, a correct substrate (deoxynucleotide) becomes
tightly bound in a state that slows release of the bound substrate
and organizes the active site residues to promote catalysis. In
contrast, an incorrect substrate (a mismatched deoxynucleotide)
disorganizes the active site residues leading to a state that pro-
motes release of the substrate and slows the chemical reaction.
Thus, it is the kinetic partitioning of the conformational isomer
formed after substrate binding that establishes substrate speci-
ficity. Transient-state kinetic analysis has revealed how these
structural dynamics endow the polymerase with the ability to
replicate DNA with sufficient accuracy and speed to sustain a
living organism.

Detection of enzyme intermediates

Enzymes often catalyze conversion of a substrate to product
through a sequence of intermediate states. In many instances, the
intermediates must be inferred because they are not sufficiently
stable kinetically or thermodynamically to be observed directly.
However, in several instances, transient-state kinetic analysis
has allowed identification of enzyme-bound intermediates. Rig-
orous kinetic analysis is essential to distinguish intermediates
from the side products of the reaction. As one example, ex-
citatory postsynaptic potential (EPSP) synthase, which is the
target of the herbicide glyphosate, catalyzes the reaction of
shikimate-3-phosphate (S3P) with phosphoenolpyruvate (PEP)
through a tetrahedral intermediate to form the product, EPSP
(7, 8). The mechanism of the reaction is crucial for under-
standing the mode of inhibition by glyphosate and in the quest
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for more effective herbicides. Transient-state kinetic studies
revealed the rapid formation and breakdown of the interme-
diate in less than 100 milliseconds. In contrast, structural stud-
ies by nuclear magnetic resonance suggested another species
(EPSP ketal) as an intermediate, but subsequent kinetic anal-
ysis showed that its rate of formation at the active site was
a million-fold too slow to account for catalysis (9, 10). Thus,
kinetic competence is a critical criterion for the identification
of intermediates; the intermediate must be formed and broken
down at rates sufficient to account for the net conversion of sub-
strate to product at the enzyme active site (11). Single-turnover
transient-state kinetic studies provide the crucial data to identify
enzyme intermediates.

Force production by motor proteins

Motor proteins such as myosin, dynein, and kinesin, produce
a force for movement by coupling the hydrolysis of ATP to
conformational changes in protein structure that are linked to
the cyclical interaction of the motor with a filament (actin
or microtubules). Initial characterization of actin-stimulated
myosin ATPase kinetics using steady-state methods led to the
puzzling observation that actin fully simulated ATP turnover
while associating with only small fraction of the myosin (12).
In a set of simple and direct experiments using transient kinetics,
Lymn and Taylor (13) showed that actin associates with myosin
for a very brief time and then rapidly dissociates as part of
the myosin crossbridge cycle. ATP binding to the actomyosin
complex stimulates rapid release of the myosin from the actin,
whereas the binding of actin to the myosin-ADP-P complex
simulates the release of products (ADP and P). Conformational
changes that occur with nucleotide binding and release are then
coupled to force production. Another motor protein, which is
called kinesin, walks along microtubules in a hand-over-hand
fashion because of an alternating-site ATPase pathway (14, 15).
Strain in the linkage between the two motor domains of this
dimeric protein distinguishes leading from lagging ATPase sites
when they are both bound to the microtubule surface. This
strain leads to rapid dissociation of ADP from the leading
motor domain while stimulating ATP hydrolysis on the lagging
motor domain. Moreover, ATP binding to the lagging head
stimulates the release of ADP from the leading head. Transient
kinetic analysis established this alternating site ATPase cycle
by showing directly that ATP binding to one site simulated the
rate of ADP release from the other site (14).

Kinetic and Structural Basis
for Catalysis

Structural analysis is often the basis for discussions of enzyme
specificity and mechanism. However, structural studies alone
cannot establish mechanism or define the origins of enzyme
specificity. In the three examples cited above, structural studies
were critical to illustrate the active site residues, but could
not by themselves address the most pressing questions. In
particular, enzyme specificity is a kinetic phenomenon which is
quantified by k cat/K m, but the underlying origins of specificity

are not revealed by pondering the magnitude of k cat/K m or
by inspecting the three-dimensional arrangements of amino
acids. Rather, in combination with transient-state kinetic studies,
the structures and steady-state kinetic parameters take on new
meaning and can be interpreted to reveal fascinating details of
enzyme dynamics and specificity.

The chemistry of DNA polymerization

The structure of the active site of a DNA polymerase with bound
DNA and an incoming substrate, dCTP, is shown in Fig. 1a
(16). In this structure, the DNA is terminated with a dideoxynu-
cleotide that lacks the 3’OH so that catalysis is prevented, and
so this structure is thought to represent a close approximation to
the closed enzyme state immediately preceding catalysis. The
chemistry of the reaction is well established in that the reac-
tion is catalyzed by a two metal ion mechanisms, in which one
Mg+2 increases the nucleophilic reactivity of the 3’OH while
the other Mg+2 stabilizes the developing negative charge on
the α-phosphate during the transition state (17). However, this
model does not explain the extraordinary efficiency and speci-
ficity of the reaction. This polymerase copies DNA at a rate of
300 base pairs per second and makes a mistake approximately
one out of a million times. After making a mistake, the poly-
merase stalls, which gives time for the DNA primer strand to
melt away from the template strand and migrate to an exonucle-
ase site 25 ´̊Aaway to remove the mismatched base. The primer
then rapidly reanneals and polymerization continues so that the
overall error frequency is only one in a billion (5). Efficiency
and specificity are kinetic properties of the enzyme that can be
addressed directly by transient kinetic analysis to define the ki-
netically significant intermediates in the reaction sequence and
thereby establish the kinetic and thermodynamic basis for nu-
cleotide selectivity. Detailed kinetic studies have revealed that
although the metal ions mechanism accounts for a base level of
catalysis, the alignment of positively charged amino acids on
the O-helix (Fig. 1a) plays a critical role in specificity by their
involvement in recognition of a correct base pair.

The chemistry of EPSP synthase

EPSP synthase catalyzes the synthesis of EPSP by an addition-
elimination reaction through the tetrahedral intermediate shown
in Fig. 2a. This enzyme is on the shikimate pathway for synthe-
sis of aromatic amino acids and is the target for the important
herbicide, glyphosate, which is the active ingredient in Roundup
(The Scotts Company LLC, Marysville, OH). Transient-state
kinetic studies led to proof of this reaction mechanism by the
observation and isolation of the tetrahedral intermediate. More-
over, quantification of the rates of formation and decay of the
tetrahedral intermediate established that it was truly an interme-
diate species on the pathway between the substrates (S3P and
PEP) and products (EPSP and Pi) of the reaction. The chem-
istry of this reaction is interesting in that the enzyme must first
catalyze the formation of the intermediate and then catalyze its
breakdown, apparently with different requirements for cataly-
sis. Quantification of the rates of each step of this reaction in
the forward and reverse directions has afforded a complete de-
scription of the free-energy profile for the reaction and allows
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Figure 1 Mechanism of DNA polymerization. (a) The structure of T7 DNA
polymerase in a complex with DNA and an incoming nucleotide is shown
with a fluorescent label attached to C514. Changes in the fluorescence
allow quantification of the nucleotide-induced change in structure and its
role in selectivity. Residues 233-411 and 436-454 have been removed to
reveal the active site. Shown also are the O-helix and key catalytic residues
From PDB 1 T7P (17). (b) The time dependence of the fluorescence change
induced by nucleotide binding is shown at three concentrations of dCTP.
The inset shows the measurement of the rate of dCTP dissociation from the
E.DNAdd.dNTP complex. Analysis of these data defined the role of enzyme
conformational changes in nucleotide selectivity. Both figures are
reproduced with permission from Reference 6.

estimation of the extent to which the enzyme catalyzes each
step (8).

The chemistry of energy transduction
by motor proteins

The free energy available from the hydrolysis of ATP to form
ADP and Pi in solution is generally in the neighborhood of
15 kcal/mol, depending of course, on the intracellular concen-
trations of ATP, ADP, and Pi. The means by which an enzyme
can couple this free energy to produce a force for movement

has been the topic of research for more than a half century.
Studies in the light microscope established a sliding filament
model for muscle contraction, which was subsequently shown
to be caused by the cyclical interaction of the myosin AT-
Pase with actin filaments. A major revelation came with the
realization that the largest changes in free energy are associ-
ated with the binding of ATP and the release of ADP and Pi,
whereas the actual chemical step involving hydrolysis had an
equilibrium constant of only 4 at the active site of the enzyme
(13). The very tight binding affinity (Kd ∼ 10−11 M) of ATP
to myosin is used in the cycle to induce a change in enzyme
structure that breaks the otherwise tight interaction of myosin
with actin in the so-called rigor complex. After dissociation of
the myosin-ATP complex from the actin, the hydrolysis of ATP
converts the myosin to a myosin-ADP-Pi state that can reas-
sociate weakly with actin. Subsequent conformational changes
coupled to the sequential release of Pi and then ADP drive the
swinging of a lever arm during force production (18, 19). The
key to understanding coupling is to recognize that the myosin
motor cycles between tight- and weak-nucleotide-binding states
in reactions that are opposed and therefore coupled to cycling
between tight- and weak-filament-binding states. The details of
this energy transduction cycle are derived from a combination
of structural, spectroscopic, equilibrium, and kinetic measure-
ments; transient-state kinetic analysis has played a central role
in defining the pathway.

The coupling of ATP hydrolysis to force production by ki-
nesin is different, but it relies on similar principles in that the
binding of substrate and release of products are coupled to con-
formational switching between tight- and weak-filament-binding
states (14, 15, 20). Like myosin, cycling between two nucleo-
tide-binding states is coupled to cyclical changes in the affinity
of the kinesin motor domain for binding to the microtubule
surface. However, the pathway is complicated by the negative
cooperativity between the two ATPase domains of the dimeric
motor. It is believed that strain induced when simultaneously
binding both motor domains to the microtubule surface causes
the leading head into a weak-nucleotide-binding state stimulat-
ing the release of product, ADP. In contrast, the trailing head
binds ATP tightly, and the tight association with the microtubule
surface also stimulates ATP hydrolysis. The subsequent release
of Pi is then coupled to the dissociation of this trailing head
from the microtubule that allows it to leapfrog forward, thereby
being converted from the trailing to a leading motor. As this
motor domain then binds to the microtubule surface in its new
role as leading motor, it reaches a weak-nucleotide-binding state
and rapidly releases the bound ADP. Unlike myosin in which
one step of the cycle can be attributable to the force-producing
step, net displacement of kinesin along the microtubule surface
occurs with a complete cycle of the ATPase shown in Fig. 3a,
which is rate limited by the release of Pi from the trailing head.
This complex pathway was derived by a relatively small set of
simple and direct experiments using transient kinetic methods to
measure the rate of each reaction and to provide definitive ev-
idence for this alternating site ATPase pathway. For example,
Fig. 3b shows the effect of increasing ATP concentrations in
stimulating the release of ADP from kinesin bound to a micro-
tubule.
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Figure 2 Intermediate in the EPSP synthase pathway. (a) The mechanism of the reaction catalyzed by EPSP synthase is shown. The reaction proceeds by
an addition-elimination mechanism via a stable tetrahedral intermediate. (b) A single turnover reaction is shown in which 10-µM enzyme was mixed with
100-µM S3P and 3.5-µM radiolabeled PEP. Analysis by rapid-quench kinetic methods showed the reaction of PEP to form the intermediate, which then
decayed to form EPSP in a single turnover. The smooth lines were computed from a complete model by numerical integration of the equations based on a
global fit to all available data. Reproduced with permission from Reference 7.

Transient-Kinetic Tools
and Techniques
Transient-kinetic techniques most often rely on the rapid mixing
of reactants with enzyme to initiate the reaction. This mixing
is essential so that all enzyme molecules start reaction in
synchrony with one another; therefore, the time dependence of
the observable reactions defines the kinetics of interconversion
of enzyme intermediate states. Because mixing requires a finite
amount of time, conventional methods are limited in their ability
to measure very fast reactions. For example, a typical value for
the “dead time” of a stopped-flow instrument is approximately
1 ms, which is because of the time it takes to fill the observation
cell. Thus, reactions with a half-life of less than 1 ms (rate >

700 s−1) are difficult to observe depending on the signal to noise

ratio. With a favorable signal to noise ratio, rates on the order of
2000 s−1 can be measured, but it is rare. Other transient kinetic
techniques have been devised to break this time barrier. Both
temperature-jump and pressure-jump experiments can approach
the 1-µs limit, but both only allow observation of relaxation of
a system of reactants from one equilibrium position to another
and therefore have less widespread use. Modern microfluidic
methods have also achieved mixing times in the microsecond
range and offer the promise of more widespread use. In addition,
recent efforts have succeeded in combing rapid mixing followed
by mass spectrometry analysis to detect enzyme intermediates.

Stopped-flow methods

The two prominent transient-kinetic mixing methods are stopped
flow and rapid chemical quench flow. In the stopped flow, the
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Figure 3 Pathway of the kinesin ATPase. (a) The pathway is shown for the
cyclical interaction of kinesin ‘‘heads’’ with the microtubule surface driven
by the binding and hydrolysis of ATP and release of products. When both
heads are bound to the microtubule, then strain leads weak nucleotide
binding in the leading head (right-most image). In a key step that leads to
an alternative site pathway, ATP binding to the trailing head caused the
leading head to bind to the microtubule, which stimulates the release of
ADP (steps 1 and 2). The cycle is completed by the hydrolysis of ATP (step
3) and the release of the trailing head from the microtubule coupled to the
dissociation of Pi (step 4). (b) Kinetic data to support this model is shown,
in which a fluorescent analog of ADP (mant-ADP) was bound to the
kinesin, and the kinesin-mantADP complex was mixed with microtubules
at various concentrations of ATP. One ADP was released rapidly from only
one of the two kinesin heads in the absence of ATP. The binding of ATP to
the first head simulates the release of ADP from the second head. These
data directly demonstrate the alternating site pathway in which the
binding of substrate to one site stimulates product release from the
neighboring site. Fitting of this data by simulation of the complete
pathway allows definition of the rates of ATP binding and of ADP release.
Reproduced with permission from Reference 20.

instrument mixes and then forces reactants through a flow cell.
After an abrupt stop of the flow, the observation cell contains
reactants that were just mixed within the previous millisecond.
One can then trigger a computer to collect data to measure
changes in optical signals such as absorbance, fluorescence, or
light scattering as a function of time after mixing. Other spectro-
scopic methods such as electron paramagnetic resonance have
been employed, but many traces must be collected and aver-
aged to improve the signal to noise ratio. Stopped-flow methods
have a distinct advantage in that one can often obtain data of

high quality (high signal-to-noise ratio) over a series of con-
centrations of substrate with a modest investment of time and
materials. These data can then accurately define the concentra-
tion dependence of observable rates of reaction; this information
is critical in developing a model for the enzyme pathway. How-
ever, stopped-flow signals are sometimes difficult to interpret
uniquely, especially when fluorescence data Scheme multiple
exponentials, as described below. An important solution to the
problem can be achieved by correlating stopped-flow data with
measurements of the chemical conversion of substrate to prod-
uct using rapid quench-flow methods.

Figure 1b illustrates the analysis of substrate binding and
dissociation using stopped-flow fluorescence methods. The con-
centration dependence of the binding rate defines a two-step
sequence that involves a weak rapid-equilibrium binding fol-
lowed by isomerization to tighter binding. The inset to Fig. 1b
shows an experiment to measure the substrate dissociation rate.
Combined, the two experiments accurately define the kinetic
parameters that govern the two-step binding sequence.

Rapid quench-flow methods
Rapid chemical-quench-flow methods are employed to measure
the chemical conversion of substrate to product without neces-
sarily relying on an optical signal. Often, radiolabeled substrates
are used, and the substrate and product are resolved chromato-
graphically to allow quantification of the conversion of substrate
to product. The reaction is started by mixing the enzyme with
substrate and then stopped by mixing with a quenching agent,
such as 2 N acid or base. In a quench-flow apparatus, reactants
are driven through loops of tubing at defined speeds to control
the timing and to achieve reaction times as short as 2 ms. Longer
reaction times, up to approximately 100 ms, are achieved by us-
ing longer loops of tubing. Even longer reaction times, greater
than 100 ms, require a push-pause-push mode in which the first
push forces the reactants into a reaction loop and after a pause
of known duration, a second push forces the reactants to mix
with a quenching agent and then out into a collection tube.
The method can be time consuming and tedious compared with
stopped-flow, but rapid quench flow methods have two distinct
advantages. First, they provide a direct measurement for the rate
of conversion of substrate to product at the active site; second,
they provide a measurement of reaction amplitude in units of
concentration that can be directly related to the concentration of
enzyme active sites. Accordingly, rapid quench-flow data can
be interpreted more easily in evaluating to a given model. In
addition, they allow one to assess the extent to which dead
enzyme or microheterogeneity in the enzyme and/or substrate
might influence interpretation of the data.

Figure 2b shows the results of a rapid-quench single-turnover
experiment performed with EPSP synthase with enzyme in ex-
cess over the radiolabeled substrate, PEP. The data show the
transient formation and decay of the tetrahedral intermediate,
which led to its subsequent isolation and structure determina-
tion.

When transient kinetic methods fail
Conventional transient-kinetic methods are not always applica-
ble to every enzyme system. In particular, enzymes that have
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very fast turnover rates such as carbonic anhydrase are not
amenable to single-turnover kinetic methods and may require
the use of stopped-flow methods just to observe reactions in
the steady state. In addition, enzymes with very high K m val-
ues are sometimes difficult to study because the high substrate
concentrations needed to saturate the rate of reaction increase
the background in attempts to observe product formed at a con-
centration equal to only one per enzyme site. However, these
limitations are being challenged constantly by the development
of better instrumentation, new methods, and better signals. If
one is lucky or wise enough to choose an enzyme with K m val-
ues in the micromolar range and k cat less than several hundred
per second, then a large range of experiments is possible.

Experimental Design and
Interpretation of Data

The overall goal of a comprehensive kinetic study is to pro-
vide estimates for each step in the pathway and to iden-
tify enzyme-bound intermediates. The time dependence of an
enzyme-catalyzed reaction can be rather complex for even a
simple reaction sequence that contains only one substrate, one
product, and one enzyme-bound intermediate such as the reac-
tion illustrated in Scheme 1. Nonetheless, careful design and
rigorous interpretation of a combination of equilibrium and ki-
netic data can define all eight rate constants under favorable
circumstances; in particular, definition of the reverse rate con-
stants usually requires that the reaction be measurable in the
reverse direction. In those cases in which rates cannot be de-
fined with certainty, the degree of uncertainty must be stated.
For example, in some cases the data may only indicate that k−2

and k3, for example, must be greater than 1000 s−1, but no data
define an upper limit. In either case, the data could show that
the formation of the intermediate is the kinetically significant
step and that the intermediate breaks down at a fast rate. Given
the very nature of the reaction, this method may be the best
possible and perhaps all that is important mechanistically.

Equilibrium measurements

Steady-state and equilibrium measurements are extremely im-
portant to place constraints on the interpretation of more com-
plex kinetic experiments. For example, measurement of the
overall equilibrium constant for the reaction defines the product
of equilibrium constants for all four steps, K net = K 1K 2K 3K 4.
In addition, it is often possible to measure the two internal equi-
libria, K 2 and K 3 if concentrations of enzyme can be attained
that are higher than the dissociation constants for substrate
and product. Finally, dissociation constants for substrates and
products can be measured in some instances, particularly with
multiple substrate reactions when one of the reactants can be
left out to allow the binding but not reaction of the other sub-
strate. Whatever information can be obtained will facilitate the
design of subsequent experiments (i.e., what concentrations of
substrate are needed to saturate the enzyme) and in their inter-
pretation (i.e., knowing that k2/k−2 = K 2 provides an important
constraint in globally fitting data).

Binding kinetics

It is useful to approach the solution of an enzyme path-
way from both ends and work inward. Measurement of the
substrate-binding kinetics is a good first start, but it will de-
pend on a useful signal. Often, changes in protein fluorescence
occur that reflect changes in protein structure induced by sub-
strate binding; these signals can be monitored to measure the
kinetics of binding and isomerization. In other cases, a fluo-
rescent analog of a substrate or a fluorescently labeled protein
can provide a useful signal. In either case, definition of rate
constants that govern binding assist in the design and interpre-
tation of subsequent experiments to measure rates of substrate
to product conversion at the active site. Figure 1b illustrates
the measurement of substrate binding kinetics.

Pre-steady-state burst kinetics

Important results are obtained in an experiment where enzyme
is mixed with an excess of substrate and then the formation
of product is monitored over the time period of a few enzyme
turnovers and with an enzyme concentration high enough to
allow quantification of one product per enzyme site. Under
conditions in which substrate binding and chemical conversion
to product are faster than the release of product, one observes a
“burst” of product formation equal to one product per enzyme
site, followed by steady-state turnover.

The mere observation of a burst implies that a step after
chemistry is at least partially rate limiting for steady-state
turnover. In addition, if no observable burst occurs, then the data
imply that chemistry is largely rate limiting. When a burst can
be observed, quantitative fitting of the amplitude and rate of the
burst phase relative to the steady-state phase affords estimates
for three rate constants: k2, k−2 and k3 in the pathway shown
above (Scheme 2).

Single turnover kinetics

If enzyme can be obtained at concentrations approaching the
Kd or K m for substrate, then experiments can be performed
with enzyme in excess of substrate. In these experiments, one
can observe the net conversion of substrate to intermediate and
form product in a single enzyme cycle. The real advantage
of the method is in the signal-to-noise (or background) ratio
of the data. While in a pre-steady state burst experiment, one
might be looking for the appearance of an intermediate in the
background of 100-fold higher concentration of substrate; in a
single turnover experiment, that same intermediate might appear
as 30% of the total substrate. This finding was the case in
studies on EPSP synthase, in which single-turnover experiments
revealed the presence of the tetrahedral intermediate, which led
to its isolation and structure determination (Fig. 2b).

k1

EP
k3k2

k−1 k−2 k−3

E + S ES E + P

Scheme 2
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Interpretation of transient kinetic data
Unlike the standard protocols for steady-state kinetic analysis,
transient kinetic analysis is dependent on the availability of sig-
nals to measure individual steps of the reaction. Moreover, the
observable kinetics change and can be complex or deceivingly
simple depending on the relative magnitudes of sequential steps
in a pathway. The rule of thumb is that one exponential phase
exists in the time dependence of a reaction for each step in
the pathway. For example, the kinetics of signals observable
according to Scheme 2 will follow a triple exponential func-
tion: Y = A1 · e−λ1·t + A2 · e−λ2 ·t + A3 · e−λ3·t + c. Moreover,
it is important to note that the observed rates (λ values) do not
translate directly to rate constants for individual steps except in
the rare case where each step is irreversible. Rather, the observ-
able rates are a function of all rate constants that are reversibly
linked (1, 21, 22). In general, the observed rate approaches the
sum of the rate constants for all steps that contribute to the
observable transient. A complete discussion of this is beyond
the scope of this review, but some simplifying concepts are im-
portant to note. For example, if the binding of substrate is a
rapid equilibrium or the experiment is conducted at sufficiently
high substrate concentration, then the exponential term that gov-
erns the formation of ES is so fast that it is dropped from the
equation. In addition, in a pre-steady-state burst experiment, the
last exponential term is lost because the release of products re-
generates free enzyme, which blends the time dependence of the
reaction into the steady-state phase. Thus, it is common that for
this three-step pathway, the observed rate of formation of prod-
uct during a pre-steady-state burst experiment follows a single
exponential with a rate given by the sum, kobserved = k2 + k−2

+ k3 (followed by linear steady-state turnover).
Under some conditions, the kinetics of the reactions sim-

plify, but the validity of such simplifying assumptions is limited.
Moreover, as a reaction becomes more complex, the mathemati-
cal modeling of the data becomes intractable. For these reasons,
methods have been developed for modeling and fitting kinetic
data by computer simulation based on numerical integration of
the full rate equations without simplification. The data shown
in Fig. 3b, for example, can only be analyzed by simulation to
obtain meaningful information because of complexities in the
experiment. However, in fitting the data by simulation, the rate
constant for ATP binding is defined accurately by the observed
increase in rate of the slow reaction phase as a function of ATP
concentration.

Computer simulation and global data
fitting
Kinetic data can be fitted directly to a given model without in-
voking simplifying assumptions needed to solve mathematical
equations. Rather, by numerical integration of the rate equations,
complex models can be examined in fitting data over a wide
range of concentrations and differing starting conditions. When
fitting data by computer simulation, one bypasses mathematical
modeling entirely and fits data directly to the model. More-
over, many experiments can be fitted simultaneously to a single
unifying model. Several computer programs are currently avail-
able including, DynaFit (BioKin, Ltd., Watertown, MA), Copasi

(EML Research, Heidelberg, Germany), and KinTek Global Ki-
netic Explorer (KinTek Corporation, Austin, TX), and all are
available on the internet. The major difficulty in using these
programs occurs because of the ease with which one can pro-
pose overly complex models in attempting to explain kinetic
data. Understanding which kinetic constants are actually con-
strained by the data becomes extremely difficult when fitting
multiple parameters to several data sets. KinTek Explorer ad-
dresses this problem by allowing the user to scroll a given rate
constant, starting concentration, or output factor and watch the
curves change in shape. This dynamic simulation immediately
reveals whether a given constant has a significant effect on the
fit to the data and shows when a model is overly complex.

The future of kinetic analysis lies in the use of these power-
ful computer simulation methods to design experiments and to
fit data rigorously to extract mechanistic information. Ongoing
work is directed toward the development of more robust algo-
rithms to address the confidence intervals with which individual
parameters can be obtained from modeling a given set of data.
With these tools, one can accurately establish a given reaction
mechanism and provide estimates for the rates and free-energy
changes for each kinetically significant step in the pathway.
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The limitation of a triplet code with only four bases from which to choose
and the size limitation of viral genomes has placed evolutionary pressure on
translational coding. Organisms and viruses have developed a variety of
methods of translational recoding, including codon reassignment and
frameshifting, temporarily altering the canonical reading of mRNA to meet
their needs. A translational recoding event can be caused by alterations in
the mRNA and/or the tRNA and may even necessitate specific ribosomal
elongation factors. Scientists also desire to alter the genetic code by
manipulation of natural recoding events and by exploitation of artificial
genetic code expansion.

Introduction

With the availability of 64 three-letter combinations of the ge-
netic code, 61 of which code for the 20 canonical amino acids
and 3 of which are stop codons, both nature and humans have
used a variety of mechanisms to expand the genetic code to
incorporate additional amino acids. The genetic code is not en-
tirely universal. A small subset of the genetic code has been
reassigned in certain organelles and a limited number of species.
In certain cases, the genetic code is expanded only when pertain-
ing to a specific mRNA. These recoding events often compete
with standard decoding. Thus, recoding events can play a role
in regulation or increase of genetic diversity (1). Programmed
frameshifting, translational bypassing, and codon redefinition
are three types of translational recoding. Both frameshifting
and bypassing occur by slippage of the mRNA in the ribo-
some during translation. Bypassing involves skipping a block
of nucleotides during decoding and is frame independent, for
example, it may or may not cause a change of frame. Codon
redefinition temporarily assigns a new meaning for a codon.
Natural mechanisms of codon redefinition to incorporate addi-
tional amino acids include N -formylmethionine, selenocysteine,
and pyrrolysine (Table 1 and Fig. 1a). Scientists have incor-
porated a vast array of noncanonical amino acids through the
means of artificial genetic code expansion.

Frameshifting and Bypassing

Several mRNAs have been shown to cause the ribosome to
shift frames, either +1 (3’) or –1 (5’), with frequencies of shift
ranging from a few percent up to 50% in cases of programmed
frameshifting (2). Although frameshifting occurs in a wide
variety of prokaryotes and eukaryotes (1), many frameshifting

events have been found in viruses, transposons, and insertional
elements (3, 4). This may occur because recoding provides a
means for viruses and mobile genetic elements to condense
protein coding and/or regulatory information in their compact
genomes (5).

Several factors enhance ribosome slippage. Slippery se-
quences, such as the heptameric sequence A–AAA–AAU, fa-
vor tRNA movement or misalignment and thus increase the
probability of frameshifting (6). The presence of rare sense
codons, codons under aminoacyl–tRNA limitation (amino acid
starvation), or stop codons can increase frameshifting, which
suggests that ribosomal pausing contributes to initiation of
peptidyl–tRNA slippage (7). The combined stimulatory sig-
nals encoded in mRNAs that undergo programmed ribosomal
frameshifting can greatly increase the probability of tRNA
slippage at a specific shift site, with up to 50% of the ribo-
somes changing frame in some cases. Programmed ribosomal
frameshifting sites include a slippery sequence in the mRNA
and an mRNA feature to enhance the slippage. In addition to
pauses caused by a low-abundance tRNA or a stop codon, sec-
ondary structures, including stem-loops and pseudoknots, may
also enhance programmed frameshifting events (4, 8).

Crystallographic, molecular, biochemical, and genetic studies
have provided insight into the mechanics of the highly effi-
cient levels of –1 ribosomal frameshifting caused by mRNA
pseudoknots (4). During the tRNA accommodation step on the
ribosome, the anticodon loop of the aminoacyl–tRNA moves 9Å
and normally pulls the downstream mRNA a similar distance. A
downstream mRNA pseudoknot wedged into the entrance of the
ribosomal mRNA tunnel resists this translocation. The tension
in the mRNA between the A-site codon and the mRNA pseu-
doknot can be relieved by unwinding the pseudoknot, which
allows the downstream mRNA to move forward and be read
in frame, or by slippage of the mRNA backward by one base,
which causes a –1 frameshift.
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Table 1 Comparison of the N -formylmethione (fMet), selenocysteine (Sec), and pyrrolysine (Pyl) translational recoding events

fMet Sec Pyl

tRNA tRNAfMet tRNASec tRNAPyl

Synthetase (tRNA identity) Methionyl Seryl Pyrrolysyl
Post aminoacylation modifier Methionyl–tRNA

Transformylase
Selenocysteine synthase

(bacteria) PSTK and
SepSecS (Archaea and
Eukarya)

None

Ribosomal “companion” IF-3 SeIB ?
Codon AUG UGA UAG
Codon extension Upstream Shine-

Delgarno (AGGAGG)
Downstream SECIS Downstream PYLIS

beneficial but not
essential

A classic example of autoregulatory programmed frameshift-
ing occurs in the decoding of Escherichia coli release factor 2
(RF2) mRNA (9). Two protein polypeptide chain release factors,
which recognize stop codons, are found in most eubacteria (ex-
cept Mycoplasma and Ureaplasma) and in plant mitochondria
and chloroplasts. Release factor 1 (RF1) mediates termination
at the stop codons UAA and UAG, and RF2 recognizes UAA
and UGA. In approximately 70% of bacterial species, RF2 is
encoded in two Open Reading Frames (ORFs). After the 26
codons of the first ORF, a UGA stop codon occurs, which is
followed by a second ORF of 340 codons in the +1 frame.
In E. coli , 30–50% of ribosomes that translate the first ORF
do not terminate at the stop codon UGA but shift to the +1
frame and continue translation to produce full-length RF2 (9).
In almost all cases, the sequence of the frameshifting site in
the RF2 mRNA is CUU UGA C (spacing indicates the codons
of the original frame). The frameshifting event involves the
CUU-decoding peptidyl–tRNALeu dissociating from the CUU
in the ribosome P site and repairing to the mRNA a single base
in the 3’ direction toward the overlapping UUU where the last
base is the first base of the stop codon. Only one leucine is
inserted for the four nucleotides in the mRNA. Because the rate
of termination at the UGA stop codon directly depends on the
concentration of RF2 in the cell, the frameshifting efficiency
and production of full-length RF2 is an autoregulatory process
(10). High concentration of RF2 favors termination, whereas
low RF2 concentration increases frameshifting efficiency and
full-length product formation.

Several features of the RF2 mRNA aid in creating this
programmed frameshifting site. The presence of a C 3’ of the
UGA makes a poor termination context (11), and CUU is a
particularly shift-prone codon (12). A short Shine–Delgarno-like
sequence located three nucleotides 5’ of the shift site, and which
can pair with the 16S rRNA of the translating ribosome, may
create a pause to allow more time for slippage, or may promote
realignment by creating tension in the mRNA.

Some mRNA sequences have been found that cause low-to-
moderate frameshifts without the aid of nearby stimulator
sequences. These sequences include the four consecutive U
residues at the 3’ end of T7 gene 10 , which permit a ∼10%
frameshift into the +1 frame to yield protein 10B (14) and
the sequence CCC UGA, which permits a ∼3% +1 frameshift

(15). Strings of four or more G or U residues that precede a stop
codon have been shown to facilitate a low level of frameshifts
(13). The UUU phenylalanine codon followed by a pyrimidine
also causes low-to-moderate +1 frameshifts (16, 17). Sequences
prone to frameshifting have been identified from phage-display
isolates that were expressed, although they lacked an identifi-
able open reading frame (18). More studies of these mRNA
sequences revealed that the sequence CCC CGA is a weak
(1–2% efficiency) translational frameshift site in E. coli (19).
Because the arginine codon CGA is one of the rarest in E. coli
(20), it likely creates a prolonged vacancy in the ribosomal A
site. This vacancy would allow the peptidyl–tRNAPro in the P
site to slide rightward one base and still pair with a CCC triplet;
thus, it would cause shifting to the reporter frame.

Frameshift-suppressing tRNAs with an extra nucleotide in
the anticodon loop were originally thought to cause a +1
frameshift by recognizing a four-base codon (21). Experimental
contradictions to the four-base translocation model, including
tRNA suppressors with normal anticodon loop size but altered
bodies (22), led to the development of a peptidyl–tRNA slippage
model for several frameshift tRNA suppressors of the CCCN
(proline) and GGGN (glycine) suppression sites (23). In this
model, slippage of the mRNA occurs when the suppressing
tRNA has moved to the ribosomal P site, and this slippage
is in competition with the decoding of the next codon, where
the presence of a stop codon or a low-abundance codon can
increase slippage.

The presence of rare sense codons or codons under
aminoacyl–tRNA limitation (amino acid starvation) contributes
to translational bypassing or hopping (24, 25). In bypassing, ri-
bosomes suspend translation at a certain site and then resume
translation downstream without decoding a block of intermedi-
ate nucleotides, and thus a single protein is synthesized from
two separated coding sequences. Depending on the number of
nucleotides skipped, bypassing may cause a change of frame.

An extreme example of translational bypassing occurs in the
translation of the bacteriophage T4 gene 60 (13). The ribosome
reads the first 46 codons of the mRNA, pauses at a UAG
stop codon, hops over 47 nucleotides (a 50-nucleotide coding
gap), and resumes translation. This bypass requires matched
codons. The peptidyl–tRNA pairs first with one codon, slips, and
then pairs with the matching codon, which results in only one
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Figure 1 Structures of N-formylmethionine, pyrrolysine, and selenocysteine. b. Selenocysteine insertion pathway in E. coli.

amino acid being inserted for the two matched codons and any
intervening nucleotides. The stop codon after codon 46 pauses
the ribosome and allows time for slippage. The sequence context
of the UAG codon creates a very poor termination site (11). In
addition to the stop codon, a stem-loop structure that contains
the stop codon and take-off site GGA within its stem and a
cis-acting signal in the nascent peptide that consists of a stretch
of charged and hydrophobic amino acids specified by codons
preceding the gap enhance bypass efficiency (13).

Codon Redefinition

N-formylmethionine

All organisms initiate protein synthesis with either methionine
or its derivative N -formylmethionine (fMet). In all organisms,

two classes of methionine–tRNAs are present with one class
used only for initiation and the other for peptide elongation (26).
Archaeal and cytoplasmic eukaryal protein synthesis initiates
with methionine. Bacteria and eukaryotic organelles (mitochon-
dria and chloroplasts) require N -formylmethionyl–tRNAfmet as
a translation initiator. Typically, the formyl group and the me-
thionine are removed from the protein even while the protein is
still being synthesized on the ribosome (26).

Synthesis of fMet occurs on its tRNA. The tRNAfmet is
charged by MetRS with methionine, which then is formylated
by methionyl–tRNA formyltransferase (MTF) in the presence
of the formyl donor N10-formyltetrahydrofolate (27). Initia-
tion factor IF2 sequesters the fMet–tRNAfMet and excludes it
from the ribosomal A site. Instead, IF2-bound fMet–tRNAfMet

is transported to the ribosomal P site. EF-Tu ∼GTP can
bind methionyl–tRNAfMet, although at a lower affinity than
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methionyl–tRNAMet (28). EF-Tu ∼GTP poorly binds fMet–
tRNAfMet (29).

Unique structural properties, including the absence of a
Watson–Crick base pair between nucleotides 1 and 72 at the end
of the acceptor stem and the presence of three consecutive base
pairs at the bottom of the anticodon stem, distinguish initiator
tRNAs from elongator tRNAs (30). Observations from the E.
coli crystal structure suggest the high specificity recognition
between Met–tRNAfMet and MTF mainly involves recognition
of the acceptor arm (31). The lack of a Watson–Crick base pair
at position 1-72 is important not only for the formylation of this
tRNA by methionyl–tRNA transformylase (32) but also for the
prevention of the initiator tRNA from acting as an elongator
tRNA. The three consecutive G–C base pairs on the acceptor
stem of initiator tRNAs are required for targeting the tRNA to
the ribosomal P site (33).

Selenocysteine

The trace element selenium plays an essential role in the activity
of some bacterial and eukaryotic antioxidant enzymes (34). Se-
lenium is incorporated into proteins in the form of the so-called
twenty-first amino acid selenocysteine, which is encoded by a
UGA stop codon. Although the chemical structure of selenocys-
teine differs from cysteine only by the replacement of the sulfur
atom with selenium, the lower pKa of selenocysteine (5.2) al-
lows for ionization of selenocysteine at physiological pH (35).
To read through the UGA stop codon selectively, selenocysteine
insertion requires a variety of proteins and RNA structures.

Selenocysteine synthesis occurs on tRNASec (Fig. 1b). The
secondary structure of tRNASec differs from that of canoni-
cal tRNAs. Selenocysteine tRNAs are considerably larger than
other tRNAs (36). Although tRNAs normally undergo process-
ing of a 5’ leader sequence, tRNASec does not have a 5’ triphos-
phate on its terminal guanosine (37). In eubacteria, archaea, and
eukarya, a conservation of extensions of the acceptor stem and
of the D stem in tRNASec exists. An extended 6 bp D stem, in-
stead of the canonical 3–4 bp, was shown to be a major identity
determinant for serine phosphorylation in eukarya (38). A 13-bp
amino acid acceptor arm (A–T), which results from the coaxial
stacking of the A and T stems, also distinguishes tRNASec from
canonical tRNAs that have a 12-bp-(7 +5 bp)-long A–T arm.
The conserved length of the tRNASec A–T arm varies in com-
position between bacteria (8 +5 bp) and that found in eukarya
and archaea (9 +4 bp) (39, 40). The 13-bp A–T arm is necessary
for binding to SelB in bacteria and for serine to selenocysteine
conversion in eukarya (41, 42). Investigation of posttranscrip-
tional modification of the vertebrate tRNASec revealed only four
modified bases, which is fewer than canonical tRNAs (43).

In bacteria, seryl–tRNA synthetase initiates selenocysteine
biosynthesis by charging tRNASec with serine. The aminoacy-
lation efficiency of this reaction is only 1–10% that of aminoa-
cylation of tRNASer (44). In E. coli , selenocysteine synthase,
encoded by selA, catalyzes the conversion to seryl–tRNASec to
selenocysteyl–tRNASec (45). Seryl–tRNASec covalently binds
to the pyridoxal phosphate (PLP) of selenocysteine synthase.
From in vitro studies, after the elimination of a water molecule
from the seryl moiety, formal addition of hydrogen selenide to

the double bond of the aminoacrylyl intermediate occurs (46).
Selenophosphate, which is synthesized by selenophosphate syn-
thetase enocoded by selD , acts as a selenium donor in vivo (47).

In archaea (42) and eukarya (48), selenocysteine also starts
with the serylation of tRNASec by seryl–tRNA synthetase. In
the presence of Mg2+ and ATP, phosphoseryl–tRNASec kinase
specifically phosphorylates the seryl moiety of Ser–tRNASec

to produce O-phosphoseryl–tRNASec (49). The conversion of
O-phosphoserine (Sep) to selenocysteine proceeds by the action
of the PLP-dependent enzyme Sep–tRNA:Sec–tRNA synthase
(SepSecS) using selenophosphate as a selenium donor to pro-
duce Sec–tRNASec (50). As the phosphate of Sep provides a
better leaving group than the water of serine, Sep to Sec con-
version is more chemically favorable than Ser to Sec conversion.
This favorableness and the greater stability of the Sep–tRNASec

as compared with Ser–tRNASec (49) would enhance the produc-
tion of Sec–tRNASec in archaea and eukarya, which have more
extended selenoproteomes than bacteria (50).

To ensure that the opal codon codes selenocysteine only
when needed, a cis-acting stem-loop structure designated as
the Sec Insertion Sequence (SECIS) element must be present
in the mRNA (34). In E. coli , a 38-nt SECIS is positioned
immediately downstream from the opal codon, whereas the
archaea and eukaryotic SECIS can be located several hundred
nucleotides downstream in the 3’ untranslated region of the
gene. The presence of the SECIS in the 3’ untranslated region
yields greater sequence flexibility of proteins in the expanded
selenoproteomes of archaea and eukarya. The ability of higher
eukaryotes to translate selenoproteins with SECIS elements in
the coding region suggests that the location of the SECIS
element in the 3’ UTR is not a requirement in higher eukaryotes
but rather an evolutionary adaptation (51).

For delivery to the ribosome, special elongation factors are
necessary. In E. coli , EF–Tu does not bind tRNASec. In-
stead, a selenocysteine-specific elongation factor SelB, with an
N-terminal domain that has sequence similarity to EF–Tu, rec-
ognizes the aminoacyl moiety and exclusively binds
selenocysteyl–tRNASec (52). Like EF–Tu, SelB binds GTP. The
C-terminal extension of SelB consists of four winged-helix do-
mains arranged in tandem that bind the SECIS element and un-
dergo a structural change during SECIS binding that is proposed
to allow for communication between the tRNA and mRNA
binding sites (53). A SelB conformational change during SECIS
binding would be another mechanism to ensure that selenocys-
teine is not inserted at random codons (53).Thus, a quaternary
complex of SelB, selenocysteyl–RNASec, GTP, and the SECIS
is necessary for selenocysteine insertion in E. coli . When in
excess, this quaternary complex interacts with a SECIS-like el-
ement in the 5’ nontranslated region of the selAB operon that
encodes SelA and SelB to repress synthesis (54).

In archaea and eukaryotes, additional SECIS-binding proteins
bridge a SelB-like protein and the SECIS element (55). Mouse
EF–Sec and archaeal M. jannaschii MjSelB contain N-terminal
domains functionally homologous to elongation factor EF1-A
(56, 57). The C-terminal extension does not interact with the
SECIS. Instead, it interacts with bridging proteins. In eukarya,
SECIS binding protein 2 contains both ribosomal and SECIS
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RNA binding domains, which are important for Sec incorpora-
tion (58). Ribosomal protein L30 found in eukaryal and archaeal
kingdoms also has the ability to bind SECIS RNA (59). The
exact roles and players in eukaryal and archaeal selenocysteine
insertion remain unknown.

The location of the SECIS element in the 3’ untranslated
region in arachaea and eukarya allows complete flexibility in
the amino acid sequence surrounding the selenocysteine residue
and allows for multiple selenocysteines in one protein (60).
Expressing selenoproteins from archaea and eukarya or selective
selenocysteine insertion in E. coli can be difficult because the E.
coli SECIS element immediately follows the opal stop codon.
In a case where the selenocysteine occurred at the penultimate
amino acid, a human selenoprotein has been expressed in E.
coli using a near-native SECIS element (61, 62). In other
cases, to engineer a Sec residue within a large protein sequence
without having to change the amino acid sequence to fit the
SECIS requirements, researchers have resorted to semisynthetic
methods such as native chemical ligation (63) or expressed
protein ligation (64, 65). The use of an in vivo phage display
system revealed that the E. coli SECIS requirements were less
stringent than originally thought (66). Previous in vivo work
suggested that a minimal SECIS includes a 17-nucleotide mini
upper stem-loop structure that is a distance of 11 nt (unpaired
or paired) following from the UGA codon, and the mini upper
stem-loop requires a bulged U (67). In the phage display study,
selenocysteine incorporation was monitored using a reporter
system in which a nonsense codon-containing peptide was
fused to the N-terminus of an essential phage coat protein
(M13 pIII) to couple phage production effectively to nonsense
suppression (66, 68, 69). The sequenced clones also suggested
that the lower stem of the SECIS can be fully randomized and
unpaired, and conservation of the loop and upper stem bulged
U was observed. Additional phage library studies suggested
much more flexibility in the sequence of the upper SECIS stem
than previously thought, with one functional clone having five
substitutions. This sequence flexibility would make it easier to
express eukaryotic proteins in bacteria.

Selenocysteine displayed on the surface of the phage pro-
vides a uniquely reactive functional group, which permits the
use of small electrophilic compounds for regiospecific covalent
phage modification (68). This method has been used in set-
ting up a system for enzyme evolution (70). Selenoprotein tags
have also been used for protein purification and labeling us-
ing 4-phenylarsine oxide-Sepharose (PAO–sepharose) columns,
which are typically used to purify proteins that contain vicinal
dithiol motifs (71).

Pyrrolysine

In contrast to Sec–tRNASec and fMet–tRNAfMet formation,
Pyl–tRNAPyl formation can occur by direct acylation of pyrroly-
sine onto tRNAPyl. Pyrrolysine (Pyl), the twenty-second amino
acid, was discovered incorporated in methylamine methyltrans-
ferases from Methanosarcinaceae, a branch of methanogenic
archaea that has the ability to reduce a wide variety of com-
pounds to methane including carbon dioxide, acetate, methanol,
methylated thiols, and methylated amines (72). Methanogenesis

from methylamines (mono-, di-, or trimethylamine) uses non-
homologous, substrate-specific methyltransferases: monomethy-
lamine methyltransferase (mtmB), dimethylamine methyltrans-
ferase (mtbB), or trimethylamine methyltransferase (mttB) (72).
Sequencing of the Methanosarcinaceae (73) and Methanococ-
coides genomes shows all methanogen methylamine methyl-
transferase genes contain in-frame amber codons that must be
suppressed to produce full-length protein (72, 74). The crys-
tal structure of Methanosarcina barkeri MtmB revealed a ly-
sine with its εN in an amide link with (4 R,5 R)-4-substituted-
pyrroline-5-carboxylate at the coding position corresponding to
the stop codon (75). The C-4 substituent of pyrrolysine was
identified as a methyl group from tandem mass spectrometry
of Methanosarcina barkeri MtmB, MtbB, and MttB (76). In
MtmB, Pyl is located at the enzyme active site and likely serves
as a strong electrophile (77). Each methylamine transferase
specifically methylates its cognate corrinoid protein (MtmC,
MtbC, or MttC) using its specific methylamine (74). Methyl-
cobamide:coenzyme M methyltransferase (MtbA) demethylates
the corrinoid using zinc to form the nucleophilic coenzyme M
thiolate (78). Reduction of methyl-coenzyme M to methane is
the major energy-conserving step of methanogenesis (79).

Near the mtmB1 gene in Methanosarcina are the pylTSBCD
genes, which represents a “genetic code expansion cassette” that
allows for the production and insertion of pyrrolysine when
transferred to E. coli (77, 80). PylS is an archaeal class II
pyrrolysyl–tRNA synthetase (81). PylB, PylC, and PylD may
play a role in pyrrolysine biosynthesis (82). The pylT gene en-
codes tRNAPyl, which has a CUA anitcodon (82). Structural dif-
ferences exist between tRNAPyl and other tRNA molecules (82).
In tRNAPyl, the anticodon stem can form an additional base pair
creating a six-base pair stem and three-base variable loop. With
only a five-base pair anticodon stem, the link between the D
stem and anticodon stem is two nucleotides instead of the typical
one nucleotide. The junction between the acceptor and D stems
is shorter by one nucleotide than the typical two-nucleotide
junction. Mass spec analysis of the tRNAPyl revealed a rela-
tively low number of nucleotide modifications, especially in the
anticodon stem/loop (83). The standard elongation factor EF–Tu
directly recognizes tRNAPyl, which suggests that a specialized
elongation factor may not be necessary for pyrrolysine incorpo-
ration (84). Studies of the activation of tRNAPyl by the PylRS
from Desulfitobacterium hafniense showed that the discrimina-
tor base G73 and the first base pair (G1–C72) in the acceptor
stem are major identity elements, but, unlike most tRNAs, there
seems to be no recognition of the tRNAPyl anticodon by PylRS
(85).

Studies have suggested direct charging of tRNAPyl. In vitro
experiments showed direct charging of tRNAPyl with pyrroly-
sine by pyrrolysyl–tRNA synthetase (86). Charging of tRNAPyl

with any of the 20 canonical amino acids, including lysine, was
not observed, nor was charging of tRNALys with pyrrolysine
observed (86). This aminoacylation is the only known natural
specific aminoacylation of a noncanonical amino acid. Expres-
sion of only two genes, pylT and pylS , which encode tRNAPyl

and pyrrolysyl–tRNA synthetase, is necessary to expand the
genetic code of E. coli to include pyrrolysine and allow for
full-length expression of methylamine methyltransferase MtmB
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from gene mtmB1 , which contains an internal UAG stop codon
(86, 87). These studies suggest that Methanosarcinaceae may
use both direct and indirect charging of tRNAPyl to ensure effi-
cient readthrough of the UAG stop codon (83).

Much debate surrounded the existence and necessity of a
pyrrolysine insertion element (PYLIS) analogous to the SE-
CIS element until the examination of in vivo contextual re-
quirements for pyrrolysine in Methanosarcina barkeri revealed
that although either termination of translation or pyrrolysine
insertion can occur at amber codons in M. barkeri with or
without a PYLIS structure present, the presence of a PYLIS
element increases the efficiency of pyrrolysine insertion (88).
This study concluded that the need for high concentrations
of methylamine methyltransferases when grown on methy-
lamine would make read-through enhancement provided by the
PYLIS at least greatly advantageous if not essential. The pres-
ence of pyrrolysine seems to be isolated to a small subset
of prokaryotes. Searches of completely and incompletely se-
quenced prokaryotes genomes thus far have revealed only seven
organisms that could use Pyl, including four members of archaea
Methanosarcina genera, the archaea Methanococoides burtonii ,
the Gram-positive bacterium Desulfitobacterium hafniense, and
the symbiotic deltaproteobacterium of the gutless worm Olav-
ius alagarvensis (82, 89). Analysis of Pyl-containing archaea
revealed that less than 5% are predicted to terminate at UAG,
and thus in these organisms, as complex a system as controls se-
lenocysteine insertion may not be needed to regulate the reading
of UAG as pyrrolysine (90).

Artificial Genetic Code Expansion
by Directed Translational Recoding

The complement of known cotranslationally incorporated amino
acids is currently limited to the “standard” twenty, plus seleno-
cysteine, pyrrolysine, and N -formylmethionine. The ability of
the ribosome and elongation factors to accept a variety of tRNA
structures and appended amino acids has allowed the develop-
ment of several methods that recruit the translational machinery
for incorporation of noncanonical (“unnatural”) amino acids
at defined positions in expressed proteins. Such expansion of
the genetic code has allowed specific incorporation of amino
acid-like structures with unique chemical, steric and biologi-
cal properties into any protein of interest (91, 92). All of these
methods rely on the following components: 1) a tRNA that will
insert the desired residue efficiently at defined positions in a
single expressed protein, while not being recognized by any of
the endogenous aminoacyl–tRNA synthetases in the expression
system being used, and 2) a method for coupling the desired
amino acid to the acceptor stem of the tRNA.

Choice of tRNA

The first criterion for a candidate tRNA to be used as a deliv-
ery vehicle for noncanonical amino acids is the ability to insert
its appended amino acid site specifically into a target protein.
An obvious route is redefining existing codons to encode the
noncanonical residue. Rather than using a cis sequence element

to recode an existing coding triplet (analogous to the seleno-
cysteine insertion pathway), a more straightforward approach is
nonsense suppression. Because amber (UAG) suppressors are
ubiquitous in nature and genomes have evolved to use the UGA
and UAA as the predominant termination codons, most methods
for noncanonical amino acid insertion rely on amber suppressor
tRNAs. Frameshift suppressors have also been used (93). Addi-
tionally, synthetic orthogonal base pairs, in which one or more
unnatural nucleotide in the message specifically complements
corresponding unnatural nucleotides in the tRNA anticodon,
have also been used (94), although this method requires the
use of in vitro protein expression systems.

The second criterion is that the tRNA not be recognized
by the endogenous aminoacyl–tRNA synthetases in the host
organism. This requirement is crucial, as the endogenous syn-
thetases not only may aminoacylate the tRNA with a canonical
amino acid after it gives up its noncanonical residue on the
ribosome but also may remove a noncanonical residue from
the tRNA via natural proofreading mechanisms. Early work
(95) in which translation was carried out in an E. coli -based
in vitro system used an amber suppressor based on tRNAPhe

from Saccaromyces cerevisiae, which had been demonstrated
to be unrecognizable by the endogenous aminoacyl–tRNA syn-
thetases in E. coli . Later work in in vivo expression systems
employed, for example, archaeal tRNAs (e.g., Methanococcus
jannaschii tRNATyr) in an E. coli system (96), E. coli tRNAs in
a yeast expression system (97), and bacillus tRNAs in a mam-
malian expression system (98), although the natural tRNAs are
often measurably aminoacylated in these heterologous expres-
sion systems. With appropriate genetic selection systems (vide
infra), a fully orthogonal mutant tRNA could be generated that
is not recognized by the entire synthetase complement in the
chosen expression system.

Methods of aminoacylation
The second half of the problem is how to get the amino acid
onto the tRNA before translation. Early work by Peter Schultz
and coworkers (95) employed a variation of a chemical mis-
acylation strategy originally developed by Sidney Hecht (99).
This method avoids the intractable problem of regiochemically
coupling an amino acid onto a 76-nucleotide forest of com-
peting functional groups by focusing the derivatization on the
3’ acceptor stem of the tRNA only. The chimeric DNA–RNA
dimer pdCpA is synthesized and specifically aminoacylated on
its 3’ end using the cyanomethyl ester of the desired amino acid.
The use of deoxycytidine greatly simplifies the synthesis of the
dimer (100), and the use of the cyanomethyl ester obviates the
need for internal protection of the dimer before aminoacyla-
tion (101). T4 RNA ligase then is used to ligate the resulting
aminoacyl–pdCpA onto an amber suppressor tRNA lacking its
3’ terminal CA generated by in vitro transcription (102), which
generates the full-length aminoacyl–tRNA. Despite the pres-
ence of a deoxynucleotide at position 75 and a lack of any of
the ubiquitous tRNA modifications, the tRNA can participate in
translation and give up its loaded amino acid in response to the
corresponding amber codon. The use of chemically misacylated
tRNA requires the use of an in vitro protein expression system,
but the strength of this approach is its flexibility: In theory, any
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amino acid-like structure can be coupled to tRNA using iden-
tical chemistry, which gives the user the ability to incorporate
many amino acid variants into a protein in a relatively short
amount of time.

The principal drawback of the chemical aminoacylation ap-
proach is low yield of expressed protein. This low yield is a
result not only of the inherent low yields of in vitro protein syn-
thesis systems but also of the tRNA not being reacylated after
giving up its amino acid on the ribosome. An obvious solution
is to employ an aminoacyl–tRNA synthetase to aminoacylate
the tRNA, which permits both in vivo expression and recycling
of the tRNA. It has long been known that under auxotrophic
conditions a naturally occurring synthetase can be tricked into
incorporating a media-supplemented noncanonical amino acid
that is structurally related to its cognate substrate; for example,
incorporation of selenomethionine in place of methionine for
X-ray crystallography (103). As this strategy uses the existing
in vivo pool of tRNAs, incorporation is global rather than site
specific. Nevertheless, this approach has become a powerful tool
for generating novel biomaterials (104).

Homogeneous, site-specific incorporation of a noncanonical
residue in vivo requires a fully orthogonal synthetase–tRNA
pair, in which the synthetase recognizes no other tRNA or amino
acid, and the tRNA is not recognized by any other host syn-
thetases. Such a pair can be generated by rational mutagenesis
(105), but a more general approach uses a “double-sieve” ge-
netic selection system (106). Briefly, amber suppressor tRNAs
that are not recognized by host synthetases are selected from a
library of tRNA variants coexpressed with a lethal gene (bar-
nase) that contains in-frame amber stop codons. Surviving tR-
NAs then are coexpressed with the desired cognate synthetase in
the presence an essential gene (beta-lactamase) with an in-frame
permissive amber codon, which results in selection of tRNAs
that are recognized only by the desired synthetase. Synthetases
that can aminoacylate only the now-fully-orthogonal suppressor
tRNA with the desired amino acid, but not the canonical amino
acids present in vivo, could be obtained via an analogous two
step genetic selection (96): Coexpression of the synthetase li-
brary with the tRNA and an essential gene with an in-frame
amber codon in the presence of the desired amino acid results
in selection of synthetases capable of aminoacylating the tRNA
with the desired amino acid or any of the canonical amino acids.
Coexpression of these selected synthetases with a lethal gene
with in-frame amber codons in the absence of the desired amino
acid then yields the desired fully orthogonal synthetase–tRNA
pair that will direct insertion of only the desired noncanonical
amino acid in vivo. Similar strategies have been used to create
orthogonal synthetase–tRNA pairs in yeast (97) and mammalian
cells (98). In all cases, the noncanonical amino acid must be
supplied exogenously in the media, which theoretically limits
residues to those that are compatible with the cellular transport
machinery and that are not substrates for intracellular metabolic
pathways. These issues could be addressed by engineering a
biosynthetic pathway for the noncanonical amino acid directly
in the organism, which results in a fully self-contained organism
with an expanded genetic code (107).

Applications

A detailed discussion of the hundreds of noncanonical amino
acids incorporated via these methods is outside the scope
of this article. Most applications fall into four main areas:
protein labeling, protein modification, investigation of pro-
tein structure–function relationships, and engineering activity
“switches” into enzymes (reviewed in References 91 and 92).
Labeled residues can be incorporated directly via this method,
such as isotopically enriched residues for NMR, spin labels,
and fluorescent tags. Additionally, many residues have been
incorporated that carry orthogonally reactive side chains (e.g.,
keto groups, azides, alkynes, and thioesters) that permit specific
modification of a single residue with a variety of appended
labels under conditions in which the rest of the proteome is
unreactive. Other protein modifications (glycosylation, PEGyla-
tion, metal-binding sites, cross-linking agents, and redox-active
groups) can be incorporated either directly or by posttrans-
lational modification. A variety of backbone and side-chain
modifications have been used to study protein folding and hy-
drophobic packing, and altered nucleophiles and hydrogen-bond
donors/acceptors have been used to explore enzymatic cataly-
sis. Finally, photochemical switches that allow precise control of
proteases, transcription factors, and protein splicing have been
incorporated.

Implications

A variety of amino acid-like structures has been incorporated via
directed artificial translational recoding, including α-hydroxy
acids, N -substituted amino acids, and severely constrained
amino acids (e.g., 1-amino-1-carboxycyclopropane), along with
myriad side chains that far exceed the length and shape param-
eters of the canonical 20 residues. The ability to accommodate
such a broad range of structures suggests that the translation
machinery may have evolved to accept many other amino acids
beyond the canonical 20 and that other naturally occurring co-
translationally inserted amino acids remain to be discovered, as
evidenced by the recent discovery of the “twenty-second amino
acid” pyrrolysine.
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One goal of chemical biology is to document and understand the
macromolecular interactions that take place in the cell. In this review, we
discuss the classic yeast two-hybrid method (and its derivatives) and how
this method continues to provide insight into the number of
protein–protein partnerships in a cell. In turn, these platforms have been
adapted to explore a variety of interactions, such as those between proteins
and small molecules. These systems collectively are called three-hybrid
assays, and they provide new opportunities for the discovery of potential
binding pairs. However, two- and three-hybrid assays also have significant
disadvantages, such as incomplete coverage and high rates of false
positives. With these issues in mind, we discuss emerging ways of
minimizing the impact of these limitations using microarrays and mass
spectrometry. Finally, chemical probes related to the three-hybrid concept
are going beyond observation and providing active, rational control over
individual protein–protein contacts. In these systems, bifunctional
compounds are used to homo- or heterodimerize target proteins reversibly,
thus altering their colocalization. By purposefully controlling
protein–protein contacts, these chemical dimerization methods have
progressed beyond observation and towards synthetic manipulation of
protein function.

Biological responses are shaped by macromolecular interactions
among proteins, nucleic acids, and other organic molecules.
One goal of chemical biology is to understand how, why, and
when these contacts take place. Which proteins interact with
each other? Where in the cell do these interactions take place?
How do these complexes change in response to stimuli? By
creating a list of the components that interact with each other
under specific conditions, we hope to reveal the architecture,
dynamics, and logic of cellular processes. In turn, by cataloging
these interactions, we hope to learn how they are altered during
disease and, ultimately, how imbalances might be corrected.

The first step toward this goal is to document the interactions.
To this end, powerful tools have been developed to scan for
macromolecular interactions. Arguably, the most significant and
far-reaching of these methods is the yeast two-hybrid screen (1).
Subsequent work has produced a host of thematic variations
including the three-hybrid screen, a method first described
explicitly in 1996 that employs small molecules or nucleic acids
as “baits” (2). In this review, we discuss some strengths and

limitations of the two- and three-hybrid techniques and suggest
how they are being used to explore sophisticated questions in
chemical biology. In addition, we review chemical dimerization
technology, a three-hybrid-type method that allows purposeful
manipulation of specific protein–protein interactions. Together,
chemical dimerization and two- and three-hybrid systems are
being used to define and control macromolecular interactions
and, therefore, provide insight into the organization of cellular
networks.

Two-Hybrid Screens

The classic yeast two-hybrid system

The architecture and organization of biological networks are
maintained by a backbone of protein–protein interactions termed
the “interact-ome.” Refining our understanding of this com-
plex network is an important goal of chemical biology. The
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Figure 1 The classic yeast two-hybrid method and derivatives. (a)
Schematic diagram of the yeast two-hybrid approach, describing an
interaction between protein X and protein Y . Protein X is fused to a
transcription factor DNA-binding domain (the ‘‘bait’’ construct), and
protein Y is fused to a transcription factor activation domain (the ‘‘prey’’
construct). (b) High-throughput applications of the yeast two-hybrid
method use mating of haploid strains carrying bait and prey, respectively.
Hybrids can be mated in arrayed formats (as shown) or as libraries. (c) The
reverse two-hybrid method uses a counter-selectable marker to indicate
loss of protein interaction because of disruption by an inhibitor
protein/small molecule (‘‘i’’ illustrated in the diagram) or mutation(s) in
proteins X and/or Y .

yeast two-hybrid approach was developed in the late 1980s
(1) as a simple means of identifying physical interactions be-
tween binary protein pairs. As suggested by its name, the classic
two-hybrid method uses two chimeric proteins expressed in the
budding yeast Saccharomyces cerevisiae (Fig. 1a). One hybrid,
referred to as the “bait,” consists of a target protein fused to the
DNA-binding domain of a transcription factor, typically Gal4 or

LexA (3). The second hybrid, referred to as the “prey,” consists
of a putative interacting protein fused to the activation domain
of this transcription factor. Physical interaction between bait
and prey will bring the transcription factor DNA-binding do-
main and activation domain into close proximity of each other,
thereby reconstituting a transcriptionally active chimera; tran-
scriptional activity can be easily monitored through a convenient
reporter system or selection scheme in yeast (e.g., lacZ ) (1, 3).

The two-hybrid method is robust and lends itself well to au-
tomation; thus, high-throughput applications of the two-hybrid
approach have become increasingly common over the last
decade. These projects encompass two phases: an initial phase
of reagent development and a subsequent phase of high-
throughput, two-hybrid screening. Methods for recombination-
based cloning (4) and increased experience with large-scale
cloning projects have enabled the generation of many successful
bait and prey collections in numerous organisms (5–11). Sub-
sequent high-throughput screening procedures typically employ
array and pooling strategies driven by simple robotics (Fig. 1b).
In one approach, haploid yeast carrying bait and prey constructs,
respectively, are mated to generate a diploid strain with both bait
and prey for analysis of protein–protein interaction. This screen
can be accomplished either by arraying the haploid strains be-
fore mating (generating an interaction “matrix”) or by using
bait/prey libraries (6, 7). The efficiency of these methods is im-
proved by pooling; small pools of baits and preys are tested first,
and individual interactions are subsequently confirmed through
analysis of a particular pair (12–14).

Although the two-hybrid approach has clearly proven to
be a powerful tool for biological discovery, it is not without
its caveats. For example, some genuine interactions may be
missed in a two-hybrid screen because a given protein may not
be expressed properly as a binding domain- and/or activation
domain-fusion (15); also, certain interactions may be too weak
to be detected by two-hybrid methods, although the minimum
affinity threshold for detection has been difficult to determine.
More significantly, the two-hybrid method is prone to iden-
tify false-positive interactions, and many possible sources of
these artifacts exist (16). For example, a given protein pair may
interact by yeast two-hybrid analysis but be precluded from in-
teracting in vivo because of the distinct subcellular localizations
of the two proteins (i.e., one protein may be nuclear, whereas the
other may be cytoplasmic). In the two-hybrid method, both pu-
tative interacting proteins are forced to the nucleus by virtue of
nuclear localization signals incorporated in the chimeras, which
yields an artificial colocalization and correspondingly artificial
potential for interaction. In general, this situation exemplifies a
class of false-positive results by two-hybrid analysis, wherein
the two hybrid-associated proteins possess the potential to in-
teract in vivo but are restricted from doing so in their cellular
context. Artifacts of the yeast two-hybrid assay itself are also
evident, which results in observed transcriptional activity inde-
pendent of protein–protein interaction. This additional class of
false-positive results is exemplified by bait/prey proteins that
are capable of activating reporter transcription in the absence
of a second hybrid (15).
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Two-hybrid data validation

Considering the caveats indicated above, yeast two-hybrid meth-
ods are often coupled with secondary, high-confidence assays
to define a truer interaction data set. Toward this end, Li
et al. (8) undertook a large-scale yeast two-hybrid analysis
of protein–protein interactions in Caenorhabditis elegans and
used co-affinity purification assays to validate 143 putative in-
teractions. Co-immunoprecipitation provides a high-confidence
measure of protein interaction; however, the approach is la-
bor intensive and presents a greater challenge for automation.
Other related approaches have also been employed to verify pro-
tein interactions that are suggested by two-hybrid studies. For
example, Tong et al. (17) integrated results from two-hybrid
analysis with protein interaction data sets derived from phage
display experiments to yield a subset of high-confidence in-
teractions associated with SH3 domain-containing proteins in
the budding yeast. Protein localization data have also proven
useful in identifying biologically relevant interactions within
large two-hybrid data sets because interacting proteins should
localize within the same subcellular compartment (18). Col-
lectively, these and other approaches (see the section titled
“Combining Two- and Three-Hybrid Screens with Other Tech-
nologies”) offer significant promise toward the construction of
high-confidence protein interaction maps on a genome-wide
scale.

Reverse two-hybrid approaches

The classic two-hybrid method has been modified over time
to yield a variety of derivative approaches that offer comple-
mentary data. For example, the “reverse” two-hybrid method
was developed to identify drugs, mutations, and/or proteins ca-
pable of disrupting a known interaction (Fig. 1c). Briefly, the
reverse two-hybrid approach employs a reporter gene that en-
codes a counter-selectable marker (e.g., the yeast gene URA3 )
(19). The URA3 gene product is required for growth on medium
lacking uracil; however, this product is toxic to yeast cells
grown on medium containing 5-fluoroorotic acid (5-FOA). By
the reverse two-hybrid method, dissociation or inhibition of
a two-hybrid interaction results in loss of URA3 expression,
which permits cell growth in the presence of 5-FOA. Similar
loss-of-interaction detection schemes have been devised using
the Escherichia coli tet repressor (tetR) as a reporter (20). Ex-
pression of tetR represses expression from a second reporter
containing an upstream tetR-binding site, and conversely, dis-
ruption of the interaction restores expression from this reporter.
Although the affinity requirements and dynamic range of these
methods have yet to be fully described, they have proven useful
in proof-of-principle studies.

Membrane-associated two-hybrid
systems

In the classic two-hybrid system, protein interaction is assayed
in the nucleus, a suboptimal environment for the detection of
many protein–protein interactions—particularly those involving
membrane proteins. As an alternative to nuclear two-hybrid
assays, several groups have developed membrane-associated

two-hybrid systems that use signaling components, such as
Ras (21). The membrane-associated Ras protein binds and
hydrolyzes GTP, alternating between an active GTP-bound form
and an inactive GDP-bound state. These states are modulated
by GTPase-activating proteins that promote GTP hydrolysis
and guanine nucleotide exchange factors (GEFs) that stimulate
GDP release/GTP uptake. Aronheim et al. (22, 23) used Ras
signaling as the basis for a two-hybrid system, substituting the
human GEF hSos for the native yeast RAS GEF, Cdc25p, in
yeast cells carrying a mutant allele of cdc25 . Using a hybrid
consisting of a target protein fused to hSos and a second
putatively interacting protein localized to the cell membrane by
a myristoylation tag, protein–protein interaction recruits hSos
to the cell membrane, activating Ras, which, in turn, promotes
cell survival and growth.

Isakoff and colleagues (24) presented an extension of this sys-
tem for the identification of proteins binding 3-phosphoinositide
second messengers, PtdIns(3,4)P2 and PtdIns(3,4,5)P3, in vivo.
In this system, the putative PtdIns(3,4)P2/PtdIns(3,4,5)P3-
binding protein (or specifically just its predicted pleckstrin
homology, PH, domain) is fused to constitutively activated
GTP-bound Ras. This hybrid protein is coexpressed with phos-
phatidylinositol 3-kinase (PI3K), which generates the 3-phos-
phoinositides in a temperature-sensitive Ras mutant. Binding of
the target protein’s PH domain to the 3-phosphoinositides draws
the hybrid protein to the cell membrane where the activated
Ras substitutes for the nonfunctional mutant, which enables
cell growth. Medici and colleagues (25) developed an addi-
tional membrane-based two-hybrid assay with bait and prey
constructs consisting of the yeast G protein α subunit Gpa1p
and the α-factor receptor Ste2p. By this approach, interaction
between a Gpa1p chimera and Ste2p hybrid drives a signaling
cascade that permits cell growth in a gpa1 mutant background.

Imaging protein–protein interactions in
live cells

In contrast to the classic yeast two-hybrid method and its close
derivatives, chimeric protein–protein interactions may also be
assessed in many organisms using readouts easily visualized
in live cells. For example, Sanjiv Gambhir’s group developed
a modified mammalian two-hybrid system using the Gal4p
DNA-binding domain, herpes simplex virus VP16 activation do-
main, inducible promoters, and the firefly luciferase gene as a
reporter (26). In a proof-of-principle study, the helix–loop–helix
proteins Id and MyoD were shown to interact, which results in
luciferase activity visualized by standard methods of biolumi-
nescence imaging in cell culture and in 293 T cells implanted
in mice (26).

Protein–protein interactions may also be detected in living
cells using hybrids that consist of fluorescent proteins capable
of undergoing fluorescence resonance energy transfer (FRET).
FRET refers to an exchange of energy occurring between two
fluorescent molecules, with fluors satisfying the following two
criteria: 1) The emission spectrum of one fluorophore (the
donor) must overlap with the excitation spectrum of the sec-
ond fluorophore (the acceptor), and 2) the fluors must be within
approximately 10 nm of each other (reviewed in Reference 27).
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Figure 2 Imaging protein–protein interactions by FRET and BRET. (a) Diagram illustrating FRET between the donor CFP-fusion and the acceptor
YFP-fusion. (b) Detection of protein–protein interaction between X and Y by BRET using the Renilla luciferase (Rluc) as a bioluminescent donor and GFP as
a fluorescent acceptor. The substrate for Rluc is deep blue coelenterazine. Constructs not drawn to scale.

If these requirements are met, the donor fluorophore (e.g., cyan
fluorescent protein, CFP) can transfer the resonance energy of
its excited state to the acceptor (e.g., yellow fluorescent protein,
YFP), which causes it to fluoresce (Fig. 2a). The efficiency of
this energy transfer depends on the inverse sixth power of the
distance between donor and acceptor; therefore, the detection
of FRET is a sensitive measure of the mutual proximity of two
fluors. Thus, FRET can be used to detect protein–protein inter-
actions with high confidence and is amenable to implementation
on a fairly large scale, using YFP- and CFP-chimeras. Recently,
Muller et al. (28) used FRET to identify core proteins of the
yeast spindle pole body, thus highlighting the applicability of
this approach toward defining a target subset of protein–protein
interactions.

Along similar lines, bioluminescence resonance energy trans-
fer (BRET) also presents a technology for the detection of
protein–protein interactions based on energy transfer between
two proteins in close spatial proximity. As presented by De and
Gambhir (29), BRET can be implemented using the Renilla
luciferase (Rluc) as a bioluminescent donor and mutant green
fluorescent protein (GFP) as a fluorescent acceptor (Fig. 2b).
Proteins predicted to interact are fused to luciferase and GFP;
interaction between the Rluc and GFP chimeras results in exci-
tation of GFP by resonance energy transfer from the reaction of
Rluc with its substrate, deep blue coelenterazine. De and Gamb-
hir used this approach to detect Id–MyoD and FKBP12FRAP
interactions in both cultured cells and in deeper tissues of mice
with implanted cells overexpressing the fusion constructs (29).

Although FRET- and BRET-based technologies offer many
advantages associated with the ability to image protein interac-
tions in live cells, both approaches are substantially limited by
the spatial constraints of energy transfer. Many genuine protein
interactions may be missed in FRET/BRET approaches because

donor and acceptor are not brought in sufficiently close proxim-
ity for resonance energy transfer by target protein dimerization
(27). The false-negative rate associated with these technologies
is, therefore, presumed to be high. Conversely, however, these
approaches are prone to a very low rate of false-positive results,
and detected interactions can be considered genuine with few
exceptions.

Split-reporter strategies

Since the mid-1990s, numerous studies have advanced clever
alternatives to transcription factor-based two-hybrid methods
through technologies that use various split-reporter systems
(30). In particular, Johnson and Varshavsky (31) developed
an interesting split-protein sensor of protein interactions us-
ing the small protein ubiquitin (Ub). Ubiquitin is a 76-amino
acid protein best characterized for its role in protein degrada-
tion: Covalent attachment of Ub to a target protein marks that
protein for degradation by the 26 S proteosome (32, 33). In eu-
karyotes, newly formed Ub fusions are cleaved by site-specific
proteases after the last Ub residue at the Ub–target protein
junction, provided that the Ub protein is properly folded. The
Varshavsky group took advantage of this fact, splitting Ub into
amino- and carboxy-terminal halves and fusing each to one of
two putatively interacting membrane proteins (Fig. 3a). The
amino-terminal Ub fragment was modified additionally by the
introduction of a point mutation that decreased its affinity for the
carboxy-terminal Ub fragment. This carboxy-terminal fragment
was fused to a transcription factor, which provided a conve-
nient readout for this system. During target protein interaction,
the amino- and carboxy-terminal Ub fragments are brought into
close proximity, which drives partial reassociation of Ub. This
reconstituted Ub is recognized by its proteases, which results in
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Figure 3 Protein fragment complementation strategies. (a) Schematic representation of the split-ubiquitin yeast two-hybrid system. The amino-terminal
fragment of ubiquitin is designated ‘‘Nub,’’ and the carboxy-terminal fragment is designated ‘‘Cub.’’ Interaction of proteins X and Y yields properly folded
ubiquitin, the recognition of which by ubiquitin-specific proteases results in cleavage and activation of a reporter (e.g., DHFR or a transcription factor). (b)
Simple representation of the β-gal fragments used in β-gal complementation. The α peptide consists of β-gal amino acids 5–51, and the ω fragment
contains a deletion of residues 11–41. Fragments not drawn to scale. (c) Firefly luciferase complementation by protein–protein interaction results in
detectable signal at 575–600 nm. (d) Bimolecular fluorescence complementation using split mutants of YFP, as applied in mammalian cells, results in
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cleavage and release of the transcription factor; protein interac-
tion thus can be monitored by the activity of reporter genes
(e.g., HIS3 and lacZ ) recognized by the released transcrip-
tion factor. This split-Ub system has been used successfully
in several studies in organisms ranging from yeast to humans
(34, 35) and, in fact, was used recently to isolate proteins inter-
acting with human Bap31 and Erb3 (36). This method has also
been applied to membrane proteins (37).

The Blau group has presented an alternative protein fragment
complementation approach for detecting protein–protein inter-
actions using the well-studied reporter β-galactosidase (β-gal)
(38). The lacZ gene is known to exhibit intracistronic com-
plementation, wherein pairs of inactive β-gal deletion mutants
are capable of complementing each other in trans, assembling
to yield an active enzyme. To use β-gal fragments as the ba-
sis for a protein interaction system, Rossi et al. (38) selected
β-gal mutants (∆α and ∆ω) with low affinity for each other
and fused each mutant to one of two target proteins (Fig. 3b).
Target protein interaction drives the formation of active β-gal,
which provides a convenient and quantitative monitor of protein
dimerization. Recently, Wehrman et al. (39) have modified this
system, using a truncated low-affinity α-peptide that weakly
complements the ω fragment, such that recognition between
the two fragments in the absence of forced dimerization is in-
sufficient to maintain a complemented enzyme. Accordingly,
reversible interactions can be monitored by this method, and
the activity of the enzyme is directly related to the local con-
centration of the enzyme fragments. This approach has been
used successfully as an assay of nuclear import/export (39) and
as a monitor of G-protein-coupled receptor internalization (40).
As with other β-gal readout systems, this complementation ap-
proach allows for convenient signal visualization, which offers

a method for the direct assessment of protein interaction in the
context of native cell compartments and environments.

The Michnick group has also developed an elegant split-
reporter system, based on reconstitution of dihydrofolate re-
ductase (DHFR) (41). In this system, cell survival requires
functional DHFR; thus, a successful protein–protein interaction
can be identified readily by selection. This system has been
applied to the identification of peptide sequences that bind the
Ras-binding domain of Raf (42).

The firefly luciferase enzyme has also served as the basis
of an informative protein fragment complementation approach
for the detection of protein–protein interactions in cells and liv-
ing animals (43). By this method, amino- and carboxy-terminal
fragments of luciferase are fused to target proteins of inter-
est, such that protein–protein interaction reconstitutes active
luciferase (Fig. 3c). Luker et al. have used this approach to
investigate STAT1 activity and yielded data suggesting that
STAT1 proteins homodimerize in the absence of ligand-induced
phosphorylation (43). In addition to the firefly enzyme, Renilla
luciferase has also been used, for example, to explore protein
kinase A interactions (44). These luciferase complementation
imaging strategies share several advantages of the systems de-
scribed above and, in particular, provide near real-time detection
of protein–protein interactions in intact cells and living animals.

Tom Kerppola’s group has developed a distinct and powerful
variation on split-protein detection strategies, by using frag-
ments of a fluorescent protein as part of a technique termed
bimolecular fluorescence complementation (BiFC) (45). In this
method, nonfluorescent fragments of enhanced yellow fluores-
cent protein are fused to putatively interacting target proteins;
protein interaction brings these fragments into close proxim-
ity, which results in detectable yellow fluorescence (Fig. 3d).
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For genuine in vivo interaction partners, the BiFC approach
is typically quite successful, although the fluorescence inten-
sity produced by target protein dimerization is routinely less
than 10% of levels generated by intact yellow fluorescent pro-
tein (45). To date, BiFC has been used to identify interactions
among many types of proteins in numerous cell types and or-
ganisms (reviewed in Reference 46) and provides a method not
only to identify protein interactions but also to define the sub-
cellular localization of protein complexes in living cells (47).
The BiFC approach is amenable to many additional applica-
tions (47); however, it is not without its limitations. Specifically,
the fluorescent protein fragments in a BiFC system associate
irreversibly under some conditions and exhibit an intrinsic affin-
ity for each other in the absence of target protein interaction,
which limits both the sensitivity and scope of BiFC-based stud-
ies. Nonetheless, the approach holds significant potential as a
generally applicable means of imaging protein interactions and
complexes in single live cells, with future promise for even
broader applications in a wide range of organisms.

Three-Hybrid Screens

The classic three-hybrid screen

Although the two-hybrid is an effective option for protein–
protein interactions, this platform is not suitable for other
types of macromolecular contacts, such as those involving
small molecules or nucleic acids. The three-hybrid screen was
developed specifically to address this need; for reviews see
References 48–50. The third component in these systems is
a small molecule or RNA that serves as the “bait” (Fig. 4).
A general feature of three-hybrid “baits” is that they have
two distinct, nonoverlapping domains; the anchoring end has
a well-characterized binding partner, whereas the other side is
used to query a collection of potential “preys.” For example,
the first compound used in a three-hybrid was composed of
a dexamethasone (Dex) anchor attached to FK506 (2). Dex
has high affinity for the glucocorticoid receptor (GR), and,
therefore, it is bound to the promoter via its tight association
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with a LexA–GR fusion (Fig. 4a). The query end of this
divalent compound recruits a transcriptional activator that is
fused to FK506-binding protein (FKBP). The reporter gene
is typically a selection marker, such as LEU2, or a directly
detectable signal, such as fluorescence or luminescence. Thus,
this relatively straightforward adaptation of the two-hybrid
platform has the potential to identify binding partners for a
variety of macromolecules.

Features of the three-hybrid

Several recent studies have examined the strengths and limi-
tations of the three-hybrid. For example, this system has been
successfully adapted for use in yeast (51) and bacteria (52).
In addition, extensive analyses of the kinetic and affinity re-
quirements have been reported (51, 53, 54). These studies have
revealed that, although the dynamic range is small (∼1 or-
der of magnitude), the three-hybrid signal is dependent on the
association strength of the interaction, with a minimal KD of
∼ 50 nM (55). This in-depth work has helped refine our under-
standing of the key interactions, and, through these studies and
others (48), the features of three-hybrid screens that influence
the signal have begun to be revealed.

Target identification for small molecules

In forward chemical genetics, a system is treated with a col-
lection of compounds and a candidate molecule that produces

the desired phenotype identified (56–58). One main challenge
in this field is that each new chemical probe requires follow-up
studies to identify its cellular protein target (59). Accordingly,
one primary use of the three-hybrid system is to find these tar-
gets. However, the challenge is that the molecule of interest
must be covalently coupled to the anchoring compound without
a loss of binding affinity (Fig. 4a). One of the most extensive
synthetic studies was reported by the Verdine group, in which
they generated a library of 320 tetrahydrooxazepines attached
to an analog of FK506 on solid phase (60). This study validates
that large collections of bifunctonal ligands are possible, but, in
practice, only a few query molecules have been screened. For
example, the Kley group used a three-hybrid approach, coupled
with affinity chromatography and in vitro kinase assays, to iden-
tify CDK1, CDK2, and other kinases as the protein targets of the
kinase inhibitors, purvalanol B, roscovitine, and indenopyrazole,
IP-1 (51).

Reverse three-hybrid

The downside to the three-hybrid as a target validation tool is
that a suitable attachment point must be found on the query
molecule. Oftentimes, selection of an appropriate site requires
structure–activity relationship (SAR) studies to avoid damaging
the compound’s binding affinity. Moreover, each chemical en-
tity requires individual synthetic effort because the properties of

Membrane-Associated Three-Hybrid(b)

(a) Reverse Three-Hybrids

X

Y

X

Y

X

Y

X

Y

Activity-Dependent Three-Hybrids (c)

extracellular

cytoplasm

XY X Y

Jak2 Jak2

EpoR

STAT3

P

P

X

Y

X

Y

enzyme Reporter
Gene
Expression

Reporter
“Off”

Reporter
“Off”potential

inhibitors

potential
binding
partners

bait

prey

bait

prey

Figure 5 Variations on the three-hybrid method. (a) Two common variations of the reverse three-hybrid are shown. In the first, potential inhibitors are
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the linker can have important effects on the efficiency of the sys-
tem (51, 54). One way to avoid the need for synthetic manipula-
tion of the query molecule is to conduct a reverse three-hybrid
screen. Similar to the reverse two-hybrid discussed above, a
library of compounds is applied to a two- or three-hybrid re-
porter (Fig. 5a), and if the molecule interrupts the reconstituted
complex, the reporter is deactivated. In one example, this ap-
proach was used to identify inhibitors of the helicase–primase
interaction in Bacillus stearothermophilus (61). A related sys-
tem involves expression of potential binding proteins in the
presence of an intact three-hybrid contact (Fig. 5a) (62). These
reverse three-hybrid systems do not require extensive synthetic
manipulations and are ideal for those examples in which little
SAR is available or no suitable attachment point is found.

Screens for enzymatic activity and
enzyme inhibitors

The Cornish group has reported new variations of the three-
hybrid, which all involve an enzyme as a necessary fourth
component (Fig. 5b). In their first report, they developed a
way to study cephalosporinase activity in yeast; they installed
a cephalosporinase-sensitive site within a Dex–Mtx conjugate
such that the enzymatic activity would cleave the bifunctional
ligand and disrupt expression from a GR–DHFR transcrip-
tional switch (63). Later variations of this platform have been
used to evolve glycosynthase activity (64). Briefly, formation
of a glycosidic link between detached sugar analogs recon-
stituted the bifunctional “bait” that subsequently activated the
DHFR–GR-based LEU2 selection marker (Fig. 5b). Using this
method, they evolved a glycosynthase with fivefold better en-
zymatic activity. Related methods have been used to study
phosphorylation-dependent protein–protein contacts (65, 66),
which demonstrates the versatility of this approach. These sys-
tems all take advantage of the signal-amplifying properties and
high sensitivity of three-hybrids to monitor enzyme-dependent
interactions in living systems.

RNA–RNA interactions and RNA-binding
proteins

Another adaptation of the three-hybrid replaces the bifunctional
small molecule with an RNA molecule [first described by
SenGupta et al. in 1996 (67) and reviewed more thoroughly by
Jaeger et al. (68)]. The bifunctional RNA is composed of two
distinct domains; one part has a well-characterized affinity for
an RNA-binding protein (typically MS2 coat protein or Hiv-1
RevM10), whereas the query RNA is used to pan for possible
“preys” (Fig. 4b). This system has been used to verify aptamer
interactions (69) and to identify RNA–RNA interactions (70);
also it has been used successfully to characterize over 20
RNA-binding proteins (68). Additionally, this method has been
quite successful in revealing the key interacting residues in
known RNA-binding proteins, including p53, HIV Tat, FBF-1,
and histone hairpin binding protein (HBP), by random or direct
mutagenesis (68, 71–74). Like other three-hybrid systems, the
kinetics and binding constants are important for the efficiency
of this system (75). As evident by the more than 60 published

reports of successful three-hybrid screens (68), this method has
proven to be a powerful addition to the arsenal of molecular
and chemical biologists.

Membrane-associated three-hybrid
screens

As mentioned above, advantages are gained by screening in
non-nuclear compartments, but adapting the two- and three-
hybrid technologies for different reporter strategies can be chal-
lenging. The Kley group has developed a system that they call
MASPIT as one solution (76). In this system, erythropoietin re-
ceptor is expressed as a fusion with DHFR in mammalian cells,
and methotrexate-coupled bait molecules are used to recruit the
prey (Fig. 5c). This membrane-proximal juxtaposition triggers
Jak2-mediated phosphorylation of STAT3 and activation of a
downstream reporter. This system was used to identify a family
of ephrin receptor tyrosine kinases as targets of the inhibitor,
PD173955 (76). Although this system is relatively complex, it
represents an important advance because it allows screening in
the cytosol and opens the possibility of finding contacts in their
native subcellular environment.

Combining Two- and Three-Hybrid
Screens with Other Technologies

Both two- and three-hybrid screens are limited by technical
problems, such as high false-positive rates and incomplete cov-
erage. This last problem is best illustrated by comparing the
hits in otherwise identical screens; Parrish et al. compared the
hits from three screens of 24,000 protein–protein interactions
(∼54% of the estimated total) in Drosophila and found remark-
ably little overlap (only 1 gene common to all three, and only
61 shared by at least 2 experiments) (77). Similar trends were
seen in human two-hybrid systems, and, together, these findings
strongly suggest that the coverage of possible interactions is in-
complete (77). Insufficient data prevents similar comparisons in
three-hybrid systems, but it is presumed that similar problems
will be encountered. Minimizing the impact of these limita-
tions might be best achieved by coupling two- and three-hybrid
screens with other methods. Specifically, recent advances in
mass spectrometry and microarrays are being used to investigate
and confirm protein–protein interactions. High-throughput mass
spectrometry is being used to both identify protein–protein con-
tacts and to investigate these interactions on a proteome-wide
scale (78–80). Thus, any interactions identified by two- or
three-hybrid screens might be confirmed by this means. Finally,
advances in microarray profiling offer promise to those screen-
ing for novel protein–protein or protein–ligand interactions. In
these techniques, potential binding partners are labeled (e.g.,
with fluorescence or other reporter) and passed over patterned
proteins, small molecules, or carbohydrates arrayed on a chip.
After removing nonspecifically adsorbed material, the remaining
“hits” represent interacting pairs. Technical advances over the
past 10 years have positioned mass spectrometry and microar-
rays as viable tools for performing large-scale protein interaction
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studies (81–88). Thus, these methods provide potential synergy
with two- and three-hybrid methods, and, most importantly, they
can be used to verify suspected contacts independently.

Chemical Dimerization:
Three-Hybrids for Conditional
Regulation of Protein Function

Chemical inducers of dimerization

Although two- and three-hybrid screens are useful ways to iden-
tify new protein–protein and protein–drug contacts, the next set
of questions require one to control these interactions rationally
and to confirm their importance in a biological process. Toward
this goal, the chemical dimerization systems developed in the
mid-1990s by Crabtree and Schrieber are ideal tools (89–93).
In these systems, a chemical inducer of dimerization (CID) is
used to force the conditional homo- or hetero-dimerization of
two proteins (for more in-depth reviews of these systems, see
References 94–97). The target proteins are expressed as fusions
with known drug binding domains such that addition of the bi-
functional molecule causes their tight association (Fig. 6a). Al-
though other pairs have been used (98–102), the most common
systems are the homodimerization of FKBP by dimers of FK506
and the heterodimerization of FKBP with the FK506-rapamycin
binding (FRB) domain by analogs of rapamycin. The shared
feature of these CIDs is that they have two nonoverlapping do-
mains; thus, they can bridge two proteins. Another common
property of these systems is that they are reversible; thus, they
offer the opportunity to regulate protein function conditionally.
Whereas two- and three-hybrid screens are used to identify bind-
ing partners, CID systems are typically used to test whether
protein colocalization is necessary and sufficient to instigate a
biological response.

CIDs are used in many biological
applications

Chemical dimerization has been remarkably successful at ad-
dressing previously inaccessible biological questions (Fig. 6a).
For example, recent studies have explored the mechanisms of
complex pathways, such as chromatid disassembly (103) and
learning and memory (104). In addition, this method has proven
quite adept in studies aimed at understanding signaling through
the T-cell receptor (89), vasopressin receptor (105), FGF recep-
tor (106–108), Akt (109), GTPases (110), and phosphoinositides
(111, 112). Similarly, this procedure has been used to gain
regulatory control over important cellular processes, such as
apoptosis (113, 114), preRNA splicing (115), translation initia-
tion (116), glycosylation (64, 117), pathogen recognition (118,
119), and secretion (120, 121). This list of applications is nec-
essarily brief, because greater than 300 manuscripts have been
published (across numerous scientific areas) using CID systems
(http://www.ariad.com/wt/page/kits references). This expansive
literature illustrates the widespread acceptance of this method
in the scientific community. In addition, this breadth makes a

comprehensive overview of the area difficult, and the interested
reader is encouraged to pursue several excellent reviews (49,
93–97, 122).

Inhibition of protein–protein
interactions

Another recent use of CIDs is to inhibit protein–protein in-
teractions. One reason that this class of interactions has been
difficult to block is that they typically involve a large and
complex surface (123). Therefore, typical drug-like molecules
are often too small to block these contacts effectively. This
problem is particularly evident in amyloid formation, in which
high-affinity protein–protein interactions lead to formation of
cytotoxic, oligomeric structures (124). To alleviate this prob-
lem, we used a bifunctional CID that binds tightly to amyloid
on one end and to FKBP on the other (Fig. 6b) (125). Recruit-
ment of FKBP to the amyloid interface blocked the interaction
40-fold better than “regular” inhibitors (125, 126). These stud-
ies established that CIDs could be used in unconventional ways
to engage biological systems and achieve desired outcomes.

Conditional protein stability

The chemical dimerization platform has been adapted for sev-
eral other new applications. One approach is to recruit the
target protein to the proteolytic machinery using CIDs; forced
engagement leads to proteosomal degradation and concurrent,
conditional removal of its function (127, 128). In another ap-
proach, an intrinsically unstable FRB tag is added to the tar-
get, which causes degradation of the entire chimera (Fig. 6c)
(129–131). More than 5 kcal/mol of folding energy is rescued
by CID-mediated recruitment of FKBP (130), and, thus, this
method can be used in cultured cells, mice, and Xenopus laevis
to regulate protein function conditionally (129, 130, 132). This
method has proven useful in studies of developmental processes;
in one recent example, unstable FRB fusions were used to learn
that the kinase GSK3β is required for midline fusion during two
brief times in mouse gestation (133). An improved version of
this method has also been reported recently by the Wandless
group; in these systems, stability of the tag can be controlled
without the need for a recruited protein partner (134, 135). The
Wandless group found that unstable FKBP proteins can be at-
tached to a variety of targets and that a modified rapamycin
analog, termed Shield-1, is sufficient to recover the stability of
the chimeras. This simplified system has been applied to study-
ing falcipain function in Plasmodium falciparum (136) and the
phenotypes of essential genes in Toxoplasma gondii (137). The
goal of these technologies is to regulate protein function at the
posttranscriptional level. By targeting this stage of a protein’s
lifetime, one avoids the lengthy transcriptional and translational
process to generate more rapid conditional systems. In practice,
these systems typically display changes in protein levels over 1
or more hours.
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Figure 6 Chemical dimerization. (a) The general components of homo- and hetero-dimerization systems are shown schematically. The binding proteins
(X and Y) expressed as chimeras with the targets and these fusions are brought into proximity by the bifunctional small molecule. A variety of molecules
have been used as the chemical inducer of dimerization (CID; see text for details). (b) CID-based approach to inhibiting difficult protein–protein contacts;
a readily available cellular protein, FKBP, is used to preclude amyloid formation sterically. (c) Inducible stabilization. These variations on the CID system
involve the conditional stabilization or destabilization of one protein target. A representative system is shown; an unstable domain leads to degradation of
the target, but recruitment of the binding partner recovers protein levels and function. (d) Conditional protein mislocalization is shown schematically, with
the example of nuclear import used to illustrate the general components. Reconstitution of a target with an NLS favors temporary nuclear uptake, whereas
removal of the small molecule reverses this process.

Conditional control over subcellular
localization

Although some biological processes occur over hours, other
questions may require more rapid regulation. Conditional pro-
tein mislocalization offers fast kinetics and, thus, may be suit-
able for these specific situations. In these systems, a CID is used
to append a subcellular address signal reversibly to the protein
of interest (Fig. 6d) (138, 139). Because a protein’s function is
often linked to its position within the cell (e.g., a transcription
factor cannot be active in the cytoplasm), this system offers
rapid and selective control.

Conclusions and future directions

Chemical dimerization and three-hybrid systems are being ap-
plied to numerous different biological systems, in a variety of
organisms, and in a growing number of technological variations.
Likewise, the classic two-hybrid is being reimagined in new
ways, such as fragment complementation. At the same time,
improvements in parallel technologies, such as high-content
microscopy screening, mass spectrometry, and microarray pro-
filing, have offered new opportunities. Together, this suite of
methods is being used to study and control macromolecular
contacts. As chemical biologists continue to develop, refine,
and reimagine two- and three-hybrid techniques, more insights
will be made.
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Further Reading
The Saccharomyces Genome Database (www.yeastgenome.org) details

an extensive collection of two-hybrid screens and other large-scale
protein interaction studies.

Ariad Pharmaceuticals maintains a useful and comprehensive database
of CID-related references (http://www.ariad.com/wt/page/kits refer-
ences). They also have made ARGENT homo- and hetero-dimerizer
systems available for research use.
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Water is well known for its unusual properties, which are the so-called
‘‘anomalies’’ of the pure liquid, as well as for its special behavior as solvent,
such as the hydrophobic hydration effects. During the past few years, a
wealth of new insights into the origin of these features has been obtained
by various experimental approaches and from computer simulation studies.
In this review, we discuss points of special interest in the current water
research. These points comprise the unusual properties of supercooled
water, including the occurrence of liquid–liquid phase transitions, the
related structural changes, and the onset of the unusual temperature
dependence of the dynamics of the water molecules. The problem of the
hydrogen-bond network in the pure liquid, in aqueous mixtures and in
solutions, can be approached by percolation theory. The properties of ionic
and hydrophobic solvation are discussed in detail.

It is widely assumed that during the 4 billion years of evolution
on our planet, life has adjusted to all properties of water and
has taken advantage of any of the numerous unusual features of
this liquid, which has been called “life’s matrix” (1–3). Water
is made of the two most abundant cosmic elements besides
the inert helium (4), and it has served as one of the initial
compounds for the energetically induced reactions to form the
first organic molecules. This reaction may have happened like in
the Miller-Urey primordial earth atmosphere under the influence
of electric discharge (5) or in the porous interior of icy comets
under the influence of cosmic radiation (6). The abundance of
water in our galaxy has been estimated as several ten-thousand
earth oceans per sun, and it is distributed on planets, moons,
comets, and dust grains mostly in the form of crystalline and
amorphous ice. In the past few years, many new aspects of the
microscopic structure, dynamic behavior, and role of water in
biologically relevant molecular processes were obtained from
computer simulation studies, which have been performed to
understand various new experimental observations. Therefore,
in this short review, we will strongly focus on the picture of
water that developed from such computational studies. This
review can by no means be complete but lists some points
of special interest in the current water research. Because of
the importance of water, numerous reviews and monographs on
different aspects of water can be found (7–13).

Water appears in various condensed forms; 15 different crys-
talline ice structures are reported, as well as at least three amor-
phous (noncrystalline) ices and a similar number of metastable
liquid water forms (14). This structural diversity has its origin
in the elementary building blocks of water: the hydrogen bonds
and the tetrahedral arrangement of H-bonded neighbors [which
is often called the “Walrafen pentagon” (15)]. Both building

blocks provide large structural flexibility. The strength as well

as the directionality of the H-bonds is intermediate between

van der Waals interactions and covalent bonds, which allows

easy distortion of the perfect tetrahedral local arrangement and

a versatile adjustment of the water structure to the changing

thermodynamic conditions or the presence of solutes.

As we largely refer in this short review to simulation results,

the following should be noted beforehand: The first molecular

dynamics simulation studies of water by Rahman and Stillinger

(16, 17) were received by the community of water researchers

with great enthusiasm, as they demonstrated that the structural,

dynamic, and thermodynamic properties of this complex liq-

uid could be reproduced simultaneously to an astonishingly

high degree by the use of a simple pair interaction potential,

which was made up from Lennard-Jones and Coulombic con-

tributions. This finding offered an unprecedented opportunity

to study structural and dynamic details on the molecular level.

To improve the reliability of the obtained simulation results

by a better quantitative agreement between simulation model

and real water, many different interaction potentials were de-

veloped since then. Numerous comparative studies have been

published. A recent compilation can be found in Reference 18;

other examples, which focus on special properties, are given in

the following sections. Despite these efforts, no current model

is fully satisfactory, but the interpretation of simulation results

in comparison with real water can be improved by taking into

account the shift of the phase diagram between model liquid

and real water.
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Anomalies of Water and
Polyamorphism

The exceptional rank of water is manifested by its unusual prop-
erties compared with most other liquids, the so-called “anoma-
lies.” These anomalies comprise thermodynamic as well as
structural and dynamic properties, especially their pressure and
temperature dependence. The key to understanding these prop-
erties lies in two competing influences on the local structure:
the attempt to build low-density tetrahedral structures (with low
energy) versus the tendency toward closer packing (with higher
entropy) (19).

The density maximum at 4◦ C and the decrease of volume
on melting of ice are well-known anomalies. More aspects
of the extraordinary behavior of water have been brought
into the focus of many researchers by the seminal articles of
Angell on supercooled water (20, 21). In contrast to “ordinary”
liquids, the isothermal compressibility and the heat capacity
of water increase drastically during supercooling. This finding
indicates strongly increasing volume and entropy fluctuations
during cooling. A spectacular explanation for this behavior was
delivered by a computer simulation study, which gave evidence
for the existence of a (second) critical point of water buried
in the deeply supercooled liquid region (19, 22) [see also the
reviews by Stanley and Debenedetti (23, 24)]. This second
critical point is considered the endpoint of an equilibrium line
between two forms of (metastable) liquid water: a low- and a
high-density liquid.

The two different liquids have their counterparts in the amor-
phous solid state: the experimentally well-studied high-density
amorphous (HDA) and low-density amorphous (LDA) ice forms
(25). However, it is still unknown exactly how the different
amorphous ice forms and supercooled liquid water are con-
nected or where the second critical point is located. A “no man’s
land” region largely prohibits direct experimental access to the
low temperature liquid because of the inevitable onset of crys-
tallization (24) in this region. Therefore, computer simulation
studies, in which crystallization does not take place, have been
used extensively to establish the existence of a liquid–liquid
transition. The location of the corresponding second critical
point strongly depends on the interaction potential that was
used in these simulations (26–28). It may be shifted to negative
pressures, which are correlated with the prediction of a van der
Waals-like model developed by Poole et al. (19), in which such
a shift occurs with decreasing hydrogen bond strength. In such
a scenario, the experimentally observed diverging fluctuations
in supercooled water at ambient pressure do not develop by ap-
proach to the critical point; instead, these fluctuations develop
by the approach to the spinodal line that emerges from the crit-
ical point at negative pressures. This finding could explain the
early observation of Angell (20, 21), which suggested that all
temperature-response functions and temperature coefficients di-
verge at the same temperature in ambient pressure supercooled
water. The unavoidable crystallization occurs after passing the
spinodal as it encounters a phase transition to the low-density
liquid state, which has a local structure that is very similar to
crystalline ice (29).

Some indirect experimental evidence exists for the liquid–
liquid critical point hypothesis from the changing slope of
the melting curves, which was observed for different ice
polymorphs (30, 31). A more direct route to the deeply su-
percooled region, by confining water in nanopores to avoid
crystallization, has been used more recently by experimental-
ists. These researchers applied neutron-scattering, dielectric, and
NMR-relaxation measurements (32–35). These studies focus on
the dynamic properties and will be discussed later. They indi-
cate a continuous transition from the high to the low-density
liquid at ambient pressure. The absence of a discontinuity in
this case could be explained by a shift of the second critical
point to positive pressures in the confinement. This finding cor-
related with simulations, which yield such a shift when water
is confined in a hydrophilic nanopore (36).

Although the presented scenarios are still under discussion,
the existence of a first-order like transition between metastable
high- and low-density supercooled water with a second critical
point at negative pressures in bulk water and positive pres-
sures in confinement is strongly suggested (29). Alternatively,
singularity-free scenarios are discussed to explain the properties
of supercooled water (24, 29).

As indicated above, the study of amorphous solid water in
bulk and in confinement is an important source of informa-
tion for the understanding of the liquid. In fact, water was
the first liquid to show “polyamorphism”: the mentioned ex-
istence of high density and low-density amorphs. Amorphous
solid water can be produced experimentally along very differ-
ent routes by vapor deposition, by pressurizing crystalline ice,
or by fast temperature quench of tiny droplets. Also, differ-
ent subsequent annealing procedures have been used. Recently,
also a very high-density form (VHDA) of amorphous ice was
observed and shown to be distinct from HDA (37). Neutron
scattering data revealed that the transformation between HDA
and VHDA is related to an increasing population of “inter-
stitial” water molecules (38). Simulation studies indicate that
VHDA (not HDA) should be considered as the amorphous solid
counterpart to the high-density liquid water phase at ambient
conditions (39, 40).The question whether the HDA to VHDA
transition is also first-order like (as LDA to HDA) is not yet
resolved (41, 42). The important influence of the preparation
method has been revealed by several studies. In Koza et al.’s
(43) neutron-scattering experiments, HDA and VHDA seem to
be heterogeneous at the length scale of nanometers, and dif-
ferent forms of HDA were obtained depending on the exact
preparation process (43). The role of multiple metastability and
hysteresis has to be studied in more detail. By annealing of HDA
at normal pressure, Tulk et al. (44) found evidence for the ex-
istence of several amorphous ice states. The possible existence
of multiple liquid–liquid phase transitions in liquid water was
first suggested by Brovchenko and co-workers (27, 45) from
extensive Gibbs-Ensemble Monte Carlo simulations of various
water models.

Hydrogen Bond Network
In the perfect crystalline structure of “ordinary” (hexagonal)
ice, each water molecule is H-bonded to four tetrahedrally
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arranged neighbors. From the comparison of the enthalpies
of sublimation, melting, and evaporation, it can be concluded
that about 80% of all H-bonds survive the melting process.
Despite the wide range of possible definitions of intact versus
broken H-bonds (46), it is therefore generally accepted that the
water molecules in the liquid form at any instant a random,
quasi-infinite, space-filling network (8, 47, 48). This network
is subject to constant restructuring [“transient gel” (49)], the
lifetime of the individual bonds are in the subpicosecond range
(46, 50, 51). Computer simulations revealed that this network
could be described quantitatively by combinatoric calculations
and percolation theory (52).1

The physical mechanisms, which are connected with this pri-
marily topological phenomenon of the existence of a percolating
H-bonded network, are still not analyzed in depth. Nonetheless,
several observations have been compiled recently that show a
correlation between the existence of a spanning network and
properties of physical and biological relevance (53–56). These
observations concern the occurrence of phase separation in mix-
tures as well as the conformational transition and function of
biomolecules. Computer simulations revealed that the phase
separation in a water/tetrahydrofurane mixture is preceded by
the formation of mesoscopic structures, but “spare” H-bonded
clusters in the organic rich phase, which grow to be space fill-
ing at phase separation with a fractal dimension df = 2.5, as
expected for a percolation cluster in an infinite three dimen-
sional system (55, 57). Such percolating networks have also
been detected by neutron-scattering experiments in completely
miscible aqueous solutions (58).

The space-filling network, which is identified in pure wa-
ter at ambient conditions, even exists in supercritical water;
the corresponding line of percolation transitions is an ex-
tension of the boiling line (55). The close relation between
demixing phase transition and percolation transition of phys-
ical clusters has also been used in simulations to localize
the liquid–liquid transition region in supercooled water. The
lowest density amorphous water phase (solid or liquid) has
been characterized by the presence of a percolating network
of well-ordered (ice-like tetrahedral), four-coordinated water
molecules, whereas in high-density amorphous water phases, a
percolating network of tetrahedrally bonded molecules is miss-
ing (54).

The formation of spanning H-bonded water networks on the
surface of biomolecules has been connected with the widely
accepted view that a certain amount of hydration water is nec-
essary for the dynamics and function of proteins. Its percolative
nature had been suggested first by Careri et al. (59) on the basis
of proton conductivity measurements on lysozyme; this hypoth-
esis was later supported by extensive computer simulations on
the hydration of proteins like lysozyme and SNase, elastine like
peptides, and DNA fragments (53). The extremely interesting

1A “percolating” network forms an uninterrupted path between opposite
boundaries of a system. The word “spanning” is used when the system
has no boundary, like the surface of a single sphere. In this case,
the degree of connectivity, at which a “spanning” network appears, is
detected by the distribution of finite clusters in analogy to a percolation
transition.

question of protein hydration is a huge field by its own but
beyond the scope of this article.

Dynamics of Water Molecules

The molecular motion in water has been studied for decades
with all available modern spectroscopic and scattering methods,
including neutron scattering, nuclear magnetic and dielectric
relaxation, infrared spectroscopy, and light scattering. Each ap-
plied method probes different aspects of the motional behavior
on different length and time scales. As NMR furnishes diffusion
coefficients and integrals over reorientational correlation func-
tions, quasielastic neutron scattering reveals information on the
short-time translational and rotational motion. The results that
were obtained for a wide range of temperature and pressure
conditions have been interpreted in the frame of translational
and rotational diffusion models. The temperature dependence of
characteristic parameters like reorientation and residence times
has been discussed in detail (12, 60–62).

That water is so fluent is an apparent contradiction to the fact
that the space-filling network of hydrogen bonds is made up of
bonds that have an interaction energy strength well above the
thermal energy kBT. This puzzle was resolved by showing the
importance of network defects: The presence of an excess (fifth)
neighbor in the first neighbor shell of water molecules allows the
intermediate formation of bifurcated H-bonds, which provides
a low-energy barrier path for reorientation and coupled trans-
lational motion (63–65). Consequently, a decrease of the local
water density (which makes the presence of an excess neigh-
bor less probable) decreases the mobility of water molecules.
For example, this effect has been observed by NMR experi-
ments in the hydration shell of convex hydrophobic particles,
in which the molecular mobility is decreased (66). However,
it does not decrease to such an extent that one could speak of
“icebergs,” as this is still done occasionally (see the section
entitled “Hydrophobic hydration and interaction”). In cold wa-
ter, the increasing expansion of water reduces the mobility of
the water molecules in addition to the pure thermal activation,
which leads to a strong non-Arrhenius temperature dependence
of reorientation times, diffusivity, and viscosity (20) (see be-
low).

Implications of the existence of a liquid–liquid phase separa-
tion for the dynamic behavior of water have been discussed
by Angell et al. (67, 68), who postulated a crossover from
a so-called fragile to a strong glass-forming liquid behav-
ior because of a transition into the region of the low-density
liquid at deep supercooling. Possible mechanisms were dis-
cussed that dominate the molecular mobility in the different
temperature ranges (69), which lead to different temperature
dependences: At high temperatures, as mentioned above, the
switching through bifurcated H-bonds is most effective and is
connected with a low activation energy. At lower temperatures
beyond the density maximum, a strong non-Arrhenius behavior
with increasing apparent activation energy is produced by the
development of a more perfect local order, which enforces an
approach to structural arrest of the water molecules in the cages
of their neighbors (70). This arrest is then overcome at even
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lower temperatures by jump diffusion (71, 72); in other mod-
els by the collective relaxation of the cage of neighbors (73).
Finally, in the locally well-ordered, low-density liquid, when
approaching the glass transition, the formation of Frenkel-type
defect pairs may enable a diffusion behavior that parallels the
“strong glass former” Arrhenius line of the Angell plot (69).

The expected crossover could not be studied experimentally
in pure water because of the onset of crystallization at strong
supercooling. Recently, the possibility to supercool water to a
much larger extent than bulk water, when it is confined to small
pores, has been exploited (34). From dielectric spectroscopy and
quasielastic neutron-scattering experiments on water confined in
the nanopores of clays and silica glass, a transition (crossover)
from a strongly activated non-Arrhenius motional behavior to a
low activation energy Arrhenius line at even lower temperatures
has been observed (32, 33). This observation correlates with
the expected fragile-to-strong transition when crossing from
“normal” to low-density water. Using such experiments in an
extended pressure range, the position of the second critical point
could be estimated for the confined water. This fragile-to-strong
dynamic crossover was also observed for the hydration water of
biomolecules (proteins and DNA) (74, 75). Most interestingly,
this crossover occurs at the same temperature as the so called
“protein glass transition,” which suggests that this transition in
the dynamics of the protein is the result of the approach to
the above-mentioned extension of the liquid–liquid equilibrium
line of the solvent (the so-called Widom line of the second
critical point of water). It has to be mentioned here that some
controversy still surrounds the origin of this abrupt change in the
temperature dependence of the mobility of the water molecules:
This behavior has also been attributed to the limitation of the
spatial extension of fluctuations in confinements (76).

Hydrophobic Hydration
and Interaction

The “hydrophobic effect” is manifested thermodynamically by
the low solubility (large positive solvation free energy) that
nonpolar molecules or aggregates experience in water (for more
extensive reviews, see References 77–79). The hydrophobic
effect is of great relevance for a variety of phenomena, which
include protein folding as well as the structural organization of
amphipilic aggregates. The latter are forming micelles of various
topology, as well as lyotropic mesophases and lipid membranes.

Surprisingly, the low solubility of small-sized particles does
not stem from a weak interaction of particles with their sur-
rounding water environment (77). For example, the heat of
solvation of methane in water at ambient temperature is of simi-
lar magnitude as the heat of vaporization of pure liquid methane
(80). The positive solvation free energy of small apolar particles
at low temperatures is the consequence of negative solvation
entropy, which overcompensates for the negative solvation en-
thalpy. It is widely believed that this “entropy penalty” is caused
by the orientation order introduced to the hydration-shell wa-
ter molecules as they try to maintain an intact hydrogen bond
network (77). Parallel to the entropy decrease observed for low

temperatures, theoretical and experimental studies also indicate
a slowing down of the translational and reorientational dynam-
ics of water in the hydration shell of an apolar moiety (66,
81–83). Another thermodynamic signature of hydrophobic hy-
dration is the large positive solvation heat capacity. The heat
capacity increase is attributed to the temperature-induced mu-
tual interactions among the solvent molecules in the hydration
shell (84). It is considered to be caused by the progressing dis-
integration of the hydrogen bond network around the solute
with increasing temperature (77, 84). Because the solvation of
small apolar moieties is accompanied by an entropy decrease
of the solvent, the formation of contact pairs of apolar parti-
cles is a way to reduce this “entropy penalty.” The tendency
to form apolar contact pairs in solution is termed “hydrophobic
interaction” and essentially controlled by the solvent. Because
the association of small apolar particles is entropically favor-
able, a temperature increase leads to more stable apolar contacts.
“Hydrophobic interaction” is a classic example of an “entropic
force.”

Contrasting the behavior close to small apolar solutes, water
behaves differently at an extended (planar) interface. Here, the
thermodynamic features are mostly governed by water’s inter-
facial tension, which is essentially enthalpic in nature (weak-
ening with increasing temperature). Consequently, at some
length-scale a “crossover” has to occur (85, 86) from an entropy
to an enthalpy dominated solvation behavior. Recent studies in-
dicate that this transition appears at a length-scale significantly
below 1 nm (87, 88).

The thermodynamic signatures of small apolar particle hy-
dration can be modeled by simple two-state models (89–92)
that solely focus on water’s hydrogen bonding as supposedly
dominating effect. Stronger hydrogen bonds close to an apolar
particle are counterbalanced by fewer possible hydrogen bonds.
Silverstein et al. (92) consistently related experimental data that
described water’s hydrogen bond equilibrium with hydrophobic
solvation calorimetric data. Their calculations suggest that at
lower temperatures, the hydrogen bonds are more intact than
in the bulk, whereas at high temperatures, hydrogen bonds are
more broken. The model moderately readopts older theories by
Franks and Evans in their so called “iceberg” model (93), in
which the hydrophobic particles where thought to be stabiliz-
ing structured ice-like entities in water. However, because the
entropy change experienced by a water molecule in a hydropho-
bic hydration shell is about five times smaller than a crystal-like
environment (77), the “iceberg” model too strongly exaggerates
the degree of ordering that is present in a hydrophobic hydra-
tion shell (77). Simple two-state models seem to fail in reliably
predicting absolute solvation free energies (77) because alter-
ing hydrogen bonding does not provide sufficient information
to determine the entropic “free volume contribution” (94, 95).

A conceptually complementary approach to describe hy-
drophobic effects has been introduced by Pratt and colleagues
(78, 96). Their information theory (IT) model is based on an
application of Widom’s potential distribution theorem (97) com-
bined with the perception that the solvation free energy of a
small hard sphere, which is essentially governed by the prob-
ability to find an empty sphere, can be expressed as a limit
of the distribution of water molecules in a cavity of the size
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of the hydrophobic particles. Because the distribution functions
are essentially determined by density fluctuations of water at
the molecular scale, the IT model relates the hydration and
interaction of hydrophobic particles with the temperature de-
pendence of waters thermodynamic response functions, such as
expansivity and compressibility.

An instructive, simplified computer model for water is the
“Mercedes-Benz” (MB) model of Silverstein et al. (98). It has
been shown to capture qualitatively the anomalous thermody-
namic behavior of water as well as the thermodynamic features
of the hydrophobic effect. The MB-model notably captures the
effect of increasing particle size. A hydrophobic particle of
about twice the size of a water molecule is found to increase the
free energy by a different mechanism, namely by increasingly
breaking the hydrogen bonds. Similar to the thermodynamic be-
havior observed for planar interfaces, the mechanism increases
the enthalpy but has only little effect on the entropy and heat
capacity. The simulations indicate that at a large, extended in-
ert surface, water is geometrically unable to form its maximal
number of hydrogen bonds to other water molecules. Thus,
enthalpically costly “dangling” hydrogen bonds form pointing
toward the interface (99, 100).

Realistic three-dimensional computer models for water were
proposed already more than 30 years ago (16). However, even
relatively simple effective water model potentials based on point
charges and Lennard-Jones interactions are still very expen-
sive computationally. Significant progress with respect to the
models ability to describe water’s thermodynamic, structural,
and dynamic features accurately has been achieved recently
(101–103). However, early studies have shown that water mod-
els essentially capture the effects of hydrophobic hydration and
interaction on a near quantitative level (81, 82, 104). Recent
simulations suggest that the exact size of the solvation en-
tropy of hydrophobic particles is related to the ability of the
water models to account for water’s thermodynamic anoma-
lous behavior (105–108). Because the “hydrophobic interaction”
is inherently a multibody interaction (105), it has been sug-
gested to compute pair- and higher-order contributions from
realistic computer simulations. However, currently it is incon-
clusive whether three-body effects are cooperative or anticoop-
erative (109).

An analysis of computer simulations of water at different
pressures by Hummer et al. (110) suggested that hydropho-
bic contact pairs become increasingly destabilized with in-
creasing pressure. The proposed scenario could explain the
pressure denaturation of proteins as a swelling in terms of
water molecules that enter the hydrophobic core by creating
water-separated hydrophobic contacts. Additional support for
the validity of Hummer’s IT-model analysis has been achieved
by pressure-dependent computer simulation studies of isolated
pairs of hydrophobic particles, as well as rather concentrated
solutions of hydrophobic particles (111, 112). Recently, the
pressure-induced swelling of a polymer composed of apolar
particles at low temperatures can be observed (113).

Ion Hydration

As already suggested by Max Born in 1920 (114), the large
negative solvation free energies of ions in aqueous solution
can be explained by mostly purely electrostatic effects, which
assume water to be represented by a dielectric continuum (115).
Small changes of the ion diameter are found to affect the
solvation free energies strongly. The measured solvation free
energies roughly scale with the third power of the ion diameter,
as proposed by the Born theory (115). However, a structuring
effect on the first hydration shell water is obvious and has
been experimentally determined by X-ray and neutron scattering
techniques (116–119). In case of an anion, the first shell water
molecules form a hydrogen bond type configuration in which the
OH-bond points toward the anion (118), although on average it
does not point exactly to the center of the ion (117). For the case
of cations, the water molecules are found to be pointing with
their oxygen toward the ion. The water dipole axis, however,
seems to exhibit an average tilt of about 30 degrees with
respect to the ion-water-oxygen connecting vector (117, 119).
Recent first principles simulations of aqueous salt solutions
suggest that this might be an artifact caused by averaging a
rather broad tilt angle distribution (120). In those simulations,
the dipole vector that points directly toward the ion is the
most likely configuration of a broad distribution. Earlier classic
MD simulations had revealed a more tilted “lone-pair”-type of
ion–water bonding (121), which was possibly a consequence of
the tetrahedral charge distribution of the employed water model
(17) and is perhaps an artifact.

Ionic Influence on Hydration Water
and Bulk Water

Salts are known to influence several properties of aqueous
solutions in a systematic way (122, 123). The effect of different
anions and cations seems to be ordered in a sequence; this theory
was already proposed by Hofmeister in 1888 (124) from a series
of experiments on the salts ability to precipitate “hen-egg white
protein.” Numerous other properties of aqueous salt solutions
are also found to be systematically salt dependent, such as
the surface tension or the surface potential (122). However,
the exact reason for the observed specific cation and anion
sequences is still not fully understood (125). Model calculations
(126), as well as nuclear magnetic relaxation experiments (127),
propose a delicate balance between ion adsorption and exclusion
at the solute interface. This balance is tuned by the solvent
(water) structure modification according to the ion hydration
(128, 129) and hence is possibly subject to molecular details.

In principle, two different mechanisms have been proposed
on how the ions influence protein stability. Firstly, it has been
suggested that a modification of water’s structure is the origin
of the Hofmeister sequence (130). It has been hypothesized that
some ions “kosmotropes” enhance the structure that surrounds
the ions, which leads to a strengthening of the hydrophobic ef-
fect and thereby stabilizes the proteins (131). However, the ions
that break the structure that surrounds the ions (“chaotropes”)
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have been considered to weaken the hydrophobic effect and
hence destabilizes the native state of proteins. It has been sug-
gested that the competition between ionic charge and ionic size
determines whether an ion is a chaotrope or a kosmotrope
(126, 132–135). A completely alternative explanation for the
Hofmeister series has been suggested by Timasheff and col-
leagues (123, 136). They consider the differences in salt–protein
binding as the main effect for destabilizing proteins. Their
analysis of thermodynamic date provided evidence suggesting
the salts that denature proteins tend to be bound to proteins,
whereas the salts that stabilize proteins tend to be excluded
from the protein surface. Using volumetric data of Timasheff
et al. (123, 136) on the effect of numerous salts on bovine
serum albumin, recently Shimizu et al. (137) could show by us-
ing a Kirkwood-Buff theory framework that the water-mediated
protein–salt interaction is an important driving force for the
protein denaturation. A recent simulation study on a highly ide-
alized model system by Zangi et al. (138) came to a similar
conclusion. They could show that the ion-adsorption mechanism
is largely controlling the association behavior of two hydropho-
bic plates (138). Depending on the chosen combination of ions,
salting-in, as well as salting-out scenarios could be obtained.

Currently, no consensus can be reached whether the presence
of ions have an effect on the water structure at distances beyond
the first hydration shell. Lebermann and Soper (129) used
neutron diffraction to compare the effects of applied pressure
and high salt concentrations on the hydrogen-bonded network
of water. They found that the ions induce a change in structure
equivalent to the application of high pressures, and that the size
of the effect is ion-specific (129). Similar effects have been
reported by Botti et al. (139, 140) who studied the solvation
shell of H+ and OH− ions in water. Mancinelli et al. (141)
could show that a structural perturbation caused by monovalent
ions (in aqueous solutions of NaCl and KCl) exists outside the
first hydration shell of the ions. Their study emphasized longer
ranged ion-induced perturbation and shrinks of the second and
third coordination shells of water molecules, whereas the first
neighbor shell is largely unchanged. The O–O pair correlation
function of water was modified by the ions in a manner closely
analogous to what happens in pure water under pressure. In
contrast, recent molecular dynamics simulations of water in
aqueous CaCl2 solutions indicate unequivocally that the changes
of the water structure caused by the presence of ions in solution
cannot be emulated as a pressure effect because of the local
nature of such structure perturbation (142). A recent extensive
MD simulation study by Holzmann et al. (143) indicates that the
ion-induced structuring of water beyond the second hydration
shell of NaCl is caused by increasing pressure; it is also found
to be strongly temperature dependent. The “structuring effect”
is particularly observed in the supercooled salt solution, which
apparently tends to stabilize water’s high-density liquid form.

Conclusion

Liquid water provides a unique wealth of unusual liquid/solvent
properties, many of which have been exploited by nature during
the evolutionary process. As we have tried to show, many of

water’s unusual properties, or “anomalies,” stem from water’s
tendency to form a roughly four-coordinated hydrogen bond
network. Computer simulations indicate that many effects can
be explained in great detail by simulations based on molecular
models. A pattern reveals that in water. hydrogen bond-based
local-order (entropy) and interaction energies have the beneficial
tendency to compensate each other, which is important for
many solvation processes and for water structuring and phase
behavior. The small size of the water molecule and its effective
hydrogen-bond formation make it a particularly helpful agent in
the process of protein folding; it is deemed essential to enable
protein motions.
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Humans are exposed continuously and unavoidably to a myriad of
potentially toxic chemicals that are inherently lipophilic and, consequently,
very difficult to excrete. To effect their elimination, the human body has
developed appropriate enzyme systems that can transform metabolically
these chemicals to hydrophilic, readily excretable, metabolites. This
biotransformation process occurs in two distinct phases, Phase I and
Phase II, and involves several enzyme systems, the most important being
the cytochromes P450. The expression of these enzyme systems is
regulated genetically but can be modulated also other factors, such as
exposure to chemicals that can either increase or impair activity.
Paradoxically, the same xenobiotic-metabolizing enzyme systems also can
convert biologically inactive chemicals to highly reactive intermediates that
interact with vital cellular macromolecules and elicit various forms of
toxicity. Thus, xenobiotic metabolism does not always lead to deactivation
but can result also in metabolic activation with deleterious consequences.

It is unlikely that the human body could survive and thrive in
the chemical environment it lives in if it were not endowed with
effective means to protect itself from the adverse effects of the
myriad of chemicals to which it is continuously and unavoidably
exposed. Although scientists focus on anthropogenic chemicals,
humans are exposed to even more naturally occurring chemicals,
mostly phytochemicals that, like their man-made counterparts,
have the potential to induce toxicity. Both anthropogenic and
natural chemicals are referred to as xenobiotics (Gr . foreign
to life). Humans are exposed to huge numbers of xenobiotics,
in the order of 5000 to 10,000 per day, most of which emanate
from the diet. Of the chemicals that humans ingest, 99.9% are
natural, largely of plant origin (1).

Biologic Background

Most chemicals to which humans are exposed cannot be ex-
ploited by the body either to generate energy or to use as
structural blocks to build new tissue; they cannot be used as
essential cofactors for enzyme reactions nor as chemical mes-
sengers. During the last three decades, however, it has become
evident that some dietary phytochemicals possess biologic ac-
tivity and have the potential to afford protection against major
degenerative diseases of high morbidity, such as cancer and
cardiovascular disease; this protection may explain the epidemi-
ological findings that populations that consume diets with high
vegetable and fruit content are less susceptible to these fatal
diseases. Because most of xenobiotics offers no benefit to the
human body, its immediate response is to prevent exposure

and/or eliminate them. For this objective to be achieved, the
body has developed as a first line of defense several transporter
systems, such as the P-glycoprotein, which prevent the absorp-
tion of chemicals through the gastrointestinal tract by facilitating
their efflux from the enterocytes into the intestinal lumen (2).
For chemicals that at least partly overcome this obstacle and
reach the blood circulation, its immediate response is to excrete
them, primarily through the kidney and biliary routes. Chem-
icals that reach the systemic blood circulation through which
they are distributed to the body tissues must traverse lipoid
membranes, so they are inherently lipophilic. Because the body
finds it difficult to eliminate such lipophilic chemicals, to pre-
vent them from accumulating, it has developed as a defense
mechanism several enzyme systems that are adept at metaboli-
cally converting them to hydrophilic products, facilitating in this
way their elimination. The metabolic conversion of a lipophilic
compound to a hydrophilic metabolite is known as biotransfor-
mation. Moreover, in most cases, such metabolism abolishes
biologic activity because the generated metabolites, unlike the
parent compound, cannot reach their site of action and/or fail to
interact with the appropriate receptor. However, less frequently,
metabolism of an inert chemical can produce a biologically ac-
tive metabolite(s). In clinical therapy, chemicals may be admin-
istered as prodrugs, where the pharmacologically active entity
is a metabolite (Table 1). Very occasionally, a change in phar-
macological activity may occur following biotransformation;
for example, iproniazid, an antidepressant, is metabolized to
isoniazid, an antitubercular drug. Thus, metabolism has a pro-
found effect on the biologic activity of a chemical. It is unlikely
that the human body could withstand the constant onslaught of
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Figure 1 Phase I and Phase II metabolic pathways. PAPS, adenosine 3′-phosphate 5′-phosphosulphate; UDPGA, uridine diphosphate glucuronic acid.

Table 1 Examples of prodrugs

Parent drug Pharmacological activity Active metabolite

Prontosil Antibacterial Sulphanilamide
Levodopa Antiparkinson Dopamine
Sulindac Anti-inflammatory Sulindac sulphide
Cyclophosphamide Anticancer 4-Hydroxycyclophosphamide
Terfenadine Antihistaminic Fexofenadine
Codeine Analgesic Morphine
Sulfasalazine Anti-inflammatory 5-Aminosalicylic acid
Tamoxifen Anticancer Endoxifen
Enalapril Antihypertensive Enalaprilat
Glyceryt trinitrate Antianginal Nitric oxide

chemicals and survive in such a hostile chemical environment
if such effective defense mechanisms were not operative.

Metabolism of Xenobiotics

The metabolic conversion of a lipophilic compound to a hy-
drophilic metabolite(s) proceeds through two distinct phases,
namely Phase I and Phase II, each being catalyzed by different
enzyme systems, localized largely in the endoplasmic reticulum
and cytosol. Although the xenobiotic-metabolizing systems are
found in almost every tissue in the body, the liver has the highest
concentration, and for this reason it is the center of metabolism.
The location of the drug-metabolizing enzymes in the liver is
logical because most foreign compounds to which humans are
exposed, including drugs, are ingested orally and, when they
are absorbed through the gastrointestinal tract, they enter the
portal blood supply that takes them to the liver before being
distributed into the rest of the body. During absorption, a com-
pound may be metabolized by intestinal, as well as microbial,
enzymes (vide infra).

Phase I metabolism

During Phase I metabolism, also referred to as functionaliza-
tion, the xenobiotic acquires a functional group such as –OH,
–COOH, and –NH2; alternatively, such functional groups may
be unmasked, for example, an alkoxy (–C–OR) group can
be dealkylated to unmask a functional group (–C–OH). For
example, 7-hydroxycoumarin can be formed either by the hy-
droxylation of coumarin (insertion of an oxygen atom) or by the
deethylation of 7-ethoxycoumarin (unmasking) (Fig. 1). Phase
I metabolism involves oxidation, reduction, and hydrolysis re-
actions and is catalyzed by various enzyme systems (Table
2). The predominant reactions are oxidations, and the most
important system catalyzing these is the cytochromes P450
(vide infra). Reductions are catalyzed by reductases, which
are not very active in mammalian cells but are very active in
gut bacteria that, consequently, may contribute extensively to
the metabolism of orally administered drugs and other xeno-
biotics; the most common reductions are azo- and nitroreduc-
tions. The enzymes catalyzing hydrolysis reactions are esterases
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and amidases that hydrolyze esters and amides, respectively
(Table 2).

Phase II metabolism

During Phase II metabolism, also referred to as conjugation,
the metabolites generated during Phase I metabolism com-
bine with endogenous substrates, such as sulphate, glucuronic
acid, glutathione, and amino acids, to form highly hydrophilic
metabolites that are excreted with ease in the urine and fe-
ces. As an example, 7-hydroxycoumarin, formed from Phase
I metabolism, forms a sulphate and a glucuronide conjugate
(Fig. 1). Sulphation is catalyzed by the sulphotransferases and
glucuronidation by the glucuronosyl transferases that attach
glucuronic acid to the substrate. Chemicals, such as the drug
paracetamol (acetaminophen) that already possesses a functional
group, may bypass Phase I metabolism and be metabolized
predominantly through conjugation (Fig. 2). Conjugation with
glutathione represents an effective cellular defense mechanism
that neutralizes toxic chemicals that otherwise would cause
toxicity. Another Phase II pathway, usually minor, is conju-
gation with amino acids, the most common being glycine.
Finally, methylation and acetylation are unusual pathways in
that the generated metabolites are less polar than the parent com-
pound; in this case, metabolism hinders rather than facilitates
excretion and additional metabolism is required for eventual
elimination.

Enzyme Systems that Catalyze
Phase I Metabolism

Although several enzymes contribute to the Phase I metabolism
of xenobiotics (Table 2), by far the most prominent are the
cytochromes P450, so called because in the reduced state they
form a complex with carbon monoxide that is characterized by
an absorption maximum at 450 nm.

Cytochromes P450

A widespread enzyme system in nature, cytochromes P450 are
found in both prokaryotic and eukaryotic cells and, with the ex-
ception of striated muscle and red blood cells, are encountered
in every tissue but predominate in the liver, which, as a result,
is the principal site of xenobiotic transformations. However,
cytochrome P450 enzymes also are active in portals of xeno-
biotic entry, such as the lungs, the gastrointestinal tract, and
the nasal mucosa. Although the cytochrome P450 enzyme sys-
tem can function as a reductase under anaerobic conditions, its
main role is to facilitate the oxidation of a myriad of structurally
diverse xenobiotics. It is a haem-containing, membrane-bound
enzyme that requires molecular oxygen and NADPH and in-
serts an atom of oxygen to the xenobiotic (X) while the other
is reduced to water.

NADPH + H+ + XH → XOH + NADP+ + H2O
The flavoprotein cytochrome P450 reductase channels the

electrons from NADPH to the cytochromes P450, which func-
tion as a terminal oxidase (Fig. 3).

NHCOCH3

OSO3
−

Paracetamol O -sulphate

NHCOCH3

OC6H9O6

Paracetamol O -glucuronide

NHCOCH3

OH
Paracetamol

Sulphotransferase Glucuronosyl transferase

CYP1A2

CYP2E1

CYP3A4

NCOCH3

O

N-Acetyl benzoquinoneimine

NHCOCH3

OH

SG
Hepatotoxicity

Glutathione
S -transferase

Covalent binding

to proteins

3′(S-glutathionyl)paracetamol

Figure 2 Metabolism of paracetamol (acetaminophen).

A principal attribute of the cytochrome P450 system is the
unprecedented broad substrate specificity it displays, which ex-
plains its pivotal role in xenobiotic metabolism. It catalyzes
efficiently the metabolism of thousands of structurally diverse
chemicals with markedly different molecular shape and size. It
achieves this very broad substrate specificity by existing as a
“superfamily” of enzymes. Each family is subdivided further
into subfamilies that may contain one or more enzymes. En-
zymes that share a structural similarity of at least 40% belong to
the same family, which is indicated by Arabic numbers, whereas
if the structural similarity exceeds 55%, then they are classified
within the same subfamily, which is denoted by capital letters;
finally, enzymes belonging to the same subfamily are denoted by
Arabic numbers. For example, the CYP1 family comprises two
subfamilies, namely CYP1A and CYP1B; the former consists
of two enzymes, CYP1A1 and CYP1A2, whereas within the

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 3



Xenobiotic Metabolism

Table 2 Enzyme systems catalyzing Phase I and II xenobiotic metabolism

Phase I Phase II
Enzyme system Principal cellular Enzyme system Principal cellular

localization localization

Cytochromes P450 Endoplasmic Glucuronosyl
transferases

Endoplasmic
reticulum

Flavin monooxygenases Endoplasmic
reticulum

Sulphotransferases Cytosol

Amine oxidases Mitochondria Glutathione
S -transferases

Cytosol

Molybdenum
hydroxylases

Cytosol Acetyl transferases Cytosol

Prostaglandin synthases* Endoplasmic
reticulum

Methyl transferases Cytosol

Lipoxygenases Cytosol Epoxide hydrolases Endoplasmic
reticulum

Alcohol/aldehyde
dehydrogenases

Cytosol Amino acid
conjugases

Mitochondria

Esterases/amidases Cytosol

*also referred to as cyclooxygenases

NADPH
+

H+

NADP

Cytochrome P450
reductase

Cytochrome P450

SH

O2

SOH
+

H2O

Figure 3 Cytochrome P450 electron transport system. S, Substrate.

latter only a single enzyme has been identified so far, CYP1B1.
The cytochrome P450 families active in xenobiotic metabolism
are CYP1, CYP2, and CYP3. Body distribution of individual
cytochrome P450 enzymes may be tissue-dependent; CYP1A2
is expressed exclusively in the liver, whereas CYP1B1 is ex-
pressed poorly in the liver but predominates in tissues such as
the adrenal glands and the lung (3).

Although this article is concerned with their role in xenobiotic
metabolism, it should be emphasized that cytochromes P450
play a critical role in the metabolism, both biosynthesis and
catabolism, of endogenous substrates, including hormones such
as steroids and melatonin, eicosanoids such as prostaglandins,
fatty acids such as lauric acid, and vitamins such as vitamin
D. Cytochrome P450 enzymes may be engaged almost exclu-
sively in the metabolism of endogenous substrates, with neg-
ligible catalytic activity toward xenobiotics. The cytochrome
P450 enzymes responsible for the metabolism of endogenous
compounds are characterized by narrow substrate specificity,
frequently entailing a single, or very few, structurally related
substrates, and do not contribute to xenobiotic metabolism.

The fact that some xenobiotic-metabolizing cytochrome P450
isoforms are expressed polymorphically (vide infra) and that
individuals may lack totally a certain isoform without any detri-
ment to health indicates that the role of these cytochromes P450
in endogenous metabolism is far from life threatening.

Cytochromes P450 are believed to have evolved from a
common ancestor some three thousand million years ago. The
function of the earliest forms is thought to have been in
the metabolism of essential endogenous chemicals, such as
steroid hormones, and then to have evolved to enzymes capable
of metabolizing foreign compounds. As a result, their initial
narrow substrate specificity toward steroids was lost and, to
cope with the new, increasingly chemical environment, they
developed into broad-specificity enzymes that could metabolize
the diverse chemicals to which they now were exposed. It has
been proposed that what forced the evolution of these proteins
was the necessity to develop defense mechanisms to protect
against plant toxins present in the food chain that were produced
to discourage predators (5).
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Enzyme Systems that Catalyze
Phase II Metabolism

Conjugation reactions of xenobiotics or their metabolites with
endogenous substrates produce highly hydrophilic metabolites;
however, to a lesser extent functional groups may be also methy-
lated or acetylated to produce less hydrophilic compounds.

Glucuronide conjugation

Glucuronide conjugation is a most frequently used routes of
conjugation by xenobiotics where glucuronic acid in its active
form, uridine diphosphate glucuronic acid (UDPGA), is added
to the molecule (Fig. 1). Some drugs like oxazepam and mor-
phine are catalyzed predominantly by glucuronidation because
they do not require prior Phase I metabolism to generate a func-
tional accepting group. The most readily conjugated functional
groups are phenols and alcohols, which yield ester glucuronides,
and carboxylic acids, which form ether glucuronides.

Sulphate conjugation

Conjugation with sulphate, catalyzed by cytosolic sulphotrans-
ferases, is also a major route of Phase II metabolism, where
inorganic sulphate, made available in the activated form of
3′-phosphoadenosine-5′-phosphosulphate (PAPS), is added to
the molecule (Fig. 1). This is the most important pathway in
the metabolism of phenols and is a very efficient conjugating
system as long as inorganic sulphate is available.

Glutathione conjugation

Glutathione conjugation is an important pathway of metabolism
that allows the cell to defend itself from chemical insult. It
uses the nucleophilic tripeptide glutathione, which possesses
a nucleophilic sulphur atom, to detoxify chemically reactive
metabolites, preventing them from interacting with critical cel-
lular macromolecules with adverse consequences and, thus,
preserves cellular integrity. This reaction is catalyzed by the
ubiquitously distributed glutathione S -transferases, which trans-
fer a molecule of reduced glutathione to the toxic chemical that
results in its neutralization. Glutathione conjugates additionally
are processed further metabolically in the body are excreted and
usually as N-acetylcysteine conjugates (mercapturates).

Amino acid conjugation

In this minor route of xenobiotic metabolism, the carboxylic
group of organic acids may conjugate with amino acids, glycine
being the most common. The carboxyl group of the xenobiotic
forms a peptide bond with the α-amino group of the amino acid.
Initially, in an ATP-dependent reaction, the carboxylic group
reacts with CoA to form an acyl-CoA thioester derivative, which
then interacts with the amino acid to form the conjugate.

Hydration

Hydration involves the addition of water to epoxides to form
dihydrodiols and is catalyzed by microsomal epoxide hydro-
lase that displays, broad substrate specificity. As epoxides are
generally toxic entities, this is a very important route for their
detoxification.

Methylation

Hydroxyl, as well as amino and thiol groups, may be metabo-
lized through methylation, the methyl donor being S -adenosyl
methionine, the product of the interaction of ATP with me-
thionine. Usually, it is a minor metabolic route in xenobiotic
metabolism, but it plays a major role in the metabolism of
endogenous substrates such as noradrenaline (norepinephrine).
Methylation is catalyzed by methyltransferases located in the
mitochondria.

Acetylation

Acetylation is an important metabolic route for aromatic and
heterocyclic amines, hydrazines and sulphonamides. An amide
bond is formed between the amino group of the chemical and
the acetate. This reaction is catalyzed by acetylases, the acetyl
group being donated by acetyl CoA.

The First-Pass Effect

If an orally taken drug is not absorbed, then there will be
no pharmacological effect and the drug will be excreted in
the feces. However, it is conceivable that a drug is very well
absorbed and yet fails to manifest the expected pharmacolog-
ical effect. Following oral administration, drugs are absorbed
through the intestine into the portal circulation that takes them
to the liver and then to the systemic circulation. A drug may
undergo metabolism either in the intestine and/or through its
first passage through the liver to such an extent that very little
remains available for distribution to the other tissues, includ-
ing the site of action, and, consequently, biologic activity is
either not manifested or attenuated. In the intestine, metabolism
may be catalyzed not only by intestinal enzymes, such as cy-
tochromes P450 and Phase II conjugation enzymes, but also by
microorganisms. This phenomenon is known as the first-pass
effect or presystemic metabolism. Thus, poor response to drug
treatment after oral intake may be due to the fact that, despite
complete absorption, only a small fraction of the drug reaches
systemic circulation intact because of extensive metabolism in
the intestine or liver.

First-pass metabolism, therefore, will decrease the pharmaco-
logical effect of the drug, and if the metabolism is extensive, the
pharmacological effect may be abolished completely as a result,
drugs that are subject to first-pass metabolism are administered
through alternative routes or at higher doses to compensate for
the loss during presystemic metabolism. Glyceryl trinitrate, a
drug used in the treatment of heart angina, when taken orally
undergoes > 99% of first-pass metabolism being denitrated in
the liver, and, as a result, it is never administered through this
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route but is taken sublingually to bypass the intestine. The pa-
tient places a tablet under the tongue, and because of the good
network of blood vessels, the drug is absorbed very rapidly and
the patient benefits from it within a few minutes.

Factors that Influence Xenobiotic
Metabolism

Several factors can modulate the activity of xenobiotic-metabo-
lizing enzymes, such as age, the nature of diet, and the pres-
ence of disease, but the most important appear to be genetic
makeup and concurrent or prior exposure to chemicals (enzyme
induction and enzyme inhibition).

Polymorphic expression of
xenobiotic-metabolizing enzyme
systems: clinical implications

The presence of xenobiotic-metabolizing enzymes and this
level of expression are governed by our genes. Xenobiotic-
metabolizing cytochromes P450 may be polymorphically ex-
pressed, and if this is not appreciated and the necessary steps
taken to adjust drug dosage accordingly, it may have a dramatic
impact in clinical therapeutics (5, 6). It is recognized now that
xenobiotic-metabolizing enzymes, both in Phase I and Phase II,
are polymorphically expressed, resulting in inter individual dif-
ferences in metabolic capacity, so that drug dose regimens are
unlikely to be optimal for all patients. For a certain drug, some
individuals are poor metabolizers, whereas others are extensive
metabolizers. Furthermore, polymorphic expression affects not
only drug efficacy but also the appearance of adverse effects.
The etiology of adverse effects experienced by some patients ex-
posed to the therapeutic doses of drugs, especially of drugs with
a narrow therapeutic index, i.e., drugs whose plasma concen-
trations must be maintained within a narrow range to achieve
the desired pharmacological effect, may be attributed to their
individual enzyme profile (7).

One of the first polymorphisms to be identified involved
acetylation (N-acetyltrasferase) and the antitubercular drug iso-
niazid. Several people are slow acetylators, the proportion being
race related and varying from about 10% in the Japanese to
70% in Caucasians. Acetylation of isoniazid results in loss
of pharmacological activity because acetylisoniazid is devoid
of antitubercular activity, but it provokes toxicity that occurs
more frequently in slow acetylators. Since acetylation is not
catalyzed efficiently, isoniazid blood levels are high and the
drug interacts with pyridoxal 5-phosphate, the active form of
vitamin B6, resulting in its depletion; this vitamin deficiency
causes neuropathy that leads to seizures. This situation can be
avoided by the concurrent administration of the vitamin to pa-
tients treated with isoniazid. Genetic polymorphism in other
conjugating systems that result in metabolic deficiencies also
can lead to predisposition to the toxicity of chemicals that rely
heavily on these enzymes for their deactivation. Gilbert’s syn-
drome is a condition where the patient experiences intermittent
jaundice because of reduced capacity in eliminating bilirubin

through glucuronide conjugation. The prodrug irinotecan, used
in the treatment of advanced colorectal cancer, provokes severe
gastrointestinal toxicity in these patients because of suppressed
glucuronidation (8, 9). The active metabolite (SN-38) that is
generated metabolically cannot be detoxicated by glucuronida-
tion and consequently accumulates.

Another early example of polymorphism involves the drug
succinylcholine (suxamethonium), a muscle relaxant used pri-
marily during surgery. Its action lasts only a few minutes
because it is very efficiently metabolized by cholinesterases
present in the liver and plasma. A few people, about 1 in 3000
who genetically lack this enzyme, develop sustained apnoea as
a result of paralysis because its effect is prolonged from 30
minutes to hours.

Genetic polymorphism in cytochromes P450 is believed to
be responsible for many adverse effects associated with drug
intake. The first cytochrome P450 protein to be recognized as
being polymorphically expressed was CYP2D6, an enzyme that
catalyzes many current psychoactive drugs, such as tricyclic
antidepressants; subsequent studies have revealed that polymor-
phism may involve also the CYP2 C9 and CYP2 C19 enzymes.
Persons lacking an active gene, i.e., a gene that can generate a
functional protein, when exposed to drugs relying on this en-
zyme for their metabolic deactivation will show exaggerated
adverse effects as a consequence of accumulation, and ide-
ally should be prescribed lower doses. One such drug is the
antihypertensive debrisoquine, which in normal individuals un-
dergoes extensive CYP2D6-mediated 4-hydroxylation that leads
to loss of activity. About 10% of European Caucasians and
1% of Japanese have been identified as poor metabolizers be-
cause of the lack of a functional CYP2D6. Subjects with poor
metabolism inherited two copies of a gene that encodes either
an enzyme with low activity or one with no activity. When
exposed to dose regimens of debrisoquine developed for nor-
mal metabolizers, as a consequence of diminished metabolism,
the drug accumulates on repeated administration and adverse
effects commensurate with overdose are experienced, such as
sustained drop in blood pressure. A number of individuals are
classified as intermediate metabolizers, having one copy of the
inactive gene; they display CYP2D6 activity but at low level. As
a result of CYP2D6 polymorphic expression, the dose required
to produce the same plasma levels may differ by as much as
20-fold among individuals. Similarly, the β-blocking agent tim-
olol is metabolized largely by CYP2D6; when exposed to this
drug, poor metabolizers experience a prolonged, more intense
pharmacological effect (10). If one is dealing with a prodrug,
however, where metabolism leads to the production of the phar-
macologically active form, a less intense or a complete loss of
the pharmacological effect may occur in poor metabolizers. The
analgesic effect of codeine is associated with morphine, which
is formed because of CYP2D6-mediated metabolism. In poor
metabolizers, the drug displays poor efficacy, and the lack of
analgesia is due to the active metabolite is not being produced;
indeed, morphine plasma levels are extremely low (11, 12).

Polymorphism also can enhance the metabolism of a drug in
persons carrying multiple copies of a cytochrome P450 gene,
for example, as a result of gene amplification and duplica-
tion, so that a drug may be deactivated more rapidly through
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metabolism, leading to a less intense or totally absent phar-
macological effect because therapeutic plasma levels are not
achieved. Such individuals are known as ultrarapid metabolizers
and require far higher doses than normal to achieve therapeu-
tic response. However, in the case of intake of a prodrug, the
dose should be decreased to prevent an exaggerated effect and
toxicity. Ultrarapid metabolizers show symptoms of codeine in-
toxication, such as severe abdominal pain, when they take a
normal therapeutic dose (13).

Cytochrome P450 regulation by
chemicals and clinical consequences
The levels of cytochrome P450 are not only genetically de-
termined but may be modulated also by factors such as age,
nutritional status, and the presence of disease. The most impor-
tant factor, however, is previous exposure to xenobiotics, either
natural or synthetic, that either can induce, largely as a result of
enhanced enzyme synthesis, or impair cytochrome P450 activ-
ity; both can lead to serious consequences during multiple drug
intake. Such drug interactions involve in particular, CYP3A4,
as this enzyme is the most active cytochrome P450 in drug
metabolism and, moreover, is the dominant form in the liver
and intestine, the principal site and the first site of metabolism
following oral drug intake, respectively.

Cyclosporin is an immunosuppressant drug taken chronically
by organ transplant patients. It has a narrow therapeutic in-
dex, and plasma levels have to be maintained within a narrow
range to ensure efficacy and to avoid the appearance of seri-
ous adverse effects that can be life threatening. The principal
catalyst of its metabolism is CYP3A4, and even small changes
in the activity of this enzyme can have major impact on its ef-
ficacy. The antifungal drug ketoconazole is a potent inhibitor
of CYP3A4, and, as a result, it increases plasma levels of
cyclosporin leading to toxicity when coadministered with it
(14). Similarly, serious interactions can occur with prodrugs
that necessitate CYP3A4-metabolism to generate the pharma-
cologically active form. Terfenadine undergoes nearly complete
first-pass effect in the liver; it is metabolized by CYP3A4 to gen-
erate a metabolite, fexofenadine, which possesses antihistaminic
activity. Normally, terfenadine is never seen in the blood of pa-
tients because of the extensive first-pass metabolism. When,
however, it is taken together with ketoconazole, its metabolism
is impaired and terfenadine can escape into the systemic circu-
lation causing cardiotoxicity (14). To avoid such complications,
the active metabolite fexofenadine has replaced now the original
drug.

In the 1990s, it became apparent that clinically important
metabolic interactions could occur also between drugs and food
components. It was realized that concomitant intake of grape-
fruit juice with drugs that are subject to presystemic metabolism
mediated by CYP3A4 led to higher plasma drug levels and
possible toxicity (15). Subsequently, it was recognized that a
constituent of grapefruit, the furanocoumarin bergamottin, se-
lectively inhibited intestinal CYP3A4 so that a larger fraction
of the dose survived the presystemic metabolism leading to
higher, toxic levels in the plasma (16). The furanocoumarin
is metabolized by cytochrome P450 to a metabolite, which sub-
sequently interacts covalently with the cytochrome and leads

to its destruction. Activity is restored only when a new en-
zyme is synthesized; this type of inhibition is referred to as
mechanism-based inhibition.

CYP3A4 activity, however, may be induced also by prior
exposure to chemicals so that metabolism of drugs reliant on
this enzyme will be accelerated, leading to lower plasma lev-
els and an attenuated pharmacological response. Patients with
transplanted organs who were stabilized successfully on cy-
closporin displayed signs of rejection after self-medicating with
St John’s Wort, an herbal remedy taken to treat mild depression
(17). It appears that a component(s) of this remedy, such as hy-
perforin, increases CYP3A4 activity, which leads to enhanced
cyclosporin metabolism and results in suboptimal plasma lev-
els of the drug. Since the norethindrone and ethinyl oestradiol
components of the contraceptive pill also are deactivated by
CYP3A4, intake of St. John’s Wort has been associated also
with intracyclic bleeding episodes because of contraceptive fail-
ure (18, 19).

Since cytochromes P450 also are important contributors to
the metabolism of endogenous substrates, drugs potentially can
cause adverse effects by interfering with the metabolism of
critical endogenous substrates. Cytochrome P450 is responsi-
ble for the conversion of vitamin D3 to its biologically active
form. Vitamin D3 undergoes hydroxylation at the 25-position
in the liver (CYP27A1); in the kidney, 25-hydroxyvitamin D3

is further hydroxylated at the 1α-position (CYP27B1) to form
1α,25-dihydroxyvitamin D3, the active form, which through
interaction with the vitamin D nuclear receptor exerts its bio-
logic activity, maintaining calcium homeostasis (Fig. 4). How-
ever, 1α,25-dihydroxyvitamin D3 is deactivated by cytochrome
P450-mediated hydroxylations at the 24- and 23-positions, orig-
inally shown to be catalyzed by CYP24A1. More recent work
established that CYP3A4 is the dominant cytochrome P450
enzyme responsible for the deactivation reactions (20). These
observations provide a likely explanation for the established fact
that epileptics chronically prescribed antiepileptic drugs, such
as diphenylhydantoin and phenobarbitone, to control seizures
develop various bone conditions, such as osteomalacia and os-
teoporosis. These drugs, being CYP3A4 inducers, lead to a state
of vitamin D deficiency and impairment of calcium homeosta-
sis, so vitamin supplementation is necessary to compensate for
the loss.

Modulation of xenobiotic-metabolizing enzymes, not surpris-
ingly, has been exploited in clinical therapy. The principal
elimination process of bilirubin, an endogenous toxic prod-
uct of haemoglobin degradation, is through glucuronide con-
jugation to produce the highly polar and readily excretable
bilirubin diglucuronide, the reaction being catalyzed by glu-
curonosyl transferase. In conditions of hyperbilirubinaemia,
such as Crigler-Najjar syndrome type II, elimination of bilirubin
may be accelerated by stimulating the activity of this enzyme by
using drugs like phenobarbitone. Moreover, to lower the dose of
the expensive drug cyclosporin, several studies have addressed
the possibility of coadministering it with the CYP3A4-inhibiting
drug ketoconazole (21).

Although hepatic enzymes are the most frequently induced,
extrahepatic induction has been also documented, but in these
cases the route of administration of the inducing agent may
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Figure 4 Metabolism of vitamin D3.

be critical. Pulmonary cytochrome P450 activity is more likely
to be increased when exposure to the inducing agent occurs
by inhalation; smokers, for example, display higher pulmonary
cytochrome P450 activity (CYP1) compared with nonsmokers,
which is ascribed to the inhalation of polycyclic aromatic
hydrocarbons.

Bioactivation of Xenobiotics

A striking paradox that was first recognized in the 1970s
was that the xenobiotic-metabolizing enzyme systems, long
regarded as being exclusively involved in the deactivation
and elimination of chemicals, such as the cytochromes P450,
could in fact assume the reverse role, i.e., they could convert
innocuous, chemically inert xenobiotics to highly reactive and
toxic metabolites with deleterious consequences to the body.
This process is referred to frequently as “metabolic activation”
or “bioactivation.”

Although the chemicals that undergo activation are struc-
turally diverse, the basic mechanism of activation appears to
be quite similar. Activation involves primarily oxygenation,
although reduction is also important with some chemicals
(Fig. 5). The reactive intermediates that are formed are elec-
trophiles, having electron-deficient atoms, and so are chemically
very highly reactive. Since these reactive species are generated
intracellularly, they can interact readily and irreversibly with
vital cellular macromolecules, such as DNA, RNA, and pro-
teins, to provoke various types of toxicity; thus, in this case,
metabolism confers to the chemical adverse biologic activity.
Alternatively, these reactive intermediates may interact with
tissue oxygen, giving rise to toxicity indirectly through re-
dox cycling, by acting as radical generators. These free rad-
icals are capable of inducing cellular damage similar to that
resulting from the covalent binding of electrophiles to cellu-
lar constituents. Simultaneously, a chemical will be subject

Inactive Metabolites

Xenobiotic

Bioactivation

Deactivation

Reactive Intermediates(s)

Covalent interaction
with proteins

DNA damage Interaction with O2

Cytotoxicity Mutations

Cancer

Reactive oxygen species

Figure 5 Bioactivation of xenobiotics.

to metabolism through pathways that lead to deactivation so
that the extent of toxicity will be dependent on the balance
of activation and deactivation. An extensively studied example
of such drug bioactivation involves the drug paracetamol
(acetaminophen), which is primarily metabolized through con-
jugation with sulphate and glucuronic acid leading to deactiva-
tion. However, to a very small extent, it undergoes cytochrome
P450-dependent oxidation to form a reactive quinoneimine
that has the potential to cause hepatotoxicity following cova-
lent interaction with proteins (Fig. 2). The low levels of the
quinoneimine are, however, effectively neutralized by conjuga-
tion with glutathione. As a result, paracetamol is a very safe
drug at therapeutic doses, despite the formation of a cytotoxic
metabolite, and only becomes unsafe when this fine balance
of activation/deactivation is disturbed. Some groups of people,
such as the chronic alcoholics, are vulnerable to the toxicity of
paracetamol. Alcohol is the prototype inducer of CYP2E1, one
of the cytochrome P450 enzymes that catalyzes the oxidation
of paracetamol to the quinoneimine. Consequently, alcoholics,
because of the higher CYP2E1 activity, form more of the toxic
intermediate of paracetamol and, therefore, are sensitive to the
hepatotoxicity of this drug. Thus, in this case, toxicity ensues
because of increased activation that leads to the enhanced pro-
duction of the toxic metabolite.

Most chemical carcinogens also rely on bioactivation to geno-
toxic metabolites that readily interact with DNA and set into
motion the processes that eventually lead to tumorigenesis.
The metabolic pathways once again are catalyzed by both
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Phase I and Phase II enzymes, and the chemical is concur-
rently subject to deactivation pathways. Although cytochromes
P450 frequently catalyze the first step in the bioactivation of
most chemicals, other enzyme systems, such as the sulpho-
transferases and acetylases, also are essential in the generation
of the ultimate toxic species, the entity that interacts with the
cellular macromolecules. For example, the heterocyclic amine
2-amino-3-methylimidazo-(4,5-f )quinoline (IQ), a carcinogen
formed during the grilling/frying of meat and fish, requires
bioactivation to express its carcinogenicity. The activation path-
way involves CYP1A2-catalyzed N-hydroxylation, followed by

esterification of the hydroxylamine with sulphate and acetate to

generate the sulphatoxy and acetoxy esters, respectively, that

break down spontaneously to yield the nitrenium ion, the pre-

sumed ultimate carcinogen (Fig. 6). Ring hydroxylation at the

5-position and direct conjugation of the parent compound with

glucuronide or sulphate are strictly deactivation pathways; the

ring-hydroxylated metabolite of IQ is excreted eventually in

conjugated form.

N

N

N

N+H

CH3

Nitrenium ion

Interaction with DNA

N

N

N

N

CH3

N

N

N

N

CH3

N

N

N

NH

CH3

H

SO3
−

OSO3
−

H

OH

OCOCH3

N-Sulphatoxy IQ N-Hydroxy IQ N-Acetoxy IQ

N

N

N

N

CH3

N

N

N

NH2

CH3

N

N

N

N

CH3

H

C

OH
O

CH3

Gluc

N-Acetyl IQ N-Hydroxy IQ  N-glucuronideIQ

N

N

N

N

CH3

N

N

N

NH2

CH3

N

N

N

N

CH3

H H

Gluc

IQ N-Sulphamate

IQ N-Glucuronide5-Hydroxy IQ

5-O-conjugation with sulphate
or glucuronic acid

OH

B
IO

A
C

T
IV

A
T

IO
N

D
E

A
C

T
IV

A
T

IO
N

Figure 6 Metabolic activation and deactivation of IQ. IQ, 2-amino-3-methylimidazo-(4,5-f )quinoline.
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Conclusions

The human body is equipped with an array of enzyme systems
that enable it to transform the myriad of chemicals to which it
is inevitably exposed to metabolites that are readily and effi-
ciently eliminated. In this way, the residence time of chemicals
in the body is minimized and their accumulation prevented.
These enzyme systems, in turn, are regulated genetically but
also are modulated by environmental factors such as exposure
to chemicals. The initial view, however, that these enzyme sys-
tems function simply in the elimination of xenobiotics through
metabolism is anachronistic in the face of mounting evidence
that these enzyme systems also can convert innocuous chemicals
to toxic products that are detrimental to the welfare of the human
body. Numerous examples are documented where metabolism
of a chemical, especially by cytochromes P450, results in tox-
icity. Any factor that modulates the enzymes involved in the
metabolism of a certain chemical will influence also its bio-
logic activity, including toxicity. Clearly, toxicity is not merely
a consequence of the intrinsic molecular structure of the chemi-
cal but is determined by the nature of the enzymes active in the
body at the time of exposure. A chemical is subject to several
metabolic pathways, the majority of which will bring about its
deactivation and facilitate its excretion. However, some routes
of metabolism will transform the chemical to a metabolite ca-
pable of inducing toxicity and carcinogenicity. Obviously, the
amount of reactive intermediate produced, and hence incidence
and degree of toxicity, will be largely dependent on the com-
peting pathways of activation and deactivation, and whatever
factor influences this delicate balance of activation/deactivation
of a chemical will impact also on its biologic activity and safety.
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The carbon skeleton of isoprenoids is derived from the branched C5

skeleton of isoprene. Isopentenyl diphosphate and dimethylallyl
diphosphate represent the biologic equivalents of isoprene. From research
on cholesterol biosynthesis in liver tissues and on ergosterol in yeast,
mevalonate was accepted as the universal precursor of isoprenoids.
However this assertion is inaccurate. Incorporation of labeled acetate and
glucose isotopomers into bacterial isoprenoids and into diterpenes of
ginkgo embryos indicated fortuitously the existence of an alternative
mevalonate-independent route. Its full elucidation required experiments
using 13C- and 2H-labeled precursors followed by extensive nuclear
magnetic resonance analyses as well as a combination of biochemical and
molecular biology methods. These additional studies revealed a complete
set of novel unsuspected enzymes.

Isoprenoids represent the largest family of natural products, with
an exceptional structural diversity. Isoprenoids are present in
all living organisms. This group includes essential metabolites,
such as sterols 27 (Fig. 6) of the eukaryotic plasma membranes,
prenyl chains of the quinones 22 and 23 from electron transport
chains, and carotenoids 25 from the photosynthetic apparatus
in the plant chloroplasts, or in the phototrophic bacteria. Iso-
prenoids also include secondary metabolites of a more restricted
distribution and with a less obvious physiologic significance.
Their carbon skeleton can be derived from the combination of
C5 subunits with the branched skeleton of isoprene.

Steps for the Formation
of Isoprene Units

The biologic precursors of isoprene units are isopentenyl
diphosphate 7 (IPP) and dimethylallyl diphosphate 8 (DMAPP).
These precursors can be obtained by two different metabolic
pathways: the mevalonate (MVA) pathway (Fig. 1), which was
the first one to be elucidated, and the long-overlooked methyl-
erythritol phosphate (MEP) pathway (Fig. 3) (1, 2).

Mevalonate (MVA) pathway

Labeling experiments, performed mainly with liver tissues and
yeast to elucidate the biosynthesis of cholesterol and ergosterol

(27, Fig. 6), led to the discovery of the mevalonate pathway
leading to IPP 7 and DMAPP 8 (Fig. 1). In this pathway, iso-
prene units are derived, like fatty acids, from acetyl-coenzyme
A 1. The key intermediate is mevalonate 4, which results
from the reduction of hydroxymethylglutaryl-coenzyme A 3
catalyzed by the HMG–CoA reductase, and represents the com-
mitted step of the pathway. Confirmation of this pathway was
obtained for the biosynthesis of plant sterols, triterpenes, and
sesquiterpenes.

Discrepancies with the MVA pathway
and the discovery of an alternative route:
the MEP pathway

The MVA pathway was accepted as the unique biosynthetic
pathway for the formation of all isoprenoids in all living or-
ganisms. Discrepancies with this general assertion appeared,
however, as early as the 1950s (1, 2). For instance, 14C-labeled
MVA was not incorporated into chloroplast isoprenoids (e.g.,
carotenoids 25 and phytol 24 from chlorophylls; Fig. 6),
whereas it was well incorporated into phytosterols 27 synthe-
sized in the cytoplasm. Unexpected labeling patterns were found
in the prenyl chain of ubiquinone 22 in Escherichia coli at in-
corporation of 14C-labeled acetate. Finally, the labeling pattern
in an isoprene unit from the sesquiterpenic pentalenene 21 se-
ries from a Streptomyces species at incorporation of uniformly
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labeled [U-13C6]glucose was not in accord with what was ex-
pected from the MVA pathway.

The discovery of an alternative mevalonate-independent route
to isoprene units was a fortuitous, nonprogrammed, and non-
programmable side product of two independent biosynthetic
investigations: on triterpenoids of the hopane series 20 in bac-
teria (1) and on diterpenes of the ginkgolide 26 and bilobalide
series in the higher plant Ginkgo biloba (3). In this pathway
(Fig. 2), isoprene units are derived directly from carbohydrate
metabolism, with pyruvate 9 and glyceraldehyde 3-phosphate
10 as starting materials and with MEP 12 as the committed
intermediate.

Significance of the MEP pathway

The MEP pathway remained overlooked for nearly 40 years.
The MEP pathway is present in most eubacteria, including
pathogens and opportunistic pathogens, as shown first by bio-
chemical evidence and later by comparison of gene sequences.
It is present in all phototrophic organisms, but its presence
is restricted to the chloroplasts; The MVA pathway operates
in the cytoplasm. It is also found in phylogenetically related
nonphotosynthetic taxa, such as the Plasmodium spp., which
are the parasites responsible for malaria possessing apicoplasts
(plastid-derived organelles).
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The MEP pathway revealed a set of seven novel enzymes that
correspond to unannotated genes with unprecedented reaction
mechanisms, especially the last two enzymes (GcpE and LytB).
These two enzymes are characterized by a Fe/S cluster, which
catalyzes the conversion of a 1,2-diol derivative into an olefin
and the conversion of an allylic alcohol into an olefin.

The MEP Pathway

Several aspects of the MEP pathway reaction sequence are un-
expected, including the conversion of two highly oxidized car-
bohydrate derivatives, pyruvate 9 and glyceraldehyde phosphate
10 (GAP), into two monounsaturated alcohol diphosphates, IPP
7 and DMAPP 8 (Fig. 2).

1-deoxy-D-xylulose 5-phosphate (DXP),
the First C5 Intermediate and DXP
Synthase

The first step of the MEP pathway is to form DXP 11 by
the DXP synthase (DXS) from pyruvate 9 and GAP 10 (2).
This reaction could be postulated from the knowledge of
the origin of the carbon atoms in isoprene units. Incorpora-
tion of deuterium-labeled isotopomers into the prenyl chain of
ubiquinone 22 and menaquinone 23 (Fig. 6) from E . coli pro-
vided the first evidence for the involvement of deoxyxylulose
(DX) in isoprenoid biosynthesis. This observation was extended
to plastid isoprenoids in plant systems. Free DX is usually
well incorporated into the MEP pathway, with the pentulose
being phosphorylated by a nonspecific xylulose kinase in bac-
teria as well as in plants (4). The DXS gene of this enzyme was
identified because of its significant homologies with those of
transketolases. Indeed, like the transketolases, DXS uses thiamin
diphosphate as a cofactor and catalyzes the condensation of (hy-
droxyethyl)thiamin diphosphate 17, which results from pyruvate
decarboxylation with the carbonyl group of GAP (Fig. 3) (5).

DXP reducto-isomerase, the committed
step of the MEP pathway and MEP

The incorporation of [4,5-13C2]glucose or [U-13C6]glucose into
the hopanoids 20 (Fig. 6) of the bacterium Zymomonas mo-
bilis sheds light on an intramolecular rearrangement step in-
volved in the formation of isoprene units. This rearrangement
was later confirmed by the incorporation of DX isotopomers
with multiple labeling into the prenyl chains of the quinones
22 and 23 (Fig. 6) in E. coli or phytol 24 from Catharan-
thus roseus cell cultures (2). This reaction was first written
as an acid-catalyzed rearrangement of an α-ketol (Fig. 4a),
followed by the NADPH-dependent reduction of the resulting
carbonyl derivative. An analogy was made between the corre-
sponding reaction found in the biosynthesis of branched chain
amino-acids. A 2-C -methyl-d-erythritol 4-phosphate 12 deriva-
tive is the product of this rearrangement. Deuterium-labeled free
2-C -methyl-d-erythritol (ME) was incorporated into the prenyl
chain of ubiquinone and menaquinone from wild-type E.coli ,
but with a much lower yield than DX. This result suggests its
correlation with the biosynthesis of isoprene units. In E. coli
mutants with a dxs deletion, this deletion was rescued by the
addition of synthetic deuterated ME to the culture medium.
Incorporation was quantitative, as all isoprene units were de-
rived from the synthetic ME. Free ME added to the culture
medium is used only by a few bacteria. In Salmonella enter-
ica , the sorbitol phosphotransferase system is responsible for
the phosphorylation and transport of free ME. An analysis of
E . coli mutants auxotrophic to ME enables the identification
of the DXP reducto-isomerase gene (dxr). As expected, this
enzyme catalyzes the rearrangement of DXP into methylery-
throse 4-phosphate 18 (Fig. 4) and catalyzes the concomitant
NADPH-dependent reduction of the intermediate aldehyde into
MEP. The enzyme requires a divalent cation, such as Mg2+ or
Mn2+. The postulated aldehyde intermediate 18 has never been
observed directly, but synthetic methylerythrose phosphate 18
is converted by DXR into DXP in the presence of NADP+ and
into MEP in the presence of NADPH. The addition of NADPH
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and DXP follows an ordered mechanism with NADPH bind-
ing before DXP. The stereochemistry of the reduction step is
known. The pro-S hydrogen of NADPH is transferred onto the
re face of the aldehyde intermediate 18 (6). 1-Fluoro DXP is
a poor substrate of DXR. Although no definitive conclusion
could be drawn from this conversion, a careful kinetic analysis
of the conversion of this substrate analog suggests an alternative
retro-aldol/aldol reaction for the rearrangement step (Fig. 4b)
(7) which was confirmed by the secondary isotope effects ob-
served upon incubation of DXP with deuterium labeling at C-3
or C-4 (8).

Fosmidomycin 19 (Fig. 4) and its analogs are strong in-
hibitors of the MEP pathway, and they inhibit strongly the
DXR. According to the X-ray structure of the E. coli DXR,
which crystallizes in the presence of fosmidomycin, the antibi-
otic acts as an analog of the DXP substrate rather than as an
analog of the intermediate methylerythrose phosphate (9).

From methylerythritol phosphate
to methylerythritol cyclodiphosphate

No obvious indications were available to identify the next steps
after the formation of MEP (2, 10, 11). The incubation of syn-
thetic tritium-labeled MEP with a crude cell-free system from
E. coli and with a cocktail of all plausible cofactors and the anal-
ysis of the radioactive metabolites suggested the formation of a
ME/nucleotide adduct, which could not be characterized fully.
A systematic search in gene libraries for a gene encoding an en-
zyme that uses a polyol phosphate and a nucleotide triphosphate
as substrates led to the acsI gene from Haemophilus influenzae
encoding an enzyme coupling ribitol 5-phosphate with cyti-
dine 5’-triphosphate (CTP) and yielding the 5’-diphosphocytidyl
adduct of ribitol. This gene presented high homologies with
the unannotated ygbP gene from E. coli . The corresponding

protein was tested in the presence of MEP 12 and nucleotide
triphosphates, with the most efficient one being CTP, and cat-
alyzed the formation of the 4-diphosphocytidyl adduct of ME
(Fig. 2). In E. coli , the ygbP gene was accompanied by two
additional genes, ycbB and ygbB , which together constitute
a small cluster. In fact, these two genes coded for the next
two enzymes of the pathway. The YchB protein catalyzed the
ATP-dependent phosphorylation of the tertiary hydroxyl group
of 4-diphosphocytidyl ME 13 yielding 4-diphosphocytidyl ME
2-phosphate 14. The YgbP protein converted the latter inter-
mediate into ME 2,4-cyclodiphosphate 15 with the elimination
of cytidine 5’-monophosphate (Fig. 2). Interestingly, in many
bacteria, the ygbP and the ygbB genes yield a fusion protein,
which corresponds to a bifunctional enzyme catalyzing the two
steps, which are performed by two distinct enzymes in E . coli
or in plants (12).

From ME Cyclodiphosphate to IPP
and DMAPP

In the conversion of MEP 12 into ME cyclodiphosphate 15,
the oxidation state of the C5 branched carbon skeleton does not
change. The main modification is the introduction of a good
leaving group at C-2 on the ME skeleton, which implies that
the additional steps include elimination and reduction to afford
the unsaturated alcohol diphosphates, IPP and DMAPP, from a
tetrol derivative, which is unprecedented in enzyme reactions.
Only two additional genes, gcpE and lytB , accompanied all
above-mentioned genes of the MEP pathway, making them
candidates for the catalysis of the final steps. The amino acid
sequence of the two proteins encoded by the gcpE and lytB
genes reveals the signature of [Fe4S4] proteins, i.e., with three
conserved cysteines involved in the fixation of the cluster in
the active sites (2, 13). Most of these proteins are oxygen
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sensitive, and enzyme tests must be performed under an inert
argon atmosphere. GcpE converts ME cyclodiphosphate 15 into
4-hydroxy DMAPP 16, which is in turn converted into IPP
7 and DMAPP 8 in an estimated 5:1 ratio (Fig. 2). The first
reaction corresponds with the conversion of a diol derivative
into an olefin; the [Fe4S4] cluster in a reduced state acts as
an electron donor and probably acts as a Lewis acid for the
elimination of the C-3 hydroxy group of ME cyclodiphosphate.
The second reaction is the conversion of an allylic alcohol into
an olefin. Again the reduced [Fe4S4] cluster of LytB is involved

in a reductive one-electron transfer process and acts as a Lewis
acid for the elimination of the C-4 hydroxy group of 4-hydroxy
DMAPP 16 (Fig. 2).

Both GcpE and LytB must be associated with a reducing
system to convert the oxidized [Fe4S4]2+ cluster into the active
reduced [Fe4S4]1+ form (Fig. 3), which can be performed with
the isolated enzymes from E. coli either by the biologic system
flavodoxin/flavodoxin reductase/NADPH, by the semiquinone
radical of 5-deazaflavin, or by dithionite. In cyanobacteria, and
in plant chloroplasts where flavodoxin is absent, this reducing
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role can be performed by ferredoxin as shown for the GcpE
enzyme, the electron flow coming directly from photosynthesis
in the light or from catabolic metabolism in the dark (14).

Elucidation of the MEP Pathway:
Key Experiments

The first results from studies the MEP pathway were ob-
tained from in vivo incorporation experiments of 13C labeled
glucose isotopomers with bacteria or ginkgo embryos, which
determined the origin of the carbon atoms of the isoprene units
and which resulted in a reasonable biogenetic scheme. This step
was followed by biochemical experiments that were designed to
validate the aforementioned scheme and were led to the identi-
fication of the first two intermediates, deoxyxylulose phosphate
(DXP) and MEP, and the identification of enzymes, deoxyxy-
lulose phosphate synthase (DXS) and DXP reducto-isomerase
(DXR). Later steps were identified by using a combination of
molecular biology and biochemical methods, including enzyme
tests as mentioned in the previous paragraph. Most experiments
were cited for the elucidation of the pathway. Three sets of key
experiments are described in detail.

Incorporation of 13C-labeled glucose into
the hopanoids of Zymomonas mobilis and
into the diterpenoids of ginkgo embryos:
the origin of carbon atoms
in isoprene units

Incorporation studies of 13C-labeled precursors require exten-
sive nuclear magnetic resonance (NMR) measurements. The
signals of 13C-NMR-spectra of the analyzed metabolites must
be assigned fully. The 13C-NMR spectra of the reference com-
pound of natural abundance (1.1%) and of the labeled metabolite
must be recorded in the same conditions. A comparison between
the relative signal intensities of the two spectra indicates that
the carbon atom is labeled and indicates the magnitude of the
isotope enrichment.

The incorporation of 13C-labeled acetate into bacterial
hopanoids 20 (Fig. 6) revealed unambiguously a labeling pattern
that was not compatible with the MVA pathway. The incorpora-
tion of 13C-labeled glucose isotopomers into the isoprene units
of the hopanoids from the bacterium Zymomonas mobilis deter-
mined the origin of all the carbon atoms of the isoprene units
(Fig. 5a) (1, 2). This bacterium only uses glucose as a carbon
and energy source via the Entner–Doudoroff pathway. It has
no tricarboxylic acid cycle and does not convert pyruvate into
glyceraldehyde phosphate. These metabolic peculiarities facili-
tated a retrobiosynthetic analysis of the labeling pattern, which
suggested that the C5 isoprene skeleton was formed from a
C2 moiety derived from pyruvate decarboxylation and from a
C3 subunit derived from a triose phosphate. The incubation of
doubly labeled [4,5-13C2]glucose showed that the coupling of
the labeled carbon atoms was preserved in the isoprene units,
which indicates that they were introduced together via a sin-
gle precursor and suggests that an intramolecular rearrangement

performed the insertion of the C2 pyruvate-derived subunit be-
tween the carbon atoms derived from C-4 and C-5 of glucose.
This key experiment excluded the MVA pathway for the forma-
tion of the bacterial isoprene units and was the signature of an
alternative biosynthetic route.

Similar experiments performed on ginkgo embryos also re-
vealed an unexpected labeling pattern of the isoprene units of
the diterpenoid skeletons. In this case, glucose is metabolized
via glycolysis and a retrobiosynthetic analysis was in accor-
dance with the formation of isoprene units from pyruvate and
from a triose phosphate derivative (Fig. 5b) (3).

Incorporation of 2H-labeled
deoxyxylulose and methylerythritol into
terpenoids from bacteria and from plant
plastids

The incorporation of 13C-labeled glucose isotopomers showed
that a pyruvate and a triose phosphate derivative were the
precursors of isoprene units in the alternative route. The triose
phosphate derivative was identified as glyceraldehyde phosphate
using E. coli mutants; each lacks a single enzyme of the
triose phosphate metabolism (allowing the interconversion of
pyruvate and glycerol) and grows either in the presence of
no-labeled pyruvate and 13C-labeled glycerol or in the presence
of a 13C-labeled pyruvate and nonlabeled glycerol. These initial
results led to the identification of the first two C5 intermediates
of the pathway.

1-Deoxy-d-xylulose is a known natural product. It was first
isolated from the fermentation broth of a Streptomyces and
later shown to be a precursor of pyridoxol. Its structure can be
deduced biogenetically from pyruvate and glyceraldehyde phos-
phate (Figs. 2 and 3). Two 2H-labeled DX isotopomers were
synthesized chemically. They were incorporated efficiently into
the prenyl chains of ubiquinone and menaquinone by wild-type
E. coli , indicating that a DX derivative is an isoprenoid precur-
sor (2, 3).

Free methylerythritol is a widespread polyol in plants. The
formation of the isoprene skeleton via the alternative route
involves an intramolecular rearrangement. The branched carbon
skeleton of ME can be deduced from the rearrangement of the
straight chain DX (Fig. 4). Deuterium-labeled ME isotopomers
were synthesized chemically and were incorporated into the
prenyl chains of the E. coli quinones (2).

E. coli constructs using MVA for the
identification of MEP pathway genes

Many isoprenoids are essential metabolites in living cells. In-
hibition of their biosynthesis is lethal, which implies that any
deletion or any major mutation of a gene of the MEP pathway
will be lethal and must be rescued by another source of precur-
sor for IPP and DMAPP. In E . coli , this can be performed by
introducing the genes of the MVA pathway, which is absent in
this bacterium (15).

For instance, the deletion of the dxs gene, which encodes
the enzyme catalyzing the conversion of DXP 11 into MEP 12,
is lethal. This deletion can be rescued two ways: by adding

6 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.
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synthetic ME, which is phosphorylated in vivo and enters
the MEP pathway, or by introducing the genes of enzymes
which allow the conversion of MVA into IPP. For this reason,
three genes must be introduced in the construct, encoding,
respectively, mevalonate 4 kinase, phosphomevalonate 5 kinase,
and diphosphomevalonate 6 decarboxylase (Fig. 1).

This approach has been used to check that gcpE and lytB
are involved in the MEP pathway. These genes accompanied
regularly the other known genes of the pathway in the com-
pletely sequenced bacterial genomes. The deletion of either of
these genes was lethal, which indicates that they are essential
but was rescued by the insertion of the three above-mentioned
genes of the MVA pathway, indicating that they are involved in
the biosynthesis of IPP and DMAPP (2).

Future Developments

Inhibition of the MEP pathway: toward
novel antibacterial and antiparasitic
drugs

The MEP pathway is the only pathway involved in the biosyn-
thesis of essential isoprenoids in pathogenic bacteria and in
parasites, and it is absent in animals and in humans. Therefore,
any enzyme of this pathway is a potential target for a novel type
of antimicrobial drugs (16, 17). This concept has been validated
by the mode of action of fosmidomycin, a natural antibiotic that
inhibits the second step of the MEP pathway catalyzed by the
deoxyxylulose phosphate reducto-isomerase (DXR).

Overexpression of the MEP pathway:
toward improved production of plant
terpenoids of economic value

The MEP pathway is the starting material of major plant
terpenoids of economic value: e.g., monoterpenes from es-
sential oils, diterpenoids with potent biologic activity (taxol,
ginkgolides), vitamins (tocopherol), or vitamin precursors
(carotenoids). The first attempts to overexpress some of its genes
(especially dxs or dxr) led to enhanced carotenoid production
in tomato (18) or monoterpenes in mint (19).

Cross-talk between the MVA and the
MEP pathway: A Novel Aspect for the
Regulation of Terpenoid Biosynthesis
in Plants

Finally, the dichotomy between the cytoplasmic mevalonate
pathway and the plastidial MEP pathway is not strict. An ex-
change of metabolites occurs between the two compartments at
the level of C5, C10, and C15 prenyl diphosphates. The inhibition
of one pathway (e.g., by mevinolin for the MVA pathway or by
fosmidomycin for the MEP pathway) can be complemented by
the other route either partially, as in most tested plant systems,
or even completely, in the case of the tobacco Bright Yellow-2
cell cultures (20). In addition, a regulation of the two pathways

by the nycthemeral cycle is suggested; the MEP pathway is acti-
vated in the presence of light and is activated by photosynthesis
(21). Cross-talk and light regulation lead to new findings in the
regulation of isoprenoid biosynthesis in plants.
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A ‘‘click peptide’’ is a chemically modified peptide analog used to
understand the biologic function of peptides. A click peptide does not
exhibit the inherent biologic activity of the original peptide because of a
simple chemical modification of the peptide backbone and; by adding an
exogenous action (‘‘click’’) such as pH-change or photo-irradiation, easily
affords the native peptide in situ with a quick and easy one-way conversion
via a native amide bond-forming reaction. For example, the designed click
peptides of Alzheimer’s amyloid β peptide (Aβ) 1–42, which did not exhibit
a self-assembling nature because of a backbone isomerization from a native
Gly25-Ser26 bond to a β-ester bond, could migrate to the intact Aβ1–42
under physiologic conditions by pH- or photo-triggered ‘‘click’’ via an
O→N intramolecular acyl migration reaction. This click peptide overcomes
the difficulties in handling Aβ1–42 in syntheses and biologic experiments,
which clarifies the currently unexplained processes of Alzheimer’s disease.

The use of intact peptides in an in vitro experiment sometimes
causes considerable discrepancies in the biologic data because
of the difficulties in handling and controlling the properties of
peptides such as low water-solubility and highly aggregative
nature. A “click peptide” is a chemically modified peptide
analog used to understand the biologic function of peptides
while overcoming the problems associated with the peptide
properties (Fig. 1) (1–3).

A click peptide has the ability to:

• Control the following natures of the original peptide.
• Physicochemical property (e.g., water-solubility,

self-assembly, aggregation, or folding)
• Biologic activity (e.g., ligand-receptor binding

affinity, or enzyme-substrate binding affinity)
• Convert to the native peptide in situ by an exogenous

action (“click”).
• Examples of such an action include pH-change

and photo-irradiation.
• Because a rapid amide bond formation is required,

an intramolecular reaction is desired.
• An atom-economical reaction should be selected

as the conversion reaction to avoid a side effect
derived from coreleased products in biologic ex-
perimental conditions.

Additionally, in the design of the click peptide, a simple
modification of the peptide backbone is desired to minimize
difficulties in chemical synthesis of the click peptide and the
conversion process to the native peptide.

Biologic Background

The highly aggregative feature of peptides is a significant obsta-
cle against establishing a reliable in vitro biologic experimental
system to investigate the major causative agents of diseases.

Recent amyloid β peptide (Aβ)-related studies have encoun-
tered such problems because of their highly aggregative nature.
A more clear understanding of the pathologic mechanism of
Aβ would be of great value to discover novel drug targets
against Alzheimer’s disease (AD). Aβ is the main proteina-
ceous component of amyloid plaques found in the brain as
a pathognomonic feature of AD (4), and it has have been
found to be neurotoxic in vitro and in vivo (5). Several stud-
ies have supported the hypothesis that neurotoxicity and the
kinetics of Aβ1–42 aggregation are related directly to the as-
sembly state in solution. However, the pathologic self-assembly
of Aβ1–42 in amyloid plaque formation, a process currently
unexplained, is very difficult to demonstrate in vitro because
of its uncontrolled self-assembly. The synthesized Aβ1–42 in
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Figure 1 A concept of chemical biology-oriented click peptide.

itself contains various oligomeric forms (6), and Aβ1–42 un-
dergoes time- and concentration-dependent aggregation in an
aqueous TFA(trifluoroacetic acid)–acetonitrile solution used in
high performance liquid chromatography (HPLC) purification
(7). Moreover, the Aβ1–42 monomer forms aggregates easily
even in a standard storage solution such as dimethylsulfoxide
(8). This uncontrolled self-assembly in an in vitro experiment
causes considerable discrepancies in the biologic data. As a
result of its highly aggregative nature, difficulties in handling
Aβ1–42 have hampered the progress of Aβ1–42-related AD re-
search such that constructs have been used instead of the native
peptide.

Recently, it has been ascertained that the pathologic
self-assembly nature of inherent peptides or proteins is one ma-
jor event that leads to the development of many diseases such as
prion protein in prion disease, α-synuclein in Parkinson’s dis-
ease, and islet amyloid polypeptide in type 2 diabetes, as well
as Aβ1–42 in AD (9).

Chemistry

We designed and synthesized the click peptide based on the
O-acyl isopeptide (Fig. 2) (1–3). The click peptide has an O-acyl
isopeptide structure of the corresponding native peptide. Hy-
drogen bond interactions between peptide chains often play a
crucial role in the onset of physicochemical and biologic actions
through their contributions to the conformational stability of the
higher order structure. In the click peptide, a newly formed es-
ter bond results in the inhibition of the ordered hydrogen bond
interactions, which lead to conformational changes, and mask
the activity of the native peptide. Additionally, the target pep-
tide was generated via an O→N intramolecular acyl migration
reaction. The O→N intramolecular acyl migration is a very
attractive chemical reaction for the click peptide. The O→N
intramolecular acyl migration is capable of rapid amide bond
formation under physiologic conditions (pH 7.4) because of the
energetically favorable intramolecular five-membered ring inter-
mediate. It is an atom-economical reaction; thus, no byproduct
is released during conversion to the parent peptide, which is a
great advantage in toxicology in biologic experimental systems.

O-Acyl isopeptide method
In 2003, we discovered that the presence of an O-acyl in-
stead of N-acyl residue within the peptide backbone changed
the secondary structure of the native peptide significantly
(10). The coupling and deprotection efficacies improved during
solid-phase peptide synthesis of peptide derivatives that possess
“difficult sequences,” most likely because the O-acyl isopeptide
prevented the formation of secondary structures that disfavor
coupling. Generally, the difficult sequences are hydrophobic and
are prone to aggregate in solvent during synthesis and purifi-
cation. This aggregation is attributed to inter-/intra-molecular
hydrophobic interactions and the hydrogen bond network among
resin-bound peptide chains, which results in the formation of
extended secondary structures such as β-sheets (11). In addi-
tion, the target peptide was generated subsequently by an O→N
intramolecular acyl migration reaction. This finding marked
the beginning of the development of the “O-acyl isopeptide
method” for peptide synthesis. The method has begun to be
used by several other groups, especially Mimna et al. (12),
Coin et al. (13) and Börner et al. (14), which indicates that the
O-acyl isopeptide method is widely advantageous for peptide
preparation.

Synthesis of O-acyl isopeptide
The synthetic procedure of O-acyl isopeptides has been well
established (10). O-Acyl isopeptides can be prepared eas-
ily using Fmoc-based solid-phase peptide synthesis. After
Boc-Ser/Thr-OH is coupled to a peptide-resin to obtain Boc-Ser/
Thr-peptide-resin, Fmoc-Xaa-OH is esterified to the β-hydroxy
group of Ser/Thr residue using a DIC (1,3-diisopropylcarbo-
diimide)-DMAP (4-dimethylaminopyridine) method. Although
esterification on the resin might induce epimerization at the es-
terified amino acid residue, the use of an O-acyl isodipeptide
unit, which can be synthesized easily in solution, could avoid
this problem (15). The protected O-acyl isopeptide-resin is ob-
tained through coupling of additional amino acid residues using
conventional techniques. During Fmoc removal of the second
amino acid residue at the N-terminal side next to the ester bond,
caution should be used to prevent the formation of diketopiper-
azines. Finally, the desired O-acyl isopeptide is obtained by
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TFA treatment followed by HPLC purification. Because O-acyl
isopeptides generally exhibit high solubility in various media
and are eluted as a sharp single peak in HPLC purification,
they are purified easily to give pure isopeptides (1, 3, 10).

pH-Triggered click peptide of Aβ1–42

An application of the method to Alzheimer’s Aβ1–42 re-
vealed that the O-acyl isopeptide of Aβ1–42 (in which the
Gly25-Ser26 sequence of Aβ1–42 was isomerized to a β-ester
bond) could be synthesized effectively and stored without spon-
taneous self-assembly (1–3). Intact monomer Aβ1–42 could
then be obtained from the isopeptide under physiologic exper-
imental conditions. The water solubility of the TFA salt of the
isopeptide was 100-fold higher than that of Aβ1–42 (0.14 mg
mL−1). Purified isopeptides could be converted quantitatively

to Aβ1–42 via O→N intramolecular acyl migration in phos-
phate buffered saline (pH 7.4) at 37 ◦C with a half-life of 1
minute (Fig. 3), whereas the TFA salt of the isopeptide was
stable at 4◦C in both solid state and dimethylsulfoxide solution.
The Aβ1–42 isopeptide proved to be easier to synthesize and
purify than Aβ1–42; moreover, it provided an opportunity to
prepare Aβ1–42 in situ rapidly under physiologic conditions.
The spontaneous self-assembly of Aβ1–42 could thus be more
studied effectively to elucidate the inherent pathologic functions
of the aggregative Aβ1–42 in AD. Moreover, slower migration
(t1/2 = 3 hours) was observed at pH 4.9, and no migration at
pH 3.5 after incubating for 3 hours. These results suggest that
this pH-dependent O→N intramolecular acyl migration enables
pH-triggered click for controlled in situ production of an intact
Aβ1–42 from the click peptide.

Photo-triggered click peptide of Aβ1–42
Furthermore, we have synthesized a photo-triggered click pep-
tide of Aβ1–42, in which a photocleavable 6-nitroveratryloxy-
carbonyl group (16) was introduced at the α-amino group
of Ser26 in the Aβ1–42 isopeptide (Fig. 4) (2, 3).
The photo-triggered system had been employed to provide
well-defined, time-controllable, and position-selective activa-
tion by light irradiation when studying biologic systems, be-
cause light is the fastest medium and can be focused to a
restricted area. In size-exclusion chromatography, oligomers of
Aβ1–42 increased in quantity with incubation time (pH 7.4, 37
◦C) at the expense of the monomer. On the other hand, the
photo-triggered click peptide remained in the monomeric form
after 24 hours of incubation. Similarly, thioflavin-T fluorescence
intensity (17), which corresponds to the extent of fibril forma-
tion, increased with incubation time in the case of Aβ1–42, yet
unchanged in the case of the photo-triggered click peptide af-
ter 24 hours of incubation. Our results indicated that the click
peptide was nonaggregative. The isopeptide structure resulted
in complete inhibition of the aggregative nature of Aβ1–42.
Photo-irradiation of the click peptide and subsequent O→N in-
tramolecular acyl migration afforded intact Aβ1–42 rapidly in
situ. In the absence of light, the click peptide was stable during
storage. This method may provide a useful system to investigate
the biologic dynamics of Aβ1–42 in AD with high spatial and
temporal resolution by photochemically inducible activation of
peptide self-assembly.

Chemical Tools and Techniques
An experimental system that can prepare a bioactive peptide
easily in situ is advantageous to investigate biologic functions.
The click peptide would be a useful tool to establish such
an experimental system. As a tool with a similar concept, a
“caged” compound is a synthetic molecule whose biologic activ-
ity is masked by a covalently attached photocleavable protecting
group, and affords the bioactive molecule by photo-irradiation.
Generally, such a photo-triggered system is considered to be
advantageous for studying the dynamic processes of peptides
and proteins, because upon photoactivation, only a short dura-
tion of time is required to control the spatiotemporal dynamics
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Figure 3 The production of Aβ 1–42 from the pH-triggered click peptide via a pH-dependent O→N intramolecular acyl migration reaction.

of the native compounds (18, 19). A fundamental drawback of
the caged strategy on large peptides and proteins is that a small
photocleavable group does not always mask biologic activity,
because high potency may be attributed to large sections of
the peptide structure (19, 20). This drawback can be overcome
by the “click peptide” strategy because the native properties
are masked in the isopeptide and released by O-acyl to N-acyl
migration. This advantage should open new doors for the de-
velopment of novel and useful photo-triggered tools to probe
systems in chemical biology and medical science.

Because difficulties in handling Aβ1–42 in syntheses and bio-
logic experiments would hamper the progress of Aβ1–42-related
AD research, we expect that the “click peptide” method will
help to clarify the currently unexplained processes of AD.
Moreover, many amyloidogenic diseases, as well as Aβ1–42
in AD, have recently attracted much attention and are being
studied to discover novel drug targets (9). Thus, we hope that
the “click peptide” strategy would be applied widely to these
amyloid-related peptides or proteins. Click peptide can serve
as a tool to study peptide folding and aggregation in chem-
ical biology-oriented research, because acyl migration can be
induced chemically or photochemically to release the native
peptide.
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Eukaryotic cell glycosphingolipids (GSLs) are central components of
membrane lipid microdomains that function as trans plasmamembrane
signaling foci. GSLs serve as important receptors and coreceptors, primarily
to mediate host/microbial pathogen interactions, and undergo unique
intracellular trafficking pathways. As such, their chemical modification can
generate interventive therapeutic strategies and biologic probes. The
process of achieving such goals via chemistry of the carbohydrate is in its
infancy, but substitution within the lipid moiety has been used extensively.
A consideration of the importance of the lipid moiety in GSL function has
led to novel chemical approaches that attempt to retain this property.

Glycosphingolipids (GSLs) are sugar–lipid conjugates expressed
on the outer bilayer leaflet of the plasma membrane of all eu-
karyotic cells. The linear and branched chain carbohydrate struc-
ture is determined by a series of Golgi-lumen-located glycosyl
transferases that add single sugars from nucleotide sugar donors
transported into the Golgi lumen. The acceptor specificity and
intraGolgi location of these glycosyl transferases determine the
carbohydrate sequence of the GSLs eventually expressed on
the plasma membrane. However, there still remains consider-
able uncertainty as to the mechanism of their sorting via the
vesicular secretory pathway and their recycling from the cell
surface. Differential sorting of GSLs to the apical and basolat-
eral plasma membrane of polarized cells has been attributed to
a combination of carbohydrate and lipid moieties in relation to
the domain organization within the membrane (1, 2).

Glycosphingolipid Structure
and Metabolism

A typical GSL, globotriaosyl ceramide galactose 1-4 galactose
1-4 glucosyl ceramide (Gb3), is shown in Fig. 1. The sugar
sequence of membrane-embedded GSLs can adopt several con-
formational energy minima because of a restriction around the
glucosyl anomeric link as a function of the relative plane of the
membrane in which the GSL is contained (3). Molecular mod-
eling of glucosyl ceramide defined nine thermodynamic minima
of which the three most favorable are shown for Gb3. Modeling
of blood group A GSLs showed that the internal sugar sequence
greatly can affect the presentation of the A-epitope from per-
pendicular to parallel to the cell surface (4). Membrane parallel
orientation of GSLs may be limited for longer sugar chains

because a calculation of the phi/psi angles of tetra- and pen-
tasaccharide globoseries GSLs showed that these termini can
clash with the membrane for some conformers (5). These re-
strictions are dependent on the relative plane of the plasma
membrane in relation to the glucose anomeric link. This rela-
tive plane, in turn, is defined by the composition of the ceramide
moiety and the phospholipid bilayer. These are distinct in the
liquid ordered vs the liquid crystalline phase so it is very likely
that the partitioning of GSLs in and out of lipid microdomains
significantly affects the conformation of the oligosaccharide.

Ceramide

The synthesis of the ceramide lipid moiety of GSLs is initiated
in the endoplasmic reticulum (ER) (6) via the condensation of
serine and palmitoylCoA. This enzyme has been cloned (7). The
product is 3-keto-sphinganine that then is reduced to sphinga-
nine and acylated by ceramide synthase with a long-chain fatty
acid to form dihydroceramide, which is converted to ceramide
by ceramide desaturase, which inserts the 4,5-trans double bond.

GSLs are highly heterogeneous in terms of fatty acid compo-
sition. Fatty acid chain lengths vary from C16 to C24 and can
be monounsaturated or 2′hydroxylated in mammalian systems.
The functional importance of the heterogeneity has not been de-
fined but may relate to the receptor function of GSLs and their
intracellular trafficking (8). Such trafficking, in turn, is related to
the membrane organization of GSLs in terms of their ordered
or disordered domain structure (9). This membrane organiza-
tion is itself a property of the GSL lipid moiety. The fatty acid
heterogeneity was thought to be a function of the availability
and the lack of specificity of the anabolic enzyme, but recently
a family of ceramide synthases has been identified (Lass1-6)
(10, 11) with a restricted and, in some cases, unique fatty acid
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Figure 1 Structure of the glycosphingolipid, globotriaosyl ceramide, Gal
1-4 Galß 1-4 glucosyl ceramide. The three lowest energy conformations as
calculated by molecular modeling (3) are shown.

specificity. This degree of synthetic control implies that the GSL
fatty acid composition is more important than previously con-
sidered.

Dihydro ceramide is reduced at the 4-5 position to form
ceramide. Ceramide itself is a highly bioactive molecule in-
volved in many pathways of signal transduction, particularly
those involved in apoptosis (12). Ceramide-dependent protein
kinase (13) and phosphatase activity have been described. The
hydroxyl of both ceramide and sphingosine can be phospho-
rylated. Sphingosine-1-phosphate is also important as a lipid
second messenger, particularly in mitogenic responses in which
it tends to oppose the action of ceramide (14, 15). A family of
sphingosine-1-phosphate receptors has been defined that plays
important roles particularly in vascular development (16). Ce-
ramide can also be acylated, but functions for acyl ceramide
have yet to be defined. Sphingosine is heterogeneous in terms
of its chain length, C18, C20 being the primary species detected
in eukaryotic cells. Sphingosine can also be hydroxylated (phy-
tosphingose, particularly prevalent in plant cells). Fatty acid
acylation additionally increases the heterogeneity of ceramide
because the fatty acid chain length, saturation, and hydroxyla-
tion are also variable. Ceramide can flip between the outer and
inner leaflet of the ER membrane and is transferred to the Golgi
via vesicular and nonvesicular traffic (17).

Carbohydrate structure

GSLs are based on essentially five core sequences (Fig. 2).
Glucosyl ceramide is first galactosylated in β1-4 link to give
lactosyl ceramide. This example is the only example of a
lactose-containing glycoconjugate. Lactosyl ceramide is the
branch point for the major GSL series. In the Globo series
galactose is added in α1-4 linkage; in the Ganglio series,
N -acetylgalactosamine is added in β1-4 linkage; in the Lacto
series β1-3 N -acetylglucosamine followed by β1-3gal are added

and in the Neolactoseries β1-3 N -acetylglucosamine followed
by β1-4 galactose. The Gala series are relatively minor GSLs
based on galactosyl ceramide. Galabiosyl ceramide (galactose
added in 1-4 linkage) is the most important species (18).

The carbohydrate structures of GSLs have been well charac-
terized because of their ease of extraction and purification by
organic chromatography procedures. Some 350 structures have
been described (19). Only two novel mammalian GSL struc-
tures have been reported this century, which suggests that the
mammalian GSL complement—the “glycome”—is approaching
completion. The GSL carbohydrate sequence proximal to the
lipid moiety is unique to GSLs as compared with other gly-
coconjugates. The more distal sugar sequences often are shared
between glycoproteins and glycolipids. These proximal core car-
bohydrate sequences define the class to which any given GSL
belongs (Fig. 2).

The majority of more recent structures relate to the sialyl
Lewis x blood group carbohydrate receptor function for the
selectin family of eukaryote lectins that mediate leucocyte–
endothelial cell interaction during the initial stages of extrava-
sation (“neutrophil rolling”) (20). These structures are the sialyl
Lea, Lex, and Ley sequences and several 6′sulfo GlcNAc and
3′sulfo Gal derivatives found in both protein and sphingolipid
glycoconjugates (21–24).

Glycosphingolipid biosynthesis

Neutral GSLs

Greater than 90% of the GSLs are based on the transfer of glu-
cose to ceramide to give glucosyl ceramide. Dihydroceramide
also can serve as a substrate (25). Glucosyl ceramide then is
extended by galactosyl transferase to give lactosyl ceramide.
Lactosyl ceramide is the precursor of all the major GSL se-
ries. Unlike all other glycosyl transferases involved in GSL
biosynthesis, glucosyl ceramide synthesis is a cytosolic en-
zyme (26–28). Except for this initial enzyme reaction, glycolipid
biosynthesis occurs within lumen of the Golgi (29). Gluco-
syl ceramide synthase transfers glucose from UDP-glucose to
ceramides to form glucosyl ceramide on the outer cytosolic sur-
face of the Golgi vesicles. Glucosyl ceramide needs to flip into
the Golgi lumen to provide the precursor for the majority of
GSL biosynthesis. This translocation is achieved, at least in the
majority of cells, by the ABC transporter, MDR1. MDR1 (or
P-glycoprotein) was discovered first because of its ability to
mediate cytotoxic drug efflux in drug-resistant cells. The up-
regulation of Pgp has been shown subsequently to be a major
mechanism for drug resistance in cancer cells (30), and MDR1
inhibitors commonly are used therapeutically (31).

MDR1 is a member of a family of ATP-dependent drug ef-
flux pumps (32). Several of these pumps, including MDR1, have
been shown to mediate lipid translocation and phospholipid bi-
layers (33). This translocation activity has been implicated in
part as the mechanism for drug efflux by which the hydrophobic
cytotoxic drug is translocated from the cytosolic to the external
leaflet of the plasma membrane bilayer. MDR1 first was shown
to translocate glucosyl ceramide analogs from the cytosolic to
the external leaflet of the plasma membrane (33). However, the
major glucosyl ceramide translocation activity of MDR1 later
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Figure 2 Structure of the major core carbohydrate sequences of neutral GSLs.

was shown to occur in Golgi vesicles (34). The transfection
of cells with MDR1 resulted in a major increase in glycolipid
biosynthesis that was prevented by MDR1 inhibition (35). In a
cell-free microsomal system, exogenous glucosyl ceramide was
incorporated into more complex GSLs in an MDR1-dependent
manner (34). In most cells, MDR1 inhibition prevents neutral,
but not acidic, GSL synthesis (34), which suggests that the lac-
tosyl ceramide first made from the pool of glucosyl ceramide
translocated into the Golgi lumen by MDR1 is unavailable for
immediate ganglioside synthesis. The inhibition of MDR1 there-
fore represents a means to regulate selectively the neutral GSL
biosynthesis (36). This regulation, however, raises a problem for
the synthesis of gangliosides. Some GlcCer has been shown to
be translocated directly to the cell surface without the involve-
ment of transGolgi traffic (37, 38). Recently, LacCer and GlcCer
generated by cell-surface sialidase-mediated plasma membrane
GM3 turnover was found to be incorporated exclusively into
gangliosides (39). Thus, potentially, gangliosides could be made
from cell-surface GlcCer, derived either by direct transit from
the cytosolic Golgi surface or by degradation of other plasma
membrane GSLs at the cell surface (or lysosomes?).

Lactosyl ceramide synthase is a β1-4 galactosyl transferase
(40). Lactosyl ceramide is the only glycoconjugate that con-
tains lactose (as opposed to lactosamine). Lactosyl ceramide
is the substrate for several glycosyl transferases that then de-
fine a core sequence of glycosphingolipids. The Globo series
is defined by an α1-4 galactosyl transferase activity (41, 42) to
make initially globotriaosyl ceramide [also defined as the pK

antigen, see below, and CD77 (43)] and is the substrate for
Gb4 synthase (a β1-3GalNac transferase) (44). Gb4 is the ma-
jor neutral glycolipid of most cells including human red blood
cells. Gb4 [also termed the P antigen (45)] is the precursor of
the Forssman antigen formed by the action of a α1-3GalNac
transferase (46, 47). Ganglio series glycolipids are made by the
action of a β1-3GalNac transferase (48) on lactosyl ceramide to
give gangliotriaosyl ceramide, which then is the substrate of a
β1-4Gal transferase to give gangliotetraosyl ceramide. Neolacto
series GSLs are defined by the action of β1-3GlcNAc trans-
ferase (49) and β1-4Gal transferase (type 2 chain); Lacto series
are defined by the action of β1-3GlcNAc transferase (50) and
β1-3Gal transferase (type 1 chain) (51).

Gangliosides
Gangliosides are the major acidic GSLs and are derived primar-
ily from the α2-3 sialylation of lactosyl ceramide to give the
simplest monosialylated GSL, GM3 ganglioside (52). The sialic
acid of GM3 can be α2-8 sialylated further to give GD3 (53),
which can be sialylated further to form GT3. GM3, GD3, and
GT3 all can serve as substrates (in addition to lactosyl ceramide)
for the ganglioseries of glycosyl transferases to form the “a”,
“b”, and “c” series of gangliosides, respectively (Fig. 3).

The sialic acid (N -acetylneuraminic acid) of gangliosides and
sialoglycoproteins can be N -glycolyl or N -acetyl, and particu-
larly in the context of the lectins that bind such glycoconjugates,
this reality is of evolutionary significance (54). Many mod-
ifications of sialic acid (primarily O-acetylation at the 7,8,9
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Figure 3 Structure of the major acidic GSLs (gangliosides). Lactosylceramide, GM3, GD3, and GT3 are substrates for the same series of glycosyl
transferases reactions, namely, GalNac transferase, galactosyl transferase II, and sialyl transferase V.

positions) have been described (55) that are primarily α2-3 or
α2-6 linked to galactose within sialoconjugates. The total syn-
thesis of the most common gangliosides has been described
(56–59). Gangliosides are abundant in neuronal tissue, and
mouse knockout studies indicate a stabilizing function in ax-
ons in white matter (60). Gangliosides provide the receptors
for myelin-associated glycoprotein (MAG) inhibition of neu-
rite outgrowth (61–63), and their mimics may be of therapeutic
value in neuronal injury (64).

Gangliosides within lipid rafts also can modulate growth
factor receptor- [and src kinase- (65)] mediated tyrosine phos-
phorylation signaling cascades (66). This modulation can be
a carbohydrate—carbohydrate-based interaction (67). Although
the molecular basis of such flexible sugar:sugar binding is not

known, a series of selective interactions have been defined (68)
within the context of a “glycosignaling domain” (69, 70) or
a “glycosynapse” (71). GM3 inhibits phosphorylation in such
domains, but deacetylation of the sialic acid results in the pro-
motion of signaling (72), which indicates the central importance
of the sialic acid. Indeed, sialyl-sphingosine was found to be the
minimum structure to block signaling (73). Ganglioside signal
modification plays an important role in distinguishing motile
metastic tumor cells from cessile “normal” cells (74, 75).

Galactosyl ceramide-based GSLs

A few GSLs are based on galactosyl ceramide rather than glu-
cosyl ceramide. Galactosyl ceramide synthase, unlike glucosyl
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ceramide synthase is found within the ER lumen (76). This
enzyme is regulated by an unusual enhancing activity (77).

Sulfatide (3′sulfogalactosyl ceramide or cerebroside sulfate)
is the most important galactosyl ceramide-based GSL. Galac-
tosyl ceramide and sulfatide are found primarily in neuronal
tissue, and sulfatide synthesis is a key component in the myeli-
nation of the oligodendrocyte (78, 79). The galactosyl ceramide
synthase knockout mouse resulted in no gross abnormalities
in mouse development. However, tremor hind limb paralysis
and long-term neurological effects were found in that myelin
compaction was compromised (80, 81). Deletion of the galac-
tosyl cerebroside sulfotransferase similarly resulted in enhanced
terminal oligodendrocyte differentiation (82). Sulfogalactoglyc-
erolipid (seminolipid), a product of the same sulfotransferase,
also is a key component in mammalian spermatogenesis (83),
and these knockout mice were found to be male infertile (84).
Sulfatide also is expressed highly in the kidney, but the sulfo-
transferase knockout mice were without overt renal phenotype.

Inhibitors of glycosphingolipid biosynthesis
L-cycloserine is an inhibitor of serine palmitoyl transferase (85),
the first committed step in GSL biosynthesis. However, because
this inhibitor prevents the synthesis of the highly bioactive
ceramide, an interpretation of GSL depletion is equivocal.

Fumonisin B1 (Fig. 4) is a fungal inhibitor of ceramide syn-
thase because of structural similarity to sphinganine (86). This
inhibition also depletes ceramide levels, however. Moreover, the
identified fatty acid selective ceramide synthases have proven
to be fumonisin resistant (10, 11). From the structure, it is ev-
ident that fatty acid chain length-specific ceramide synthases
might have a binding site that is too restricted to accommodate
the branched terminus of this inhibitor. Sensitivity to fumonisin
also is dependent on the nature of the sphingoid base because
acylation of sphingosine rather than sphinganine in vitro is re-
sistant to fumonisin (87), which is consistent with the saturated
alkyl chain of this amino alcohol.

The natural form of ceramide is the D-erythro isomer, and
this form is the substrate for glucosyl ceramide synthase, which
forms the precursor to the majority of GSLs. The imino glu-
copyranose analog, butyl deoxynijirimycin (DNJ), is a potent
inhibitor of glucosyl ceramide synthase and thereby prevents
the synthesis of the majority of GSLs. This inhibitor has been
used as a substrate reduction approach to several GSL stor-
age diseases (88, 89). However, DNJ also inhibits glucosidases
and thereby affects intracellular glycoprotein carbohydrate pro-
cessing (90) and glucose storage (91); therefore, more selective
inhibitors have been developed. An inhibitor of glucosyl ce-
ramide synthase was designed to mimic the product of this re-
action structurally. 1-Phenyl-2-decanoylamino-3-morpholino-1-
propanol (PDMP) (Fig. 5) is membrane permeable and has been
used extensively to examine the role of glucose ceramide-based
GSLs in a variety of physiologic processes (92). However,
PDMP was found to have additional inhibitory activities (93),
for example, on other enzymes for which ceramide is a sub-
strate such as ceramide acyl transferase. Several generations of
derivatives of PDMP have been designed subsequently with im-
proved specific activity for glucosyl ceramide synthase. The first
was to lengthen the hydrocarbon chain from 10 to 16 carbons

(94) (PPMP) and then to replace the morpholino ring with a
pyrrolidino ring (P4) (95). Later substitutions within the phenyl
ring were examined (96) and the 4′hydroxy derivative was
found to be the most potent inhibitor (IC50 for the GC synthase
is 90 nM).

Although the use of these inhibitors has been highly infor-
mative, the functional aspects of GSLs in plasma membranes
have been difficult to define. Changes in growth status, dif-
ferentiation, and malignancy are associated with altered GSL
profiles (97). Ganglioside modification of growth factor re-
ceptor kinase activity (a coreceptor function) may relate to
these changes (98). This difficulty in defining the functional
aspects of GSLs in plasma membranes is largely because of
the lack of methodologies for varying the expression of any
specific GSL.

The overall importance of GSLs to cell physiology has been
demonstrated clearly by using molecular biology techniques.
Many glycosyl transferases involved in their synthesis have
been cloned. As indicated above, the glucosyl ceramide syn-
thase is the first committed step in the synthesis of most GSLs.
This enzyme has been knocked out in mice and shown to
be embryonic lethal (99). Interestingly, cultured cells survive
well without this enzyme (100), which indicates that GSLs are
required for the more differentiated functions in embryogen-
esis. Other enzymes involved in ganglioside biosynthesis, for
example, GM3 synthase and GM2 synthase (60), have provided
a more selective approach to reduce ganglioside biosynthesis,
and knockout mice that lack these enzymes have been shown to
have a less severe phenotype, primarily confined to CNS defects
in long-term neuronal cell function.

Knocking out the galactosyl ceramide synthase gene in
mice results in the formation of dysfunctional and unsta-
ble myelin (78). A similar phenotype was observed for the
3′sulfotransferase knockout mouse, which indicates that SGC
is the major species responsible for these defects (84). Sev-
eral previous studies had shown the importance of SGC and
its glycerol-based analog, sulfogalactoglycerolipid in spermato-
genesis (83) and fertilization (101). Similarly, the sulfation of
galactosyl ceramide in the brain is a function of myelination
(102). The calcium-mediated interaction between galactosyl ce-
ramide and SGC demonstrated to occur in vitro (103) is im-
plicated strongly in myelin compaction. Ganglioside binding to
myelin-associated glycoprotein (MAG) has been shown to be
responsible for some negative signals that prevent neuronal cell
regeneration (61).

GSL carbohydrate binding complementarity has been pro-
posed as a mechanism for signal transduction, primarily by
Hakomori (71), who has shown the binding interaction be-
tween GM3 ganglioside and gangliotriaosyl ceramide/lactosyl
ceramide, SSEA3 and Gb4. These in vitro binding selectivi-
ties correlate with cellular adhesion between cells that express
high levels of these GSLs (68). Nevertheless, the mechanism by
which the flexible GSL carbohydrate chain can interact specif-
ically with another flexible carbohydrate chain in these GSLs
is unknown. The Hakomori group also has shown that gan-
gliosides can modulate the growth factor receptor function and
has proposed a cis-interaction between the receptor and the

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 5



Glycosphingolipids, Chemistry of

Figure 4 Structure of Fumonisin B1.
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Figure 5 Structure of chemical inhibitors of glucosyl inhibitors of glucosyl ceramide synthase: PDMP and hydroxy P4.

ganglioside within the plane of the plasma membrane (75). Sim-
ilar lateral interactions between receptors and GSLs have been
proposed for the α2-interferon receptor (104, 105) and CD19
(106) with globotriaosyl ceramide. Both these transmembrane
protein receptors contain an extracellular N-terminal sequence
with similarity to the sequence within the receptor binding
domain of the verotoxin (Shiga toxin) B subunit (107). Inter-
estingly, α2-interferon receptor signaling has been compared
with that of γ-interferon. Both these receptors are internalized
by clathrin-coated pits, but only α2-interferon signaling is pre-
vented by the inhibition of internalization (108).

Lipid Rafts

The concept of cellular lipid rafts was introduced first by Simons
(1, 109) to explain differential GSL trafficking in polarized ep-
ithelial cells. These domains are cholesterol and GSL enriched.
The H -bond donor and acceptor capability of sphingolipids
result in a close, rigid cholesterol complex—a lipid-ordered
domain—as compared with the liquid crystalline, predominantly
glycerolipid bilayer. In addition, membrane proteins anchored
through glycophosphoinositol linkages preferentially accumu-
late in these domains. Palmitoylated or myristylated cytosolic
enzymes involved in downstream signal transduction pathways
[e.g., src family kinases (110, 111)] accumulate in the cor-
responding cytosolic domains of such cell surface lipid rafts.

Lipid rafts serve as foci for a variety of signal transduction
pathways (112) and also as access points for many pathogenic
microorganisms (113). Direct GSL-mediated signaling within
such rafts has been documented by using bacterial toxins that
specifically recognize GSLs within these domains (114, 115).
Indeed, cholera toxin binding to its receptor GSL, GM1 ganglio-
side, is the gold standard marker for lipid rafts (116) in virtually
all studies. However, lipid rafts as monitored by CT binding can
be excluded from clathrin-coated pits (117). Moreover, recent
studies have shown that the binding of cholera toxin does not
correlate always with GM1 content (118) but rather fucosylated
GM1 to which cholera toxin also binds (119). This finding cer-
tainly will require a reevaluation of the basis of the association
of cholera toxin with lipid rafts.

Phase separation in model lipid membranes is established
clearly (120), but the significance of lipid rafts in cell mem-
branes has been controversial (121) largely because of their
isolation by harsh conditions of detergent resistance. More re-
cently, methods have been developed to visualize lipid rafts in
living cells (122, 123) and to identify proteins within them by
less invasive methods (124).

The functional role of GSLs within rafts is speculative but
may involve linkage to cytosolic, raft-associated signal trans-
duction cascades such as src family kinases (125). In this
regard, we have demonstrated recently the structural similar-
ity of 3′sulfogalactose, found in GSLs, and tyrosine phosphate
(126). This structural similarity is represented in Fig. 6. Ligands
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(a)

(b)

Figure 6 Superimposition of the minimum energy conformation of
3’sulfogalactose (dark gray) on that of tyrosine phosphate (light gray).
Partial charges for the sulfate and phosphate oxygens are shown (taken
from Reference 126). (a) From above and (b) side view.

that bound tyrosine phosphate and/or tyrosine sulfate (including
SH2 domains from src) were found also to bind 3′sulfogalactose
GSLs. Furthermore, the binding of such ligands to tyrosine sul-
fate lipid conjugates was found to depend on the lipid structure,
a property typical of GSL recognition. We interpret this finding
to indicate that the recognition of GSL carbohydrate within the
context of the cell membrane and the recognition of the selec-
tive ligand binding of specific tyrosine phosphate groups in the
context of a specific polypeptide background may share com-
mon principles. In modeling studies, we showed that a galactose
hydroxyl group could replace a bound water molecule in tyro-
sine phosphate-ligand complexes, as determined by crystallog-
raphy. As such, substitute binding of the carbohydrate could
provide an entropic advantage such that carbohydrate-based
inhibitors of specific tyrosine phosphatases/kinases might be
feasible.

Chemical Modification of
Glycosphingolipids

Studies on the chemical modification of GSLs are not exten-
sive. The sialic acid of gangliosides is liable to selective ox-
idation, for example, using periodate, and this has been used
to couple gangliosides to various moieties (127). In addition,
procedures were developed for the selective oxidation of cell
surface sialoconjugates by periodate at a low temperature (128).
Cell surface carbohydrate modification can be achieved also
via the metabolic route by culturing cells with unnatural per-
acetylated sugar analogs that become incorporated into growing
glycoconjugate carbohydrate chains, for example, azido sialic
acid (129), to allow the probing of lectin binding specificity.
However, chemical modification of the carbohydrate moiety of
GSLs to generate higher affinity ligand receptors or antago-
nists is largely an untapped area. Amino substitution within the
globotriaose moiety of Gb3 by coupling azido monosaccharides
during trisaccharide assembly (130) was found to reduce, rather
than enhance, VT1 binding (131).

Terminal N-acetyl hexosamine

We described a procedure for the selective removal of terminal
N -acetyl hexosamines from GSLs (132). In this procedure, the
N -acetyl group first is deacetylated selectively with an aqueous
base. Then, in the presence of H2O2, the amino function at
the 2 position of the terminal amino sugar undergoes a free
radical rearrangement reaction that results in the loss of the
terminal sugar and some additional peeling reaction, with the
likely release of NO. Internal N -acetyl hexosamine residues
are unaffected. We propose a mechanism in Fig. 7. Peroxide
oxidation of the amine to a nitroso group (133) results in the
electronic reconfiguration to cleave the glycosidic bond and
liberate NO. Although free amino sugars are rare, they might
occur in lysosomes in the context of peroxide radicals, which
might make this reaction a biologic source of NO.

Sphingosine double bond

Oxidative cleavage of the sphingosine double bond by ozonol-
ysis was reported some 30 years ago (134). However, this
reaction could be carried out only in large scale, and yields
of the truncated GSL were very poor and required an ozone
generator. This procedure was carried out with globoside and
hematoside, and the equivalent glycoceramidic acid was char-
acterized as the truncated product.

We developed a new, more versatile procedure for the ox-
idative cleavage of the double bond of the sphingosine of
glycolipids by using a more controllable potassium perman-
ganate/potassium iodate oxidation system. This procedure al-
lowed the oxidation of GSLs at the microgram level and under
neutral conditions and generated the ceramidic acid in quan-
titative yield. This occurrence allowed a subsequent coupling
to various inert supports (135). This coupling route has been
used to conjugate glycolipids to protein carriers for generating
GSL immunogens as potential anticancer therapies. However,
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under basic conditions this oxidation resulted in greater trun-
cation of the sphingoid base to give the glycosyl serine acid
rather than the ceramidic acid produced under neutral condi-
tions (136). A hydroxy-acyl intermediate was identified, the
oxidation of which was pH dependent. Unsaturated fatty acids
also were cleaved such that the oxidation procedure could be
used to define the aglycone composition of natural GSLs. The

mass spectrometry analysis of the oxidative cleavage of glucosyl
ceramide is shown in Table 1.

Ganglioside coupling reactions
Procedures for the selective deacylation of the ceramide moi-
ety of gangliosides (137) have been used as routes to form
ganglioside conjugates, primarily for immunogen development.

Table 1 Mass spectroscopy of oxidized glucosyl ceramide that shows that the oxidation procedure allows the quantitation of a
degree of unsaturation within the fatty acid moiety (taken from Reference 136)
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Thio-linked sialic acid has been used to reduce immunogen
degradation (138). Gangliosides are shed by tumor cells and
antibodies to such GSLs are considered of potential therapeu-
tic benefit, and these have been raised via ganglioside–protein
conjugate vaccines (139, 140).

The increased sensitivity of the sialic acid glycerol moiety to
periodate oxidation as compared with other sugars has been used
as a coupling method to label gangliosides selectively (141).

The tolerance of the metabolic pathway for the synthesis
of CMP–sialic acid and the subsequent sialyl transferases to
N-substitution of the amino sugar precursor permits the innova-
tive use of N -acetyl mannosamine analogs as metabolic precur-
sors of cellular sialoproteins (129), which has enabled the novel
selective coupling of these glycoconjugates. This approach re-
cently has been extended to gangliosides (142) such that cell
surface azidosialo GSLs, which can be labeled via Staudinger
ligation to generate a free amine (deacetyl neuraminic acid)
under mild conditions, are generated more efficiently than azi-
dosialo proteins. Presumably, the metabolism of amino sugar
precursors for GalNAc/GlcNAc glycoconjugate synthesis are
not so tolerant.

GSL fatty acid substitutions

Many studies have substituted the fatty acid moieties of GSLs
with various chromaphores to study GSL cellular trafficking and
ligand binding properties. Nitrobenzoxadiazol (NBD) has been
a popular choice (143). Early studies use the direct coupling
of NBD via N -hydroxy succinimidyl ester condensation with
the sphingosine amine of lyso-sphingolipids. NBD with various
fatty acid chain lengths were coupled, but C6 was most useful
in terms of cell uptake. C6 NDB ceramide was used as a
fluorescent probe of retrograde transport from the cell surface
to the Golgi apparatus and metabolized to NBD-GSLs (144).
Procedures were developed later to couple the fluor within the
GSL lipid moiety selectively. With neutral GSL, this coupling
is achieved easily by base hydrolysis (145). For gangliosides,
selective cleavage of the base labile ceramide was required
first (137).

These studies were superceded largely by the use of boron
dipyrromethene difluoride (BODIPY), which has the useful
property of showing a differential fluorescence emission spec-
trum according to concentration (146). The BODIPY moiety
could be coupled with a variety of hydrocarbon spacer groups,
and as with NBD the 5-carbon fatty acid analog has been used
frequently. BODIPY analogs of gal-cer, lac-cer sulfatide, GM1
ceramide, and sphingomyelin have been synthesized. The struc-
ture of examples of NBD- and BODIPY-labeled GSLs is shown
in Fig. 8. However, these fluorophore substitutions considerably
alter the lipid characteristics of these analogs such that their traf-
ficking and partition into membranes does not mimic necessarily
that of the natural parental GSL because GSL intracellular traf-
ficking can be affected markedly by the lipid moiety within the
membrane (9, 148). This effect is illustrated by the fact that
these BODIPY- or NBD-labeled GSLs, when incorporated into
cell membranes, can be back-extracted readily by the treatment
of the cells with BSA. In addition, whereas BODIPY-labeled
Gb3 was internalized by a clathrin-independent mechanism in

cultured cells, Shiga toxin internalization via endogenous Gb3

was clathrin dependent in the same cells (149).
Nevertheless, the use of fluorescent GSL analog trafficking

within cells to define aberrant intracellular trafficking pathways
in cells from lysosomal storage disease patients has proven
valuable in establishing the link between cholesterol and GSL
trafficking. Indeed, the aberrant trafficking of BODIPY-GSLs
can be used as a diagnostic tool in these genetic diseases (150).

A recent alternative procedure for the fluorescent labeling of
GSLs has been described; it attempts to reduce the impact of the
fluor on the structure of the GSL lipid moiety (147). A strong
alkaline hydrolysis of gangliosdes was reported to cleave the ce-
ramide fatty acid and deacetylate the sialic acid group without
affecting the N -acetyl galactosamine residue. (However, in our
hands we find that the strong base simultaneously deacetylates
N -acetyl amino sugars while deacylating the ceramide moiety
of neutral GSLs; see Fig. 9.) The protection of the sphingosine
amine with fmoc then can allow the selective reacylation of
the sialic acid with acetic anhydride. The removal of the fmoc
group with piperidine in DMF allows the selective coupling of
the lyso-ganglioside to azido octodecanoate. The selective re-
duction of the azido group without reducing the sphingosine
double bond was achieved by using hydrogen sulfide. NBD flu-
oride then was coupled to this 2-amino function within the lipid
moiety of the ganglioside (Fig. 8). In previous coupling proce-
dures for the generation of fluorescent glycosphingolipids, the
NBD has been coupled directly to the sphingosine amine. In this
procedure, the advantage is that the lipid moiety of the fluores-
cent ganglioside is more similar to that of the native species.
Because many receptor functions of GSLs are modulated by the
lipid moieties, this approach provides a mechanism by which
such effects will be retained, at least in part, within the deriva-
tized GSL. This conversion is supported by the effect that the
GM2 activator was shown to bind the fluorescent GM2 analog
as effectively as the natural GM2 ganglioside. The disturbing
effect of such chromaphore conjugations within the lipid moi-
ety has been reduced more by the use of polyene substitution
within fatty acids and coupling to sphingosine (151).

Radiolabeling of GSL

GSL radiolabeling is achieved commonly by the catalytic re-
duction of the sphingosine double bond using palladium and
sodium borotritide (152), although this, of course, generates
the dihydro species that may behave differently from the na-
tive ceramide-containing glycosphingolipid. Radiolabeling with
galactose oxidase is a feasible alternative that produces an alde-
hyde at the C6 position of terminal galactose residues, which
can be reduced again with sodium borotritide (153, 154). This
procedure can be adapted to label only cell surface GSLs (155).
Interestingly, this reaction was found to fail when the glycolipid
had a glycerol, as opposed to a sphingosine, backbone (156),
which indicates the that availability of the C6 position of galac-
tose to the enzyme is restricted in the case of the glycoglycerol
species.

Surprisingly, a good chemical method for radiolabeling all
glycosphingolipids has yet to be devised. The deacylation of
the sphingosine under basic conditions and the reacylation of
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generated amino function with radiolabeled fatty acid is a feasi-
ble method, although this method does eliminate the fatty acid
heterogeneity of the native species. However, this approach is
problematic when it comes to gangliosides because the sialic
acid also is base labile. Similarly, in amino sugar-containing
GSLs, basic hydrolysis will result in the deacetylation of the
N -acetyl amino sugar, which thereby precludes the subsequent
selective acylation of the sphingosine amine. We have over-
come this problem in terms of amino sugar-containing GSLs
by developing a procedure for the selective reacylation of ei-
ther the sphingosine amine or the galactose (glucose) amino
function (Fig. 9).

Chemical Glycosphingolipid
Synthesis

The carbohydrate moieties of GSLs have been synthesized, but
these procedures are essentially no different from the chemical
synthesis of oligosaccharides found on glycoproteins (157).
The major difference is the coupling of the oligosaccharide
to the aglycone. Complex GSLs have been synthesized by the
assembly of appropriately protected oligosaccharide donors and
the coupling to a ceramide acceptor and deprotection under
mild conditions, for examples, see References 158–160. These
approaches are restricted by the complexity of the protection
chemistry, intermediate purification, and low product yields.
Combined enzymatic and chemical syntheses can address these
problems. A recent innovative approach has been to reverse the
hydrolytic activity of the endoglycoceramidase that normally

removes the carbohydrate from GSLs, to generate a novel
glycosynthase (161). In this approach, the catalytic nucleophile
residue of the hydrolase is mutated to an inactive amino acid,
and the reverse reaction with the appropriate fluoride sugar
donor then becomes readily apparent. This process removes
problems with protecting group chemistry and ensures the
correct stereochemistry of the adduct.

Thioglucosyl ceramide and thiolactosyl ceramide also have
been synthesized to study cellular glycolipid traffic and meta-
bolism (162). Both βthiolactosyl ceramide and lactosyl βthioceramide
were made. The thioglycocidic link is resistant to glycosidase
degradation to ceramide, and these analogs therefore can be
used as precursors to monitor cellular GSL anabolism alone.
The βthiolactosyl ceramide was made by coupling a protected
thio-D-galactose to the C-4 of a protected galactosyl sph-
ingosine. The invertion of configuration during the SN2 re-
action generated the correct βthiolactosyl ceramide. Lactosyl
βthioceramide and glucosyl βthioceramide were made by con-
densation of the protected thiourea glucoside or the thioacetyl
lactoside donor with a protected iodosphingosine.

The synthesis of glycolipid analogs suitable for microarrays
is an important component for defining carbohydrate-binding
phenotypes in “glycomics.” These conjugation procedures that
allow the solid-phase presentation of the glycolipid carbohy-
drate moiety are most physiologic when as much of the intact
ceramide moiety of the parent GSL as possible is maintained.
Serine-based GSL analogs, at least in part, accomplish this. This
has been achieved by the use of fluoro hydroxy methophenoxyl
acidic acid as the linker to conjugate to microtitre plates (163).
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A new procedure for GSL synthesis via olefin cross metathe-
sis (164) is highly versatile in terms of the hydrophobic agly-
cone. A protected 5 carbon amino alkene diol is the central
building block to which the protected carbohydrate donor, long
chain fatty acid, or, by olefin cross metathesis, the long alkenyl
chain of the base can be coupled, in a variety of sequences.
This atypical synthetic flexibility should allow a structural ap-
proach to dissecting the role of the lipid moiety in GSL receptor
function and intracellular trafficking.

Glycosphingolipid mimics

GSLs often serve a receptor function in microbial pathogenesis.
Therefore, one therapeutic approach to such infections is the
development of soluble inhibitors of this interaction, and such
inhibitors are for the most part based on the generation of
high-affinity receptor mimics. Ligands that bind GSL sugars
that are distal to the aglycone are less likely to be affected
by the modification or removal of the lipid moiety. Cholera
toxin binding to GM1 ganglioside is affected marginally by the
nature of the lipid moiety (165). This occurrence has allowed

the development of GM1 mimics in which the ceramide is
absent. CT binds to a conformer that is similar to the global
energy minimum of the free GM1 oligosaccharide (166), and the
sugar has been paired away such that the sialic acid is reduced
to lactic acid (167) linked to an appropriate conformationally
restricted 1,2 dicarboxy-4,5-cyclohexanediol (168) that serves
as a simplified mimic of the 3,4 substituted core galactose. This
has been multimerized by using a tetravalent scaffold to improve
the affinity for the multivalent toxin B subunit pentamer (169).

Although the dendritic presentation of carbohydrates for gly-
coprotein binding lectins has been well established (170, 171),
the potential multivalency of GSLs within the plasma mem-
brane bilayer is far greater than for glycoproteins, and thus the
chemical solution to the generation of synthetic oligosaccharide
multimers that retain a binding affinity of the order of the natural
membrane GSL has been particularly difficult. In terms of the
Escherichia coli -derived verotoxin (also termed Shiga toxin),
which is responsible for the development of hemolytic uremic
syndrome primarily in children (172), the importance of the
lipid moiety of its GSL receptor, globotriaosyl ceramide (Gb3),
is clearly apparent (173). Moreover, the pentameric receptor
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binding B subunit indicates at least five binding sites, which
are suggested in the original crystal structure of the VT1 B sub-
unit to be within the intersubunit cleft (174). Modeling studies
supported this conclusion (175). However, subsequent cocrys-
tallographic studies with the Gb3 oligosaccharide indicated as
many as three binding thermodynamic minima/monomer (15 in
total) (176), which makes the design of inhibitors difficult. The
interplay of these potential receptor sites still remains uncer-
tain (177).

Although the binding affinity of the lipid-free Gb3 oligosac-
charide was of the order of 5 log weaker than that of the intact
GSL (178), this affinity was considered an avidity problem,
which could be solved by the design of an appropriate dendrimer
presentation. The first, and probably the most elegant, approach
was the synthesis of a pentamer of globotriaose dimers. This de-
cavalent pentamer was based on coupling a globotriaose dimer
to a central glucose moiety (179). The intersubunit cleft site was
not the major binding site but rather a shallow trough on the sur-
face opposite the bound membrane of each subunit monomer.
This surface binding site, site 2, was targeted for occupancy by
the pentameric globotriaose array. This “starfish” array proved
an effective neutralizing ligand for VT1 but less so for VT2 in
terms of both binding inhibition and prevention of cell cytotox-
icity in vitro. Subsequent modifications of this pentameric array
such that the separation between the globotriaose diamers was
increased to accommodate potentially the distance between site
2 and the inter subunit cleft site (site 1) improved efficacy, and
this was attributed to dual binding site occupancy (180); how-
ever, this was not seen in cocrystals. Rather, each globotriose
within each dimer occupied equivalent sites in adjacent B sub-
unit pentamers—a pentameric sugar sandwich—and crosslinked
adjacent B subunit pentamers to inhibit cytotoxicity. Subsequent
studies found that a trimer, rather than the pentamer, of diamers
was a more effective ligand substitute for VT2 (181). The crystal
structure of VT2 (182) has shown that the C-terminal extension
of the A subunit that penetrates the B subunit pentamer would
obstruct receptor binding in the site 3 equivalent of this toxin.
The loop that contains the equivalent of site 2 is in a differ-
ent conformation that also would not allow Gb3 carbohydrate
binding. Thus, VT2 may show receptor binding in site 1 only.

The other procedure described for the generation of multiva-
lent globotriaose dendrimers for protection against VT1 or VT2
cytotoxicity in vivo is based on carbosilane multimers (183).
These multimers are more systematic expansions of trimeric
structures that are based on multiples of the tetrameric carbosi-
lane (184). In these studies, coupling the two terminal silicon
residues of a linear carbosilane trimer (“super twig”) to either
3 or 9 globotriaose oligosaccharide units (9 requires the termini
to be substituted with three additional carbosilane units) proved
the most effective in neutralizing verotoxin in mice. Site-specific
mutational studies on the B subunits of VT1 and VT2 showed
that sites 1 and 2 were required for “super twig” VT1 binding
but that site 3 was central for VT2 binding (184). However,
this finding does not reconcile with the VT2 crystal structure
that shows that site 3 is inaccessible (182). It is significant that
whereas these more densely displayed globotriaose dendrimers
proved more effective than the “rational designed” pentameric
displays discussed above, both of these synthetic dendrimeric

presentations proved less effective than the random coupling of
globotriaose to a polyacrylamide support (185), which indicates
that a considerable gap still exists in relating the structure of the
Gb3 oligosaccharide–verotoxin B subunit complex to the Gb3

GSL binding on target cells (177).
The other major GSL receptor function is that of GM1 gan-

glioside for cholera toxin. In contrast to the verotoxin–Gb3

system, no attempts to generate GM1 receptor mimics to pre-
vent cholera toxin binding have been reported. Although the
lipid moiety of GM1 ganglioside plays a less significant role
in cholera toxin binding than that which Gb3 plays in VT1
recognition, a chemical substitution of the lipid moiety of GM1
ganglioside has been shown to modify cholera toxin cytotoxi-
city (165). Substitution of the ceramide moiety for cholesterol,
aliphatic amines, or aminophospholipids has been shown to
modify the cholera toxin response. The increased aliphatic chain
length increased efficacy. The lower functional limit (C12) is
similar to the fatty acid chain length dependency for the vero-
toxin receptor GSL function (186). The GM1–cholesterol analog
proved more effective than the native GM1, which may relate to
the GM1 raft requirement for cholera toxin cytopathology (116),
and implies differential intracellular trafficking of the toxin re-
ceptor mimic complexes. GM1 ganglioside is the gold standard
marker of lipid raft assembly in plasma membranes (187). A
mutation of the cholera toxin B subunit such that a nonraft
ganglioside was bound preferentially resulted in the oblation of
cholera toxin cytopathology (116, 188). Thus, although the lipid
moiety may not be crucial for cholera toxin binding, it is cru-
cial for plasma membrane receptor organization, which in turn
defines toxin efficacy.

HIV envelope adhesin gp120 binding to several GSLs has
been reported (189, 190), and GSL depletion prevents HIV
infection (191). HIV binding to galactosyl ceramide is impli-
cated in the infection of CD4 negative cells (192), which has
spurred the synthesis of several analogs as a means to con-
trol this infection (193–195). The glucose ring of lactose was
opened and coupled to aminoundecanoic sodium carboxylate.
The amino group then was C16 acylated more. This soluble
analog inhibited HIV infection and syncytium formation in vitro
(193). Gal Cer analogs were made in which the sphingosine
base was truncated via the construction of galactosyl “serinol”
(196). This was not bound by gp120, showing the importance
of the hydrocarbon chains. Although conjugates that contain a
C9 sphinganine did not bind gp120 (196), these could inhibit
gp120/GalCer binding according to aglycone structure. Hydrox-
ylation at the C′2 position of the fatty acid (even for short
chain fatty acids) promoted this inhibition (196). OH and in-
creased hydrocarbon chain length correlated with the calculated
head group conformation—at a right angle to the hydrocar-
bon axis, which indicates that this is the major aglycone effect.
Water-soluble C-glycoside analogs of lyso-galactosyl ceramide
were made (197) via C-glycosyl aldehyde condensation with
Wittig reagent to form the trans double bond that was then re-
duced; the ring was opened and oxidized to form a protected
C-glycosyl amino acid. This C-glycosyl amino acid then was
coupled to aliphatic amines of increasing chain length. Gp120
binding of the C16 species was equivalent to lyso-galactosyl ce-
ramide, and binding was hydrocarbon chain length-dependent.
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The GSL carbohydrate binding specificity of gp120 in vitro
is lax. The binding to N -stearyl-deoxygalactonojirimycin (198)
prompted the synthesis of stearyl C-glycoside and aza-C-
glycoside analogs of galactosyl ceramide (195). A common
precursor, a C1 stearyl galactal, was constructed; it was hy-
droborated to give the C-glycoside, or it was transformed to a
diketone from which the aza-C-glycoside was derived by reduc-
tive amination. By Langmuir trough measurements, these stearyl
glycosides showed equal or greater binding to gp120 than galac-
tosyl ceramide. An assay of their efficacy against HIV infection
will be of interest. In contrast to the O-glycosides, fatty acid-OH
and head group conformation were not found important. This
finding could relate to the -OH/anomeric oxygen H-bond in the
O-glycosides that restricts the headgroup conformation (196). In
the C-glycosides, rotation will be reduced, and this may not be
necessary. In addition, a substitution of the anomeric oxygen
will make the interface between the “sugar” and the hydro-
carbon chain more hydrophobic, which will alter packing and
thereby might reduce the effect of the hydrocarbon chain length
seen for the O-glycoside. Galactosyl ceramide analogs with hy-
drophilic (ethylene glycol) spacer groups of increasing length
between the sugar and the lipid chains have been constructed
(199), but gp120 binding has yet to be reported.

Adamantyl GSLs

Our approach to the generation of Gb3-based therapeutics
to prevent verotoxin cytopathology has been to optimize the
monomeric unit for inhibition with a view to generating poly-
mers, dendrimers, and so forth at a later date. We have con-
sidered that the lipid moieties of GSLs play more than a mul-
timerization function in terms of their ligand binding within a
plasma membrane, although it is clear that multimeric bind-
ing plays a significant role in enhancing binding avidity. The
lipid-free GSL-derived carbohydrate may be unable to inhibit
ligand GSL binding even if that ligand only has a single GSL
binding site (200). We therefore consider that the lipid moiety
plays a crucial role in the presentation of the carbohydrate in
an appropriate manner for ligand binding (201). This may be in
the context of lipid rafts because these can be considered less
hydrated regions of the plasma membrane (122). It is certainly
true that for ligand/carbohydrate binding, water molecules that
solvate the sugar must be displaced, and it is possible that the
solvation of the carbohydrate of raft-associated GSLs, partic-
ularly those sugar sequences adjacent to the ceramide moiety,
might be restricted to facilitate ligand binding. We have re-
placed the fatty acid of several GSLs with rigid carbon frames

such as adamantane (202). These structures are surprisingly
water-soluble and yet, unlike the lipid-free carbohydrate, re-
tain the receptor function of the native membrane-bound GSL.
Our premise is that selection of appropriate chemical substi-
tutions within these frames can promote ligand binding and
indeed modulate intracellular trafficking pathways. Adamantyl
Gb3 (Fig. 10) is an effective inhibitor of verotoxin/Gb3 bind-
ing (203) and can protect cells against VT cytopathology in
culture. However, adamantyl Gb3 is not effective in protect-
ing against VT2 cytopathology in the mouse model (204).
Adamantyl Gb3 is, nevertheless, a highly effective ligand for
the HIV envelope-protein gp120 (205) and prevents HIV infec-
tion in vitro, irrespective of strain or drug-resistant status (206),
via inhibition of viral-host gp120-dependent cell fusion. Using
a Langmuir trough, we established that the molecular area of
adamantyl Gb3 is greater than that of native Gb3. Moreover,
an adamantyl Gb3 monolayer was more rigid than that of Gb3.
HIV gp120 interaction with Gb3 monolayers was slow and with
sigmoidal kinetics, whereas that with adamantyl Gb3 monolay-
ers was rapid and exponential (205). Gp120 interaction with
Gb3 became exponential in the presence of cholesterol, which
suggests that adamantyl Gb3 may mimic a Gb3:cholesterol
complex.

Members of the hsp70 family of stress proteins bind the
GSL 3′sulfogalactosyl ceramide (SGC) (207). The binding site
is in the N-terminal ATPase domain (208). Adamantyl SGC,
similarly generated via fatty acid replacement, similarly has
proven water soluble and is an effective inhibitor of hsp70–SGC
binding (200). Adamantyl SGC has been shown to inhibit hsp70
ATPase activity (209) in vitro and therefore may modulate its
chaperone function in cells. Such an effect also has therapeutic
potential (210).

The high water solubility of these adamantyl GSL derivatives
was surprising considering that the adamantane frame is at least
as hydrophobic as the fatty acid it replaced. It is possible, how-
ever, that the adamantane frame together with the sphingosine
acyl chain may pack sufficiently to be below the hydropho-
bic size that is necessary to disturb the molecular organization
of water (211). This situation may provide the basis of their
aqueous solubility characteristics.
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Lead optimization in drug discovery has changed significantly over the past
five years and no longer is fragmented into separate hit-to-lead and lead
optimization phases. Chemical lead optimization from high-throughput
screening (HTS) to clinical candidate identification is now one seamless
process that draws on new technologies for accelerated synthesis,
purification, and screening of directed, iterative compound libraries.
Advances in high-throughput screening technologies allow detection of
new allosteric modes of target modulation, which provides new
chemotypes and target opportunities. With the incorporation of drug
metabolism and pharmacokinetics (DMPK) inputs early in the lead
optimization work flow, molecules are not optimized solely for target
potency and selectivity. Moreover, ‘‘closed-loop’’ work flows are in place
such that synthesis and primary screening operate on a 1-week turnaround
for up to 48 compounds/week with DMPK data cycling every other week to
guide compound design, which provides expedited timelines for the
development of proof-of-concept compounds and clinical candidates with
limited human resources.

The competitive drug discovery environment, whether in indus-
try or academia, requires constant innovation and refinement as
a prerequisite for success. A combination of market, patient,
and regulatory concerns requires that new chemical entities act
on truly novel, and therefore not clinically validated, molec-
ular targets. With the high attrition rates and limited human
resources, drug discovery efforts must focus on a large and
diverse collection of molecular targets and judiciously employ
enabling technologies and new paradigms to develop simultane-
ously multiple early stage programs. Importantly, the goal at the
outset of a nascent program is to provide rapid target validation
in vivo with a novel small molecule or to deliver a quick kill
for the program so that resources can be reassigned. Coupled
with these concerns is the need to establish intellectual property
to support broad generic patent claims early in the development
process, as chemical space is shrinking at an alarming rate (1).

Historically, the scope, mission, and technology platforms of
lead optimization groups varied considerably across the drug

discovery industry, which led to highly variable success rates
(2–5). Some organizations had defined “hand-off” criteria and
fragmented lead optimization into a hit-to-lead phase and a
chemical lead optimization phase. Hit-to-lead focused on op-
timizing screening hits, usually by library synthesis (solution
phase and/or solid phase), for target potency with minimal
concern for selectivity, ancillary pharmacology, and pharma-
cokinetics (PK). Leads that met certain potency criteria and dis-
played robust structure–activity relationships (SAR) then would
be “handed-off” to a second group for the lead optimization
phase, wherein more classic medicinal chemistry [single com-
pound synthesis and intense drug metabolism and pharmacoki-
netics (DMPK) profiling] would occur (2–5).

In the past five years, lead optimization in drug discovery
has changed significantly and no longer needs to be fragmented
into separate hit-to-lead and lead optimization phases (2–5).
Major advances have been made in HTS technologies, which
have enabled detection of novel modes of target modulation.
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Once limited to detection of classic agonists and antagonists by
HTS, kinetic imaging plate readers, such as Flourescence Des-
tection Screening System (FDSS) and Flourescence Imaging
Plate Reader (FLIPR), allow for the HTS identification of posi-
tive and negative allosteric modulators of both known and novel
targets, which offers new chemotypes as well as improved se-
lectivity and safety profiles (6, 7). Chemical lead optimization,
from evaluation of screening hits to clinical candidate identi-
fication, now can be a seamless process that draws on new
technologies for accelerated synthesis, purification, and screen-
ing. Directed, iterative compound libraries now are employed
throughout the lead optimization continuum with single com-
pound synthesis restricted to an “as needed” basis. With the
incorporation of DMPK inputs at the initiation of a lead opti-
mization program, molecules are not optimized solely for target
potency and selectivity but also for the optimization of protein
binding and pharmacokinetics and for diminishing CYP inhibi-
tion (1–11). Moreover, “closed-loop” work flows are in place
such that chemical synthesis and primary screening data oper-
ate on a 1-week turnaround for hundreds of compounds/week,
with DMPK data cycling every other week to guide compound
design and to provide expedited timelines for the development
of proof-of-concept compounds to validate/kill novel molecu-
lar targets and to deliver clinical candidates with limited hu-
man resources. To avoid the negative stigma of combinatorial
chemistry, both industrial and academic laboratories, this new
paradigm for lead optimization is coined “technology-enabled
synthesis” or “TES”; however, a more accurate moniker would
be “technology-enhanced medicinal chemistry” (12–21).

Advances in High-Throughput
Screening Technologies

The first step toward a successful lead optimization campaign
begins in a state-of-the-art screening facility, which is ideally
based on a philosophy that values the ability to automate com-
plex biologic assays to allow screening of difficult-to-screen
targets and to detect novel mechanisms of target modulation.
Historical HTS paradigms valued the use of automation only
to increase throughput; however, the focus now is to exe-
cute faithfully complex tasks with high precision. Modern HTS
facilities employ automated screening systems composed of
state-of-the-art liquid handling, plate readers, incubators, and
other instruments to support a wide variety of cell-free and
cell-based assays that range from enzyme assays on purified
proteins to phenotypic screens on model organisms like C. ele-
gans and zebrafish embryos (6, 7, 21–24). Advances in analysis
software allow for information-rich assay forms, primarily in
cell-based or organism-based environments, with read modes
based on either parallel acquisition of kinetic data that use
instruments like the Hamamatsu FDSS kinetic imaging plate
readers (21, 25) or on object-based screening that uses high
spatial resolution devices like automated microscopes or the
BlueShift Isocyte (21, 26). Both of these read modes yield
complex, information-rich data sets. The analysis and storage
of such data can be challenging; however, the success of a lead

optimization campaign is linked directly to the ability to ac-
quire, synthesize, store, and present compounds as well as to
the ability to collect/analyze data from the biologic systems for
which we hope to discover proof-of-concept compounds and
clinical candidates (6, 7, 21–26).

A triplicate screen to identify classic
and allosteric modes of target
modulation

Miniaturization of assays that employ kinetic imaging plate
readers allow for the development of robust high-throughput
calcium mobilization-based assays that detect the activation/
inhibition of molecular targets through both classic and al-
losteric modes of target modulation. For instance, we can mea-
sure receptor-induced intracellular release of calcium by using
an imaging-based plate reader that makes simultaneous mea-
surements of calcium levels in each well of a 384-well plate.
In a novel triplicate-screening paradigm (Fig. 1), either ve-
hicle or a test compound was added to cells expressing a
G Protein-coupled receptor (GPCR) that has been loaded with
fluorescent dye, Fluo-4. After a 2.5-minute incubation period,
a submaximally effective (EC20) concentration of orthosteric
agonist was added, followed by a nearly maximal (EC80) con-
centration added 1 minute later. In this manner, we can screen
for and identify classic agonists/antagonists, allosteric poten-
tiators, and antagonists simultaneously, which maximizes the
efficiency of each screen and delivers a diverse collection of hits
for chemists to optimize. This paradigm affords the medicinal
chemists with options, both in terms of a modulatory mechanism
for their therapeutic target and in terms of a chemotype, for the
lead optimization campaign in a manner previously unavailable
(27).

Of course, technology has not advanced only for the screen-
ing of GPCRs but also for kinases and ion channels. Kinase
screens now employ both low and high concentrations of ATP
to identify both ATP-competitive and allosteric inhibitors. Nu-
merous technology platforms recently have appeared for ion
channels targets, such as highly automated Ion-Works and
Q-patch, which avoid the need for burdensome and slow single
patch-clamp experiments (21–27).

Solution-Phase Parallel Synthesis
for Lead Optimization

The chemical technologies and platforms for chemical lead op-
timization have undergone a major paradigm shift in the past
10 years. In the 1990s, hit-to-lead efforts were driven by com-
binatorial chemistry and characterized by large (1000–10,000
member) solid-phase libraries that required months to synthe-
size and characterize (28). Often, by the time the library was
ready for screening, the SAR of the program and/or lead se-
ries had moved on, and the value of the library was minimal
(28, 29). As a result, most pharmaceutical companies disbanded
their combinatorial chemistry groups, and lead optimization re-
lied primarily on single compound synthesis or small collections
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Figure 1 Triplicate screen to identify allosteric modes of target modulation. (a) Vehicle with an EC20 and EC80 of agonist, (b) waveform profile of an
agonist; (c) waveform profile of an antagonist (flowup necessary to distinguish orthosteric versus allosteric antagonist), and (d) waveform profile of a
potentiator, aka, positive allosteric modulator. A single screen generates an entire spectrum of hits.

(less than 12) of compounds. Driven to make the lead opti-
mization process more efficient, the concept of solution-phase
parallel synthesis began to gain favor, and technologies rapidly
began to develop to create this new approach (30–34). In the
last five years, major advances were made in the availability
of polymer-supported reagents and scavengers and in the ad-
vent of precision-controlled, single-mode microwave synthesiz-
ers for organic synthesis. Along with the development of robust
mass-directed, preparative HPLC purification, platforms have
revolutionized and accelerated lead optimization (20, 30–36).

Solution-phase parallel synthesis (SPPS)
Key to the success of SPPS was the development of “scavenging
reagents.” Scavenging (quenching) reagents are highly effective
tools for the rapid purification and isolation of the desired prod-
uct(s) from a solution-phase reaction by forming either covalent
or ionic bonds with excess reactants and/or reaction by-products.
In general terms, scavenging can be considered a “phase switch-
ing” technique wherein a chemo-selective reaction is employed
to switch the phase of one product relative to another by virtue
of a “tag” attached to the scavenging reagent (30–34). Three
major classes of scavenging reagents are categorized by the
nature of the phase tag: solid-phase polymers, ionizable func-
tional groups, and fluoroalkyl chains (30–34, 37). In a typical
scenario, an excess of reactant B is combined with A to pro-
vide product P along with B and other reaction by-products
X in a homogeneous solution-phase reaction. Then, B and X
are chemo-selectively removed from solution in a subsequent
“scavenging” step with a scavenging reagent 1 linked to a phase
tag. After separation of the resulting phases, the product, P,

is obtained in high purity by simply evaporating the solvent
(Fig. 2).

The most commonly used tags are solid-phase polymers,
and hence, a wealth of literature centers on the applications
of polymer-supported scavenger reagents to transfer a captive
species from the organic liquid phase to the solid phase for re-
moval by filtration. Indeed, this approach has gained widespread
acceptance because of the commercial availability of a diverse
array of electrophilic and nucleophilic polymer-supported scav-
enging reagents along with an abundance of polymer-supported
reagents. Moreover, because of site isolation, “cocktails” of
polymer-supported reagents and scavengers can be used simul-
taneously (30–34).

Another commonly used tagging strategy involves linking a
scavenger to an ionizable functional group, such as a COOH
(pKa < 5) or an NR2 (pKa > 10). In this instance, the
captured species can be phase transferred selectively by either
pH-adjusted liquid/liquid extraction or by solid-phase extraction
(SPE) on an ion-exchange cartridge that leaves the desired
product either in the organic liquid phase or in the SPE cartridge
eluent (34). SPE is a very attractive method for purification
because a crude reaction simply is applied to a disposable silica
plug and grafted with either a sulfonic acid (SCX—strong cation
exchange) or a tertiary amine (SAX—strong anion exchange),
and neutral molecules are eluted off with methanol, whereas
ionizable functional groups are retained on the SPE cartridge.
Unfortunately, this strategy impacts the diversity of a library
by limiting the presence of ionizable groups to either neutral or
orthogonally charged library members (34).
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Figure 2 SPPS and ‘‘phase switching’’

Relying on the affinity that fluoroalkyl chains have for each
other and the phobia that they exhibit toward both organic
molecules/solvents and aqueous solvents, researchers began ex-
amining fluorous tags as a means of phase switching (35).
Initially, efforts centered on “heavy” fluorous tags (60% or more
fluorine content by molecular weight; for example, 18 or more
difluoromethylene, CF2, groups) that used liquid/liquid phase
separation to isolate fluorous-tagged molecules from untagged
organics. Typically, a three-phase liquid/liquid extraction, which
requires an organic layer, an aqueous layer, and a fluorous
layer (a perfluorohexane such as FC-72), delivers pure ma-
terial. More recently, fluorous solid-phase extraction (FSPE)
that employs fluorous silica gel (reverse-phase silica gel with
a fluorocarbon bonded phase) has been developed to separate
effectively both “heavy” fluorous-tagged molecules as well as
“light” fluorous-tagged molecules (4 to 10 CF2 groups) from un-
tagged organics. The FSPE columns, referred to as FluoroFlash
(Fluorous Technologies, Pittsburgh, PA) columns, retain the
fluorous-tagged material when eluted with a fluorophobic sol-
vent, such as 80/20 MeOH/H2O, which allows the untagged or-
ganic molecule to elute rapidly from the column. Homogeneous
reaction kinetics, generally with respect to charged and neutral
functional groups and a variety of efficient phase-separation op-
tions, have spurred a dramatic increase in the development of
fluorous scavenging reagents and protocols (37).

Microwave-assisted organic synthesis
(MAOS)

MAOS, fueled by the development of precision-controlled,
single-mode microwave reactors, has a profound impact on or-
ganic and parallel synthesis. Reaction times typically are cut
by orders of magnitude, and it is usual to observe a diminu-
tion in side product formation. Moreover, MAOS reactions tend
to be general in scope and lend themselves to the synthesis
of libraries to develop SAR rapidly. These advantages, easily
appreciated when considering established routes with success-
ful reactions, are even more valuable when working out robust
conditions for a synthesis. Exploratory reactions can be con-
ducted in minutes to hours instead of days, and speculative,
higher-risk ideas can be pursued with minimal time investment.

Indeed, MAOS allows any chemistry to be pursued in paral-
lel and allows chemistries that historically were avoided for
library synthesis (mulitcomponent reactions, organometallics,
transition-metal catalyzed couplings, etc.) to be completed suc-
cessfully in minutes (20, 38, 39).

Beyond the speed advantage, two additional merits of MAOS
and modern reactors should be highlighted: precision and reac-
tion scope. As has been noted in these pages and elsewhere, the
benefits of MAOS have been studied in multimode “kitchen
microwaves” for decades; what prevented acceptance in the
wider community was irreproducibility because of a lack of
pressure and temperature control (Fig. 3). In addition, kitchen
microwaves employ multimode resonators that lead to a het-
erogeneous field and local “hot” spots (Fig. 3a); despite this
disadvantage, early work demonstrated the use of MAOS. Mod-
ern systems (Fig. 3b) provide a homogeneous field and precise
control of temperature and pressure, and they bare little resem-
blance to kitchen microwaves. Importantly, MAOS relies on
dipolar oscillations and ionic conduction, for example, molecu-
lar friction, to generate heat and to afford uniform heating of the
sample. In contrast, conventional thermal heating relies on heat
transfer from the walls of a reaction vessel and affords nonuni-
form heating of the sample (Fig. 3c). This uniform heating and
rapid time to set temperature delivers reproducible results with
fewer side products and, as a result, higher chemical yields (20).

Also, MAOS technology significantly has impacted library
design and synthesis. For instance, when presented with a small
heterocycle as a hit from an HTS, MAOS technology allows one
not only to synthesize and evaluate substitutions on the parent
heteocyclic scaffold rapidly but also to synthesize and evaluate
multiple heterocyclic templates with diverse substituents in par-
allel (Fig. 4). Therefore, a single library will contain multiple
heterocyclic cores with varying degrees of basicity and topol-
ogy, while broadening the generic scope for a composition of
matter patent (38).

Mass-directed preparative HPLC
Despite the purity obtainable by SPPS scavenging (typically
>90%) and the high purities obtained by MAOS (also typically
>90%), modern lead optimization programs require >95% pu-
rity of all compounds that contribute to the development of
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(a)

(c)

(b)

Figure 3 Microwave-assisted organic synthesis. (a) A domestic kitchen microwave with local ‘‘hot spots.’’ (b) A single-mode microwave reactor for
organic synthesis. (c) Comparison of surface temperature between microwave and conventional heating.

SAR and that advance into DMPK assays. For years, many
labs employed UV-directed preparative HPLC and often mul-
tichannel units to increase throughput. Although this approach
worked, purification of a single sample might lead to 30–40
fractions per sample, which then required analysis by analytical
Liquid Chromatography/Mass Spectrometer (LCMS) to iden-
tify which fractions contained the desired product (34, 40). In
2000, several vendors launched preparative LCMS units that
offered mass-directed fractionation. Now, purification of a sin-
gle crude sample afforded only one or two pure fractions—a
significant advance. Additional modifications for library pu-
rification included DMSO slugs to bracket sample injections
or “at-column dilution” to provide robust chromatography and
prevent in-line sample precipitation before the column. These
modified systems were capable of purifying, in a single pass,
60 to 80 compounds per day with purity levels exceeding 98%;
however, the systems required an expert chromatographer to
develop custom gradients for each sample in a library (34, 40).
Recently, several vendors launched an analytical-to-preparative
LCMS software package that addressed the need for a dedicated,
expert chromatographer to operate each prep LCMS instru-
ment. With analytical-to-preparative software, a file containing
the compound ID and exact mass for each sample in a library
to be purified is uploaded into the preparative LCMS system,
which then electronically accesses the analytical LCMS data
and extracts the retention time of the mass of interest from the

crude sample chromatograms. The preparative LCMS system
analytical-to-preparative software then calculates a customized
gradient for each sample in a library and therefore reduces the
need for an experienced chromatographer to achieve excellent
first-pass purification results. This feature also allows the in-
strument to run overnight unattended and additionally increases
operational efficiency.

Postpurification sample handling
and compound characterization

Modern parallel synthesis laboratories, for example, high-
throughput medicinal chemistry laboratories, have borrowed a
page from the automotive industry and have developed highly
efficient assembly lines for postpurification sample handling and
compound characterization. Automated weighing systems with
bar code readers scan and record weights on unique bar-coded
vials into which pure compounds from the preparative LCMS
systems are transferred for concentration in a sample evapora-
tor. After the dry-down step, the bar-coded vials with pure, solid
sample are transferred to a liquid handling robot. This instru-
ment scans each bar code, weighs the vial, and determines the
net weight of the pure product. This data file is merged with a
registration file that contains the molecular weight of the com-
pound, and the system software then calculates the volume of
DMSO required to dilute the samples to a preset concentration
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Figure 4 MAOS to access rapidly diverse heterocyclic scaffolds form a
common intermediate.

for screening. The system then dilutes the samples, transfers
the DMSO stock solution to a 96-well plate, and generates an
electronic plate map file for submission to the primary screen,
in vitro drug metabolism assays, pharmacokinetic cassettes, and
for flow cell NMR (vide infra). With this highly automated
workflow, a single scientist can oversee the postpurification
sample handling of thousands of samples per week (1–5).

Lack of complete compound characterization has been
a major shortcoming of combinatorial chemistry and early
high-throughput medicinal chemistry laboratories that led to
poor adoption by traditional medicinal chemists. Once again,
technology has advanced such that every member of a com-
pound library is fully characterized to the same standard as a sin-
gle compound prepared by a traditional medicinal chemist. After
purification by preparative LCMS, a final analytical LCMS is
generated for each sample at two wavelengths (214 nM and
254 nM) and evaporative light scattering detection (ELSD). The
LCMS vials then are delivered to a quadrupole time of flight
(QTOF) mass spectrometer system with a 100-position autosam-
pler for accurate mass measurement (high-resolution mass spec-
ification) determinations. For each sample, 1H NMR spectra are
obtained. Initially, NMR tubes were prepared for each sample,
and chemists took advantage of NMRs with autosamplers. More
recently, flow-cell NMR and solvent suppression software allow
for quality NMR spectra to be obtained from DMSO stock solu-
tions in 96-well plate (41). Importantly, this ensures high-purity
samples, prepared in directed libraries, to drive lead optimiza-
tion programs and generate quality SAR at the same level as
compounds prepared by singleton synthesis.

Expedited Drug Metabolism
and Pharmacokinetics

Lead optimization involves more than just optimizing for target
potency. New technology allows early lead optimization cam-
paigns to address and consider multiple parameters and inputs
for each round of iterative library synthesis. These inputs allow
for the rapid development of potent compounds with drug-like
profiles, as opposed to just potent compounds. These data also
provide “quick kills” to individual leads or series and allow
the lead optimization effort to re-direct resources toward more
productive leads (1–5, 8–20).

High-throughput in vitro drug
metabolism assays

Significant effort has been applied to the miniaturization and
DMSO compatibility of in vitro drug metabolism assays. Now,
a 48-member library in a 96-well plate of DMSO stock solution
can be evaluated rapidly in cytochrome P450 inhibition assays
(CYP3A4, 2D6, 2C9), protein binding assays (rat, dog, and
human), logP, hERG binding, and other standard assays (8–11,
42, 43). Previously, chemists were forced to choose which
compounds to evaluate in these assays, and often only the
most potent analogs would be selected; the most potent analogs
were not necessarily the ones with the most promise as clinical
candidates. Being able to acquire these data for an entire library
provides opportunities to pursue leads within a series with
the most balanced potency and DMPK profiles. This ability
is of critical importance in lead optimization to ensure that
drug-like leads are being pursued and additionally refined.
Similarly, cassette dosing of compounds in liver microsomes
and hepatocytes enables evaluation of an entire library in
short order (8–11, 42, 43). This timely evaluation is especially
valuable in the lead optimization of a backup clinical candidate
program, wherein the clinical candidate is the positive control
and new compounds (typically five to six per cassette) are
viewed qualitatively as more or less stable than the first clinical
candidate. Once an in vitro/in vivo correlation can be established
for a given series, these rapid cassette experiments can drive a
lead optimization program and require only intermittent in vivo
experiments (8–20, 42, 43).

Pharmacokinetic cassettes

Resource and practical constraints prohibit acquiring single rat
and dog pharmacokinetics (PK) (i.v. and p.o.) for every member
of a library; however, the compound with the best PK may not
be the most potent analog in a library, and knowing this data is
crucial for lead optimization. In fact, chemical lead optimiza-
tion programs have been guided solely by optimization of PK.
With the success of in vitro cassette paradigms for microsomal
and hepatocyte stability, the concept recently was extended to
in vivo PK in rats and dogs (Fig. 5) so that an entire library
could be evaluated in vivo employing a limited number of ani-
mals (8–11). However, some caveats exist. Combinatorial oral
dosing to determine oral bioavailability (%F) in cassette for-
mat generally proved not very reproducible nor in agreement
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Figure 5 Pharmacokinetic evaluation of libraries: cassette dosing to evaluate clearance rates relative to a bid control compound.

with single PK experiments. In contrast, intraveneous cassette
dosing in both rats and dogs proved highly reproducible and
within the error of a single PK experiment and is a valuable
tool to determine qualitative rates of clearance between five to
six new compounds and an internal control of known clear-
ance (8–11). PK cassettes employ an overall low dose of test
compounds to minimize potential drug–drug interactions. These
rapid cassette experiments prioritize which compounds from a
library then should be studied in single i.v./p.o. single animal
PK studies. As shown in Fig. 5, compound 2 has qualitatively
lower intrinsic plasma clearance rate than an internal control
compound with known bid (twice daily predicted dosing) PK
(Cl = 12 mL/min/kg), whereas the other four compounds in the
cassette have higher clearance and need not be studied more.

Expedited, ‘‘Closed-Loop’’ Work
Flow for Lead Optimization

Combining all above-mentioned technologies and paradigms
for synthesis, screening and DMPK evaluation affords an ag-
gressive, expedited process for chemical lead optimization
(1, 12–21). This protocol allows one to two synthetic chemists
to support a chemical lead optimization effort with acceler-
ated timelines that deliver proof-of-concept compounds within 6
months and clinical candidates within 12 months of the initiation
of a lead optimization campaign.

Library design
Independently, the technologies and strategies described herein
provide improvements for chemical lead optimization; however,
when they become closely aligned with screening and DMPK
resources in a “closed-loop” paradigm, the impact on drug
discovery is exponential (Fig. 6). Starting from an HTS hit,

considerable attention is devoted first to library design, without
question the most important component of a successful lead
optimization effort. Library design changes over the course of
a lead optimization campaign. The initial design strategy is to
explode SAR around a screening hit and to be as diverse as
possible with respect to monomer input and analog synthesis to
rapidly identify productive changes for additional optimization.
In addition, this component of lead optimization is conducted
often in parallel, wherein a single chemist simultaneously will
synthesize diversity libraries around four to six hits to identify
expediently the best leads for additional optimization. After
this initial diversity-oriented explosion, library design must
become more focused to impact drug discovery goals: Random
libraries do not accelerate programs . It is important to approach
directed library design from a medicinal chemistry perspective
and to assemble the library as a collection of single compounds
designed to address a particular issue. For example, the design
of a 24-member library should involve careful thought regarding
what four single compounds would be synthesized first to
increase potency, improve PK, and so forth. Then, for each
of the first four analogs synthesized, designers should consider
what the next four analogs should be if the first changes were
productive or nonproductive. This exercise in library design
generates quality data that drive a lead optimization program
toward proof-of-concept compounds and clinical candidates
very quickly (1, 12–21).

Division of labor

Another key feature of the “closed-loop” approach to lead opti-
mization involves division of labor and the transfer of samples
from medicinal chemists to the analytical chemists. In this
paradigm, the medicinal chemists design and synthesize the
compound libraries (24 to 96 compounds) and obtain analyt-
ical LCMS reports for each member of the library. At this
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Figure 6 Expedited ‘‘closed-loop’’ lead optimization paradigm.

point, the medicinal chemists transfer the crude samples to the
analytical chemists who purify the libraries by mass-directed
preparative HPLC to >98% by using analytical-to-preparative
software and perform all postpurification sample handling and
coordinate submission of samples, in a 96-well plate format, to
the biologists and DMPK personnel for screening (vide supra)
(12–20). If resources allow, this division of labor affords oppor-
tunities for the medicinal chemists to focus on library design,
develop and optimize new chemistries, and pursue multiple lead
series in parallel (1, 12–21).

Data turnaround

The success of this paradigm hinges on rapid screening and
dissemination of data to the medicinal chemists so that the next
iteration of library synthesis can be initiated. To facilitate this,
the delivery of compounds is coordinated with the biologists
and assays are run the same day the compound libraries are
delivered. Biologic data then is returned within 24 hours of
receipt of the libraries. This allows lead optimization to operate
on a 1 week turnaround between the initiation of chemical
synthesis and the generation of primary assay data. Secondary
and/or selectivity data typically trail primary data by 1 to 2
days. As these data trigger the need for DMPK information,
DMPK data typically follow 1 week after the initial assay data
is obtained. Overall, this expedited process parallels traditional
singleton medicinal chemistry work flows but generates data on
hundreds of compounds in the time it used to take to evaluate
just a few compounds. Moreover, this protocol allows one to
two synthetic chemists to support a chemical lead optimization
effort with accelerated timelines delivering proof-of-concept
compounds within 6 months and clinical candidates within
12 months of the initiation of a lead optimization campaign.
It is important to note that this lead optimization paradigm
requires collaboration, close and frequent communication with
biology and DMPK colleagues, sophisticated databases to store
the volumes of data generated, and a major investment in
technology (1, 12–20).
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Amide bonds are found ubiquitously in natural or synthetic molecules of
biologic interest. Since the early days of synthetic organic chemistry,
methods for the formation of amides have been described. More recently,
with the development of solid-phase chemistry and automated peptide
synthesis, new strategies and reagents have been devised to overcome
typical problems such as low conversion and racemization. This article
provides an overview of the methodology that is available today.
Depending on the nature of the synthetic target and the associated
synthetic challenges, different approaches can be envisaged. Methods
range from the rather straightforward use of acyl halides, anhydrides, and
carbodiimides, to the more elaborate, low-racemization inducing methods
that use phosphonium/uronium-based reagents. New amide
bond-mediated ligation methodologies now offer new convergent
strategies for the synthesis of highly functionalized molecules of biologic
interest.

Amide bonds are found commonly in small or complex
synthetic or natural molecules of biologic interest. Amide bonds
are, for example, the structural backbone of proteins that play
a crucial role in almost every biologic process. In nature,
amides are formed via complex enzymatic pathways that ensure
selectivity and specificity of the formed molecule. An analysis
of the Comprehensive Medicinal Chemistry database revealed
that more than 25% of known drugs bear amide functionality
(1). For example, Taxol (pacitaxel; Bristol Myers Squibb, New
York) 1 is a highly functionalized diterpenoid, which is extracted
originally from the bark of the pacific yew tree. It is used to
treat ovarian and breast cancers (2). Fuzeon (enfuvirtide; Roche
Pharmaceuticals, Nutley, NJ) 2 is a synthetic biomimetic peptide
and is the first of a novel class of fusion inhibitor antiretroviral
drugs used to treat HIV-1 infection (3). Lipitor (atorvastatin
hemicalcium salt; Pfizer, Inc., New York) 3 is the best-selling
drug in the world, and it is used to treat high cholesterol (4).
Sprycel (dasatinib; Bristol Myers Squibb) 4 is an oral dual
BCR/ABL and Src family tyrosine kinase inhibitor, which is
approved for use in patients with chronic myelogenous leukemia
(5) (See Fig. 1).

Since the early 1840s (6), amide bond formation has been a
very active field of research in organic chemistry. A multitude
of synthetic methods have been elaborated and optimized (7).
Relevant examples of these methods available to the bioorganic,

organic, medicinal, or combinatorial chemist are reported in this
article.

Amide Bond Formation: Overview

Amide bond formation by direct condensation between an acid
and an amine is not obvious and must overcome adverse ther-
modynamics (8). This dehydrative process can be achieved un-
der forcing conditions such as high temperatures (160–180◦ C),
which are usually incompatible with the presence of other func-
tionalities. Contrary to the ester formation between an acid and
an alcohol, which is an equilibrium, the acid and the amine
undergo first an acido–basic reaction that yields the stable salt.
Therefore, the acid must be activated by the attachment of a
leaving group before being reacted with the amine (see Fig. 2).

These two steps can be carried out separately with interme-
diate isolation of the activated species or by a one-pot synthesis
with late introduction of the amine. More recent conditions al-
low coupling to occur with both the acid and the amine present
in the reaction mixture.

Often, the choice of the methodology for one specific amide
formation is not only governed by the yield. Avoiding racemiza-
tion at neighboring chiral centers, improving difficult isolation
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from reaction by-products or reducing the costs of the reagents,
might be the key elements for decision.

Amide Bond Formations: Methods
and Strategies

Acyl halides
Acyl or acid chlorides are used frequently in amide formation
as activated forms of the corresponding carboxylic acid. A
wide selection of acyl chlorides is available commercially.
Otherwise, they can be prepared readily from the corresponding
carboxylic acid in the presence of reagents such as thionyl
chloride (9), oxalyl chloride 5 (10), phosphorus trichloride (11),
and phosphorus pentachloride (12). Reactions that use oxalyl
chloride or thionyl chloride are promoted by the addition of a
catalytic amount of DMF (13) (see Fig. 3).

Despite the high reactivity and low cost, these chlorinating
reagents generate hydrogen chloride in situ and are not suitable
for amide formation in the presence of acid labile groups.
Hence, alternative basic conditions have been studied. For
example, cyanuric chloride is used commonly to generate acyl
chloride in nonacidic conditions (14). The presence of an
organic or inorganic base maintains the basic pH conditions
throughout the reaction. The cyanuric chloride method is also
used in large-scale synthesis (15).

Neutral conditions (i.e., non-acid generating) that use triph-
enylphosphine and a source of chloride as carbon tetrachlo-
ride (16), hexachloroacetone (17), trichloroacetonitrile (18),
or trichloroisocyanuric acid (19) have been developed. Alter-
natively, 1-chloro-N,N ,2-trimethylpropenylamine (20) converts
acids into acyl chlorides readily without HCl formation.

The coupling reaction with the amine usually requires an ad-
ditional acid scavenger (often a base like triethylamine, DIEA,
or NMM) to trap the formed HCl. The reaction can also be ac-
celerated in the presence of a catalytic amount of DMAP (21),
pyridine, or metallic zinc (22).

Nevertheless, acyl chlorides have some limitations. Acyl
chlorides that bear α-hydrogens can undergo ketene 6 for-
mation under basic conditions (23). The subsequent amine
addition occurs with potential loss of chirality and side re-
actions (24). Oxazolone-mediated racemization is encountered
in peptide chemistry. N -protected peptidoyl chlorides yield
the corresponding oxazolones 7 spontaneously. These transient
species react readily with nucleophiles; but, under the stan-
dard aminolysis conditions, the α-proton is acidic enough to
enable acido–basic equilibrium, which compromises the chiral-
ity of the α-center. Peptides are, therefore, grown usually at
their N -terminus, thus avoiding the oxazolone formation. Fur-
thermore, the acyl chloride activation of N -urethane-protected
amino acid (e.g ., Boc, Fmoc, or Cbz) is unadvisable, as they
react with the carbonyl of the neighboring urethane to yield the
corresponding NCA 8 (25). NCA functionalities are notoriously
reactive and promote many side reactions (see Fig. 3). Similar
problems can also be observed with other activation methods.

Alternatively, acid fluorides are used to activate the acid. Acyl
fluorides are less sensitive to moisture and are more reactive to-
ward primary and secondary amines than the corresponding acyl
chloride. Furthermore, they are compatible with basic- (Fmoc
and Cbz) or even acid- (Boc) labile amine protecting groups
and less prone to promote racemization than their chlorinated
homologs (26). Thus, the acid fluoride method is often used
in peptide synthesis (27). Cyanuric fluoride 9 (28), TFFH (29),
DAST (30), and deoxofluor (31) are used commonly as fluori-
nating reagents (see Fig. 4).

RCOOH + R´NH2 +RCOO R´NH3 RCONHR´+
pKa~3-5 pKa~7-11

H2O

R´NH2activating agent

Activation Aminolysis
RCOX

activated acid

Figure 2 Activation and aminolysis process.
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Acyl azides

The acyl azide strategy was developed for peptide synthesis in
the early 1900s. The original preparation of the acyl azide 10
from the corresponding methyl ester is a two-step synthesis.
Displacement of the methyl ester with the hydrazine, which
generates the acyl hydrazide, is followed by the nitrosation
reaction to yield the acyl azide 10. Isocyanate formation, also
called the Curtius rearrangement, is a possible side reaction, and
ureas 11 are often observed as side products (see Fig. 4). An
improvement of this method is the one-pot synthesis of the acyl
azide from the carboxylic acid using DPPA 12 (32). Acyl azides
are, however, potential explosives and the leaving group (free
azide) is toxic, which provides some limitation to this method.

Acyl imidazoles

CDI 13 (33) allows one-pot amide bond formation and is also
used for large-scale peptide chemistry (34). Initially, the mech-
anism may involve the formation of acyl carboxy imidazole and
imidazole. Both intermediates react together to lead to the acti-
vated species as the acyl imidazole 14. Then the amine is added
to undergo aminolysis (see Fig. 4). As imidazole is generated
in situ, the reaction does not need an additional base and it
is usually compatible with amine HCl salts (35). Incidentally,
the acyl imidazole intermediate can also be isolated and stored.
Some simple acyl imidazoles are even available commercially.

Similarly, carbonylimidazolium salts have been introduced.
For example, CBMIT 15 is described as an efficient amino
acylating reagent for peptide synthesis with sterically hindered
amino acids (36).

Recently, acyl benzotriazoles have been described as O-, N -,
and S -acylating agents (37). These agents are prepared eas-
ily by reacting benzotriazole with acyl chlorides. N -protected
α-aminoacyl- or peptidoyl-benzotriazoles are coupled in aque-
ous acetonitrile solution with free amino acids or dipeptides
(38). Under some specific conditions, hydroxyl carboxamides
can be prepared directly from the corresponding hydroxyl acids
without protection of the alcohol (39).

Anhydrides and mixed anhydrides

Anhydrides react readily with diverse nucleophiles such as
amines. For example, the use of acetic anhydride was reported
in the 1850s to produce acetamides (40). Symmetric anhydrides
16 can be prepared by dehydrating the corresponding acid
under strong acidic conditions or at high temperatures. A more
practical approach, however, consists of treating the carboxylic
acid with DCC 17 (41). The anhydride is then subjected to
aminolysis with the desired amine (see Fig. 5). This method
is usually applicable to peptide synthesis, and, in theory, no
additional base is required, as the carboxylate anion is produced
in situ. Unfortunately, half of the acid is wasted during the

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 3



Synthetic Chemistry: Formation of the Amide Bond

N

N

N

F

F F

R OH

O

pyridine

N

N

N

F

O FR

O
HF.Pyridine

N

N

N

F

HO F
+

R F

O

activated ester

+9

Acyl fluorides

Acyl azides

Acyl midazoles

R

O

OMe
H2N NH2

R

O

N
H

NH2 R

O

N2 R

O

NHR´

HONO R´NH2

base

R N

N2
Curtius rearrangement ∆

C O N
H

O

NHR´

R´NH2

R

10

11

R

O

NHR´

R´NH2

base

R OH

O
+

N N

O

N N R N

O

N

CO2

R

O
R´NH2

NHR´N NO

O

R

O

+HN N

13

2OTf

N

O

N NN

15

14

Figure 4 Acyl fluorides, acyl azides, and acyl imidazoles.

R

O

NHR´

R

O

OH

R

O

OH

O

N
H

N
H

O

R O R

O

R

O

N
H2

R´ R

O

O +

+

R´NH2

+

DCC 172 eq

16

Figure 5 Symmetric anhydride preparation and coupling reaction.

process, which practically limits the application of this method
to cheap and commercially available symmetric anhydrides.

Several mixed anhydride methods have, therefore, been de-
veloped. The acid is coupled to a second acid moiety that is
considered to be disposable. This strategy relies fully on the
regioselectivity of the aminolysis where the reactive center a
is more reactive than b (see Fig. 6). The concept of mixed
anhydrides has been extended to carbonic, boric, iso-ureas,
phosphoric, and phosphinic acid-derived species. Iso-ureas and
phosphorous-containing reagents will be discussed in separate
articles.

Mixed pivalic anhydride 18 (42) is an example of selec-
tive mixed carboxylic anhydride. Selective aminolysis could
be caused by the steric hindrance of the tert -butyl group. A
mixed carbonic anhydride strategy has also been studied to

overcome the aminolysis selectivity problem. This method ex-

hibited excellent selectivity when ethoxycarbonyl 19 (43) or

tert -butyloxycarbonyl 20 (44) anhydrides were used. The selec-

tivity is mainly caused by the higher electrophilicity of one of

the carboxylic centers toward the amine. Ethoxycarbonyl anhy-

drides can be prepared conveniently using ethyl chloroformate

or EDDQ 21 (45).

Acyl aryl boron species also react with amines to yield amides

with mixed results. For example, catecholborane was used to

generate lactams successfully (46). Aryl boronic acids with

electron-withdrawing groups, such as 3,4,5-trifluorobenzene-

boronic acid and 3,5-bis-(trifluoromethyl)benzeneboronic acid,

can act efficiently as an amidation catalyst when added to a

mixture of acid and amine (47).
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O-acyl iso-ureas

O-acylisourea species 22 are generated easily by reacting car-
bodiimides with a mixture of the desired carboxylic acid and
amine. Then, they undergo aminolysis readily to form the amide
and the urea by-product (48). Often, formation of unreactive
N -acylurea 23 by acetyl transfer and racemization are observed
(see Fig. 7). This side reaction can be minimized substantially
by reacting the acid with the carbodiimides at 0◦C before adding
the amine or by using DMAP or HOBt 24 as adjuvants (49).

DCC 17 (50), DIC 25, EDC 26, and polymer supported
PS-CC (51) 27 are available commercially. Elimination of the
resulting ureas can be achieved easily by filtration or solvent
wash depending on their solubility. In the case of PS-CC, the

urea by product is formed advantageously on the solid support
while the amide is released in solution.

Esters

Alkyl esters

Alkyl esters (e.g., methyl, ethyl, benzyl esters) are usually stable
toward amines and, thus, are used as protecting groups. Some
anecdotic examples of amide bond formation with alkyl esters,
however, are reported in the literature. High reaction tempera-
ture, addition of a Lewis acid (52), or use of organoaluminium
species generated from DIBAL–H–H2NR (53) can enable these
reactions. Saturated ammonia in methanol can also react with
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methyl esters at room temperature to form the primary amides
(54).

Recently, amidation of methyl esters with unprotected amino
alcohols in the presence of a catalytic amount of IMes, a readily
available carbene, was achieved in good yields (see Fig. 8).
Initially, the carbene was proposed to react with the methyl ester
to generate the activated C2-acylimidazolium intermediate (55).
X-ray evidence, however, suggests a more complex mechanism
(56).

Activated esters

Usually, esters of phenols are easier to hydrolyze than alkyl es-
ters and they also react with a wide range of nucleophiles such
as amines. The reactivity is increased when electron withdraw-
ing groups are present on the phenyl ring. Activated esters can
be obtained from the acid using DCC- 17 mediated coupling or
via the acid chloride. They can be used immediately without
additional purification or they can be stored. For example, PNP
28 esters are purified easily by recrystallization in alcoholic
solvents with which they do not react. Then, aminolysis is per-
formed at room temperature (57). Other examples of alcohols
used to activate acids are represented in Fig. 9.

PFP 29 esters have been recommended for the synthe-
sis of heterocyclic amides, when DCC 17 or DIC 25 alone
had failed (58). HOSu 30 is coupled to acids easily using
N,N’-disuccinimidyl carbonate (see chapter on DIC) and, be-
ing water soluble, it can be removed readily at the purification
stage (59).

PFP and OSu esters are of significant importance, espe-
cially in the preparation of biomaterials and in bioconjugation
chemistry. An increasing number of these activated esters are
available now commercially.

HOBt 24 is one of the most common reagents in peptide
chemistry. Good yields and low racemization are observed with
O-Bt esters (60). Furthermore, yields and enantiomeric pu-
rities are increased when used in conjunction with DCC 17
(61) or even HOBt-based phosphonium- or uronium-coupling
reagents (see chapter on Onium salts). In 2005, HOBt monohy-
drate, the standard form for this reagent, was reclassified by the
United Nations as a desensitized explosive. This measure lim-
ited its availability drastically (UN3380). Other efficient racem-
ization suppressants are HOAt 31, HODhbt 32, HOCt 33, and
N -hydroxytetrazole 34 (62). The lack of popularity of HODhbt
32 in peptide coupling, despite very low racemization, can be
explained by the high degradation levels of the activated ester,
which are observed during the aminolysis step (63). HOAt 31
has been reported to be more efficient than HOBt 24 in some
difficult cases. Additional chelation or neighboring effect caused
by the pyridine ring could explain this increased reactivity (see

Fig. 10) (64). Racemization during DIC- 25 / HOCt- 33 medi-
ated coupling is negligible with all amino acids except histidine
(65).

Another field of application for active esters is solid-phase
synthesis. Some polymer-supported reagents are available com-
mercially (see Fig. 9). The acid is first immobilized on a
polymer support as an active ester and the excess reagents
are washed away conveniently. Finally, the amide is released
by amine treatment. During the cleavage, a limited amount of
amine can be used to avoid the presence of excess amine in the
final mixture. The acid is loaded onto the resin using classic es-
ter condensation methods for TFP resin 35 (66), HOBt resin 36
(67), and oxime resin 37 (68). In the case of the triazine resin
38, the acid is loaded via an aromatic nucleophilic substitution
in the presence of a base (69).

Onium salts

An elegant one-pot coupling method based on both mixed an-
hydride and activated ester strategy was introduced by peptide
chemists in the early 1970s. These coupling reagents were pro-
duced by combining reactive onium salts, such as phosphonium,
uronium, iminium, or quaternized nitrogen species, with racem-
ization suppressants, such as HOBt 24 or HOAt 31. Most of
these coupling reagents are now available commercially and are
compatible with both Boc- or Fmoc-strategy peptide synthesis
(70, 71), using solid-phase parallel and combinatorial techniques
(72). Usually, the coupling is performed by reacting the de-
sired amine and acid in the presence of the onium-coupling
reagent and an organic base such as triethylamine, DIEA, NMM,
2,6-lutidine, or collidine. In most cases, good yields and low
racemizations are reported.

Phosphonium-based coupling reagents

BOP 39, also known as Castro’s reagent, was the first of the
HOBt-based onium reagents (73) (see Fig. 11). The deproto-
nated acid reacts first with BOP 39 to produce both the highly
reactive (acyloxy)phosphonium 40 species and the OBt anion.
The initial mechanism postulated the direct attack of the OBt
anion on the (acyloxy)phosphonium 40, which generates the
aminolysable-activated O-Bt ester 41. This process is driven by
the formation of the stable phosphoric triamide 42 (74). More
recent studies suggested the existence of an additional step. The
(acyloxy)phosphonium intermediate 40 first reacts with the car-
boxylate to form the symmetric anhydride 43. The subsequent
activation with HOBt 24 is relatively slow and yields the an-
ticipated O-Bt ester while regenerating the carboxylate. The
additional step can be accelerated by the addition of HOBt 24
to the reaction mixture (75). Whether it is really necessary to
use HOBt 24 in conjunction with HOBt-based uronium or phos-
phonium reagent is still debatable and it must be investigated
on a case-by-case basis. PyBop (G.L. Biochem (Shanghia) Ltd.,
Shanghai, China) 44 and PyAOP 45 (76) where the dimethyl
moiety was replaced were introduced to avoid the generation of
toxic HMPA 42 (77). Other examples of phosphonium-coupling
reagents are shown in Fig. 12.

Halogenophosphonium reagents often give better yields and
lower racemization than HOBt-based ones for the coupling
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of N -methylated amino acids. The Bt ester is believed to be
too stable to react with these hindered amines, which enables
degradation or racemization to occur. Some effective reagents
that eliminate the need for HOBt 24 have therefore been de-
veloped (see Fig. 12). For example, PyBrop 48 is an effi-
cient peptide-coupling reagent for N -methylated amino esters
(78). It is interesting to notice that reagents such as CloP 46
(79) and BroP 47 (80) had been considered initially as poor
peptide-coupling reagents as they lead to noticeable racemiza-
tion with primary amino acids.

Other organo-phosphorous reagents are based on the mixed
carboxylic-phosphoric or phosphinic anhydrides. Initially used
to convert carboxylic acids into acyl azides, DPPA 12 has been
introduced as a one-pot coupling reagent for peptide chemistry
(32), and it was adapted later to solid-phase chemistry (81).
The driving force of these reactions is the formation of the
phosphoric or phosphinic acids and their salts. Later DPP-Cl
49 (82) and FDPP 50 were introduced. FDPP 50 has been
used successfully in macro cyclizations (83). Examples of

phosphoric- and phosphinic-based coupling reagents are shown
in Fig. 12 [DEPBT 51 (84), BDP 52 (85), BOP-Cl 53 (86)].

Uronium/guanidium-based coupling reagents

Another popular family of reagents is based on uronium species
such as HBTU 54 and TBTU 55 (87, 88). These species
are the hexafluorophosphate and tetrafluoroborate salts of the
same molecule, respectively. The coupling is performed the
same as the phosphonium reagents, and the nature of the
non-nucleophilic counter ion has no influence on the outcome.
The driving force is, in this case, the formation of the stable
tetra-methylurea 56 (see Fig. 13). In some cases, the amine can
react directly with the coupling reagent to form the undesired
guanidine 57. This side reaction can be suppressed by adding
HOBt 24 to the reaction. Usually, these reagents are found in
their more stable guanidinium form (N -form) (89, 90). The
uronium species of HBTU 54 and HATU 58, however, have
been isolated and are more active than the guanidinium species.
Unfortunately, under standard coupling conditions, the O-form
is converted quickly to the N -form (91) (see Fig. 14).

Some examples of uronium-based coupling reagents are rep-
resented in Fig. 15 [e.g., BCC 59 (92), TDBTU 60, TNTU 61,
TPTU 62, TSTU 63 (88), HAPyU 64 (93), TAPipU 65 (94),
CIP 67 (95), BTFFH 68 (96), HOTT / TOTT 69 (97)]. As
for phosphonium-based coupling reagents, poor results are ob-
served with sterically hindered amines when HOBt 24 is present.
Therefore, some alternative reagents have been designed. For
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example, HATU 58 has proved to be very efficient in some ster-
ically hindered couplings (64, 98). The superior reactivity of the
At-activated ester toward amines is discussed in the Activated
Esters section. TOTU 70 enables the formation of an activated
acyl oxime intermediate, and low racemization in peptide cou-
plings has been reported (99).

Iminium-based coupling reagents

Iminium reagents are inspired directly from the uronium family.
They differ structurally by the replacement of the amino groups
with a hydrogen, an alkyl, or an aryl group. For example, BOMI
71 was reported to be more reactive than the correspondent
uronium reagents (100). The increased reactivity could stem
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from the reduced number of mesomeric forms observed in the
iminium species compared with the uronium forms. Representa-
tive examples of iminium reagents are shown in Fig. 15 [BOMI
71, BDMP 72 (101), BPMP 73, FOMP 74 (100)].

Quaternized nitrogen-based coupling reagents

Triazinyl esters

Recently, DMTMM 75 has been described as an efficient,
one-pot coupling reagent for ester and amide bond formation
(102). This reagent first undergoes an SNAr reaction as in the
case of cyanuric fluoride 9. The activated ester then under-
goes aminolysis. The in situ liberation of N -methyl morpholine
avoids the use of an additional base conveniently. The triazi-
none 76 by-product is eliminated easily by an aqueous wash
(see Fig. 16).

An inexpensive substitute to DMTMM is 2-chloro-4,
6-dimethoxy-1,3,5-triazine in the presence of an additional or-
ganic base (103).

Mukaiyama’s reagent

2-Chloro-1-methylpyridinium iodide 77, also called Mukai-
yama’s reagent, in the presence of a carboxylic acid and a
tertiary amine yields an activated 2-acyloxy-pyridinium species
78. This intermediate reacts with a range of nucleophiles. The
driving force for this reaction is the generation of a stable
tautomeric pyridone. Mukaiyama’s reagent has been reported
in the preparation of activated esters, the formation of amides,
and the conversion of β-amino acids to the corresponding
β-lactams (104, 105). The poor solubility of pyridinium iodides
in conventional solvents indicates that the reaction requires
refluxing in methylene chloride. To alleviate this limitation,
novel reagents have been suggested: BEMT 79 (106), BEP
80, FEP 81, BEPH 82, and FEPH 83 (107) (see Fig. 16).
Tetrafluoroborate and hexachloroantimonate have been adopted
as counter ions. These reagents were used successfully in the
synthesis of oligopeptides and in solid-phase peptide synthesis.

Isoxazolinium Salts

Woodward’s reagent K or NEPIS 84 is a zwitterionic isox-
azolinium that reacts with N -protected amino acids in pres-
ence of triethylamine to form the activated enol ester 85 (108)
(see Fig. 16). This intermediate can be reacted without addi-
tional purification with an amine to yield the desired amide and
the sulfonate by-product that can be easily removed by aqueous
extraction.

Amide bonds by chemical ligation

New ligation strategies allow the selective formation of an
amide bond between two highly functionalized fragments such
as unprotected peptides, glycopeptides, or other molecules of
biologic interest. The convergent assembling of complex, pre-
formed peptidic sequences overcomes the inevitable contami-
nation issues observed during extended linear peptide synthesis
(109).

Native thioligation
This original methodology (110) requires the presence of a
cysteine at the N -terminal position of fragment B and the
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introduction of a thioester at the C-terminal position of frag-
ment A. Regiospecific coupling of the two unprotected frag-
ments can be achieved in a two-step process described in
Fig. 17. The first step is a chemoselective transthioesterifica-
tion between the thiol functionality of the terminal cysteine and
the terminal thioester to form the thioester linked intermedi-
ate. This step is called the “capture reaction.” The second step
is the rapid, intramolecular acyl transfer from the thio- to the
amino-position of the cysteine to yield the desired amide bond.
Usually, no racemization is observed (111).

Different Boc (112) or Fmoc (113) compatible solid-phase
strategies have been devised to allow the preparation of peptides
bearing a C -terminal thioester. Recently the introduction of
a 2-(ethyldisulfanyl)phenol ester at the C -terminal position of
fragment A has been used in an elegant solution phase approach
(114) (see Fig. 18). The first amino acid of fragment A is
coupled to 2-(ethyldisulfanyl)phenol 86. The resulting phenol
ester is sufficiently stable to be used as a protecting group
and to allow the growing fragment A to use standard Boc
strategy peptide synthesis. After final deprotection, fragment
A can undergo native thioligation. First, the disulfide bond is
cleaved under reductive conditions or in the presence of an
excess of thiol reagent. The resulting 2-mercaptophenyl ester
might be in an unfavorable, yet dynamic, equilibrium with the
corresponding S-2-hydroxyphenyl thioester via intramolecular
O- to S -acyl transfer, which generates in situ the appropriate
setup for native thioligation.

A similar type of native chemical ligation has been extended
to B fragments that contain homocysteine (115), selenocysteine
(116), and histidine (117) at their N-terminal positions.

Staudinger ligation

The Staudinger ligation (118) is a less restrictive approach
that can be applied to couple unprotected peptides. First, a
C -terminal phosphinomethylthioester is introduced on Fragment
A 87, and the N-terminal amine of fragment B is converted
to the corresponding azide 88. The two fragments are then
reacted together via a Staudinger reaction (see Fig. 19), which
yields the iminophosphorane 89. This intermediate undergoes
intramolecular S - to N -acyl transfer readily to produce the
corresponding hydrolysable amidophosphonium salt 90.

In principle, this methodology is independent of the na-
ture of amino acids present at the ligation point and can be
even extended to all types of acids and amines. For example,
N -glycosylated amides (119) and peptides have been pre-
pared via stereoselective Staudinger ligation (120). Challeng-
ing, medium-sized (7- to 10-membered) lactams have been
ring-closed in good yield using the Staudinger ligation sequence
described in Fig. 19 (121). In this example, the phosphine
reagent has been protected judiciously as a borane complex.
The Staudinger ligation is then triggered by the deprotection of
the phosphine under basic conditions.
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Enzymatic catalysis

Enzymes such as proteases (122), subtilisin (123), acylases,
peptidases, amidases, and lipases (124) are reported to catalyze
amide bond formation with, in some cases, enantiospecificity
of over 99%. Despite limited enzyme-substrate compatibility,
specific conditions have been developed to reverse their natural
reactivity, which is in favor of the hydrolysis. For example,
Kyotorphin (Tyr-Arg) (125), a potent analgesic, was produced
on an industrial scale using α-chymotrypsin, a peptidase isolated
from bovine pancreas.

Conclusions
This article presents an overview of the different amide bond
formation methodologies that are available to the organic and
biochemist. For nearly two centuries, the methods have evolved
from the original symmetric anhydrides and acyl chlorides.
When Fischer started to study peptidic couplings in the early
1900s, it became obvious that poor yields and racemization
would present a major challenge. During the last three decades,
the design and synthesis of new coupling reagents have been
an area of intense investigation. The predominance of carbodi-
imide and active ester procedures have been replaced gradually
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by onium salts approaches. The introduction of racemization
suppressants combined with the development of solid-phase
chemistry and urethane-based protecting group have allowed
high-throughput chemistry and automated peptide synthesis to
be a reality. Emerging technologies such as ligation allow con-
vergent synthesis by amide coupling between two highly func-
tionalized molecules.

Abbreviations

AOP (1H -7-azabenzotriazol-1-yloxy)tris
(dimethylamino)phosphonium
hexafluorophosphate

At azabenzotriazole

BCC benzotriazolyloxy-bis (pyrrolidino)carbonium
hexafluorophosphate

BDMP 5-(1H -benzotriazol-1-yl)-3,4-dihydro-1-
methyl 2H -pyrrolium
hexachloroantimonate N-oxide

BDP benzotriazol-1-yl diethyl phosphate
BEMT 2-bromo-3-ethyl-4-methylthiazolium

tetrafluoroborate
BEP 2-bromo-1-ethylpyridinium tetrafluoroborate
BEPH 2-bromo-1-ethylpyridinium

hexachloroantimonate
Boc tert-butyloxycarbonyl
BOMI N -(1H -benzotriazol-1-ylmethylene)-N -

methylmethanaminium
hexachloroantimonate N -oxide
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BOP (benzotriazol-1-yloxy)-
tris(dimethylamino)phosphonium
hexafluorophosphate or Castro’s reagent

BPMP 1-(1H -benzotriazol-1-yloxy)phenylmethylene
pyrrolidinium hexachloroantimonate

BOP-Cl bis(2-oxo-3-oxazolidinyl)phosphinic chloride
BroP bromo-tris-(dimethylamino)phosphonium

hexafluorophosphate
Bt benzotriazole
BTFFH 1,1,3,3-bis(tetramethylene)fluorouronium

hexafluorophosphate
CBMIT N ,N ’-carbonylbis(3-methylimidazolium)

triflate
Cbz benzyloxycarbonyl
CIP 2-chloro-1,3-dimethylimidazolidinium

hexafluorophosphate
CDI carbonyl diimidazole
CloP chloro-tris-(dimethylamino)phosphonium

hexafluorophosphate
DAST diethylaminosulfur trifluoride
DCC dicyclohexylcarbodiimide
DEPBT 3-(diethoxyphosphoryloxy)-1,2,3-

benzotriazin-4(3H )-one
DCU dicyclohexylurea
DIC diisopropylcarbodiimide
DIEA N ,N -diisopropylethylamine also known as

Hünig’s base
DMAP N ,N -dimethylaminopyridine
DMF N ,N -dimethylformamide
DMTMM 4-(4,6-dimethoxy-(1,3,5)triazin-2-yl)-4-

methyl-morpholiniumchloride
DPPA diphenylphosphoryl azide
DPP-Cl diphenylphosphinic chloride
EDC 1-ethyl-3-(3’-dimethylamino)carbodiimide

HCl salt, also known as
or EDCI Water Soluble Carbodiimide, HCl

(WSC·HCl)
EDDQ 2-ethoxy-1-ethoxycarbonyl-1,2-

dihydroquinoline
FDPP pentafluorophenyl diphenyl phosphinate
FEP 2-fluoro-1-ethylpyridinium tetrafluoroborate
FEPH 2-fluoro-1-ethylpyridinium

hexachloroantimonate
Fmoc 9-fluorenylmethoxycarbonyl
FOMP 5-(pentafluorophenyloxy)-3,4-dihydro-1-

methyl 2H -pyrrolium
hexachloroantimonate

HATU O-(7-azabenzotriazol-1-yl)-1,1,3,3-
tetramethyluronium
hexafluorophosphate

HAPyU 1-(1-pyrrolidinyl-1H -1,2,3-triazolo[4,5-
b]pyridine-1-ylmethylene)pyrrolidinium
hexafluorophosphate N -oxide

HBTU O-(1H -benzotriazol-1-yl)-1,1,3,3’-
tetramethyluronium
hexafluorophosphate

HMPA hexamethylphosphoric triamide
HOAt 1-hydroxy-7-azabenzotriazole
HOBt 1-hydroxybenzotriazole
HOCt ethyl-1-hydroxy-1H -1,2,3-benzotriazine
HODhbt 3,4-dihydro-3-hydroxy-4-oxo-1,2,3-

benzotriazine
HONB N -hydroxy-5-norbornene-2,3-

dicarboximide
HOSu N -hydroxysuccinimide
HOTT S -(1-oxido-2-pyridinyl)-1,1,3,3-

tetramethylthiouronium
hexafluorophosphate

IMes N ,N -bismesitylimidazolylidene
NCA N -carboxyanhydride
NEPIS N -ethyl-phenylisoxazolium-3’-sulphonate,

also known as Woodward’s reagent K
NMM N -methylmorpholine
PFP pentafluorophenyl
PNP para-nitrophenyl
PS-CC N -cyclohexylcarbodiimide-N ’-methyl

polystyrene
PyAOP 7-azabenzotriazol-1-yloxy-tris-

pyrrolidinophosphonium
hexafluorophosphate

PyBop benzotriazol-1-yloxy-tris-
pyrrolidinophosphonium
hexafluorophosphate

PyBrop bromotri(pyrrolidino)phosphonium
hexafluorophosphate

TAPipU O-(7-azabenzotriazol-1-yl)-1,1,3,3-
bis(pentamethylene)uronium
tetrafluoroborate

TBTU O-(1H -benzotriazol-1-yl)-1,1,3,3-
tetramethyluronium
tetrafluoroborate

TDBTU N ,N ,N ’,N ’-tetramethyl-O-(3,4-dihydro-4-
oxo-1,2,3-benzotriazin-3-yl)uronium
tetrafluoroborate

TFFH N ,N -tetramethylfluoroformamidinium
hexafluorophosphate

TFP tetrafluorophenol
TNTU 2-(5-norbornene-2,3-dicarboximido)-

1,1,3,3-tetramethyluronium
tetrafluoroborate

TPTU O-(1,2-dihydro-2-oxo-pyridyl)-1,1,3,3-
tetramethyluronium
tetrafluoroborate

TOTT S -(1-oxido-2-pyridinyl)-1,1,3,3-
tetramethylthiouronium
tetrafluoroborate

TOTU O-((ethoxycarbonyl)cyanomethylene
amino)-N ,N ,N ’,N ’-
tetramethyluronium
hexafluorophosphate

TSTU N ,N ,N ’,N ’-tetramethyl-O-(N -
succinimidyl)- uronium
tetrafluoroborate
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Klose J, Beyermann M, Bienert M. The uronium/guanidinium
peptide coupling reagents: finally the true uronium salts. Angew.
Chem. Int. Ed. 2002;41:441–445.

92. Chen S, Xu J. A new coupling reagent for peptide synthesis.
Benzotriazolyloxy-bis (pyrrolidino) -carbonium hexaflouorophos-
phate (BBC). Tetrahedron Lett. 1992;33:647–650.

93. Albericio F, Cases M, Alsina J, Triolo SA, Carpino LA,
Kates SA. On the use of PyAOP, a phosphonium salt derived
from HOAt, in solid-phase peptide synthesis. Tetrahedron Lett.
1997;38:4853–4856.

94. Ehrlich A, Rothemund S, Brudel M, Beyermann M, Carpino LA,
Bienert M. Synthesis of cyclic peptides via efficient new coupling
reagents. Tetrahedron Lett. 1993;34:4781–4784.

95. Akaji K, Kuriyama N, Kiso Y. Convergent synthesis of
(-)-Mirabazole C using a chloroimidazolidium coupling reagent,
CIP. J. Org. Chem. 1996;61:3350–3357.

96. El-Faham A. Bis(tetramethylene)fluoroformamidinium Hexaflu-
orophosphate (BTFFH): a convenient coupling reagent for solid
phase peptide synthesis. Chem. Lett. 1998;27:671–672.

97. Albericio F, Bailén MA, Chinchilla R, Dodsworth DJ, Nájera
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Water is central to biology, providing much more than the means to allow
the movement of biologic molecules. It is an excellent solvent, a substrate
and facilitator for reactions, and it provides a means for ionizations and
extends the intricate three-dimensional surface geometry and complex
charge distribution of biomolecules out towards the bulk solution. Water’s
hydrogen bonds and dipoles are strong enough to present structural
information concerning surfaces to distant diffusing molecules and to fine
tune their orientation to match potential recognition sites, but they are
weak enough to break to make way for direct binding processes. Water
occupies potential interaction sites until they are recognized by suitable
molecules, with the release of the water providing free energy to help
compensate for the entropy loss on binding. Also, water molecules may
determine the conformation of the biological molecule and directly assist
and take part in the recognition process. Among the techniques available,
X-ray crystallography has provided the most information on these roles for
water.

Aqueous Hydrogen Bonding
in Biology

Water is suited highly to its role as the medium of life and
clearly has guided molecular evolution. It is the third smallest
molecule known, and so it can penetrate the smallest of struc-
tural crevices. It is polar and capable of hydrating and shielding
ions and dissolving a wide range of materials, both polar and
small nonpolar. It can bind and release hydrogen ions to cre-
ate a rich ionic environment with long-range interactions. Most
importantly, water can form highly directional hydrogen bonds
that allow interactions with electronegative atoms and link to-
gether to form chains and clusters. All biomolecules function
within this aqueous environment; with much of biology be-
ing guided by water that facilitates highly specific recognition
processes (1).

The water molecule

The water molecule (H2O) consists of an electronegative oxygen
atom holding tightly to the electrons from two hydrogen atoms,
which leaves their positively charged nuclei partially exposed
(Fig. 1a). Thus, water has a dipole that will interact with charged
molecules and ions to solvate and to shield them from other
charged species. Water ionizes to give hydrated protons and
hydroxide ions. Importantly it can also carry excess protons

and act as a proton wire to transfer protons rapidly from one
site to another in biomolecular systems (2).

The disparity in the mass of the oxygen and hydrogen
atoms allows the hydrogen nuclei to vibrate with considerable
movement, which takes them closer to interact with other
atoms and endows them with more freedom of movement.
Because of water’s small size, a high density of water molecules
exists in solutions that produce a high density of molecular
interactions, which make large and important enthalpic and
entropic contributions. In many circumstances, the free energies
of interactions are relatively small because of the compensation
between these terms; stronger binding to water is associated
with both lower enthalpy and lower entropy (3). In other cases,
such interactions can provide substantial entropic or enthalpic
drive to direct a recognition process.

Hydrogen bonding

Water molecules interact with each other and with electronega-
tive atoms by means of roughly, tetrahedrally positioned hydro-
gen bonds (Fig. 1b). These are modest, mainly electrostatic,
directed interactions. Individually, they are strong compared
with thermal fluctuations, although far weaker than covalent
bonds, giving water its powerful hydration properties. The small
molecular size and the extensive vibration of the hydrogen nu-
clei in water causes individual hydrogen bonds to have only
short lifetimes (∼ps), although they often will reform after
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Figure 1 (a) The structure of an H2O molecule in liquid water, which shows the average bond length and angle, the approximate outline shape, and the
surface electrostatic potential. (b) A typical tetrahedral water cluster found in liquid water that shows typical dimensions of its hydrogen bonds. Donating
(d) and accepting (a) hydrogen bonds are indicated. Individual bond lengths and angles vary considerably around those given.

breaking. Thus, water possesses significant thermodynamic hy-
dration power sufficient to affect the structure of the hydrated
biomolecules, but the rapid kinetics for hydrogen bond for-
mation and breakage causes the hydrating water molecules to
exchange rapidly, which otherwise might be taken for weak
binding. This counterintuitive behavior is key to much of the
use and the properties of water within biomolecular interac-
tions. In particular, it allows water to orient molecules strongly
according to neighboring surface characteristics but to move
rapidly out of the way when required to allow biomolecular
binding.

The directional nature of the hydrogen bonds is responsible
for local correlations between the orientations of the molecules.
In turn, it endows liquid water with its high dielectric and its
consequent ability to shield electrostatic interactions. Also, it
allows water molecules to transfer information concerning the
structure of surfaces outward towards the bulk of the solution.
The strength of water’s hydrogen bonds depends on the strength
and the direction of the other hydrogen bonding that involves the
same water molecules. The preference of water molecules for
balanced numbers of donor and acceptor hydrogen bonds results
in both cooperative and anticooperative effects: an accepted hy-
drogen bond strengthening a water molecule’s hydrogen bond
donating ability but weakening its ability to accept a second
hydrogen bond (Fig. 1b) (4). Some strong hydrogen bonds in
biological systems are formed when water donates a hydrogen
bond to charge-dense oxygen atoms in carboxylate and phos-
phate groups, or when water accepts a hydrogen bond from
positively charged amino groups or oxonium ions.

The high density of hydrogen bonding sites in liquid water,
together with their flexibility, allows water to act as a lubri-
cant for translational movement between biomolecular surfaces
while retaining hydrogen bonding and consequent control over
the orientation of the moving molecules.

The heterogeneous nature of water

Under circumstances that favor hydrogen bonding, the density
of water expands toward that of fully tetrahedral hydrogen-

bonded ice (5). Such a structure has more negative enthalpy
and lower entropy. When ice melts, this expanded structure
collapses somewhat to the liquid state, but it still retains much
of its hydrogen bonding. Liquid water is heterogeneous with
fluctuating volumes of lower density, in which more hydrogen
bonds are changing back and forth, into volumes of higher
density where more broken hydrogen bonds and greater van
der Waals interactions exist (3). Thus, aqueous systems are in
constant flux with the local equilibria between the low-density
and high-density states shifted by different surfaces, groups, and
ions (6). Where the less dense structuring is found, water is more
structured and viscous, whereas denser patches with greater
dangling hydroxyl groups are more reactive, less viscous, and
contain more rapidly diffusing molecules. The characteristics
of the biomolecular structure are responsible principally for
controlling the structuring in the surface water layers. Thus,
the ease of diffusion for visiting molecules is controlled both
toward and away from areas of biomolecular surfaces.

The hydrophobic effect

When water lies next to hydrophobic surfaces, it cannot form
as many hydrogen bonds as when it is in the bulk of the
liquid. It can maximize its van der Waals contacts and hydrogen
bonding to itself and to the bulk by forming loose, transient
networks of pentagonal rings over some areas. Otherwise, these
surfaces are energetically unfavored. Water molecules next
to such surfaces can translate sideways and away from the
surface more easily than they can rotate, and many hydroxyl
groups will be left without hydrogen-bonding partners. Hence,
biomolecular hydrophobic-binding sites usually are hydrated
poorly, with the water molecules they contain unable to form
their optimum number of hydrogen bonds, and often they
possess moderately high entropy when compared with bulk
water molecules. When displaced by a complementary-shaped
hydrophobic ligand, the entropy loss on binding between the
biomolecules will be compensated by the binding free energy
due to the complementary surface dispersion enthalpy and both
enthalpic and entropic contributions from the released water.
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Water binding

The strength of binding of water to and between biomolecules is
difficult to predict because of the varied and complex nature of
hydration interactions and the static and dynamic effects of the
local environment. Binding consists of enthalpic and entropic
terms and includes the effects of the rearrangement, removal, or
addition of water within its surroundings. Enthalpy changes in-
clude hydrogen bonds, electrostatic terms, and dispersion terms,
whereas entropy changes include conformational restrictions in
the biomolecules and changes in both the rotational and the
translational freedom of the water molecules reflecting differ-
ences in the organization between the bulk and interfaces. The
process of binding (exemplified by protein-ligand binding) can
be described by the following equilibria:

P + H2Obulk = Paq1 + H2Obulk-aq1 (1)

L + H2Obulk = Laq2 + H2Obulk-aq2 (2)

Paq1 + Laq2 = PLaq3 + H2Oaq1+aq2−aq3 (3)

where the subscripted terms “bulk” and “aq” represent different
amounts of water. Although the organization of the water at the
interfaces differs on binding, most remaining interfacial water
molecules retain their original anchoring hydrogen bond(s).
The last equation (Equation 3) determines the binding free
energy, which in turn differentiates recognition in terms of the
specificity of different ligands. As clearly an entropic cost (T∆S
is negative) exists in binding P to L, then compensation must
exist in terms of any combination of entropy gain (T∆S is
positive) by the water released, entropy gain by remaining water
at the interfaces (but usually entropy is lost here), enthalpy
gain (∆H is negative) in the water released, enthalpy gain
by remaining water at the interfaces, and enthalpy gain in the
interaction between P and L. It should be noted that apart from
carboxylate and phosphate oxygen atoms, water energetically
prefers to hydrogen bond to itself rather than to biomolecules,
if it can.

It is known that water mediates protein folding by orient-
ing the polypeptide strands and manages their interactions as
they move from being solvent separated to forming the di-
rect peptide hydrogen bonds found in their secondary structures
(7). Although it has not been shown with the same degree of
proof, it is likely that similar processes operate in macromolec-
ular binding. Water has both dynamic and structural roles. The
ease with which the water molecules move relative to each
other and the biomolecular surfaces determines the dynamics,
whereas the strength of the hydrogen bonding linking areas on
this surface and between surfaces determine its structural ef-
fects. Dynamically, it can control and guide the process by its
gradual expulsion from between surfaces, whereas structurally
it contributes to the binding thermodynamics.

Biological Recognition

Our appreciation of biological recognition is different today
from that of a few years ago. Then, the focus was concerned

primarily with the complementary molecular surfaces (e.g., the
lock-and-key mechanism), together with appropriately placed
hydrogen bonding and electrostatic interactions between hy-
drophilic groups. Water was assumed simply to make way for
the binding. Today, we know that water controls the kinetics and
thermodynamics totally and must be included in any accurate
description of these processes.

Biomolecules and water

Water molecules coat biomolecular, ionic, and solute surfaces
in aqueous solution, minimizing the system free energy using
van der Waals contacts, electrostatic interactions, and hydrogen
bonds to compensate partially for the entropic and enthalpic
cost of their removal from the bulk phase. They even enter
hydrophobic spaces, which maximizes their van der Waals
surface contacts and hydrogen bonds as far as possible.

Water molecules hydrogen bond to several biomolecular
groups. Of particular note are the donated hydrogen bonds to the
oxygen atoms in carboxylate, phosphate, and peptide carbonyl
oxygen atoms and the accepted hydrogen bonds from peptide
amines, other neutral and positively charged amines, and al-
cohol groups. When bridging within or between biomolecules,
water usually forms three or four hydrogen bonds and rarely
(if ever) forms just two hydrogen bonds of the same form,
accepting or donating, because of their anticooperativity (4).
Usually, only bridges that consist of single water molecules
are considered, because bridging by chains of water molecules
are more difficult to determine in structural studies because of
their kinetic instability. However, such extensive bridges are
important in the overall thermodynamics and stereospecificity
of binding. Together, these aqueous interactions probably are
decisive in guiding conformational rearrangements, differen-
tiating potential binding sites, and selecting those eventually
chosen (8). Normally, a mixture of direct and water-mediated
links exist in about equal amounts with the direct links between
the biomolecules being relatively more directed and inflexible
and kinetically more difficult to reverse without the help from
neighboring hydration.

The role of water in mediating binding differs between the
biomolecules because of variations in the strength of the natural
hydration of the interfaces, which approximates roughly to DNA
> proteins > ligands.

Protein–protein recognition

The protein surface is varied in shape, structure, and charge,
so it is no surprise that its hydration is varied equally with
both strong interactions and weak interactions in about equal
measure. Water molecules form an extensive network around
proteins, which extend its surface characteristics out into the
bulk. Often, this extended network seems rather thin to many
analytical methods and current modeling, but it is thought
likely that its influence extends somewhat further to several
water layers. The amount of structured water around a protein
controls the protein’s dynamics, which in turn may control
its binding to other biomolecules. Water is important for the
structure of individual proteins, their linking to form quaternary
structures, and binding to form molecular clusters. Although
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such structuring may help recognition by hydrophilic sites,
it will mask complementary structures where dehydration is
required. In general, the hydrogen bonding to hydrating water
molecules in binding sites is poor so that it may be removed
easily both kinetically and thermodynamically.

Proteins may make specific links through their side chains
or less specific links through their peptide links. Using water
molecules to connect these groups, rather than having direct
interactions, gives a greater degree of freedom in terms of the
relative orientation and separation of the protein surfaces. Also,
it allows far greater freedom of movement while remaining
linked.

The role of water in protein–protein recognition was estab-
lished first between trypsin and pancreatic trypsin inhibitor in
the earliest X-ray analysis of such complexes (9). Trypsin has
an aspartic acid at the bottom of its specificity binding pocket
that is found to bind an arginine in soybean trypsin inhibitor
or a lysine in pancreatic trypsin inhibitor. However, a water
molecule is required to mediate the interaction with the lysine,
as this side chain is somewhat the shorter of the two.

Analysis of 115 homodimeric protein and 46 protein–protein
interfaces from crystals gave an average of about one water
molecule per square nanometer of surface interface (10). Most
water molecules were bound singly with 30% bridging between
the proteins. Many hydrogen bonds made use of charged acid
side chains or main chain peptide carbonyl groups. A separate
study observed the atomic structure of the recognition sites in 75
protein–protein complexes, including 24 protease–inhibitor, 19
antibody–antigen, and 11 that are involved in signal transduc-
tion. This analysis indicated that water molecules contributed
to the close packing of atoms that ensured complementarity
between the protein surfaces and that provided suitably sit-
uated polar interactions (11). Both studies showed that some
interfaces were essentially dry with water molecules distributed
around the periphery of the contact, whereas others were hy-
drated within the central region of the interfaces. As an example,
the E9 deoxyribonuclease (DNase) and immunity protein Im9
protein–protein binding interaction involves a 16 nm2 largely
anhydrous interface with 12 direct hydrogen bonds connecting
nine residues on each of the proteins stabilized by five water
bridges totaling 14 hydrogen bonds that involve six residues on
the DNase and four residues on the Im9 (12).

Protein–ligand recognition
The binding sites of proteins are, or are surrounded by, rela-
tively rich areas for binding water. Many biological ligands, on
the other hand, contain relatively few groups that can hydrogen
bond to water. An extreme example of these ligands is phos-
pholipase A2 (13), which has a hydrophobic catalytic site held
some distance from the substrate phospholipid surface and re-
quires rigidly ordered water molecules to surround the active
site and to maintain this interfacial binding.

Analysis of 392 crystal ligand–protein structures (14) showed
an average of 4.6 ligand-bound water molecules, with 76%
of them bridging between the ligand and the protein. On av-
erage, three interactions existed that involved each of these
linking water molecules with the protein–ligand complex: two
to the protein and one to the ligand. A separate analysis of

251 protein–ligand active-site complexes gave an average of 34
water molecules and 118 aqueous hydrogen bonds per active
site, with average coordination of just over two strong hydro-
gen bonds per water molecule (15). In addition, these water
molecules were found to lie close to carbon-bound hydrogen
atoms, which increased their van der Waals contacts. Most aque-
ous hydrogen bonds were to the protein rather than to the ligand,
with an intermediate number of water–water hydrogen bonds.

Using water to link the ligand and the protein can broaden
the specificity due to the extra stereochemical flexibility. Thus,
the peptide-binding protein OppA uses several flexibly adaptive
water molecules to hydrogen bond and to shield charges when
binding lysine framed tripeptides KXK, where K represents
lysine and X is any one of the 20 common amino acids (16).
Before such binding, these bridging water molecules are held
by two or more hydrogen bonds to the unliganded protein, and
they are conserved generally in the liganded protein crystals.

The hydrophobic interaction is an important factor in molec-
ular recognition (17). Thus, the streptavidin-binding site for
biotin contains a five-membered cyclic pentameric ring of water
molecules stabilized by additional hydrogen bonds to coplanar
amino acid side chains from the streptavidin and enclosed top
and bottom by hydrophobic groups. When these highly ordered
water molecules are expelled to make way for biotin, there is
an entropy gain that more than compensates for the entropy loss
on the strong streptavidin–biotin binding.

Peptide inhibitors are used in highly active antiretroviral ther-
apy (HAART) to bind to the HIV-1 protease. Using six different
peptide inhibitors, it was found that five water molecules were
conserved at the binding site and similarly mediate a bridge be-
tween the dimeric protease and the inhibitor (18). All have a full
complement of four hydrogen bonds and stabilize the extended
form of the peptide inhibitors by binding to their peptide car-
bonyls; thus being somewhat independent of their amino acid
sequence. Many other water molecules are mostly conserved
between the majority of these complexes, with most mediating
their internal hydrogen bonding.

More than one-third of the ribose interactions in ATP, ADP,
and FAD-protein complexes are mediated by water linking
from the 2′ and/or 3′ hydroxyls to the protein (19). Although
water-mediated links can be used to broaden ligand specificity,
they may also reduce it, as in the water-assisted asparagine
recognition by asparaginyl-tRNA synthetase (Fig. 2) (20).

DNA–DNA recognition
Although the structure of the DNA double helix is well known
to be caused by base pairing and base stacking, the form of
the helix is also highly dependent on its state of hydration.
Hydration is crucially important for the conformation and use
of nucleic acids and for its recognition by itself and other
molecules (21). The strengths of many aqueous interactions are
greater than those for proteins because of their highly ionic
character. The DNA double helix can take up several conforma-
tions with differing hydration. The predominant natural DNA,
B-DNA, has a wide and deep major groove as well as a nar-
row and deep minor groove and requires the greatest hydration.
Partial dehydration converts it to A-DNA (with a narrow and
deep major groove and a very wide but shallow minor groove)
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(a) (b)

Figure 2 Cartoon that shows water-assisted asparagine recognition and aspartate discrimination by asparaginyl-tRNA synthetase. (a) Among the bound
water molecules in the unliganded enzyme, one (Wat1) is bound between the Leu229 peptide carbonyl and the Glu230 carboxylate and another (Wat4)
between the side chains of Tyr333 and Arg364. (b) These water molecules link to the amide group on the asparagine-AMP substrate on binding and two
water molecules are released (Wat2 and Wat3). Aspartate-AMP cannot bind at the same site as the Wat1 water molecule is not able to donate three
hydrogen bonds. Some hydrogen atoms have been added to clarify the hydrogen bonding. Figure partially redrawn from Reference 17 with permission.

by decreasing the free energy required for A-DNA deforma-
tion and twisting, which is employed usefully by encouraging
supercoiling but eventually leads to denaturation.

Hydration is greater and is held more strongly around the
phosphate groups that run along the inner edges of the major
grooves, but it is more ordered and more persistent around the
bases with their more directional hydrogen-bonding ability and
restricted space. Because of the regular structure of DNA, hy-
drating water forms chains along the double helix in both the
major and the minor grooves. The cooperative nature of this
hydration aids both the zipping (annealing) and unzipping (un-
winding) of the double helix. Water motion within the grooves
is slowed down compared with the bulk water, with the great-
est reduction within the more restricting minor groove (22). On
separation of the double helix (i.e., melting), about four water
molecules per base pair are released despite extra hydration sites
being released by the previously hydrogen-bonded base pairing
(23), which confirms the importance of the cooperative nature
of the water binding within the grooves.

DNA–protein recognition

The major problem in DNA protein recognition is how the pro-
tein can rapidly find a particular DNA base sequence from the
enormous choice available when the specificity of the bases is
somewhat hidden by the hydrogen bond linked and stacked base
pairs. In an analysis of 109 protein–DNA complexes, an aver-
age of about nine water molecules per complex were bridged
between the protein and the DNA, with another 125 binding
to one or the other (24). Most water molecules were useful in
screening unfavorable electrostatics from phosphates to allow
binding (Fig. 3). The most common link found was where the
water molecule donated hydrogen bonds to both a side chain
acid group on the protein and a phosphate oxygen atom on the
nucleic acid with the water molecule accepting one or two hy-
drogen bonds from elsewhere. Also in evidence were water links
between donating protein-charged amino or guanidinium groups

and accepting phosphate oxygen atoms. Another analysis of 39
crystallographically characterized protein–DNA complexes in-
dicated that 46% of bridging waters (32 per complex) linked the
protein to the nucleotide bases and the remainder was useful in
screening out the unfavorable electrostatics, being linked very
strongly to the DNA phosphate groups (25).

The trp repressor–operator complex exhibits no direct hy-
drogen bonds from the protein to the DNA bases but has three
water molecules that mediate the necessary contacts for specific
recognition between protein and DNA, so exemplifying well
the importance water has in the process of recognition (26).
Water-mediated links are also important in nuclear hormone
receptors such as the estrogen receptor–DNA complex.

A major question concerns how a protein detects speedily
a specific DNA sequence-binding site from the many closely
related sites available. Restriction endonucleases have to find
rapidly their specific hydrolytic sites in DNA molecules among
the many similar sites, which differ by as little as a single
base pair. They do this first by scanning the DNA rapidly at
a distance, held at low affinity by favorable electrostatic inter-
actions but separated by a significant but lubricating hydration
layer. This process is then followed by partial dehydration and
binding at their specific sites (27). Thus, the complexes of the
restriction endonucleases BamHI and EcoRI with nonspecific
sections of DNA have about 100–150 more bound water at
the interface than the specific complexes (28, 29), which dis-
tances the protein from the DNA. The large amount of these
water molecules released subsequently to the bulk liquid on
specific binding contributes favorably to the binding thermody-
namics. The specificity is almost total with a single substitution
of thymine at the beginning of the specific nucleic acid sequence
GAATTC (to give TAATTC) removing nearly all binding (5000
× less) by EcoRI (29).

The restriction endonuclease MspI makes specific contacts
with all eight bases in the four base pair recognition sequence
(CCGG), by six direct and five water-mediated hydrogen bonds
and 13 water-mediated links to the phosphates (30). Numerous
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Figure 3 Cartoon that shows how water molecules shield the phosphate charges from the protein by donating hydrogen bonds (shown as dashed lines)
to acceptor atoms on both the DNA and the protein, to attenuate their electrostatic repulsion. A need exists for these water molecules to accept hydrogen
bonds from other water molecules (as shown) or for protein groups to stabilize such links.

van der Waals contacts exist as water molecules contribute to
the close packing, which mediates shape complementation. A
key feature of direct protein DNA links in bound complexes is
that they can change to and from water-mediated links to allow
movement within binding cleft (31) while retaining contact
information.

Investigative Methods
No clear-cut method exists that gives complete or unambigu-
ous information concerning the biomolecular binding processes
in aqueous solution. The main problem is that although wa-
ter’s hydrogen bonds are significant thermodynamically, water
molecules are very mobile individually, as described earlier.
Water molecules, therefore, have significant thermodynamic ef-
fects on recognition that are difficult to pin down by diffraction
or NMR, because of their constant movement. A hydrogen bond
only has a lifetime measured in picoseconds, and even an in-
dividual H2O molecule exists for less than a millisecond. In
addition, explicit hydration is not included easily within molec-
ular simulations because of the complexity of the inter–water
and water–surface interactions. Many computer models for wa-
ter have been developed, but they have very limited use in
forecasting accurately the properties of bulk water. However,
their predictions are probably more accurate close to surfaces
than at intermediate distances where greater complexity exists
because of the bulk aqueous milieu. Therefore, if care is taken,
simulations can be used to help determine the structure and the
properties at biologic interfaces (32).

The most useful data in many of the above studies is from
X-ray and neutron diffraction, which provides the average po-
sitions of some water molecules in the free and the bound

complexes. Although the structural information concerns crys-
tals only, it is believed that the stereochemistries of many
biomolecules within crystals are often close to those found in
biological situations. Both methods detect water molecules in
favored sites but fail to detect exactly where the most water
molecules are present at any given time. Also, X-ray data cannot
provide direct information that concerns the hydrogen bonding
as the hydrogen atoms cannot be observed. The data does, how-
ever, provide a solid foundation and can be used as a starting
point in molecular simulations.

NMR can be used to determine the presence and the move-
ment of water molecules next to biomolecular surfaces (33).
Sometimes it is particularly useful to detect the links to
buried water and to water molecules that mediate between
biomolecules.

Occasionally, vibrational spectroscopy can provide informa-
tion that concerns specific water molecules or clusters when they
are distinct sufficiently from the wide range of such structures
found in the bulk liquid (34).

Calorimetry determines the heat generated (∆H) during bind-
ing and solvation processes. Together with the binding constant
for the binding equilibrium (providing ∆G), the entropy changes
during binding (∆S) can also be determined. These values are
interesting and useful but fail to provide precise or accurate
molecular details concerning the binding even when a range of
similar molecules are compared.

Determination of the osmotic pressure of solutions in the
presence of other solutes and biologic-binding processes can
indicate clearly changes in the amount of water bound or, more
exactly, the amount of water that can no longer interact freely
with the solutes. Such methods have been useful particularly to
determine the DNA–protein interactions (29).
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Conclusion: Knowns
and Unknowns
The more information is discovered concerning the role of wa-
ter in biological recognition processes, the more its importance
is confirmed. Where diffraction data is available we have, or
can get, a good appreciation of the biological recognition pro-
cess and the importance of the water molecules at the interface.
However, currently we lack the means to determine the impor-
tance of water molecules removed slightly from the interface or
details of how they guide the binding process, if indeed they do.
While retaining the structural base from diffraction studies, the
development of more accurate molecular simulations together
with more powerful computers and concentrating on the inter-
faces and neighboring water without wasting too much resource
on inconsequential distant bulk water (for example, Reference
35) is clearly a way forward.
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Adaptation to different environmental temperatures establishes specific
requirements on the stability of DNA and protein macromolecules.
Organismal strategies of thermophilic adaptation, structure- and
sequence-based, and their physical origins provide a consistent picture of
the evolution of protein thermostability. A strong correlation between the
optimal growth temperature (OGT) and the frequency of ApG
dinucleotides in both sense and antisense strands of genomic DNA along
with the absence of any ‘‘thermophilic’’ bias in the nucleotide composition
highlights a key role of base stacking in the thermostabilization of the DNA
double helix. The codon bias provides an excess of ApG pairs, which
ensures the thermophilic adaptation of genomic DNA. The concentration
of seven amino acids, Ile, Val, Tyr, Trp, Arg, Glu, Leu (IVYWREL), serves as a
universal proteomic predictor of the OGT prokaryotes. The IVYWREL
combination manifests a generic ‘‘thermophilic’’ trend in amino acid
composition: the increase of hydrophobic and charged residues at the
expense of polar ones. This so-called ‘‘from both ends of the
hydrophobicity scale’’ trend is a result of the positive (stabilizing the native
state) and the negative (destabilizing misfolded conformations)
components of protein design. The pressure to preserve energies of
important native and non-native contacts results in a correlation in
mutations of amino acid residues involved into these contacts. A
comparison of energy (Myiazawa–Jernigan potential) and substitution
(BLOSUM62) matrices reveals a high rate of substitutions between amino
acids that strongly attract each other (native contacts) and between
residues that strongly repel each other (non-native contacts).

What makes thermophilic adaptation so attractive for researchers

from the very beginning of protein and DNA molecular studies

(1, 2)? Although life exists in different extreme conditions, such

as temperature, pressure, salinity, radioactivity (3), the adapta-

tion to extreme temperatures is an outstanding phenomenon. In-

deed, organisms belonging to one level of organization, prokary-

otes, thrive under environmental temperatures that cover the

entire range from −10 to +110 ◦C, one third of the absolute

temperature interval. A significant difference in the optimal

growth temperature of prokaryotes results in a distinct stability

of their proteins and DNA, which makes them a central subject

in the studies of mechanisms of molecular adaptation.

The thermostabilization of biomolecules is a result of the mu-
tual contribution from fundamental interactions [e.g., hydropho-
bic forces (4, 5) or ionic interactions (3, 6, 7)] that stabilize
individual molecules and prevent their aggregation (6), structure
modifications [such as DNA superhelicity (8, 9) and posttrans-
lational modification of proteins], interactions with an environ-
ment (10), intermolecular interactions (11), and oligomerization
(12). The possible dependence of fundamental interactions, for
example, hydrophobic forces, on temperature may also affect
stability. However, it remains a subject of controversy as to how
and to what extent the dependence of the interaction strength on
temperature should be taken into account (13–16). This article
reviews the very basic level of protein and DNA thermostability,
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fundamental interactions, and their sequence/structure determi-
nants.

Basics of Protein and DNA
Thermostability

Various factors that contribute to protein thermostability, such as
van der Waals interactions (17), core hydrophobicity (18–20),
networks of hydrogen bonds (4, 5, 21), amount of secondary
structure (4, 22), ionic interactions (6, 7, 23), packing density
(24), and decreased length of surface loops (25), have been
a subject of intense study for several decades. The major
challenge, however, is to find out how the above factors are
chosen and their combinations are formed by natural selection
responding to the environmental temperature and depending on
the evolutionary history of the organism (26).

Thermostabilization of double-stranded DNA is provided by
base pairing (1) and base stacking (see Reference 27 and
references therein) complemented by positive supercoiling by
reverse gyrase [in hyperthermophiles (8, 9, 28)] and by stabi-
lization via interactions with histone-like proteins (29, 30). The
relative contribution of base paring and base stacking into the
thermostability of double-stranded DNA has been a subject of
extensive studies for more than four decades (1, 27, 31). We
will consider here this question, based on the results of recent
experimental and computational works (31, 32).

Sequence/Structure Signals
of Thermophilic Adaptation

Major “recipes” for increasing the thermostability observed in
previous computational sequence/structure analysis and con-
firmed in experiment vary from the optimization of hydrophobic
core interactions (18–20) to the introduction of additional ion
pairs (7, 33). Respectively, thermophilic trends known so far
include a large difference between the proportion of charged
(DEKR) versus polar (noncharged, NQST) residues (34, 35), an
increase of long and branched side chain hydrophobic residues
(36), an excess of some aromatic amino acid (35), and an
over-representation of Pro (37). Recently, Sælensminde et al.
(37) illuminated the importance of structure dependence in
the relationship between amino acid composition and optimal
growth temperature (OGT) of the organism. In particular, the
difference in amino acid frequencies between core and surface
residues is getting more pronounced under higher temperatures
(38), but not during adaptation to a cold environment (37). It
also was demonstrated that amino acid biases in thermophilic
adaptation are independent of the (G + C) content of coding
nucleotide sequences, and the (G + C) content itself is not a de-
terminant of the thermophilic adaptation of the double-stranded
DNA (39–41).

Experimental (Re)Design
of Thermostable Proteins

All experimental techniques of protein thermostabilization can
be related to one of three major directions (42). First, the rational

design concept is based on using previously known stabiliz-
ing factors. The limited predictive power of the rational design
concept prompts one to test all potentially thermostabilizing mu-
tations by using site-directed mutagenesis. The second approach
is a directed evolution approach. Selective pressure or screen-
ing for a desired trait applied after random mutagenesis and/or
DNA shuffling provides another possibility for engineering pro-
tein stability. Limited sequence space, amenable to testing in
directed evolution, makes it necessary to eliminate more ef-
fectively the neutral and deleterious mutations, to increase the
number of recombination events, and to improve the selection
tools. Third, the “consensus concept” is based on the assump-
tion that consensus amino acid contributes more to the stability
of the protein chain than the nonconsensus amino acid at a given
position in the alignment of the amino acid sequences.

Physics and Evolution
of Thermophilic Adaptation

The tight connection between the “recipes” for thermostability
immediately raises a question about the common evolutionary
and/or physical basis for the variety of mechanisms of ther-
mophilic adaptation. To address this question, one has to go
beyond the analysis of specific stabilizing interactions and their
various combinations. Conceptually, then, two major directions
lead to the selection of proteins with high thermal stability.
First, thermostable proteins have a structural bias such as en-
hanced packing. Second, stabilization is achieved by a few
particularly strong, strategically placed interactions. The choice
between these directions is affected by several evolutionary and
environmental factors, and thermostabilization is a result of the
intimate interaction between the physics of protein stability and
the phylogenetics of the host organism.

Physical Basics of Protein Thermostability

Given a structural similarity between meso- and thermophilic
orthologs, the variation of the stability across different proteins
stems from the differences in the physical mechanisms of ther-
mostability (3). Sequence/structure analysis and the unfolding
simulations of hyperthermophilic proteins and their mesophilic
homologues (43) reveal two major mechanisms of thermosta-
bilization (Table 1). The first mechanism is “structure-based.”
Some hyperthrmophilic proteins are significantly more stable
than their mesophilic homologues because of their high com-
pactness (44). In this case, no single type of interaction is ex-
tremely strong and dominates stabilization, but the sheer number
of interactions provides enhanced stability. Structure-based ther-
mostability is nonspecific in the sense that no or minimal special
features of sequences are needed to achieve thermostability,
which makes it robust under a wide range of environmental
conditions. A possible evolutionary disadvantage of such a ro-
bust stabilization mechanism is that it makes the protein less
adaptable to rapid and specific changes in environmental con-
ditions. The second mechanism is “sequence-based.” This way,
several substitutions made in sequences of mesophilic proteins
provide the formation of “staples,” that is, specific and strong
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Table 1 Important features of structure-based and sequence-based strategies of thermophilic
adaptation

Strategy of adaptation Structure-based Sequence-based

Important features Enhanced packing of the
structure

Small number of strong
strategically placed
interactions

Compactness Bulk of the structure is
not changed

Advantage(s) No or minimal demands on
sequence specificity

Provides fast adaptation

Robust under a wide range
of conditions

Disadvantage(s) Less adaptable to changes of
environment

Tailored to narrow range
of conditions

interactions that do not significantly alter the protein structure.
Therefore, just a few strategic substitutions in the sequence
can lead to a significant stabilization of the existing structure
through the formation of several strong interactions specific to
certain demands of the environment. These “staples” work lo-
cally, which leaves the bulk of the structure and its compactness
unchanged. A possible disadvantage to this mechanism, how-
ever, also exists. Sequence-based stabilization may not be robust
because it is tailored typically to a specific and narrow range of
environmental conditions.

Role of Evolutionary History
in Establishing Organismal
Strategies of Thermophilic Adaptation

Structure- and sequence-based mechanisms of stabilization were
sequestered en route of protein evolution into distinct organ-
ismal strategies of thermophilic adaptation. Some ancient or-
ganisms, for example, hyperthermophilic archaebacteria, started
in hot conditions (45) and developed adaptation mechanisms
“from scratch.” Thermostable proteins in these organisms were
designed de novo by the concomitant selection of sequences
and structures. This selection introduces evolutionary pressure
toward a more designable structure. Designability is a prop-
erty of protein structure that indicates how many sequences can
fold into that structure at various levels of stability (46, 47).
Designability of structure is reflected in the certain properties
of the contact matrix of a structure, C (44, 46). In particu-
lar, designability correlates with the second order of C (Tr2C),
that is, the compactness of a structure (number of contacts per
residue). It was demonstrated (44) that more designable struc-
tures provide initial advantage because a greater number of
sequences can fold into them with low energy. Therefore, a
sequence search in the design of a thermostable protein will be
less severe given a highly designable structure. A high contact
density of LUCA domains (48) is suggestive, which shows that
nature used high designability in the creation of the first ther-
mostable proteins for ancient species. The role of designability
in the design of ancient thermostable proteins is corroborated

additionally by the high-throughput analysis of major folds (43).
The Van der Waals contact density in hyperthermophilic archaea
Pyrococcus is higher than in hyperthermophilic (T. maritima
and A. aeolicus) or mesophilic (E. coli ) bacteria. It indicates
that on the organismal level, archaea used a structure-based
mechanism and developed a respective strategy of thermophilic
adaptation. What evolutionary scenario can one imagine for the
emergence of another, sequence-based, strategy of adaptation?
When mesophilic organisms recolonized in a hot environment,
it was necessary to find a fast and effective way of tuning pro-
tein stability. To increase the stability of the protein without a
redesign of the whole structure is possible via making sequence
substitutions that introduce “staples,” a restricted set of a strong
specific interaction (e.g., ion pairs). Hyperthermophilic bacteria
(T. maritima and A. aeolicus), which recolonized in hot condi-
tions, exemplify a sequence-based strategy. A high-throughput
comparison of T. maritima and A. aeolicus proteomes with
those of hyperthermophilic archaea shows the crucial role of
sequence-based strategy in achieving the thermostability of pro-
teins in hyperthermophilic bacteria (43). An analysis of the
phylogenetic relationships between hyperythermophilic archaea
and bacteria provides additional evidence for different organ-
ismal strategies of adaptation. 24% and 16% of the genes of
T. maritima and A. aeolicus , respectively, were transferred
to bacteria via lateral gene transfer (LGT) from archaea (49,
50), and corresponding bacterial proteins are the most simi-
lar to those of archaea. The importance of LGT in specific
biochemical and environmental adaptations was demonstrated
undoubtedly by the comparison of complete genomes, codon
analysis within genomes, and phylogenetic trees based on sin-
gle gene families (see Reference 51 and references therein).
Alternatively, it may be problematic to assess the relative con-
tributions of LGT and vertical inheritance. For example, T.
maritima and A. aeolicus belong to two lineages (Thermoto-
gales and Aquificales) believed to have diverged earliest from
the rest of bacteria. Therefore, it is possible that T. maritima
and A. aeolicus retained ancestral genes and share some prim-
itive features with archaea, whereas these genes were lost in
the rest of the bacterial species. However, regardless of the
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scenario working in Thermotoga and Aquifex (genes are re-
ceived via LGT or, alternatively, are descendants of retained
ancestral ones), the so-called “archaeal” parts of their genomes
are reflective of the hyperthermophilic lifestyle and the dis-
tant evolutionary past (51). In particular, the archaeal parts
of the above bacterial proteomes (extracted according to the
listing in the taxonomic distributions of the homolog TaxMap,
available at http://www.ncbi.nlm.nih.gov ) exhibit compositional
features typical for structure-based strategy, whereas the bac-
terial parts follow a sequence-based strategy of thermophilic
adaptation (43). Later events in protein evolution affected struc-
tures/sequences of both archaeal and bacterial species which
combine strategies of adaptation (52) or use complementary
mechanisms of stability (53).

Genomics/Proteomics
of Thermophilic Adaptation

A better understanding of how nature adapts life to elevated
temperatures of the environment helps us to get a deeper insight
into the basic physical laws that govern protein design. In
particular, the explosion of information on crystallized proteins
and complete genomes/proteomes makes it realistic to perform
high-throughput analysis of sequences and structures. In this
part, we will show how 1) alignments of proteomic sequences
reveal a signal of a new entropic mechanism of thermostability,
2) exhaustive enumeration of all possible combinations of
amino acid residues identifies a particular combination of them,
which can serve as the best predictor of the optimal growth
temperature (OGT) prokaryotes, and 3) correlation analysis
of coding nucleotide sequences illuminates the major role of
stacking in the thermostabilization of double-stranded DNA and
shows that stabilization by stacking is provided by the codon
bias.

Entropic Mechanism of Protein
Thermostability

The compositional bias toward increasing charged residues in
(hyper)thermophilic proteomes compared with mesophilic ones
is well documented. However, the enrichment in positively

charged residues is almost entirely because of lysines (34)
(see Table 2). If only the total content of arginine (Arg) plus
lysine (Lys) residues would matter in determining the stability
of hyperthermophilic proteins, then no preference for the Lys
over the Arg should exist. Arg and Lys are similar residues by
their physical and chemical features; both residues are charged
and have the same maximal number [81] of possible rotamers.
An examination of the substitutions of types Arg/Lys versus
Lys/Arg in the alignments of mesophilic sequences versus
hyperthermophilic ones (Fig. 1) sheds light on the relationship
between Arg and Lys content. The number before the slash
(Table 3) is the percentage of amino acid residues in the
mesophilic sequence, for example, Arg that was replaced by
the other amino acid in the hyperthermophilic sequence, for
example, Lys. The number after the slash reflects the same
data for the opposite replacement, for example, Lys in the
mesophilic sequence replaced by Arg in the hyperthermophilic
sequence. Numbers in parenthesis show the ratio of forward to
backward substitutions. The control groups are pairs Leu/Ile
and Ser/Thr. Residues in each pair possess similar physical
and chemical features (Leu/Ile are hydrophobic; Ser/Thr–are
polar), and both have the same maximal number of possible
rotamers (9 and 3, respectively). In nine hyperthermophilic
organisms, the pairs RK/KR demonstrate a remarkable bias
toward the replacement of arginine in the mesophilic sequence
with lysine in the hyperthermophilic sequence (up to almost four
times in N. equitans). In all alignments of E. coli sequences
against those from a hyperthermophilic genome, numbers of
residues substitutions in control pairs Leu/Ile and Ser/Thr are
equal or very similar. The exceptions are pairs LI/IL and
RK/KR in A. pernix and M. kandleri , which show bias in
the opposite (hyperthermo-to-meso) direction, perhaps, as a
consequence of high GC content (53). The above observation
challenges the idea that arginine and lysine play the same role
in thermostability (34) and hints to the specific role of lysine
in protein stabilization. The complementary all-atom unfolding
simulations show that lysines have a much greater number of
accessible rotamers than arginines of similar degree of burial in
folded states of proteins (53). Significant residual dynamics of
lysine in folded states of proteins make the entropic cost to fold
lysine-rich proteins less favorable compared with arginine-rich
ones. The arginine-to-lysine replacement stabilizes the folded
state, preserving, however, the charged nature of the substitution

Table 2 Percentage of charged amino acids and (G + C) content of 10 hyperthermophilic archaea (A), 2 hyperthermophilic
bacteria (B), and mesophilic bacteria E. coli . A strong prevalence of lysine over arginine in proteomes of hyperthermophiles is
obtained for nine organisms. A bold font marks the exception from the general trend

EC AA AF MJ NE PA PH PF ST TM AP MK

Lys (K) 4.4 9.4 6.9 10.3 10.8 7.8 8.0 8.1 8.0 7.6 4.0 4.0
Arg (R) 5.5 4.9 5.8 3.9 3.9 5.7 5.6 5.3 4.2 5.5 7.8 8.3
Gln (E) 5.8 9.6 8.9 8.6 7.9 8.9 8.7 8.9 7.0 8.9 7.3 10.0
Asp (D) 5.1 4.3 5.8 5.5 5.0 4.6 4.4 4.4 4.6 5.0 4.2 5.8
G + C content 50.8 43.5 48.6 31.4 31.6 44.7 41.9 40.8 32.8 46.2 56.3 62.1
Life kingdom B B A A A A A A A B A A

A, archaea; AA, A. aeolicus ; AF , A. fulgidus ; AP , A. pernix ; B , bacteria; EC , E. coli; MJ , M. jannaschii ; MK , M. kandleri; NE , N. equitans ;
PA, P. abyssi ; PH , P. horikoschii ; PF , P. furiosis ; ST , S. tokodaii ; TM , T. maritima.
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Meso- XRXXXXXXXXXKXXXXXXXXRXXXXKRXRXXX

Hyperthermo- XKXXXXXXXXXRXXXXXXXXKXXXXRKXKXXX

Figure 1 Scheme of the pair − wise alignment of mesophilic versus
hyperthermophilic coding sequences. Only extended segments of
alignments were considered (length 45 residues or larger) with gaps less
than 3 residues and high sequence similarity (e = 0.05).

position. Positively charged residues, therefore, are the choice
of nature for the evolutionary optimization of hyperthermostable
proteins via entropic mechanism.

Proteomic Sequence Determinant
of Thermophilic Adaptation

The availability of complete genomes/proteomes makes it pos-
sible to search systematically for the combination of amino acid
residues, which is most important for protein themostability (41,
54). An exhaustive enumeration of all possible subsets of 20
amino acids is performed by representing sets of amino acids
by vectors, where each component ai of the vector takes the
value of 1 if the amino acid of type i is presented in the set
and 0 otherwise. Thus, 219 − 2 = 524,286 linearly independent
nontrivial combinations exist. Given f (j )

i , the fraction of amino
acid i in proteome j , total fraction F(j) of the amino acids from

a particular subset, F (j ) =
20∑

i=1
ai f

(j )
i . Linear regression between

the values of F(j) and the optimal growth temperature (OGT) of
the organism allows us to determine the best predictor of OGT.
For 86 complete proteomes of prokaryotes thriving under tem-
peratures from −10 to +110 ◦C, the combination of Ile, Val, Tyr,
Trp, Arg, Glu, and Leu (IVYWREL) gives the highest correla-
tion coefficient between the fraction (FIVYWREL) in the proteome
and OGT of the organism. The correlation coefficient R is 0.930,
and the quantitative relationship between the OGT (in degrees
Celsius) and fraction F of IVYWREL amino acids reads Topt =
937F -335. The accuracy of Topt prediction (root-mean-square

deviation) is 8.9 ◦C. Additional analysis of thermostability pre-
dictors of major protein folds shows that they are very similar
to universal combination IVYWREL. The correlation coefficient
between IVYWREL content in sequences of the most abundant
protein folds and OGT is very high, for example, α/β barrel (R =
0.87), β barrel (0.87), Rossman fold (0.86), and bundle (0.82).
However, if complementary mechanisms of stabilization are in-
voked, such as heme and metal binding (globin, cytochrome
C, ferredoxin) or S–S bridges (lysozyme), then the correlation
coefficient is significantly lower: 0.53, 0.44, 0.45, and 0.5, re-
spectively. Thermostability predictors for two major types of
membrane proteins, α-helical bundle and β-barrel, reveal the
low slope of the correlation FIVYWREL with OGT in the former
and the CVYP predictor in the latter. This result suggests that
thermal adaptation in membrane proteins is governed by differ-
ent rules than in globular ones, in particular, the stability and
folding of membrane proteins are affected by the interactions
with the lipid bilayer (55). Various control tests show the statisti-
cal significance and robustness of the IVYWREL predictor (32).
The IVYWREL fraction is a better predictor of thermostability
than fractions of charged Asp, Glu, Lys, and Arg (DEKR) or
hydrophobic Ile, Val, Trp, and Leu (IVWL) amino acids, which
predict OGT with the accuracy 21 and 16.8 ◦C, respectively.
Thus, both hydrophobic and charged residues are important for
achieving thermostabilization, contrary to earlier beliefs that
only hydrophobic or charged residues are major determinants
of thermostability. In addition to IVYWREL amino acids, sev-
eral residues exist that are favorable for thermostabilization. For
example, the addition of Met (M) or a combination of Phe and
Pro (F,P) results in the correlation coefficient 0.921 and 0.917
for the predictor, and the substitution of Trp (W) into His (H)
or the substitution of pair Trp, Arg (W,R) into Gly, Pro (G,P)
gives the correlation coefficient 0.914 and 0.902, respectively.
Importantly, Ala (A) and Gln (Q) are extremely disadvanta-
geous for thermostabilization. If Ala (A) or the combination
Ala, Gln (A,Q) are added to IVYWREL it practically destroys
a predictor (R = 0.47 and 0.24). The same situation is observed

Table 3 Percentage of the forward/backward replacements in alignments of hyperthermophilic
genomes against mesophilic E. coli . A bold font shows two hyperthrmophilic organisms without
the general trend of arginine-to-lysine replacement

Hyperthermophilic genome RK/KR LI/IL TS/ST

A. aeolicus 20.0/8.1 (2.47) 14.2/19.3 (0.74) 7.5/6.8 (1.10)
A. fulgidus 14.5/10.6 (1.37) 14.4/17.5 (0.83) 8.4/6.6 (1.27)
M. jannaschii 22.4/6.0 (3.73) 20/16.7 (1.2) 7.0/6.5 (1.08)
N. equitans 23.7/6 (3.95) 19.5/19 (1.03) 6.8/6.8 (1.00)
P. abyssi 16.3/10.0 (1.63) 16.1/18.3 (0.88) 7.7/7.0 (1.10)
P. horikoschii 16.7/9.6 (1.74) 16.7/18.3 (0.92) 8.1/7.2 (1.13)
P. furiosis 16.5/9.9 (1.67) 16.3/18.2 (0.90) 7.8/7.5 (1.04)
S. tokodaii 18.2/7.4 (2.46) 18.5/17.8 (1.04) 9.8/7.3 (1.34)
T. maritima 16.3/9.5 (1.72) 14.2/18.3 (0.78) 8.6/7.7 (1.17)
A. pernix 8.1/15.6 (0.52) 10.7/20.9 (0.52) 9.8/7.2 (1.36)
M. kandleri 8.1/15.8 (0.51) 9. 8/19.1 (0.51) 6.6/7.0 (0.95)

A, archaea; AA, A. aeolicus ; AF , A. fulgidus ; AP , A. pernix ; B , bacteria; EC , E. coli; MJ , M. jannaschii ;
MK , M. kandleri; NE , N. equitans ; PA, P. abyssi ; PH , P. horikoschii ; PF , P. furiosis ; ST , S. tokodaii ; TM ,
T. maritima.
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when Ala (A) or a combination Ala, Gln (A,Q) replaces Glu
(E) or a combination Val, Glu (V,E): The correlation coefficient
R is 0.18 and 0.23, respectively.

Finally, the fundamental question in thermophilic adaptation
is a relationship between the amino acid composition of pro-
teins and the nucleotide composition of coding DNA sequences
(39–41). The availability of prokaryotic complete genomes,
which consist mostly of coding DNA (on average ∼85% of
the total genome size), clarifies a relationship between the ther-
mophilic adaptation of protein and DNA. If the IVYWREL
predictor depends on nucleotide composition only, it must re-
main the same after the reshuffling of coding sequences given a
nucleotide composition. However, the reshuffling of nucleotide
sequences results in a nonIVYWREL thermostability predictor
(32). Therefore, amino acid composition and thermal adaptation
of proteins are not affected by the nucleotide composition of
DNA sequences. The amino acid composition of the proteome,
on the contrary, introduces a bias in the purine loading (A +
G content) of nucleotide sequences. Indeed, purine loading of
coding sequences reversely translated from protein sequences
without codon bias, for example, by using synonymous codons
with equal probabilities, is very close to a natural nucleotide se-
quence. The correlation coefficient between the purine loading
and OGT is 0.48 and 0.6 in sequences without codon bias and
natural ones, respectively (32).

Major Role of Stacking in DNA
Thermostability
Pairing and stacking are two major factors of DNA stability.
In a base pairing, the G•C pair contains three hydrogen bonds
compared with the A•T pair that has two hydrogen bonds. The
classical Marmur and Doty work (1) gives a linear relationship
between the (G + C) content of the double-stranded DNA and
its melting temperature, which strongly suggests that stability of
the G•C and A•T pairs is different independently of their neigh-
bors. This result originated a belief that DNA thermostability
is provided mainly by pairing interactions and is achieved via
(G + C) loading. Futhermore, the role of (G + C) content in es-
tablishing specific “thermophilic” biases in the amino acid com-
position of corresponding proteins was discussed extensively.
A high-throughput analysis of genomic sequences conclu-
sively demonstrates the absence of any connection between the
(G + C) content and the OGT of the organism (39–41). The
only bias in the nucleotide composition that correlates with the
OGT is the (A + G) content (purine loading). It was shown,
however, that purine loading is determined chiefly by the amino
acid composition of proteins (32). Thus, thermostabilization of
DNA does not work on the level of nucleotide composition.

The next step in the description of the DNA sequence is the
analysis of the pair-wise nearest-neighbor correlations cij, for
example, the normalized probabilities to find successive pairs
of the nucleotides i and j . For all 16 possible successive dinu-
cleotides in the coding strand of DNA, only the functions cAG

and cCT correlate with OGT. The excess probabilities to find
ApG and CpT pairs in the coding DNA are increasing signif-
icantly with OGT, correlation coefficient R = 0.68 and 0.601
(Fig. 2, upper row). Remarkably, the codon bias explains the ob-
served sequence correlations in the coding parts of DNA. First,

correlation in the nucleotide sequences does not depend on se-
quence correlations in amino acid sequences because removing
an effect of the codon interface does not destroy a correlation
between cAG/cCT and OGT, R = 0.736/0.574 (Fig. 2, middle
row). Second, the correlation in DNA sequences stems from
the neighboring nucleotides within a codon. Indeed, removing
the natural codon bias results in eliminating the correlation be-
tween cAG/cCT and OGT, R = 0.177/0.216 (Fig. 2, bottom row).
Thus, the codon bias establishes an excessive use of codons that
contain successive ApG ans CpT pairs, which is manifested in
the correlation of cAG/cCT with the optimal growth tempera-
ture. The above sequence correlations in the coding strand of
DNA sequences point to base stacking as a major factor of DNA
thermostabilization. ApG dinucleotides have a low energy char-
acteristic for a purine–purine stacking. The cCT correlation also
shows, although indirectly, the role of stacking in themostabi-
lization. Indeed, the abundance of CpT pairs in the sense strand
points to the equal enrichment of the antisense strand with ApG
pairs because of the opposite directionality of sense and an-
tisense strands of DNA. Therefore, the thermostabilization of
double-stranded DNA is based on the stacking interactions pro-
vided by ApG pairs that are spread in different locations of
both sense and antisense strands. This picture holds also for the
whole DNA of prokaryotes, including its coding and noncod-
ing parts. Therefore, in the scenario of thermophilic adaptation
of double-stranded DNA, the stacking interactions play a ma-
jor role. The codon bias provides an increase in the number
of ApG dinucleotides with OGT in both sense and antisense
strands of the DNA double helix. The necessity for ApG pairs
can be explained by their low free energies of stacking obtained
both theoretically (56) and experimentally (57). First, the study
of the free energy contribution to the nucleic base stacking in
aqueous solution shows that the free energy of stacking in or-
der of decreasing stability follows the order purine–purine>>

purine–pyrimidine>pyrimidine–purine>pyrimidine–pyrimidine
in general, and the free energy of ApG stacking is one of
the lowest in particular (56). Second, the experimental study
on the coaxial stacking contribution to the stabilization of
gel-immobilized duplexes reveals that adenine stacking with
other bases is significantly stronger than the stacking of other
bases (57). The reasons for the discrepancy between the latter
and the parameters of duplex stability obtained in the nearest
neighbor approximation are yet to be explored (see Reference
27 and References 16–19 therein).

Recent experimental efforts also corroborate a major role
of the base stacking (31) in DNA thermostability and the
independence of the latter on G•C base pairing (1). In particular,
DNA stacking parameters are determined directly (31) for
the temperatures from below room temperature to close to
melting temperature and for the salt concentrations from 15
to 100 mM Na+. It seems that base stacking is the main
stabilizing factor in the double-stranded DNA that determines
the temperature and the salt dependence of DNA stability
parameters. The A•T pairing is always destabilizing, and G•C
pairing contributes almost no stabilization (31). It is important
to note that base stacking interactions always are stabilizing
for both A•T- and G•C-containing contacts in double-stranded
DNA. Bioinformatics studies display the importance of stacking
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0.177
0.216

ApG
CpT

Real amino
acid sequence

No codon
bias

0.736
0.574

ApG
CpT

Randomized
a. a. sequence

Real
codon bias

0.680
0.601

ApG 
CpT

Real amino
acid sequence

Real codon
bias

Correlation 
coefficient

Nucleotide 
pair

Amino acid and corresponding nucleotide sequences Sequence
description

Lys.Tyr.Pro.Val.Leu.Val.Arg.Phe.Leu
3’ AAG.TAT.CCT.GTT.TTA.GTA.AGA.TTC.CTC 5’
5’ TTC.ATA.GGA.CAA.AAT.CAT.TCT.AAG.GAG 3’

Val.Lys.Pro.Tyr.Val.Phe.Leu.Arg.Leu
3’ GTA.AAG.CCT.TAT.GTT.TTC.CTC.AGA.TTA 5’
5’ CAT.TTC.GGA.ATA.CAA.AAG.GAG.TCT.AAT 3’

Lys.Tyr.Pro.Val.Leu.Val.Arg.Phe.Leu
3’ AAA.TAT.CCC.GTT.TTA.GTA.AGA.TTC.TTC 5’
5’ TTT.ATA.GGG.CAA.AAT.CAT.TCT.AAG.AAG 3’

Figure 2 Base stacking provided by the correlations in nucleotide sequences is the major mechanism of DNA thermostability. Upper row. Real amino acid
sequence and original codon bias. Middle row. The effect of codon interface is removed through the reshuffling of protein sequences while retaining the
actual codons used for each amino acid. Bottom row. Codon bias in natural protein sequences is removed by using synonymous codons with equal
probabilities. ApG and CpT pairs in the sense strand and ApG pairs in the antisense strand of DNA are underlined if they are located inside one codon. For
example (upper row), the first ApG pair in the sense strand is in the Lys codon, whereas the second ApG pair is on the border between the codons of Leu
and Val.

by showing the independence of the DNA thermostability on
(G + C) content (32, 39–41) and by illuminating a specific role
of ApG stacking in the thermostability of the DNA double helix
via a consideration of pair-wise nearest-neighbor correlations
(32) or a regression analysis of the dinucleotide composition of
genomic DNA (41).

Minimalist Physical Model
of Protein Thermostability

It is of a great importance for protein design to elucidate how
physical principles work in the evolution of natural proteins
and how they provide viability and adaptation to different envi-
ronments. An analysis of individual prokaryotic and eukaryotic
proteins reveals a direct connection between their stability (ex-
pressed in melting temperature, Tmelt) and the average living
temperature of the organism, Tenv (4); hence, environmental
temperature should be incorporated in the model of protein ther-
mophilic design. In terms of statistical physics, the stability of
the native state of a protein is determined by the Boltzmann
factor exp(−∆E/kBT), where ∆E is the energy gap between the
native state and the lowest energy completely misfolded struc-
ture (58, 59). This factor imposes a requirement on the energy
gap: It must increase with the temperature (Fig. 3), and, as a
result, the unique lowest energy native state will be preserved
from the destruction by thermal fluctuations. The widening of
the energy gap can be achieved by lowering the energy of the
native state (positive design) and by increasing the energy of
the misfolded structures (negative design) or by both processes
working simultaneously.

Design of Model Proteins with Selected
Thermal Stability
The first approach to simulation of protein thermophilic adapta-
tion is to start from a purely statistical–mechanical analysis of
protein thermostability. A specific Monte-Carlo procedure [the

Energy

Negative design

Positive design

Temperature

Figure 3 The widening of the energy gap between the native state and
the misfolded structures during an increase in the environmental
temperature. Positive design provides the lowering of the native state
energy, whereas negative design contributes to the increase of the energy
of misfolded structures.

so-called P-design (60, 61)] exists that maximizes the Boltz-
mann probability Pnat of being in the lowest energy (native
state) conformation, Pnat (Tenv ) = e−E0/Tenv

103345∑
i=0

e−Ei /Tenv
, where E0 is

the lowest energy among all conformations and Tenv is the en-
vironmental temperature. It takes the environmental temperature
Tenv as an input physical parameter, introduces mutations in the
amino acid sequence, and accepts or rejects them according
to the Metropolis criterion. As a result, this procedure designs
proteins stable at given Tenv. The stability of designed proteins
is characterized by their melting temperature Tmelt that can be
found numerically from the condition Pnat(Tmelt) = 0.5.
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‘‘From Both Ends of the Hydrophobicity
Scale’’ Trend in Thermophilic Adaptation

The design of model protein for thermostability by using an
exactly solvable lattice model [103346 compact conformations
of 3 × 3 × 3 lattice proteins (62)] discovers the fundamental
rules of thermophilic adaptation. First, the amino acid com-
position of designed proteins reveals a specific “thermophilic”
trend: Thermostabilization is accompanied by an increase of
the amount charged (DEKR) and the hydrophobic amino acids
(MPCLVWIF) at the expense of weak hydrophobic and polar
(AGNQSTHY) ones. Importantly, the amino acid composition
of 83 proteomes of psycho-, meso-, thermo-, and hyperther-
mophilic prokaryotes reveals similar trend. Thus, the “from
both ends of the hydriohibicty scale” trend, that is combining
amino acids with the maximum variance in their hydrophobicity,
observed in simulations is, indeed, crucial for the thermostabi-
lization of proteins.

The “from both ends” trend is related to the positive and
negative components of the design. The positive design is a
major contributor to the temperature-dependent energy decrease
of the native state, and the negative design ensures an increase
of the average energy of misfolded structures (when an increase
occurs in the Tenv). Interactions between strongly hydrophobic
residues in the protein core and ion pairs formed by amino acids
of the opposite charge on the protein surface are responsible for
the positive design. The repulsion between charged residues
of the similar sign contributes to the negative design by raising
the average energy of misfolded conformations (see Fig. 3).
Importantly, both positive and negative components of the
design are based on the conservative native and non-native
contacts between residues that play an especially important role
in the stabilization of the native state and the destabilization of
the misfolded conformations (62). Whereas identities of amino
acids that form such a contact may vary from sequence to
sequence, the strength (or interaction energy) of the key native
and non-native contacts is preserved: These contacts are either
strongly repulsive or strongly attractive for all sequences that
fold into a given structure (see Fig. 6 in Reference 62).

Design simulations confirm an existence of the energy-
conserved strongly attractive (native) and most repulsive (non-
native) contacts (62). The standard deviation of the contact
energy is the lowest for these contacts. When the design is
performed under hyperthermophilic temperatures, it results in
stronger and more conserved (lower dispersion of the energy)
native and non-native interactions compared with the design un-
der the mesophilic temperatures (see Fig. 7 in Reference 62). As
a result, the gap between the energies of native and misfolded
structures is widening and the thermostability of the structure
is increasing in response to the elevated environmental temper-
ature Tenv.

Positive and Negative Design
in Evolution and Thermal Adaptation
of Natural Proteins

The requirement to preserve energy of key contacts in multi-
ples sequences that fold into the same structure implies that

amino acids forming such contacts should mutate in a cor-
related way. For example, correlated mutations may occur as
swaps to keep specific attractive native and repulsive non-native
interactions (see Fig. 8 in Reference 62). This scenario in-
vokes a peculiar dependence between the amino acid substi-
tution rates [e.g., BLOSUM matrices (63)] and the interac-
tion energy between corresponding amino acid residues [e.g.,
the Miyazawa–Jernigan quasi-chemical potential (64)]. Frequent
substitutions are expected between amino acids that strongly
attract each other (to preserve specific stabilizing native con-
tacts) and between amino acids that strongly repel each other
(to preserve specific non-native repulsive contacts). The depen-
dence of elements of substitution matrix BLOSUM (62, 63)
for 190 pairs of amino acids (synonymous substitutions are
excluded) versus their interaction energy as approximated by
the knowledge-based Miyazawa–Jernigan potential (64) has a
nonmonotonic nature (Fig. 4, top chart; the dependence is high-
lighted by the parabolic fit). The most frequent substitutions are
observed between the most attractive and most repulsive amino
acids. A blow-up of the right top part of Fig. 4 (bottom chart)
shows that along with conserved substitutions that reflect a pos-
itive design (arginine to lysine and glutamic acid to aspartic acid
substitutions), frequent substitutions exist between mutually re-
pulsive amino acids with vastly different physical-chemical
properties and encoded by very dissimilar amino codons, such as
glutamine to arginine, serine to asparagine, and so forth (Fig. 4;
bottom chart). The high frequencies of substitutions between
residues that strongly repeal each other explain the correlated
mutations observed between the residues that are distant in the
native structure (62). These residues may form important re-
pulsive contacts, which increase the energies of the misfolded
conformations (see Fig. 10 in Reference 62).

Whereas a positive design is used widely in experiments (65),
the big challenge in using the negative design originates from
the difficulties in the modeling of relevant misfolded conforma-
tions (66). Nevertheless, charged residues were used effectively
in negative design (65, 66). Site-directed mutagenesis provides
other, although indirect, evidence of the contribution of charged
residues to negative design: The mutation of polar groups to
charged ones on the protein surface leads to structure stabi-
lization even in the absence of the salt-bridge partners of the
mutated group. It also has been shown (67–70) that surface
electrostatic interactions provide a marginal contribution to sta-
bility of the native structure; hence, the possible importance
of charged amino acids is in making unfavorable high-energy
contacts in misfolded structures. In the case of thermophilic
adaptation, positive and negative components of design work
concomitantly and provide stabilization of the structure via an
“opening” of the energy gap from both sides: A decreasing en-
ergy of the native state and, at the same time, an increasing
energy of misfolded conformations can both exist.

Conclusions

A deep understanding of the physical mechanisms and the evo-
lution of thermophilic adaptation is crucial for the engineering
and design of biologic catalysts with desired stability (20). This
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Figure 4 The dependence of the elements of the BLOSUM62 substitution matrix on the interaction energies between amino acid residues (approximated
by the Miyazawa–Jernigan parameter). Top chart. Only nonsynonymous substitutions are presented. The curved line represents the parabolic fit to
highlight the nonmonotonic nature of the plot. Bottom chart. Blowup of the right upper corner of the top chart. Amino acid pairs are labeled, and pairs of
amino acids that can contribute to positive and negative components of design are shown.

knowledge also is important for establishing a trade-off between
the stability and flexibility in a directed evolution of protein
function (66, 71). Current predictors of the stability effects of
protein mutations are based on empirical potentials that are cali-
brated to fit experimentally observed ∆∆G values (20, 72, 73).
Although predictions of ∆∆Gs during mutation in the native
state are in a good agreement with experimentally observed
ones, they lack the effect of mutations on misfolded confor-
mations, the structure-dependence of mutation effects (37, 38),
and the dependence of mutations on the evolutionary strategy
of thermophilic adaptation (43).

Recent computational studies of thermophilic adaptation de-
scribed in this article make use of genomic/proteomic data
(32, 43, 53, 62), simulations of model lattice proteins (62),
and off-lattice all-atom simulations of natural proteins (43, 53).
High-throughput analysis reveals signals of novel mechanisms
of protein [entropic mechanism (53)] and DNA [purine–purine
base stacking (32)] thermostability and urges us to consider

what evolutionary strategy was followed in the process of ther-
mal adaptation (43). Proteomic analysis and simulations of
thermophilic adaptation also demonstrate that negative design
necessarily should be taken into account to properly predict the
effect of protein mutations (62).
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DNA transposable elements are a ubiquitous and highly diverse group of
mobile genetic elements capable of moving within and between genomes.
Despite their diversity, only a limited number of chemical mechanisms,
which are catalyzed by enzymes called transposases, are used to promote
this movement. DNA transposases can be classified according to these
chemistries. We outline present knowledge that concerns the mechanisms
adopted by the five different types of transposase identified to date: the
DDE-, Y-, S-, Y2-, and Y1-transposases. The DDE and Y1 enzymes are
perhaps the best characterized, whereas the data available for the Y- and
S-transposases suggest that they use similar mechanisms to their closely
related cousins, the Y- and the S- site-specific recombinases.

Transposable elements (TE) are segments of DNA capable
of moving from one locus in a genome to another, or from
one genome to another, using mechanisms that do not de-
pend on large regions of sequence homology between the TE
and the target DNA site. Their effects were observed first in
plants in the middle of the twentieth century (1), and they
were characterized at the molecular and mechanistic levels,
largely in bacteria, in the last three decades (2). With the
birth of whole genome sequencing, a growing recognition has
occurred of the ubiquity of TEs, of their diversity, and of
their importance in shaping both eukaryote and prokaryote
genomes and in influencing genome function. In some cases,
their numbers are so high that it is tempting to consider that,
together with bacteriophages, plasmids, and mobile introns,
they form part of a genomic “ecosystem.” In the prokary-
otes alone, nearly 2000 different insertion sequences (ISs; the
simplest form of autonomous TEs) have been identified (IS-
finder: www-is.biotoul.fr). TEs have been classified in var-
ious ways (see http://bioinformatics.org/wikiposon/doku.php).
For example, in eukaryotes, a major division can be drawn be-
tween those elements that transpose via an RNA intermediate
(Class I; retroviruses, retrotransposons) and those that transpose
via a DNA intermediate (Class II; DNA transposons). Neverthe-
less, perhaps the most pertinent classification, for the purposes
of this article, that deals exclusively with DNA transposons is
based on the reaction mechanisms that they have adopted for
their movement (3). These reactions involve cleavage of the
DNA at the ends of the TE in the donor DNA molecule and
transfer of these ends into a target DNA. They are catalyzed
by a TE-encoded enzyme, the transposase. In the special case
of retroviruses, the (DNA) provirus is liberated from its donor

site not by DNA cleavages but by transcription to generate an
RNA copy. During the viral lifecycle, this provirus is subse-
quently reverse-transcribed into a double-strand DNA genomic
copy. This copy is then processed by an enzyme that resembles
a transposase, the retroviral integrase or IN, which also assures
subsequent integration into the host genome. Currently, the fol-
lowing five types of DNA transposase have been recognized:
the DDE enzymes (most are identified so far) (3, 4); the tyro-
sine transposases (related to tyrosine site-specific recombinases
of the phage λ Int family) (2); the S-transposases (related to
serine site-specific recombinases of the γ δ resolvase family)
(2); the Y2-transposases (related to Rep proteins involved in
rolling circle replication and to Relaxases, which are involved
in conjugative gene transfer in bacteria) (5); and, finally, the
Y1-transposases (also related to Rep and Relaxase proteins).
The Y1-transposases were discovered only a few years ago
(6–8), and it seems likely that other types of enzyme will be
identified in the future. Each class of enzymes catalyzes a dis-
tinct chemistry that we describe below.

DDE Transposases and Integrases

The DDE enzymes are named for their characteristic triad of
acidic amino acids (aspartate and glutamate). These enzymes
bind in a sequence-specific way to the ends of the TE that
generally carry terminal inverted repeat sequences and include
the transposase recognition sequence. The simplest TEs, such as
bacterial ISs, tend to carry only single transposase binding sites
at each end, whereas other more complex transposable elements

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 1



DNA Transposition: Topics in Chemical Biology

may carry arrays of such binding sites. These arrays may be
arranged in different patterns at each end and provide a means
for distinguishing one end from the other. This arrangement
could be involved, for example, in regulating transposon gene
expression or in forming an asymmetric synaptic complex. It
could lead to end-specific ordered cleavages or strand transfers
that would determine the order of events that lead to integration.

Many DDE transposases carry a DNA sequence-specific
binding domain in their N-terminal regions and at least one
domain involved in multimerization. Generally, the catalytic
domain is located in the C-terminal part of the protein. The
DDE domain is by far the most studied and best understood
catalytic motif involved in transposition. It is found in many
different types of transposon from retroviruses to Tc-Mariner,
bacterial ISs, and transposons (4).

Analysis of transposition of TE with DDE transposases has
shown that it is regulated in vivo (9). Where analyzed, a high
level of coordination between transposase expression and its
activity has been observed. Presumably, this coordination pre-
vents excessive damage to the host genome by high levels of
transposon-induced rearrangements. For many bacterial ISs, a
weak transposase promoter is located within one end that is
also recognized and bound by the transposase itself. Such in-
teractions provide an autoregulatory mechanism for transposase
expression.

Because, in prokaryotes, transcription and translation occur
in the same cell compartment, the N-terminal DNA recognition
domain has been suggested to impose an additional level of
regulation, so-called activity in cis. It is thought that this domain
could fold and bind the IS end correctly before the entire protein
has been translated. Generally, full-length transposases bind
poorly to IS ends. In several cases, it has been observed that the
C-terminal transposase end inhibits transposase binding. This
would favor transposase binding to the IS from which it has
been produced.

Several additional layers of regulation occur at the level of
transposase expression. One of these, specific to some mobile
genetic elements, is the transient assembly of a strong trans-
posase promoter during transposition. This is relatively common
in bacterial insertion sequences. Many IS transpose using a cir-
cular transposition intermediate and, in addition to a generally
weak endogenous transposase promoter, carry one promoter ele-
ment, a −35 box, in one end, whereas the opposite end includes
the other promoter component: a −10 box. Formation of the
transposon circle brings the −35 and −10 elements together at
the circle junction and assembles a strong promoter capable of
driving transposase expression from the circle, which facilitates
its insertion into a suitable DNA target. Insertion separates the
transposon ends, disassembling the strong promoter and render-
ing initiation of another transposition event dependent on the
weak endogenous transposase promoter.

Another regulatory mechanism, called “trans-cleavage,” is
considered a “quality control” of the transposition reaction.
Transposition requires the formation of a specific complex be-
tween the transposase and both transposon ends called a trans-
pososome. In transcleavage regulation, transposase bound at one
end is constrained to cleave the opposite transposon end. This
obliges prior formation of the transpososome before DNA strand

cleavage can occur and ensures that isolated transposon ends are
not cleaved serendipitously. This mechanism has been demon-
strated biochemically for bacteriophage Mu and for IS50 and is
likely to be a common TE regulatory mechanism. Bacteriophage
Mu has a relatively elaborate transpososome. Its transposase
(MuA) is inactive as a monomer and becomes catalytically pro-
ficient only on tetramerization and synapsis between the phage
ends. Only two of the four monomers are active. Trans cleavage
has also been observed biochemically in Tn5 (IS50 ) transposi-
tion. For IS50 , this activity is illustrated clearly by the available
crystal structure of the transpososome–DNA complex that rep-
resents a post–DNA-cleavage state.

For eukaryotic transposons, assembly of a transpososome is
also required for transposition. The Hermes transposase is active
as a hexamer on DNA (10) and Himar1 transposase is active as
a tetramer (11), although it remains unclear whether the Mos1
transposase is active as a dimer or a tetramer (12, 13). For
the well-described P Element, the transposase is active as a
tetramer, and it has been reported recently that GTP acts as an
allosteric cofactor for synapsis (14).

Additional regulatory mechanisms can involve various host
proteins (i.e., not encoded by the transposon) that are involved
in transposome assembly and/or activity. For example, the Es-
cherichia coli histone-like proteins IHF and HU are required
for bacteriophage Mu. IHF and HNS, although not required,
stimulate Tn10 (IS10 ) transposition. A more systematic study
has revealed several additional host factors that affect transpo-
sition of various TE in E. coli either positively or negatively
(15). Finally, in the case of the eukaryotic transposon, Sleeping
Beauty, the HMG protein is required for integration.

The catalytic domain of this type of transposase is composed
of three acidic residues (D, D and E, or D) found in noncon-
tiguous patches and with poor surrounding primary sequence
conservation. Structural studies have shown, however, that in
all cases investigated (i.e., bacteriophage Mu, IS50 , HIV-1,
and ASLV integrases, Mos1), DDE motifs fold in a compa-
rable manner. This folding is called the RNaseH fold because
it is similar topologically to that found first in RNaseH. It is
also found in many other phosphotransferases, such as DNA
and RNA polymerases and many nucleases (16). This fold as-
sembles the three conserved residues into an acidic catalytic
pocket. The chemical reaction catalyzed by the DDE motif is
a hydrolysis that results from nucleophilic attack of the DNA
phosphodiester backbone by water. With the appropriate DNA
substrate, the target phosphate can be shown to undergo stereo-
chemical inversion in the course of the reaction, which implies
a direct single-step, in-line nucleophilic attack (17). It is im-
portant to note that no covalent enzyme-DNA intermediate is
formed during catalysis by DDE enzymes.

The acidic pocket coordinates two Mg2+ ions jointly between
the nucleic acid substrate and the catalytic acidic residues of
the enzyme (Fig. 1). This idea was based on the proposition
of Steitz (the two-ion model), which concerns the reaction
chemistry of exonuclease activity of DNA polymerase (18). This
coordination enhances nucleophilic attack of the nucleic acid
phospho-sugar backbone and guarantees substrate recognition
and catalytic specificity (16).
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Figure 1 Mechanism of DDE enzymes. Only one DNA strand is shown for simplicity. Generally, these reactions take place at each end of the transposon.
Transposon sequences are in black, and target sequences are in red. (a) DNA cleavage. The terminal phophodiester bond is shown together with two
metal ions (generally but not always Mg2+) T and H. (a1) shows an in-line attack by the water nucleophile (−OH). (a2) shows the pentavalent planar
phosphate transition state intermediate in which the two metal ions have approached each other. (a3) shows the cleaved product with the T-bound 3′OH
of the transposon end and the leaving phosphate group of the DNA flank. (b) Strand transfer. (b1) shows nucleophilic attack of the target phophodiester
bond by the 3′OH (black) of the transferred transposon strand. (b2) shows the pentavalent planar phosphate intermediate with the two metal ions placed
closer to each other. (b3) shows the transposon-target joint and the leaving 3′OH group of the target. (c) Hairpin formation and resolution at the
transposon end. The water nucleophile and the H and T metal ions are indicated. (d) Hairpin formation at the donor flank. (e) Cleavage of the
nontransferred strand within the transposon end. (f) Formation of a forked DNA intermediate.

Despite their diversity, DDE transposases catalyze only
two chemical reactions: cleavage and strand transfer (Fig. 1a
and 1b). Both reactions involve single-strand DNA cleavages.
DDE enzymes do not catalyze double-strand cleavage. The
cleavage reaction occurs at both ends of the TE, generally us-
ing H2O as the nucleophile, to generate 3′-OH ends (19, 20)
(Fig. 1a). In the retroviral integrase (IN) proteins, this reaction
is known as processing. For several transposons, this reaction is
a major regulatory checkpoint because, in these cases, cleavage
does not occur on isolated TE ends but requires prior formation
of a transposase complex that involves both ends. In several sys-
tems, it has been shown that complex assembly evolves through

several steps and becomes increasingly stable during this pro-
cess. This evolution reflects the highly organized architecture
of the complex, known as the transpososome (21).

A dynamic model of the catalytic reactions that lead to strand
cleavage has been proposed based on structural considerations
(22). Assembly is thought to involve coordinate binding of
transposase, its DNA substrate(s), and two divalent metal ions.
On transposase DNA binding, the two metal ions (H and T
for hydrolysis and transfer, respectively; Fig. 1a1) find their
appropriate positions in the active site and are poised for
catalysis. Metal ion H orients and activates the water molecule
(depicted as −OH) for nucleophilic attack. Metal ions T (which
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is coordinated with an irregular geometry) and H then move
closer to each other. The target phosphorus atom adopts a
pentavalent transition state (Fig. 1a2), which is then converted
into product as the metal ions move back and away from each
other (presumably by charge repulsion between T and H). The
resulting 5′-phosphate and 3′-OH then dissociate (Fig. 1a3).

In the case of nucleases, the reaction terminates at this
step. For transposases, however, the liberated 3′-OH of the
transposon end is then used as a nucleophile in a second
reaction: trans-esterification. In this reaction, the 3′OH attacks
the target DNA, which results in strand transfer or joining of
the transposon strand to its target strand. The detailed picture
of the DDE cleavage reaction (Fig. 1a) might also be extended
to the strand transfer reaction (Fig. 1b). The nucleophile of this
reaction would now be the 3′-OH group from the preceding
cleavage reaction, which would be coordinated by the T cation
(Fig. 1b1) (23). Therefore, the trans-esterification reaction is
comparable to that of cleavage but, here, the in-line nucleophlic
attack transfers the free 3′-OH end of the transposon in the target
DNA (red in Fig. 1b), which creates a transposon-target joint.

Although all transposons with a DDE transposase (“DDE
transposons”) use this type of chemistry, a large diversity exists
in the overall transposition mechanism. As explained above,
DDE transposases catalyze only single-strand cleavage and
transfer of the 3′-OH transposon ends (the transferred strand).
However, to liberate the transposable element from donor DNA,
the transposase must deal with the second DNA strand (also
called the nontransferred strand (3, 24). A subclassification of
DDE transposons is based on the mechanisms used to manage
this.

In the well-characterized bacterial IS4 family (which includes
IS50 and IS10 ), it is the liberated 3′OH of the transferred strand
that is used to attack and to cleave the second strand. This
generates a hairpin intermediate (Fig. 1c), in which transferred
and nontransferred strands are joined and both DNA strands
that flank the ends are removed. Hairpin formation involves a
considerable torsion of the DNA, which is aided by extrusion
of a subterminal thymine residue from the DNA helix—a
flipped-out T (25). This formation has been studied in detail
for both IS10 and IS50 and requires a specific group of
aromatic residues within the DDE domain. These residues are
conserved within the family (26), and they serve to initiate
and to stabilize this sequence-specific distortion (27). A second
round of cleavage then removes the interstrand hairpin that
regenerates the initial 3′OH, which is used subsequently in the
final strand transfer reaction.

This type of second strand management is found in eukaryotic
transposable elements, such as the hAT group (28), and in V(D)J
immunoglobulin-gene rearrangements (2) (Fig. 1d). In these
cases, however, hairpin formation occurs on the equivalent of
the transposon flanks rather than on the transposon itself. In
the case of V(D)J, no specific subterminal T exists, and in
the case of the hAT transposons, the hairpin is formed on the
transposon flank and can vary between different hAt copies.
Thus, hairpin formation in these cases occurs on sequences
that are not necessarily conserved, and it seems unlikely that
it involves a specific flipped-out T residue.

For the widely dispersed Tc-Mariner transposon group, the
transposase first cleaves within the 5′ end of the transposon—the
nontransferred strand. This activity resembles the nuclease ac-
tivity (see above) that simply terminates at the cleavage step
and does not take in charge the strand transfer step. Moreover,
unlike transposition reactions, this cleavage does not require
formation of a synaptic complex (29). The transferred strand is
cleaved at the very tip of the TE. The fact that the nontransferred
strand is cleaved within the transposon results in retention of the
few TE-specific bases in the donor molecule after TE excision.
After resealing and repair, the donor backbone retains several
additional base pairs derived from the TE (called a scar) that
marks the passage of the transposon (2).

Interestingly, transposon Tn7 behaves in a similar way but,
in this case, the 5′ endonuclease activity is supplied by a
separate enzyme whose structure resembles that of a type II
restriction enzyme (30), and cleavage occurs cleanly at the
transposon tip rather than within the TE. Transposition of
Tn7 , like most bacterial elements, does not leave a scar. In
both the Tc-Mariner transposon group and the Tn7 family of
transposons, the transposase then cleaves and transfers the 3′

end in a true DDE transposition reaction (Fig. 1e).
Finally, cases exist in which the second strand is not pro-

cessed at all. These include bacteriophage Mu, and the Tn3 ,
IS3 , IS30 , and IS256 families. Here, replication is involved
intimately in the transposition process itself. In a first step, the
transposase cleaves and transfers a transposon end to a tar-
get DNA. For phage Mu and Tn3 , both transposon ends are
transferred directly into target DNA that links both donor and
target molecules at each of the transposon ends (2) whereas
for IS3 (2), IS30 and IS256 family members, the 3′OH of
one transposon end attacks the opposite end. In both cases,
a branched structure is generated around which a replication
fork is then assembled to resolve this structure (Fig. 1f). In the
case of Mu and Tn3 , strand transfer is followed by replication
and leads to duplication of the transposon. In the case of IS3 ,
IS30 , and IS256 family members, replication leads directly to
formation of a transposon circle intermediate and regenerates
the original donor locus. The transposon circles, which carry
abutted transposon ends, are highly recombinogenic transpo-
sition intermediates. They then undergo insertion readily into
a suitable target DNA in a reaction that involves concomitant
transposon-catalyzed cleavage and concerted transfer of both
ends (31).

The Tyrosine and Serine
Transposases

Although the reactions catalyzed by the S- and Y- site-specific
recombinases are well characterized, little is known about the
biochemistry of their cousins, the Y- and S-transposases. These
transposases are thought to catalyze strand breakage and trans-
fer as do their site-specific recombinase relatives. Neither of
these requires divalent metal ions for catalysis. Although these
transposases show site-specificity for the ends of the donor
transposon, they seem more flexible than classic site-specific
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recombinases in the DNA target sequences they recognize and
use as the partner during integration. Strand cleavage catalyzed
by the Y- and S-recombinase enzymes occurs using a tyrosine or
serine hydroxyl group, respectively. This generates a phosphoty-
rosine or phosphoserine intermediate. The Y-recombinases form
a 3′ phosphotyrosine bond, whereas the S-recombinases create
a 5′ phosphoserine bond. Various host accessory proteins are
required in these reactions to generate protein–DNA complexes
with the correct architecture for catalysis.

The Y2- Rep and Relaxase proteins are less well understood,
and the Y2 IS91 transposase is proving to be difficult to work
with. Again, it is assumed largely that the Y2 enzyme behaves
the same as the related plasmid and phage Rep and plasmid
Relaxase proteins. The mechanism of the final group, the Y1
transposases, is now relatively well understood.

S-recombinases

Cleavage and strand transfer are mediated by successive trans-
esterification reactions within a synaptic complex that includes
the two partner DNA sequences (called core sequences) bound
by a recombinase tetramer. In the transposases, the DNA se-
quences would be the transposon ends. The nucleophile hy-
droxyl groups of the catalytic serine residues initiate recombi-
nation by attacking specific phosphodiester bonds (the scissile
phosphates) of the DNA backbone (Fig. 2a1). Cleavage re-
sults in covalent attachment of the proteins to the 5′ ends of
the cleaved DNA strands and production of 3′-OH free ends
(Fig. 2a2). S enzymes cleave the four strands of the paired core
sites concomitantly at both edges of a 2 bp central region. This
generates an intermediate that contains 2 bp staggered DNA
ends held together by interactions between the bound recom-
binase tetramer (Fig. 2a2 and 2a3). An exchange of subunits
occurs, which implies a rotation of 180◦ between the two pairs
of half sites (Fig. 2a3). Strand rotation has been modeled as a
rotation of the subunits that use a shared hydrophobic intersub-
unit surface (32). This rotation is followed by strand transfer
via nucleophilic attack of the covalent DNA-enzyme bonds by
the 3′ hydroxyl ends generated by cleavage (Fig. 2a4). The two
pairs of strands are exchanged concomitantly to restore strand
continuity (Fig. 2a5).

S-transposons fall into two distinct classes. Some are con-
jugative transposons (CTns) found in Clostridia species and use
“large S enzymes” for excision and insertion. These TEs also
carry genes and DNA sites involved in their conjugative transfer
from one bacterial cell to another. Of these, Tn5397 and Tn5398
are large self-transferable CTns, whereas Tn4451 and Tn4453
are shorter but can be mobilized by other elements. These ISs
encode atypical S enzymes with a reverse order of DNA binding
and catalytic domains compared with S-recombinase cousins.
The second class includes IS607 of Helicobacter pylori (33)
for which no published biochemical information exists.

Y-recombinases

Recombination is catalyzed by a recombinase tetramer bound
at the two partner core sequences that are brought together in
an antiparallel configuration. Only two opposing monomers at

a time are in a configuration competent for cleavage (Fig. 2b1).
The first pair of strands is cleaved in a concerted manner
at one edge of the central region by a nucleophilic attack
of the hydroxyl group of the conserved tyrosine (Fig. 2b1
and 2b2). It generates a 3′ phosphotyrosyl bond with the cleaved
strand that lliberats a corresponding 5′-OH (Fig. 2b2). The
polarity of attack and cleavage is opposite to that found with
S-recombinases. The 5′OH then attacks the phosphotyrosyl
bond created during cleavage in the partner core sequence to
produce a four-way “Holliday” junction intermediate (Fig. 2b3).
The first cleavage and/or strand exchange allows the reaction to
proceed to the second pair of strand exchanges that occurs at
the other end of the central region of the core site (Fig. 2b4) to
generate the final product (Fig. 2b5). Exchange of the second
pair of strands is separated temporally and spatially from the
first. This exchange, together with the inverted polarity of
cleavage, represents the major differences to S-recombinase
driven catalysis.

Y transposons are heterogeneous. They share the capacity
to be transferred by a conjugative mechanism from cell to
cell and are referred to as conjugative transposons (CTns) (2).
Often, they carry antibiotic resistance determinants (usually the
tetM gene) and are important vectors for disseminating this
antibiotic resistance. Some are self transferable (e.g., Tn916
from Streptococci and Tn1525 from Enterococci ), whereas
others are mobilizable by functions provided in trans by other
elements such as conjugative plasmids or other CTns (e.g., the
NBUs elements from Bacteroides sp.). They can have a very
broad host range and seem to contribute significantly to gene
transfer in complex bacterial populations.

Y2-transposases

These enzymes are members of a family of nucleases (34)
known as the HUH superfamily because they include a con-
served histidine-hydrophobic-histidine motif that provides two
of three ligands to an essential divalent metal ion cofactor. Gen-
erally, these enzymes are monomeric. Members include proteins
that initiate conjugative plasmid transfer from cell to cell or cat-
alyze rolling circle replication (RCR) in certain bacteriophages
and plasmids. Prokaryotic members include the IS91 family
and the newly identified ISCR group (35), whereas eukaryotic
members include the helitrons (22).

The similarity between RCR and rolling circle transposition
(RCT) is underlined by the fact that the “left end” of IS91
resembles a rolling circle replication origin—a structured region
that is recognized and undergoes single strand-specific cleavage
to initiate replication. The enzymes carry five conserved blocks
of amino acids, one of which includes a pair of tyrosine
residues involved in catalysis. The best-characterized reactions
that use Y2 enzymes are those involved in phage replication
(e.g., φX174) They use two active site tyrosines and cleave the
DNA by releasing the 3′ OH after 5′ phosphotyrosine formation.
One difference between RCR and RCT is that, in the case of
RCT, strand transfer from donor to target molecule must occur.
Several possible ways exist in which this could be integrated
into this type of process but the exact mechanism has yet to be
determined at the biochemical level.
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The RCT mechanism confers several interesting features on
IS91 -family members. These elements do not carry terminal
inverted repeats nor do they generate target site duplications
as do the DDE transposons. IS91 itself inserts with a spe-
cific orientation at the 3′ end of a conserved tetranucleotide
sequence (5′CTTG3′ or 5′GTTC3′), which is probably involved
in transposition initiation and termination and also required for
additional efficient transposition. Deletion of the downstream
(“right”) end results in “one-ended” transposition in which dif-
ferent lengths of vector DNA neighboring the deletion accom-
pany the element to its new target site. These terminate with a
5′CTTG3′ or 5′GTTC3′ tetranucleotide located in the vector (2).

Y1-transposases

These enzymes were identified and characterized more recently
(6). They are also part of the HUH superfamily of nucleases but
currently characterized members have only one catalytic tyro-
sine and form obligatory dimers (7, 8, 36). These transposases
are less than half the size of many other transposases.

The best-characterized example is that of the Helicobacter
pylori element, IS608 , although this IS group is extremely
widespread and has representatives in both the bacteria and the
archaea (37). IS608 does not possess terminal IRs. The left
(LE) and right ends (RE) include palindromic repeats, which
form DNA hairpins located at some distance from the cleavage
sites. The cleavage site at the left end is 19b upstream from the
foot of the LE hairpin and at the right end it is 9b downstream
from the RE hairpin (Fig. 2c1). IS608 insertion occurs 3′ to
a tetranucleotide TTAC conserved in the flanking DNA, which
abuts LE (38) directly (Fig. 2c1). Moreover, it is also required
for subsequent transposition (7). IS608 transposition is strand
specific. It occurs by precise excision of the “top” transposon
strand to generate a circular intermediate with abutted copies of
RE and LE (the transposon joint or RE–LE junction; Fig. 2c3
and reclosure of the flanking DNA, which preserves the target
TTAC (7).

TnpA behaves as a dimer in solution and a crystal structure
indicated that the molecule forms an elongated and flat dimer
(8). The crystal structure of the complex formed by TnpA and
a 22 nt long, single-stranded oligonucleotide that represents the
RE palindrome showed a DNA hairpin (an imperfect palin-
drome) bound to each of the two recognition sites in the TnpA
dimer (8).

TnpA binds single strand (ss) DNA that carries either “top
strand” LE or RE (see Fig. 2c2) much more strongly than double
strand (ds) DNA ends. It did not bind the ss “bottom strand.”
TnpA catalyzes efficient strand- and sequence-specific cleav-
age of a single “top” strand oligonucleotides, which includes
LE or RE. IS608 transposition necessitates formation of an
enzyme-substrate intermediate in which TnpA is attached cova-
lently at a DNA end via a 5′ phosphotyrosine bond. Because of
the conserved polarity of cleavages required at the ends, TnpA
is joined to the 5′ end of the transposon at LE but to the 5′ end
of the flanking donor DNA at RE (Fig. 2c2) (8). Nucleophilic
attack of the LE phosphotyrosine bond by the free RE 3′OH re-
sults in reclosure of the ss transposon to form a circle (Fig. 2c3),
whereas attack of the RE flank phosphotyrosine bond by the LE

flank 3′OH reseals the donor backbone (Fig. 2c4). The transpo-
son circle that carries an RE–LE junction can undergo insertion
into a suitable TTAC target. The resulting donor molecule inter-
mediate (Fig. 2c4) could be resolved by replication to generate
a copy of the original donor plasmid molecule (Fig. 2c6) and a
copy from the deleted transposon (Fig. 2c5).

Conclusions

Transposition is a general term that covers a variety of different
TEs and includes several diverse chemistries. It should be
underlined that although several partial structures of DDE
enzymes have been determined, the structure of only a single
complete DDE transposase has been obtained complexed with
appropriate ends. For other types of transposase, two structures
of Y1 transposases are available (8, 36), one of which includes
its DNA substrate (25). Additional structural information will be
critical to understand how these fascinating enzymes function.
The information presented above is derived largely from in
vitro experiments, although a a body of in vivo information
also exists. One major challenge in the field of transposition at
present is to determine how these elements interact with and
are regulated by their respective hosts.
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In nature, RNA transmits genetic information, and it catalyzes reactions that
are universal in biology. The reactions of phosphorus and carbon esters that
are catalyzed by natural ribozymes occur with specific geometries and are
susceptible to both acid and base catalysis as well as catalysis that involves
metal ions. High-resolution structures of a few ribozymes implicate the
involvement of individual nucleotides in performing these catalytic
strategies. Detailed biochemical tests of the mechanisms of these ribozymes
provide evidence for the involvement of nucleobase functional groups in
acid/base catalysis, yet debate continues concerning their precise roles in
proton transfer. Complementary structural and biochemical support has
been gained for the involvement of specific RNA functional groups in
positioning metal ions for catalysis. Still, only a few systems have been
probed in sufficient depth to infer mechanistic detail and to achieve a
complete chemical description of how ribozyme active sites enact specific
catalytic strategies remains a key goal.

RNA Catalysis Is Ubiquitous
in Biology

RNA holds a unique position in living systems because it can
both convey genetic information as well as act as an enzyme
to accomplish catalysis (1–3). RNAs that promote catalysis are
called ribozymes, and the examples discovered thus far in nature
catalyze addition/displacement reactions that involve phospho-
diesters and carbon esters with rate enhancements approaching
their protein counterparts. Despite the current understanding of
its central role in biology, catalysis by RNA was initially con-
sidered initially heretical (4). Now appreciated as a fundamental
aspect of terrestrial biology, the existence of ribozymes was a
milestone recognized by the Nobel Prize in Chemistry to Cech
and Altman in 1986 (5, 6). The discovery of RNA catalysis
was important not only because it broadened our understanding
of biologic catalysis, but also because it suggests a central role
for RNA in the development of self-replicating systems that are
believed to underlie the evolution of cells and ultimately all of
biology (7).

The known ribozymes in biology may be divided into three
different classes defined by differences in structural complex-
ity as well as by the chemical reactions they catalyze (Fig. 1).
Small ribozymes cleave an RNA phosphodiester backbone by
catalyzing the intramolecular attack of a ribose 2′-OH on the

adjacent 3′,5′ phosphodiester, which generates characteristic 5′

hydroxyl and 2′,3′ cyclic phosphate products. In biology, small
ribozymes are involved in replication of RNA viruses and are
found in the 3′ untranslated regions of genes where they are in-
volved in gene regulation (8–11). Large ribozymes also catalyze
addition/displacement reactions of phosphodiesters, but activate
oxygen nucleophiles that include 2′ and 3′ ribose hydroxyls, or
water for intermolecular nucleophilic attack displacing the 3′ O.
A new 3′,5′ or 2′,5′ phosphodiester is generated or, if the nucle-
ophile is in water (or rather its lyate ion hydroxide), the RNA
chain is cleaved producing 5′ monophospate and 2′, 3′ cis-diol
termini. Large ribozymes include two classes of self-splicing
introns (termed Group I and Group II), which catalyze two suc-
cessive, site-specific transesterification reactions, and P RNA,
the catalytic subunit of the tRNA processing endonuclease, ri-
bonuclease P (12–14). The peptidyl transferase active site of
ribosomal RNA, which is responsible for the synthesis of all
proteins in the cell, comprises a third class (15). The RNA
active site within the large ribosomal subunit RNA catalyzes
attack of a primary amine on the carbon ester linkage between
amino acid and 3′-OH of tRNA, which results in formation of
a peptide bond and free 3′-OH.

By analogy with protein enzymes and precepts of transi-
tion state theory, ribozyme catalysis should involve an array
of interactions between RNA functional groups and the react-
ing groups of the substrate that lower the free energy of the
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Figure 1 General chemical mechanism of addition/displacement reactions at RNA phosphodiesters and amino acid esters catalyzed by ribozymes in
biology. (a) Intramolecular hydrolysis of RNA via attack of an adjacent 2′-OH catalyzed by small ribozymes. The action of acid and base in leaving group
protonation and nucleophile deprotonation are indicated in gray. Catalytic interactions with the nonbridging oxygens that result in protonation of a
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transition state relative to the ground state. As with any enzyme

class, the specific mechanisms that ribozymes use to achieve

catalysis are dependent necessarily on the intrinsic chemistry

of phosphoryl and carbonyl transfer reactions in solution for

which a well-developed understanding exists. This framework

establishes that these reactions occur with specific geometries,

and thus positioning of reactants provides rate enhancement.

In addition, phosphoryl and carbonyl transfer are acid- and

base-catalyzed, and interactions with metal ions and their com-

plexes also provides rate enhancement. Substantial structural

and biochemical evidence exists for use of substrate position-

ing, acid/base catalysis, and metal ion catalysis by ribozyme

active sites. Here, we will describe the chemistry of the re-

actions catalyzed by ribozymes found in biology and review

the current evidence for the existence of substrate positioning,

metal ion catalysis, and acid/base catalysis for representative

RNA catalysts.

Reactions Catalyzed by Natural
Ribozymes

Reactions of phosphodiesters

RNA phosphodiester bonds are cleaved under both basic and
acidic conditions in reactions that involve intramolecular dis-
placement of the 5′-O by attack of the adjacent the 2′-O, giving
2′,3′-cyclic phosphates (Fig. 1). Under acidic conditions, the
2′,3′-cyclic phosphates can isomerize to form 2′,5′-cyclic phos-
phates (See Reference 16 and references therein). Attack of nu-
cleophiles on a tetrahedral phosphate ester gives a pentacoordi-
nated species, the structure of which is a trigonal bipyramid that
has two apical and three equatorial ligands. Nucleophiles may
enter and leave the intermediate/transition state only through
apical positions, but the pentacoordinated phosphorane may be
sufficiently stable to allow ligand reorganization by a pseudoro-
tation. In acid-catalyzed hydrolysis, a phosphorane intermediate
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forms, which is sufficiently stable to pseudorotate while the
base-catalyzed reaction is thought to be concerted.

Rates of phosphodiester addition/displacement reactions in
solution are sensitive to both nucleophile and leaving group
pKa. Bronsted analyses support a concerted mechanism for the
base-catalyzed reaction in which significant charge on both po-
sitions exists in the transition state. For attack of an adjacent
ribose hydroxyl, a change in the degree of sensitivity occurs
with leaving groups with pK > 12, which supports a change in
the mechanism that involves formation of a phosphorane inter-
mediate as the leaving group becomes less reactive (17). Kinetic
18O isotope effects on the nonbridging and leaving group oxy-
gen atoms, as well as solvent deuterium isotope effects, have
been measured for the hydrolysis of phosphate diesters with
nitrophenol and nitrobenzyl leaving groups (18, 19). The obser-
vation of measurable nucleophile and leaving group KIEs for
base-catalyzed nitrophenol ester hydrolysis demonstrate a con-
certed mechanism and indicate equilibrium deprotonation of the
nucleophile prior to nucleophilic attack. For the acid-catalyzed
reaction of less reactive nitrobenzyl esters, leaving group KIE
analysis are consistent with a pre-equilibrium proton transfer
to the ester oxygen atom, followed by rate-limiting P–O bond
fission (20). Thus, enzyme active site interactions will facilitate
proton transfer to and from the leaving group and nucleophile
and will influence their reactivity provide powerful catalytic
strategies.

In addition to acids and bases, metal ions and their complexes
also catalyze phosphoryl transfer reactions in solution, which
provides a model for possible mechanisms in enzyme catalysis
(e.g., References 21–24). Metal ion coordination lowers the pKa
of the interacting alcohol, which reduces its nucleophilicity
but increases correspondingly the concentration of the lyate
ion at neutral pH. Because both phosphodiester reactions are
sensitive to the pKa of the nucleophile and leaving group,
metal coordination at these positions can accelerate the reaction.
Sensitivities of phosphoryl transfer reactions to ionic strength
indicate that significant electrostatic repulsion occurs between
anionic nucleophiles and the negatively charged phosphoryl
center. Thus, metal ion interactions that offset this repulsion or
interact more favorably with the negatively charged transition
state relative to the ground state can provide catalysis as well.
Additionally, as outlined above, these reactions occur with
specific inline geometries for the nucleophile and leaving group.
Because they can coordinate multiple electronegative ligands,
divalent metal ions can also promote catalysis by simultaneous
interactions with the nonbridging phosphate oxygens and the
nucleophile to offset the free energy costs of decrease in entropy
in the transition state. Such additional catalysis beyond effects
on pKa and ionic strength have been referred to as induced
intramolecularity (23).

Transpeptidation–aminolysis
of a carbon ester

The transpeptidation reaction catalyzed by the ribosome in-
volves nucleophilic attack of an amine on a carbon ester with
subsequent displacement of the alcohol (Fig. 1c). Isotope ex-
change from water into the substrate ester during aqueous ester

hydrolysis provided evidence for exchange between the car-
bonyl oxygen and water, which implicates the formation of a
tetrahedral intermediate (e.g., Reference 25). Aminolyses of es-
ters in solution can be general base- or general acid-catalyzed;
however, a break in the pH-rate profile at lower pH exists,
which suggests a change in the rate-limiting step. Extensive
analysis of pH and substituent effects show that with most es-
ters, nucleophilic attack to form the intermediate is rapid and
reversible, and the rate-determining step at high pH is proton
transfer within the intermediate or its breakdown. For very fast
reactions, evidence exists for a change to rate-determining for-
mation of the intermediate (e.g., References 26 and 27).

Nucleophilic attack on carbon esters also shows dependence
on both nucleophile and leaving group pKa, and structure reac-
tivity studies support a stepwise mechanism in which a tetrahe-
dral intermediate forms and is more stable for esters with poor
leaving groups like the 3′ ribose OH of aminoacyl-tRNA esters
used by the ribosome (28). The transition state for formation
of the intermediate is believed to be neutral with a zwitteri-
onic character. The transfer of a proton from nucleophile to
carbonyl oxygen or the leaving group oxygen is proposed to
be the rate-determining step. Isotope effects on the nucleophile,
esterified carbon, and ester oxygen provide strong support for
a stepwise mechanism for attack of oxygen and nitrogen nu-
cleophiles on nitrophenyl esters (29). Thus, like phosphodiester
reactions, specific reaction geometry is dictated and facilitation
of this geometry, as well as of proton transfer from the nucle-
ophile to carbonyl oxygen, or the leaving group oxygen can
provide catalysis.

The Potential for Catalysis
by Ribozymes

The potential for RNA to act as a catalyst is dictated by its struc-
ture as a linear polymer of the four common ribonucleotides.
Like DNA, RNA can form double stranded, antiparallel he-
lices via traditional Watson-Crick base pairing. However, the
backbone of nucleic acid is highly flexible and RNA can form
complex tertiary structures that often involve non–Watson-Crick
base pairing to create active site crevices for catalysis. The
phosphodiester backbone is charged negatively and interacts
electrostatically as well as by direct coordination with solu-
tion divalent cations. Ribose, purines, and pyrimidine bases
contain both H-bond donors and acceptors that help stabilize
higher-order structure and provide for substrate positioning, as
well as participate in active site interactions.

The potential for general acid/base catalysis is constrained
by the available functional groups that can participate in proton
transfer. The pKas of RNA nucleobases are 3.5 and 4.2 for A
and C, and 9.2 for G and U and the ribose 2′OH has a pKa
of ∼12 (Fig. 2a). As outlined below, metal ions can be bound
tightly by RNA and such hydrated Mg(2+) ions have pKa of
∼10. Thus, at neutral pH, A and C would be good acids, but at
a low concentration relative to the unprotonated form. Although
G and U could serve as bases, they exist predominantly in
their protonated forms. Conversely, A and C could act as bases
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Figure 2 Ionizable functional groups in RNA. The base and acid forms of
the nucleobase and ribose pKa values that are nearest to neutral are
shown. The pKa of a water that forms an inner sphere coordination
interaction with Mg(2+) is also shown.

because they are predominantly unprotonated, but their low pKa
provide less driving force for proton transfer at neutral pH.
Similarly, G and U have protons to donate, but have high pKa.
However, large pKa shifts to increase the concentration of the
active protonation state of amino acid functional groups often
are observed in protein enzymes (30), and no a priori reason
seems to exist why RNA would not be prone to similar pKa
perturbations. Indeed, nucleobases with altered pKa have been
observed in model RNAs (31), and coupling structure formation
has been highlighted as a means to provide the driving force for
pKa shifting in RNA (32, 33). Furthermore, the sensitivity to
pKa will depend on the Bronsted β value for that reaction, which
can lessen the impact of nonoptimal pKas on reaction rate (34).
Similarly, general acid/base catalysis will always occur when a
large change occurs in the pKa of the reacting group, and when

the pKa of the catalyst is intermediate between the initial and the
final pKa values of the substrate group (35). For example, the
pKa of the 2′-OH nucleophile undergoes a very large change in
pKa, from a value of 12 for the substrate 2′-OH to a value of 0
for protonation of the product ester. Thus, nucleobase functional
groups with pKas considered nonoptimal (pKa 3–4 or 9.2) are
between these values and can nonetheless provide significant
general acid/base catalysis.

Like protein enzymes, an understanding of the involvement
of ionized functional groups can be gained by analyzing the
effects of changes in pH on rate. Much of the detailed analysis
of RNA catalysis has involved analysis of mechanistic detail
from such dependencies. Typically, functional groups that are
active in their protonated state (acids) as well as in their unpro-
tonated states (bases) are invoked. However, the same pH-rate
profile can be observed for different mechanisms (Fig. 3). For
example, a reaction that is catalyzed by both acid and base dis-
plays a bell-shaped rate dependence on pH with two apparent
pKas for the acid and base. However, switching the pKas of
these species does not change the observed data. This kinetic
ambiguity (36) has a very large impact on mechanistic interpre-
tations of structure–function relationships in catalytic RNAs (34,
36). Indeed, the presence of multiple titratable groups and/or
the presence of specific acid/base catalysis adds even more am-
biguity with respect to identification of mechanisms that can
develop observed pH-rate behavior. Nonetheless, kinetic data
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Figure 3 Idealized pH dependence of a ribozyme reaction. Ideal
pH-species plots and pH-kobs profiles according to a kinetic model for
general acid/base catalysis. The solid lines depict a mechanism in which
the species with the lower pKa (pKa,1) acts as the general base (shown by
blue lines), and the species with the higher pKa (pKa,2) acts as the general
acid (shown by red lines). The black line indicates the observed pH
dependence of the reaction rate. The dotted lines simulate a mechanism in
which the catalytic roles of the species with pKa,1 and pKa,2 have been
switched. Adapted from References 34 and 35.
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provide a direct functional read-out and necessarily must be ac-
commodated by models of ribozyme mechanism. An ongoing
challenge, as described below, is in defining specific experi-
mental tests to assign catalytic roles to individual active site
interactions.

Metal ions can promote phosphoryl and carbonyl reactions in
solution in several ways and are a common feature of protein
enzyme active sites. Like acid/base catalysis, information on the
importance of metal ions to catalysis often has been gained by
analyzing the dependence of activity on metal ion concentration
and identity. However, the dependence of RNA catalysts on
Mg(2+) concentrations can be complex. Importantly, metal
ions make large contributions to RNA folding and promote
activity because of stabilization of the active RNA conformation
(37, 38). Thus, the observed concentration dependence of the
ribozyme reaction may (or may not) represent a direct role
in catalysis (Fig. 4). For example, metal ions may bind to
the folded RNA conformation at the active site with high
affinity. At concentrations of ions that are saturated for folding,
the observed metal ion dependence will reflect ion binding
to the active site. In contrast, if ion binding at a site or
sites that stabilizes folding occurs at a lower affinity, then the
observed dependence of the reaction on metal ion concentration
will represent necessarily the binding to the structural, but
nonetheless activating, site.

Additionally, RNA–metal ion interactions take two thermo-
dynamically important forms: 1) diffuse binding in which the
ions interact electrostatically with the negatively charged phos-
phodiester backbone and 2) site-specific binding in which metal
hydrate makes inner sphere or direct H-bond contact with an
RNA functional group (39). Although diffuse ion interactions
make weak contact, they are numerous and overall have a high
thermodynamic contribution to folding and to apparent catalytic

products

products

Figure 4 Direct and indirect models of metal ion activation of ribozyme
catalysis. Model of classes of metal sites that influence ribozyme activity.
The scheme on top depicts the binding of a metal ion important for
ribozyme folding that binds distant from the active site but promotes a
structural transition that permits catalysis or the binding of catalytic metal
ions. Such binding interactions may result directly in overall folding or may
merely foster small structural changes near the active site that are critical to
ribozyme chemistry. The scheme below depicts the direct activation of
ribozyme activity by binding of metal ions that interact with the reactive
phosphate and are involved in metal ion catalysis. Adapted from
Reference 38.

activity. Also, site-bound interactions are fundamentally impor-
tant, but may only occur at certain steps in the ribozyme mech-
anism, or be linked indirectly to catalysis by stabilization of
structure. The difficulty in characterizing these interactions bio-
chemically is described picturesquely as equivalent to searching
for them amid the “sea” of other RNA–metal ion interactions.
Accordingly, titration experiments are difficult to interpret in
terms of specific metal ion binding sites, and development of
structural and biochemical probes for functional metal ion in-
teractions has been a considerable focus of ribozyme research.

Evidence for Acid/Base Catalysis
in the Hepatitis Delta Virus
Ribozyme Active Site

Evidence for involvement of a cytosine
nucleobase in proton transfer

The hepatitis delta virus (HDV) ribozyme is a member of the
class of small ribozymes and functions as a self-cleaving RNA
sequence critical to the replication of the virus’ RNA genome
(1, 8, 40). HDV ribozymes are proposed to employ several
catalytic strategies that include an important example of general
acid/base catalysis that involves a specific cytosine residue in
the active site. Indeed, a milestone in our understanding of
RNA catalysis was the observation that HDV and other small
ribozymes could function in the absence of divalent metal
ion cofactors, provided that high (molar) concentrations of
monovalent ions are present (41, 42). These high monovalent
ion concentrations are believed to stabilize the active RNA
conformation, which implies that the primary role of divalent
metal ions is in structural stabilization (42).

An additional insight into HDV ribozyme active site inter-
actions came from the determination of the structure of the
ribozyme including the 3′ cleavage product. The 5′-OH termi-
nus of this product is located in a cleft formed by the intersection
of conserved helical elements. Within this crevice, the 5′-OH is
in sufficient proximity to form a hydrogen bond with the N3
of C75 (C76 in the antigenomic version of the ribozyme). If
C75 becomes protonated, it could act as a general acid to affect
leaving group stabilization (43) (Fig. 5). Participation of titrat-
able groups in the HDV reaction is indicated by a bell-shaped
pH-rate profile that reveals two groups with apparent pKa val-
ues. ∼6.5 and 9 (44). However, in the absence of divalent metal
ions, the pH dependence reversed, with the rate of cleavage in-
creasing with lowering of pH (42, 45, 46), which indicates that
a metal ion hydrate could perform as a general base. Although
deletion of C75/C76, or mutation to G or U, reduces cleavage
activity dramatically (45, 47) a C76A mutation retains signif-
icant activity but displays an altered apparent pKa for the pH
dependence of the self-cleavage reaction (44, 45). Functional
group modification experiments with C analogs with altered
N3 pKas demonstrated the importance of C75 ionization in the
HDV cis-cleavage reaction. Inhibition of ribozyme function also
occurs at C75 with a C analog that lacks the N4 amino group,
which implicates the exocyclic amine in critical interactions
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Figure 5 Proposed acid/base catalytic interactions in the HDV ribozyme active site. The cleavage site for the HDV ribozyme is shown with the nucleotide
5′ to the site of bond cleavage shown in red and the nucleotide 3′ to that site shown in blue. Two proposed mechanisms for the function of the C76
cytisine nucleobase and a hydrated active site metal ion are shown in which C76 acts as either an acid (left) or base (right) as described in the text.

in the active site (48). These data develop a model of gen-
eral acid/base catalysis, with C75 potentially acting as the acid
as indicated by the ribozyme–product structure and a hydrated
divalent metal ion as the general base.

Remarkably, addition of exogenous cytosine or certain nu-
cleobase and imidazole analogs can rescue partially the ac-
tivity of the nearly inactive C76U mutant ribozyme (44, 49).
Structure-function studies of the rescuing analogs provided ad-
ditional insight into mechanism. The pH-rate profiles for the
rescued reactions were bell shaped with one pKa attributed
to ionization of the exogenous base. When a second poten-
tial ionizable nucleobase (C41) was removed, one leg of the
bell-shaped curve was eliminated (50). The purported ionizable
base, C41, is distant from the active site but may enhance cleav-
age rates through structural stabilization. The rescue of cleavage
activity in the C75 deletion mutant, and by analogy the native
ribozyme, can be explained by a model in which three ionizable
groups exist (8, 34). These include: 1) the 2′OH group nucle-
ophile (or a general-base catalyst with a relatively high pKa
that acts at the 2′OH group, 2) a C75 or an analogous rescuing
buffer that acts as a proton donor, and 3) a nucleobase (C41)
associated with structure formation.

Thus, the role of C75 seems to act as a general acid in its
protonated form. The most likely candidate based on the prod-
uct complex and on the chemistry of phosphodiesters would
be protonation of the 5′-OH leaving group. Recently, Das and
Piccirilli (51) provided strong evidence for this model using a
chemically modified “activated” RNA substrate in which the
5′O leaving group is replaced by sulfur, which has a lower pKa

and thus is a better leaving group. The activated 5′S substrate
specifically suppressed the effects of C75 mutation and modi-
fications that alter its pKa, consistent with it providing general
acid catalysis, which mediates proton transfer to the leaving
group through a protonated N3-imino nitrogen. However, this
model for C75 function is distinct from that derived from crys-
tallographic studies of precursor forms of the genomic ribozyme
in which catalysis is blocked by the C75U mutation, chelation of
divalent metal ions, or 2′-deoxy substitution of the 2′-OH nucle-
ophile (52). Importantly, these structures reveal electron density
for a divalent cation coordinated to the 5′-O, whereas the posi-
tion of the N3 of U75 is equidistant from the 2′O and the 5′O.
Comparison of the precursor and product structures reveals dif-
ferences in the active site structure after cleavage. Interpretation
of these differences in terms of the catalytic mechanism suggests
that a conformational change occurs and results in dissociation
of the catalytic metal ion. Thus, although strong evidence exists
that the C75 nucleobase functions in acid/base catalysis, likely
in its protonated form, the specific transition state interaction is
still of considerable interest as is the interplay of catalysis and
metal ion binding.

Other small ribozymes
The HDV ribozyme, however, is only one example of the class
of small ribozymes that catalyze self-cleavage, which includes
the hammerhead, hairpin, VS, and glmS riboswitch ribozymes
(1, 2). Like the mechanistic detail described above, crystal struc-
tures have been solved for several modified versions of these
ribozymes, and the structures thus derived provide candidate
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nucleobases that could act as acid/base catalysis. Biochemical
tests of these interactions in the transition state have been made
in several cases to support the involvement of nucleobases in
proton transfer. Nonetheless, the same limitations with respect
to kinetic ambiguity limit the detail with which specific active
site mechanisms can be articulated. Riboswitches are a newly
described class of self-cleaving RNA in which the catalytic ac-
tivity is linked directly to regulation of gene expression (53,
54). The glmS ribozyme is a self-cleaving RNA that occurs
in the 5′ untranslated region of the mRNA of the gene that
encodes glucosamine-6phosphate (GlcN6P) synthase in some
Gram-positive bacteria and also acts to regulate gene expression
in an analogous fashion. Self-cleavage represses gene expres-
sion when this ribozyme is activated by binding of GlcN6P (55).
Recent structural and biochemical studies result in a model for
this RNA in which it binds its activator such that the amine
group of GlcN6P is in position to interact with the reactive
phosphate potentially to provide nucleophilc activation. Such
coenzyme usage raises the potential for an expanded catalytic
repertoire for biologic ribozymes. Yet, obtaining a complete de-
scription of the transition state interactions for the glmS and
other small ribozymes continues to present structural biologists,
theoreticians, and experimentalists with significant challenges.

Analysis of Divalent Metal Ion
Interactions in the Group I
Self-Splicing Intron Active Site

Structural and biochemical evidence
for catalytic metal ion interactions
Group I (GI) introns are large ribozymes that function as
self-splicing intron sequences that catalyze two successive phos-
photransesterification reactions using a single conserved active

site (4, 12). In the first reaction, the 3′-O of a G cofactor attacks
the phosphodiester bond at the 5′ splicing site; the 3′-OH of the
last exon nucleotide is the leaving group. In the second reac-
tion, the 3′-O product from the first reaction attacks the 3′ splice
site that generates the spliced exons; the 3′-O of the last intron
nucleotide (termed ωG) is the leaving group. Note that the 3′-O
leaving group in the first step is the nucleophile for the second
step, and the interactions with the leaving group in the second
step will replicate interactions involved in nucleophilic activa-
tion in the first step (Fig. 6) (56). Recent crystal structures of a
ribozyme intermediate formed after the first splicing step show
that the substrate is in a highly constrained conformation with
complete reversal of strand direction at the 3′ splice site (57,
58). A network of hydrogen bonding interactions positions the
3′-OH of the 5′ exon proximal to the scissile phosphate, and the
geometry is that expected for inline nucleophilic attack. With
respect to active site interactions with the nucleophile/leaving
group oxygens, most attention has focused on divalent metal ion
interactions, and now strong evidence exists that nucleophilic
activation at both 3′-O nucleophiles involves direct coordination
to active site Mg(2+) ions.

The GI ribozyme reaction depends on the presence of diva-
lent metal ions; but as indicated above, the binding of these ions
plays multiple roles that include folding and enhancing substrate
binding affinities (59). The rate of the chemical step is Mg(2+)
dependent, but these data do not distinguish between direct or
indirect roles, or a combination of both. As indicated above, dis-
tinguishing active site metal ions from what has been referred
to as the “sea” of other functionally important metal ion inter-
actions presents a considerable challenge. For the GI ribozyme
and other catalytic RNAs, site-specific evidence for active site
metal interactions comes primarily from analyses of thiophilic
metal ion rescue of phosphorothioate and other substrate mod-
ifications (e.g., References 60 and 61). These analyses rely on
the fact that substitution of a substrate phosphate by a phos-
phorothioate weakens the affinity of coordinated Mg(2+) ions

Figure 6 Proposed divalent metal ion coordination interactions involved in metal ion catalysis by the GI intron ribozyme active site. The coordination
interactions determined by substrate PS and 2′ amino modification and quantitative metal rescue are depicted on the left. The individual interacting
functional groups are shown in red. The observed metal ions (green spheres) in the crystal structure of the GI ribozyme active site is shown on the right
and the metal ligands identified by functional studies are shown as red spheres. Adapted from Reference 56.
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substantially such that catalysis is inhibited by several orders
of magnitude. Because softer metal ions such as Mn(2+) and
Cd(2+) coordinate more readily to sulfur, if inclusion of these
ions in the reaction rescues activity, then a direct coordination
interaction at the substituted position is likely. By comparing
quantitative analyses of the concentration dependence of the
metal ion rescue for different substrate modifications, a net-
work of different metal ion coordination reactions has been
revealed. The model that developed from a series of elegant
biochemical studies of this kind combined with a wealth of ad-
ditional structure-function and kinetic data can be summarized
as follows: Metal ions coordinate to both the 3′-oxygen leav-
ing group and to the 3′-oxygen on the G nucleophile in the
first step (MA and MB, respectively), and a third metal ion in-
teracts with the 2′-hydroxyl of the G nucleophile (MC). Two
metal ions (MA and MC) also contact the pro-SP oxygen of
the scissile phosphate. Extension of this analysis to encompass
phosphate oxygens within the intron itself provide evidence that
these metal ions are positioned by coordination interactions with
nonbridging oxygens that constitute, in part, the active site of
the ribozyme (12, 61, 62).

Recently, high-resolution structures of the ribozyme, which
includes one that contains the 2′-OH of the substrate G, a key
metal ion ligand, have been reported that provide the most con-
sistent model to date of active site interactions that include metal
ion coordination to the functional groups identified biochemi-
cally. In the most complete structure, two metals coordinate to
nonbridging oxygens in the intron and substrate that include
all biochemically identified interactions (56, 63). One Mg(2+)
ion makes inner sphere contacts with both the 2′-O and the
3′-O nucleophile/leaving group of the G cofactor. One obvious
difference in this model is that one metal ion makes the con-
tacts attributed to metal ions MB and MC in the model derived
biochemically. Although differences in the electrostatic environ-
ments of the active site because of different functional group
modifications may complicate interpretation of the biochem-
ical analyses, the remarkably high degree of correspondence
between the structural and functional analyses provide the most
detailed account to date for ribozyme active site metal ion in-
teractions.

Other large ribozymes
The presence of active site metal ion interactions seems to be
a general feature of the class of large ribozymes that catalyze
phosphoryl transfer. Both Group II intron and RNase P RNA
ribozymes that catalyze transesterification and phosphodiester
bond hydrolysis, respectively, are thought to use metal ion
catalysis as well. Although ample evidence exists for higher
order structure that provides specificity via positioning the
reactive phosphate, high-resolution structure of other examples
of this class are limiting currently. Information that concerns
active site interactions comes largely from kinetic analysis
of substrate modifications including the kinds of PS rescue
experiments described above. Both GII and P RNA are modeled
to have two metal ions coordinated to the pro-Rp oxygen of the
reactive phosphate and to the nucleophile and leaving group
oxygens. However, the number and the position of coordinated
metals and their ribozyme contacts are yet to be described fully.

Under reaction conditions that favor the chemical step, both
ribozymes react with rates consistent with general base catalysis
but whether these ribozymes, like their smaller counterparts,
employ functional groups in proton transfer remains unknown.

Substrate Positioning and
Substrate Assisted Catalysis in the
Peptidyl Transferase Center of the
Ribosome

A landmark achievement in our understanding of biology has
been the elucidation of the structure of ribosomes and their
complexes with substrates, cofactors, and inhibitors (15). In ad-
dition to providing a wealth of functional insights, the structures
showed that the peptidyl transferase active site involves RNA
functional groups exclusively (64). Comparisons with model re-
actions indicate that the ribosome active site provides ∼107-fold
catalysis that is promoted significantly by positioning the reac-
tive groups for catalysis. However, mechanistic studies have
been providing evidence both for and against the involvement
of active site functional groups in additional catalytic interac-
tions (65, 66). Indeed, the extent to which the ribozyme employs
catalytic interactions with the amine nucleophile and the oxyan-
ion of the tetrahydral intermediate has framed several important
studies that concern ribozyme mechanism (67).

Structures of the large subunit with low-molecular weight
substrates and products bound are highly suggestive regarding
peptidyl transferase active site interactions (64, 67–69). Three
groups exist in the neighborhood of the reactive amino group
that could conceivably interact to assist in positioning and de-
protonation of the nucleophile. These include the 2′-OH of A76
at the 3′ end of the P-site bound peptidyl tRNA itself, the N3,
and the 2′-OH of A2451 (Escherichia coli ) of the large sub-
unit rRNA. Replacement of the 2′-OH group of A76 in the
P site-bound tRNA with 2′-H or 2′-F resulted in a dramatic
decrease in the rate of peptide bond formation but did not af-
fect ground state substrate binding (70, 71). Combined with
the structural perspective, a role in nucleophilic activation is
proposed; however, the precise role of this substrate residue
in assisting catalysis is not resolved entirely. Site-specific in-
corporation of nucleoside analogs into 23 S rRNA of thermus
aquaticus 50 S subunits (72) provided evidence that the ribose
2′-OH of A2451 is also important for catalytic function. Also,
mutation of A2451 reduces the rate of the chemical step of
peptide-bond formation by ∼100-fold (73, 74).

Using puromycin as an A-site substrate, the rate of the
peptidyl transferase reaction is strongly pH-dependent, and
pH-rate profiles suggest two ionizing groups with apparent pKa
values of 7.5 and 6.9 (75). The second pKa of 6.9 has been
attributed to the amine nucleophile of the puromycin substrate.
In the single-protonated state in which the ribosomal group with
pKa 7.5 is protonated whereas that with pKa 6.9 is deprotonated,
the reaction is 105-fold faster compared with the uncatalyzed
reaction. Protonation of a ribosomal group with pKa 7.5 thus
seems to contribute a factor of ∼100 to the observed rate that is
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Figure 7 General chemical scheme for peptidyl transfer by the ribosome.
The scheme shows nucleophilic attack by the amine group of the amino
acid (with side chain R2) esterified to the tRNA in the ribosomal A site
(right) on the ester linkage of the aminoacyl tRNA (with amino acid chain
R1). The 2′OH of the peptidyl tRNA participates in the reaction and seems
to transfer a proton to the 3′O leaving group, either directly or potentially
via a solvent bridge. Adapted from Reference 76.

likely to be caused by additional catalytic interactions. Kinetic
analysis of a A2451U mutant showed that the pH dependence
caused by the ribosomal ionizing group was eliminated, which
is consistent with a direct role of A2451 in catalysis (75).
Thus, the peptidyl transferase active site clearly makes contacts
that position the aminoacyl and peptidyl tRNA termini in the
appropriate geometry for nucleophilic attack. In addition to
substrate-assisted catalysis by the adjacent tRNA 2′OH, the
ribosome active site also provides a network of noncovalent
interactions that assists in providing additional rate enhancement
(Fig. 7) (76).

Conclusions
All enzymes are constrained necessarily by the intrinsic chem-
istry of the reactions that they catalyze and the availability

of functional groups for interfacing with this chemistry. As
transesterification of phosphodiesters and carbon esters involves
proton transfer, acid/base catalysis is a fundamental strategy for
which strong support now exists for ribozymes. Yet, a continu-
ing challenge is “following the protons” to and from active site
functional groups and the substrate. Similarly, it is accepted
widely that metal ions are involved directly in phosphotransfer
reactions catalyzed by large ribozymes, but the site and number
of active site metal ion interactions and their precise contribu-
tion to rate enhancement is still the subject of intense interest.
Confronting these challenges and developing new technical and
intellectual tools for understanding RNA catalysis represents
a significant focus of the current investigations of ribozyme
chemistry.

Acknowledgments

We thank Drs. Eric Christian, Michael Been, and Scott Silver-
man for helpful discussions regarding to the concepts discussed
in this article. We are grateful particularly to Drs. Scott Strobel,
Donald Burke, and Phil Bevilacqua for review and insightful
comments on the manuscript. We are indebted to the commu-
nity of enzymologists who investigate RNA catalysis and whose
foundational work is alluded to, but not referenced explicitly,
because of limitations of space and scope of this article.

References
1. Fedor MJ, Williamson JR. The catalytic diversity of RNAs. Nat.

Rev. Mol. Cell. Biol. 2005;6:399–412.
2. Doudna JA, Lorsch JR. Ribozyme catalysis: not different, just

worse. Nat. Struct. Mol. Biol. 2005;12:395–402.
3. Lilley DM. Structure, folding and mechanisms of ribozymes. Curr.

Opin. Struct. Biol. 2005;15:313–323.
4. Cech TR. Biologic catalysis by RNA. Harvey Lect. 1986;82:123–

144.
5. Kruger K, Grabowski PJ, Zaug AJ, Sands J, Gottschling DE,

Cech TR. Self-splicing RNA: autoexcision and autocyclization of
the ribosomal RNA intervening sequence of Tetrahymena. Cell
1982;31:147–157.

6. Guerrier-Takada C, Gardiner K, Marsh T, Pace N, Altman S. The
RNA16 moiety of ribonuclease P is the catalytic subunit of the
enzyme. Cell 1983;35:849–857.

7. Orgel LE. Prebiotic chemistry and the origin of the RNA world.
Crit. Rev. Biochem. Mol. Biol. 2004;39:99–123.

8. Been MD. HDV ribozymes. Curr. Top. Microbiol. Immunol.
2006;307:47–65.

9. Collins RA. The Neurospora Varkud satellite ribozyme. Biochem
Soc Trans., 2002;30:1122–1126.

10. Blount KF, Uhlenbeck OC. The hammerhead ribozyme. Biochem.
Soc. Trans. 2002;30:1119–1122.

11. Wilson TJ, Nahas M, Ha T, Lilley DM. Folding and catalysis of
the hairpin ribozyme. Biochem. Soc. Trans. 2005;33:461–465.

12. Hougland J, Piccirilli J, Forconi M, Lee J, Herschlag D. How the
group intron works: a case study of RNA structure and function.
In: RNA World. 3rd edition. Gesteland RF, Cech TR, Atkins JF,
ed. 2005. Cold Spring Harbor Laboratory Press, New York. pp.
133–205.

13. Lambowitz AM, Zimmerly S. Mobile group II introns. Annu. Rev.
Genet. 2004;38:1–35.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 9



Catalytic Modes in Natural Ribozymes

14. Hsieh J, Andrews AJ, Fierke CA. Roles of protein subunits in
RNA-protein complexes: lessons from ribonuclease P. Biopoly-
mers 2004;73:79–89.

15. Moore PB, Steitz TA. The structural basis of large ribosomal
subunit function. Annu. Rev. Biochem. 2003;72:813–850.

16. Oivanen M, Kuusela S, Lonnberg H. Kinetics and mechanism for
the cleavage and isomerization of phosphodiester bonds of RNA
by Bronsted acids and bases. Chem. Rev. 1998;98:961–990.

17. Lonnberg H, Stromberg R, Williams A. Compelling evidence
for a stepwise mechanism of the alkaline cyclisation of uridine
3′-phosphate esters. Org. Biomol. Chem. 2004;2:2165–2167.

18. Hengge AC. Isotope effects in the study of phosphoryl and sulfuryl
transfer reactions. Acc. Chem. Res. 2002;35:105–112.

19. Cassano AG, Anderson VE, Harris ME. Understanding the transi-
tion states of phosphodiester bond cleavage: insights from heavy
atom isotope effects. Biopolymers 2004;73:110–129.

20. Grzyska PK, Czyryca PG, Purcell J, Hengge AC. Transition state
differences in hydrolysis reactions of alkyl versus aryl phosphate
monoester monoanions. J. Am. Chem. Soc. 2003;125:13106–
13111.

21. Hendry P, Sargeson AM. Metal ion promoted phosphate ester
hydrolysis. Intramolecular attack of coordinated hydroxide ion.
J. Am. Chem. Soc. 1989;111:2521–2527.

22. Cassano AG, Anderson VE, Harris ME. Analysis of solvent
nucleophile isotope effects: evidence for concerted mechanisms
and nucleophilic activation by metal coordination in nonenzymatic
and ribozyme-catalyzed phosphodiester hydrolysis. Biochemistry
2004;4:10547–10559.

23. Herschlag D, Jencks WP. Catalysis of the hydrolysis of phospho-
rylated pyridines by Mg(OH)+: a possible model for enzymatic
phosphoryl transfer. Biochemistry 1990;29:5172–5179.

24. Cowan JA. Metal-mediated hydrolysis of biological phosphate
esters. J. Biol. Inorg. Chem. 1997;2:168–176.

25. Bender ML. and H. H., Carbon oxygen exchange in general
base catalyzed ester hydrolysis. J Am Chem Soc, 1967. 89(5):
p. 1211–1218.

26. Cunningham BA, Schmir GL. Hydroxyl group participation in
amide hydrolysis. The influence of catalysts on the partitioning of
a tetrahedral intermediate. J. Am. Chem. Soc. 1967;89:917–922.

27. Blackburn GM, Jencks WP. The mechanism of the aminolysis of
methylformate. J. Am. Chem. Soc. 1968;90:2638–2645.

28. Jencks WP, Gilchrist M. Nonlinear structure-reactivity correla-
tions. The reactivity of nucleophilic reagents toward esters. J. Am.
Chem. Soc. 1968;90:2622–2637.

29. Marlier JF. Multiple isotope effects on the acyl group transfer
reactions of amides and esters. Acc. Chem. Res. 2001;34:283–290.

30. Harris TK, Turner GJ. Structural basis of perturbed pKa val-
ues of catalytic groups in enzyme active sites. IUBMB Life.
2002;53:85–98.

31. Ravindranathan S, Butcher SE, Feigon J. Adenine protonation in
domain B of the hairpin ribozyme. Biochemistry 2000;39:16026–
16032.

32. Moody EM, Lecomte JT, Bevilacqua PC. Linkage between proton
binding and folding in RNA: a thermodynamic framework and
its experimental application for investigating pKa shifting. RNA
2005;11:157–172.

33. Bevilacqua PC, Brown TS, Chadalavada D, Lecomte J, Moody
E, Nakano SI. Linkage between proton binding and folding in
RNA: implications for RNA catalysis. Biochem. Soc. Trans.
2005;33:466–470.

34. Bevilacqua PC. Mechanistic considerations for general acid-base
catalysis by RNA: revisiting the mechanism of the hairpin ri-
bozyme. Biochemistry 2003;42:2259–2265.

35. Jencks WP. Catalysis in Chemistry and Enzymology. 1987. Dover
Publications, New York.

36. Bevilacqua PC, Brown TS, Nakano S, Yajima R. Catalytic roles
for proton transfer and protonation in ribozymes. Biopolymers
2004;73:90–109.

37. Woodson SA. Metal ions and RNA folding: a highly charged topic
with a dynamic future. Curr. Opin. Chem. Biol. 2005;9:104–109.

38. DeRose VJ. Metal ion binding to catalytic RNA molecules. Curr.
Opin. Struct. Biol. 2003;13:317–324.

39. Draper DE, Grilley D, Soto AM. Ions and RNA folding. Annu.
Rev. Biophys. Biomol. Struct. 2005;34:221–243.

40. Shih IH, Been MD. Catalytic strategies of the hepatitis delta virus
ribozymes. Annu. Rev. Biochem. 2002;71:887–917.

41. Murray JB, Seyhan AA, Walter NG, Burke JM, Scott WG. The
hammerhead, hairpin and VS ribozymes are catalytically proficient
in monovalent cations alone. Chem. Biol. 1998;5:587–595.

42. Nakano S, Cerrone AL, Bevilacqua PC. Mechanistic characteriza-
tion of the HDV genomic ribozyme: classifying the catalytic and
structural metal ion sites within a multichannel reaction mecha-
nism. Biochemistry 2001;40:12022–12038.

43. Ferre-D’Amare, A.R., K. Zhou, and J.A. Doudna, Crystal structure
of a hepatitis delta virus ribozyme. Nature, 1998. 395(6702):
p. 567–74.

44. Perrotta AT, Shih I, Been MD. Imidazole rescue of a cytosine
mutation in a self-cleaving ribozyme. Science 1999;286:123–126.

45. Nakano S, Chadalavada DM, Bevilacqua PC. General acid-base
catalysis in the mechanism of a hepatitis delta virus ribozyme.
Science 2000;287:1493–1497.

46. Wadkins TS, Shih I, Perrotta AT, Been MD. A pH-sensitive
RNA tertiary interaction affects self-cleavage activity of the HDV
ribozymes in the absence of added divalent metal ion. J. Mol.
Biol. 2001;305:1045–1055.

47. Perrotta AT, Been MD. Core sequences and a cleavage site wob-
ble pair required for HDV antigenomic ribozyme self-cleavage.
Nucleic Acids Res. 1996;24:1314–1321.

48. Oyelere AK, Kardon JR, Strobel SA. pK(a) perturbation in ge-
nomic Hepatitis Delta Virus ribozyme catalysis evidenced by nu-
cleotide analogue interference mapping. Biochemistry 2002;41:
3667–3675.

49. Shih IH, Been MD. Involvement of a cytosine side chain in proton
transfer in the rate-determining step of ribozyme self-cleavage.
Proc. Natl. Acad. Sci. U.S.A. 2001;98:1489–1494.

50. Perrotta AT, Wadkins TS, Been MD. Chemical rescue, multiple
ionizable groups, and general acid-base catalysis in the HDV
genomic ribozyme. RNA 2006;12:1282–1291.

51. Das SR, Piccirilli JA. General acid catalysis by the hepatitis delta
virus ribozyme. Nat. Chem. Biol. 2005;1:45–52.

52. Ke A, Zhou K, Ding F, Cate JH, Doudna JA. A conformational
switch controls hepatitis delta virus ribozyme catalysis. Nature
2004;429:201–205.

53. Winkler WC. Riboswitches and the role of noncoding RNAs in
bacterial metabolic control. Curr. Opin. Chem. Biol. 2005;9:594–
602.

54. Tucker BJ, Breaker RR. Riboswitches as versatile gene control
elements. Curr. Opin. Struct. Biol. 2005;15:342–348.

55. Winkler WC, Nahvi A, Roth A, Collins JA, Breaker RR. Control
of gene expression by a natural metabolite-responsive ribozyme.
Nature 2004;428:281–286.

56. Stahley MR, Strobel SA. Structural evidence for a two-metal-ion
mechanism of group I intron splicing. Science 2005;309:1587–
1590.

10 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



Catalytic Modes in Natural Ribozymes

57. Stahley MR, Strobel SA. RNA splicing: group I intron crystal
structures reveal the basis of splice site selection and metal ion
catalysis. Curr. Opin. Struct. Biol. 2006;16:319–326.

58. Adams PL, Stahley MR, Gill ML, Kosek AB, Wang J, Strobel SA.
Crystal structure of a group I intron splicing intermediate. RNA
2004;10:1867–1887.

59. McConnell TS, Herschlag D, Cech TR. Effects of divalent metal
ions on individual steps of the Tetrahymena ribozyme reaction.
Biochemistry 1997;36:8293–8303.

60. Shan S, Yoshida A, Sun S, Piccirilli JA, Herschlag D. Three metal
ions at the active site of the Tetrahymena group I ribozyme. Proc.
Natl. Acad. Sci.U.S.A. 1999;96:12299–12304.

61. Hougland JL, Kravchuk AV, Herschlag D, Piccirilli JA. Functional
identification of catalytic metal ion binding sites within RNA.
PLoS Biol. 2005;3:e277.

62. Szewczak AA, Kosek AB, Piccirilli JA, Strobel SA, Identification
of an active site ligand for a group I ribozyme catalytic metal ion.
Biochemistry 2002;41:2516–2525.

63. Steitz TA, Steitz JA. A general two-metal-ion mechanism for
catalytic RNA. Proc. Natl. Acad. Sci. U.S.A. 1993;90:6498–6502.

64. Nissen P, Hansen J, Ban N, Moore PB, Steitz TA. The structural
basis of ribosome activity in peptide bond synthesis. Science
2000;289:920–930.

65. Sievers A, Beringer M, Rodnina MV, Wolfenden R. The ribosome
as an entropy trap. Proc. Natl. Acad. Sci. U.S.A. 2004;101:
7897–7901.

66. Seila AC, Okuda K, Nunez S, Seila AF, Strobel SA. Kinetic iso-
tope effect analysis of the ribosomal peptidyl transferase reaction.
Biochemistry 2005;44:4018–4027.

67. Moore PB, Steitz TA. After the ribosome structures: how does
peptidyl transferase work? RNA 2003;9:155–159.

68. Page MI, Jencks WP. Entropic contributions to rate accelerations
in enzymic and intramolecular reactions and the chelate effect.
Proc. Natl. Acad. Sci. U.S.A. 1971;68:1678–1683.

69. Schmeing TM, Seila AC, Hansen JL, Freeborn B, Soukup JK,
Scaringe SA, Strobel SA, Moore PB, Steitz TA. A pre-trans-
locational intermediate in protein synthesis observed in crys-
tals of enzymatically active 50S subunits. Nat. Struct. Biol.
2002;9:225–230.

70. Weinger JS, Parnell KM, Dorner S, Green R, Strobel SA. Sub-
strate40 assisted catalysis of peptide bond formation by the ribo-
some. Nat. Struct. Mol. Biol. 2004;11:1101–1106.

71. Weinger JS, Strobel SA. Participation of the tRNA A76 hydroxyl
group throughout translation. Biochemistry 2006;45:5939–5948.

72. Erlacher MD, Lang K, Wotzel B, Rieder R, Micura R, Polacek
N. Efficient ribosomal peptidyl transfer critically relies on the
presence of the ribose 2′-OH at A2451 of 23S rRNA. J. Am.
Chem. Soc. 2006;128:4453–4459.

73. Polacek N, Gaynor M, Yassin A, Mankin AS. Ribosomal pep-
tidyl transferase can withstand mutations at the putative catalytic
nucleotide. Nature 2001;411:498–501.

74. Thompson J, Kim DF, O’Connor M, Lieberman KR, Bayfield
MA, Gregory ST, Green R, Noller HF, Dahlberg AE. Analysis
of mutations at residues A2451 and G2447 of 23S rRNA in the
peptidyltransferase active site of the 50S ribosomal subunit. Proc.
Natl. Acad. Sci. U.S.A. 2001;98:9002–9007.

75. Katunin VI, Muth GW, Strobel SA, Wintermeyer W, Rodnina
MV. Important contribution to catalysis of peptide bond forma-
tion by a single ionizing group within the ribosome. Mol. Cell.
2002;10:339–346.

76. Schmeing TM, Huang KS, Kitchen DE, Strobel SA, Steitz TA.
Structural insights into the roles of water and the 2′ hydroxyl of

the P site tRNA in the peptidyl transferase reaction. Mol. Cell.
2005;20:437–448.

Further Reading
Altman S. The road to RNase P. Nat. Struct. Biol. 2000;7:827–828.
Bevilacqua PC. Mechanistic considerations for general acid-base catal-

ysis by RNA: revisiting the mechanism of the hairpin ribozyme.
Biochemistry 2003;42:2259–2265.

Cech TR. Nobel lecture. Self-splicing and enzymatic activity of
an intervening sequence RNA 7 from Tetrahymena. Biosci. Rep.
1990;10:239–261.

Draper DE. A guide to ions and RNA structure. RNA 2004;10:
335–343.

Fedor MJ, Williamson JR. The catalytic diversity of RNAs. Nat. Rev.
Mol. Cell Biol. 2005;6:399–412.

Hougland J, Piccirilli J, Forconi M, Lee J, Herschlag D. How the Group
I intron works: a case study of RNA structure and function. In: RNA
World. 3rd edition. Gesteland RF, Cech TR, Atkins JF, eds. 2005.
Cold Spring Harbor Laboratory Press, New York. pp. 133–205.

Moore PB, Steitz TA. The ribosome revealed. Trends Biochem. Sci.
2005;30:281–283.

Oivanen M, Kuusela S, Lonnberg H. Kinetics and mechanism for the
cleavage and isomerization of phosphodiester bonds of RNA by
Bronsted acids and bases. Chem. Rev. 1998;98:961–990.

Pyle AM. Metal ions in the structure and function of RNA. J. Biol.
Inorg. Chem. 2002;7:679–690.

Weinger JS, Strobel SA. Participation of the tRNA A76 hydroxyl groups
throughout 38 translation. Biochemistry 2006;45:5939–5948.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 11



Advanced Article

Article Contents

• Common Phosphate Isosteres: Phosphonates,
Sulfones, and Carboxylates

• Cyclic Phosphate Mimics

• Choosing the Right Phosphate Isostere

• Summary

Phosphate Mimics, Cyclic
Compounds as
Amanda C. Nottbohm and Paul J. Hergenrother, Department

of Chemistry, Roger Adams Laboratory, University of Illinois, Urbana, Illinois

doi: 10.1002/9780470048672.wecb641

Compounds that contain phosphate and diphosphate moieties are not
ideal biologic probes. Not only does their ionic character inhibit cell
membrane permeability, but also, once inside a cell, the ester and the
anhydride functionalities are likely targets for enzymatic cleavage. Thus,
replacements for the phosphate motif are important as enzyme inhibitors,
DNA or RNA analogs, phospholipid mimics, and phosphorylated
metabolite analogs. To date, several classes of phosphate mimics have been
developed that have been grouped into four categories:
phosphorus-containing, sulfur-containing, dicarboxylates, and the novel
cyclic mimics, which will be the focus of this review.

From nucleic acid phosphodiester linkages to reversible post-
translational modifications, the phosphate motif is one of life’s
most versatile functional groups. Cellular energy is stored in
phosphorylated compounds such as ATP, and coenzymes often
contain the pyrophosphate moiety. Protein interactions, stabil-
ity, and activity are often mediated by the controlled intro-
duction or removal of phosphate groups; indeed, it has been
estimated that over 30% of human cellular proteins contain
covalently bound phosphate groups (1). This modification has
been implicated in the regulation of cell cycle progression, tran-
scription control, protein synthesis, glycogen metabolism, and
intracellular transport (2, 3). A host of disease states includ-
ing cancer, inflammation, diabetes, atherosclerosis, immunod-
eficiency, and the bubonic plague (4–7) have been associated
with the disruption of the phosphorylation machinery within
the cell.

Although the ionized state of the phosphate moiety at phys-
iologic pH likely allows for more efficient retention of phos-
phorylated intermediates within the cell wall and organelles (8,
9) and slows hydrolysis greatly (10), this charged state also
prevents compounds that contain phosphate and diphosphate
moieties from being useful biologic probes. Not only does their
ionic character hinder cell membrane permeability, but also,
once inside a cell, both the phosphate-ester and -anhydride
functionalities are likely targets for enzymatic degradation.
Thus, much effort has been directed toward the development
of novel replacements for the phosphate motif, as such com-
pounds might become new enzyme inhibitors, DNA or RNA
analogs, phospholipid mimics, and isosteres of phosphorylated
metabolites.

Therefore, the challenge is to design functional groups that
mimic both the electronic properties and the spatial arrangement
of the phosphate group while retaining cell permeability and
stability. This task is extremely difficult considering the unique
ability of the tetrahedral phosphate moiety to connect two mod-
ular subunits while possessing a negative charge. Additionally,
this anion usually plays a major role in enzymatic binding and
recognition events (11), as it often forms ionic contacts with
both metal ions and lysine/arginine residues. Thus, phosphate
replacements that lack ionization run the risk of not binding to
their protein target. The ionization states and pK a values for
free phosphate in solution are shown in Fig. 1 (12, 13). Inter-
estingly, it has been demonstrated that the pK a of the phosphate
group can change drastically on binding; in the binding of SH2
domains to phosphotyrosine-containing peptides, the phosphate
in phosphotyrosine undergoes a large downward shift in pK a

(from a free pK a of 6.1 to a bound pK a of 4.5) on binding,
and additional studies indicated that 25% of the free energy of
binding is caused by the second negative charge on the phospho
monoester (14).

Current classes of phosphate isosteres have been developed to
interact with target proteins in the same fashion as the phosphate
moiety, but with increased bioavailability and stability in a
physiologic environment. These phosphate motif replacements
can be grouped broadly into four categories: three “traditional”
replacement motifs (phosphorus-containing, sulfur-containing,
and carboxylate linkages) that have been reviewed previously
(3, 15), and the more unique cyclic mimics, which will be the
major focus of this review (See Fig. 2 for general structures of
mimics discussed in this review).
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Figure 1 Designing mimics of phosphates and diphosphates is difficult because of their anionic character and tetrahedral geometry (as indicated by pKa
values, bond lengths, and bond angles). (a) pKa values for inorganic phosphate (12). (b) pKa values for pyrophosphate (12). (c) P–O bond lengths of the
hydrogen phosphate dianion (13). (d) P–O bond angles in the hydrogen phosphate dianion (13).

Common Phosphate Isosteres:
Phosphonates, Sulfones,
and Carboxylates

Phosphonates

Phosphonates, sulfones, and dicarboxylates are the most preva-
lent phosphate mimics in medicinal chemistry. Although the
phosphonate moiety makes the smallest perturbation, these com-
pounds often do not solve the problem of cell membrane perme-
ability (16–21), and can be limited in their biologic activity. Be-
cause of the high ionization constant of phosphonates compared
with phosphates (Table 1) (22), phosphonates are not di-ionic
under physiologic conditions, and the oxygen-to-methylene sub-
stitution removes a potential hydrogen bonding moiety, which
often leads to greatly reduced binding affinities (3). Nonetheless,
development of phosphonate inhibitors of glycosyltransferases
(23–25), fucosyltransferases (26), and squalene synthetase (27)
among others have been pursued actively.

Of course, cell permeability is not always a prerequisite for
biologic activity. In one example, Vaghefi et al. (24) proposed
that selective phosphonate inhibitors of galactosyltransferase
might exhibit activity at the surface of the tumor cell mem-
branes; in such cases, a cell permeable inhibitor would be unnec-
essary. Although no in vivo testing was conducted, phosphonate

analogs of UDP-galactose inhibited galactosyltransferase activ-
ity competitively with K i’s of 62 to 96.9 µM (21).

As indicated by the relatively weak activities of phospho-
nates, often these compounds are not adequate mimics of the
phosphate group because of their increased pK a2 relative to
the parent phosphate (Table 1). Through the introduction of
one or two fluorine atoms, one can decrease the phosphonate
pK a2 slightly to match a standard phosphate more closely; in-
creasingly potent inhibitors have been developed through the
application of this concept. For example, when incorporated
into a hexameric peptide sequence, phosphonodifluoromethyl
phenylalanine inhibitors of protein tyrosine phosphatase 1B
have been developed with IC50 values of 100 nM, whereas the
same nonfluorinated analogs inhibit at 200 µM (28) (Fig. 3). In
general, the biologic activity of (α-monofluoro)alkylphosphates
remains less explored, which is surprising given the fact
that their pK a2 is almost identical to that of the phosphate
group (Table 1). Few studies have compared the activities of
phosphonate-containing inhibitors with both their monofluori-
nated and difluorinated equivalents, yet it has been reported that
the introduction of a new stereochemical center with monoflu-
orophosphonates can potentially affect activity. For instance,
the 7(S )-monofluorophosphonate analog of glucose 6-phosphate
is 11 times less potent than the 7(R)-monofluorophosphonate
derivative in studies of glucose 6-phosphate dehydrogenate sub-
strates (22). Of course, because of the increased hydrophobicity
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Table 1 A comparison of bond angles, bond lengths, and pK a2 values
for phosphates, phosphonates, and fluorinated analogs (9, 22) illustrates
the problems with using phosphonates as phosphate mimics∗

P

O

X O
O

X bond angle θ bond length Å pKa2
a b

O 118.7° 1.59 1.43 6.4
CH2 121.1° 1.81 1.51 7.5

113.3° 1.82 1.50 6.5

116.5° 1.85 1.50 5.6
CHF
CF2

ab
P

O

X O
OH

ab

pKa2
+     H

% dianion
at pH 7.8

>99

95

98
62

θ

∗Only the monofluorophosphonates closely matches the pK a of the parent
phosphate.

of the fluorine-containing ligand relative to the parent phos-
phonate the effect of adding fluorine can also be deleterious
(29, 30). For this reason, use of fluoromethylenephosphonates
as phosphate mimics should be considered on a case-by-case
basis.

Sulfur-containing mimics

To eliminate problems associated with the stability and the
membrane impermeability of phosphates in vivo, incorporation
of sulfur-associated functionalities has been explored. Oxidized
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Figure 3 Phosphonomethyl phenylalanine (Pmp) and phosphonodifluoromethyl phenylalanine (F2Pmp) are nonhydrolyzable phosphotyrosyl (pTyr)
mimetics. Hexameric peptide sequences that incorporate either Pmp or F2Pmp inhibit protein tyrosine phosphatase 1B. The difluoro- analogs are most
potent, presumably because of their reduced pKa relative to the phosphonate.

forms of sulfur can provide isosteric replacements for a phos-
phate, but they will lack the full negative charge. Although
a direct comparison with the phosphate moiety is difficult to
make, studies have indicated that the oxygen of DMSO car-
ries an effective charge of –0.63 (31), whereas the Mulliken
atomic charge on a diaryl sulfone is –0.616 (32). On the other
hand, computational examination of the ESP charges on the
oxygens of phosphotyrosine molecules have found that they
carry charges of –0.73 or –1.06 for the monoanionic and dian-
ionic forms, respectively (33). It must be noted that these cannot
be considered direct comparisons because Mulliken charges are
calculated based on the linear combination of atomic orbitals

method, and ESP charges represent the electrostatic potential
around an atom.

Multiple efforts have been made to replace phosphorous-
containing linkages with sulfur-containing isosteres in the con-
text of enzyme inhibition. In a search for nonionic transition
state analog inhibitors of restriction enzymes, Blättler et al. (34)
found that nucleic acid duplexes that incorporate a dimethyl
sulfone in place of a phosphodiester have distorted backbones
similar to those in restriction enzyme bound DNA. Chimeric
DNAs that incorporate sulfone linkages were synthesized, and
depending on the location of the dimethylene sulfone linker,
either between the first AT unit or the second AT unit in
the EcoRV recognition site, K i values were 20 nM and 120
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Figure 4 (a) Analogs of DNA that contain a dimethyl sulfone group have a distorted backbone compared with the natural biopolymer, which makes
them useful as inhibitors of restriction enzymes. (b) A sulfonylbenzoyl nitrostyrene inhibitor of tyrosine protein kinase was designed based on a transition
state model of the reaction of ATP with tyrosine residues and exhibits good activity. (c) Based on salicyl-AMP, a sulfamoyl-containing compound exhibits
remarkable activity in the inhibition of siderophore biosynthesis.
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pM, respectively (Fig. 4a). Other rationally designed phos-
phate surrogates that contain sulfur have also been successful.
Sulfonylbenzoyl-nitrostyrenes (35), which are believed to mimic
the ATP-tyrosine interaction in the transition state (Fig. 4b),
are inhibitors of the EGF-receptor tyrosine protein kinase, and
5′-O-(N -salicylsulfamoyl) adenosines act as acyl-AMP analogs
(36), which inhibit siderophore biosynthesis in M. tuberculosis
and Y. pestis (Fig. 4c).

Dicarboxylates

Another commonly explored diphosphate replacement is the di-
carboxylate moiety. For enzymes that contain divalent metal
cations, it is believed that dicarboxylate-containing compounds
might coordinate to the metal and form a complex similar to
that of the metal-pyrophosphate (37). Additionally, as the pK a

of dicarboxylates makes them dianionic under physiologic con-
ditions (38), compounds that contain two carboxylate moieties,
such as malonates and succinates, may mimic the negative
charge of the phosphate adequately. For instance, modeling
studies have shown that whereas malonate ethers are signifi-
cantly larger than phosphates (39), their spacing of negatively
charged oxygen atoms is within 0.1 Å of the corresponding
diphosphate (40).

Interestingly, the first nonphosphorus-containing mimics of
farnesyl pyrophosphate were novel dicarboxylic acids isolated
from the methyl ethyl ketone extract of the fungus Chaetomella
acutiseta (Fig. 5a) (41, 42). Although it was known that these
acids can exist either in the anhydride or in the open dicarboxy-
late form depending on the pH, extensive UV analysis indicated
that the dicarboxylate form is the species responsible for inhi-
bition of farnesyl-protein transferase activity. Modeling studies
suggest that the hydrophilic head group of the dicarboxylate
form is similar to the diphosphate moiety of farnesyl pyrophos-
phate both sterically and electronically (42). Tyrosine kinases
have also been targeted with carboxylate-containing mimics of
the phosphorylated tyrosine residue; although incorporation of
an acetic acid moiety results in a 500-fold loss of binding affin-
ity as compared with the corresponding phosphates, the oxamic
acid moiety fares slightly better as an inhibitor of tyrosine
kinase p56lck in the SH2 domain with K D values as low as
42 µM (Fig. 5b) (21). Even though modeling studies have indi-
cated that malonate ethers occupy approximately 20% more vol-
ume than a phosphate group (39), symmetric 3,5-disubstituted
benzoates have also been identified as novel shikimate-3-
phosphate mimics. 5-enolpyruvoyl-shikimate-3-phosphate syn-
thase (EPSPS) catalyzes the transfer of the carboxyvinyl group
of phosphoenolpyruvate to shikimate-3-phosphate (S3P), and it
is an important herbicidal target. In this case, it is known that
the 3-phosphate moiety contributes approximately 8 kcal/mol to
the binding event with EPSPS, but the corresponding phospho-
nate mimics are extremely labile and impractical as inhibitors.
Thus, Miller et al. (39) developed a 3,5-disubstituted benzoate
analog of S3P that contains a 3-malonate ether with a K i(app)

value of 2.5 µM as compared with 7.0 µM and 1.0 µM (K d val-
ues) for S3P (the natural substrate) and EPSP (the product),
respectively (Fig. 5c). Although not always a successful (37,
40), evidence suggests that in certain cases the negative charge

of the carboxylate moiety can mimic the anionic monophosphate
or diphosphate.

Cyclic Phosphate Mimics

In an effort to improve cell permeability/bioavailability, recently
developed phosphate isosteres often have decreased overall
charge. In the past, it has been proposed that reduced po-
tency is often a trade-off with increased cellular permeability
of phosphate replacements (3), but these trends are beginning
to change. A recent review of enzymatic phosphate recogni-
tion (11) pointed out that the phosphate-binding mode depends
greatly on orientation within the protein. Although buried bind-
ing pockets often are filled with neutral amino acid residues,
cationic residues play a larger role in phosphate recognition
and binding closer to the surface. Additionally, over one third
of phosphate binding sites do not contain a metal or other
cationic phosphate binder (11); thus, the chances of using
a neutral, more drug-like compound are increased in these
cases. Next, cyclic phosphate mimics including tetronic acid-,
squaric acid-, thiazolidinone-, rhodanine-, perfluorylaryl- and
sulfhydantoin-based derivatives (see Fig. 2) will be discussed.

Cyclic phosphate mimics: tetronic
acid derivatives

Using a 3-acyltetronic acid as a phosphate-mimicking core
(Fig. 6a), potent inhibitors of cdc25B [a dual specificity phos-
phatase (DSP)] and vaccinia VH1-related phosphatase (VHR)
were identified recently (43). Drawing on general natural prod-
uct inhibitors of protein tyrosine phosphatases (PTPs), Sodeoka
et al. (43) searched for a novel core structure that could interact
specifically with the active site loop of DSPs. Although pre-
vious attempts to find PTP inhibitors focused on phosphonates
and carboxylates as phosphate core isosteres (44), the acidic
3-acyltetronic acid group of the known VHR inhibitor RK-682
(Fig. 6b) looked promising as a general replacement for the
phosphate moiety. A library of 36 tetronic acid derivatives was
synthesized, and some selective inhibitors of both cdc25B and
VHR were identified. In particular, a tetronic acid derivative
with a diazomalonyl group was found to be extremely potent
against cdc25B (Fig. 6b), with a 30-fold selectivity for cdc25B
over VHR. In general, the library showed good selectivity for
VHR and cdc25B over general tyrosine phosphatases. Molecu-
lar modeling studies indicated that the dissociated 3-acyltetronic
acid anion can act as a hydrogen-bonding phosphate mimic,
whereas the R and R1 groups provide two positions for addi-
tional derivatization, which allows for increased specificity.

Cyclic phosphate mimics: squaric
acid-based motifs

Over the years, squaric acid and its derivatives have found sev-
eral uses in medicinal chemistry: Squaric acid inhibits glyoxy-
lase I (45); semisquaric acid (3-hydroxy-3-cyclobutenedione) is
an inhibitor of pyruvate dehydrogenase and transketolase (46);
and other derivatives serve as antagonists of the N -methyl-D-
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Figure 5 (a) Chaetomellic acid A is a novel dicarboxylate-containing natural product that is thought to mimic farnesyl pyrophosphate and thus to inhibit
the enzyme FTPase. This compound can exist in either the dicarboxylate or anhydride form. (b) As peptides that contain aromatic oxamic acids are good
inhibitors of tyrosine kinase p56lck SH2 domains, it is believed that the oxamic acid moiety may mimic the phosphate group. (c) A symmetric
3,5-disubstituted benzoate analog of S3P (substrate) and EPSP (product) inhibits EPSPS.

aspartate receptor (47). Searching for an isostere with similar
charge distribution to that of the phosphate group for the cre-
ation of oligodeoxynucleotide analogs, Sato et al.
(48, 49) also examined squaric acid derivatives. Squaric acid
contains two acidic hydroxyl groups (pK a values of 0.54
and 3.48, respectively) as well as two highly polarized car-
bonyl groups (50). Ab initio calculations of electrostatic charge
distributions indicate that although a dissociated dimethyl
phosphate has –0.84 charges on each of the oxygen atoms,
N -isopropyl-N ′-methylsquaryldiamide has similar polarizing
patterns, with –0.47 and –0.51 charges on the oxygen atoms
of the carbonyl groups (49). Furthermore, similar to phosphate

functionality, the squaric acid motif contains carbonyls that can
function as hydrogen-bonding partners and binding sites for di-
valent metal ions (Fig. 7a) (51, 52).

On the basis of these calculations, a modified 3′-5′thymidine
dimer derivative (Fig. 7b, TsqT) was synthesized (49). Based
on both UV and CD spectra of TsqT and the correspond-
ing phosphate derivative (TpT), the dimer that contains the
squaryldiamide linkage is similar structurally to the natu-
ral TpT. Thus, the TsqT dimer structural motif was incor-
porated into oligodeoxynucleotides using standard phospho-
ramidite chemistry, producing 5′-CGCATsqTAGCC-3′ and 5′-G
ACGCATsqTAGCCGAT-3′. Enzymatic digestion of squaryl-
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Figure 6 (a) Because of their highly conjugated structure that distributes
negative charge over several oxygens, 3-acyltetronic acid derivatives are
believed to mimic the phosphate group, particularly that of
phosphotyrosine. (b) RK-682 is a competitive and general phosphatase
inhibitor that contains the 3-acyltetronic acid moiety. Additional
derivatization of RK-682 with a diazomalonyl group resulted in the
development of a selective phosphatase inhibitor for cdc25B versus VHR.

modified oligodeoxynucleotides, with both snake venom phos-
phodiesterase and calf intestine alkaline phosphatase, gave the
corresponding deoxynucleotides and TsqT, which illustrates
the enzymatic stability of these phosphate replacement mo-
tifs. Fluorescent derivatization and subsequent FRET exper-
iments showed that duplexes formed from squaryl-modified
oligodeoxynucleotides have a bent structure, and melting tem-
perature (Tm) studies revealed destabilization of the overall
structure as compared with the natural oligodeoxynucleotide.
Nonetheless, hybridization of 5′-d(CGCATsqTAGCC)-3′ and
3′-d(GGCTAATGCG) demonstrated A–T base pairing was
preserved, which indicates that the squaryldiamide-modified
oligodeoxynucleotides may have a variety of applications (49).
In a similar manner, a 2′-5′-linked 3′-deoxyuridine thymidine
dimer derivative (Fig. 7b, UsqT) was synthesized in an at-
tempt to create a more robust oligodeoxynucleotide analog
(48); it was hoped that a 2′-5′-linkage would eliminate the
strain associated with the corresponding 3′-5′ TsqT. Calcula-
tions and CD spectra analysis showed that the 2′-5′squaryl
modified oligodeoxynucleotides have an overall structure that
resembles that of TpT. Despite this similarity, UsqT deriva-
tive d(CGCAUsqTAGCC)-3′ exhibits a decreased affinity for
its complementary oligonucleotide, 3′-d(GCGTAATCGG), but
demonstrates the unique ability to hybridize with 3′-d(GCGTA
GTCGG), which is an oligodeoxynucleotide that contains a mis-
matched dG (48).

A final example illustrates the use of squaric acid deriva-
tives in enzyme inhibition. In an effort to discover potent in-
hibitors (of Yersinia PTPs and PTP1B) with reduced charge
and thus improved bioavailability, Xie et al. (53) also studied
the squaric acid motif as a nonhydrolyzable phosphotyrosine
mimic. 3-aryl-4-hydroxy-3-cyclobutene-1,2-diones based on the

squaric acid structure were found to be inhibitors of Yersinia
PTP (Fig. 7c). Additional analysis confirmed reversible com-
petitive inhibition, which indicates that squaric acid binds to
the active site of PTPs in a conformation that mimics that of
the natural phosphate ester substrates (53).

Cyclic phosphate mimics: thiazolidinones
and rhodanines (thioxothiazolidinones)

MurB, an enzyme that reduces enolpyruvyl uridine diphos-
phate N -acetylglucosamine (EP-UNAG) to uridine diphosphate
N -acetylmuramic acid (UNAM) (54), is an attractive antibac-
terial target (55). Using crystallographic data of MurB bound
to EP-UNAG, Andres et al. (55) sought a suitable surrogate
for the diphosphate moiety of the natural substrate, and focused
eventually on 4-thiazolidinones. Modeling studies indicated that
a carboxylic acid moiety at the R1 position potentially could
mimic essential interactions of the diphosphate with a lysine
residue (Fig. 8a). Additionally, it was believed that the thiazo-
lidinone core would orient the side chains so that they might
occupy the space normally reserved for the uridine and glu-
cosamine motifs. Although it is unlikely that the thiazolidinone
can mimic all interactions of the diphosphate, elimination of the
corresponding rotatable bonds of the natural substrate was also
predicted to have a positive entropic effect to binding of the
thiazolidinone-based inhibitor. Only thiazolidinones that con-
tained an n-butyl group at the R1 position exhibited any activity,
with diastereomers derived from D-norleucine that exhibited
a 4-fold improvement in activity over those synthesized from
L-norleucine (Fig. 8b) (55).

In a recent screen of 8,000 compounds to identify poten-
tial drugs that target the synthesis of dTDP-rhamnose (from
glucose-1-phosphate and dTTP), 11 inhibitors were identified;
three of these contained a rhodanine (Fig. 2) structural motif
(56). Inhibition was found for all three dTDP-rhamnose syn-
thetic enzymes tested, including RmlB, RmlC, and RmlD. The
fact that all three enzymes modify a phosphorylated rhamnose
intermediate important for Mycobacterium tuberculosis (MTB)
cell wall synthesis was a possible indication that substituted rho-
danines might mimic the phosphate motif, but it was unknown
whether such inhibitors actually bind in the same fashion as
the natural substrates. A later computational follow-up study by
Kantardjieff et al. (57) indicated that the three rhodanine in-
hibitors bind at or near the phosphate-binding region of MTB
Rm1 C in a similar fashion to compounds that contain thiazo-
lidinones. Core structure electron-density isosurfaces for these
antimycobacterial compounds were generated, further hinting at
the common features shared between substituted rhodanines or
thiazolidinones and the diphosphate moiety.

High-throughput screening for compounds that might com-
pete with the UDP-GlcNAc substrate of MurG also has led
to the identification of a rhodanine core structure as a phos-
phate mimic (Fig. 8c) (58). Using a fluorescein derivative
of UDP-GlcNAc, compounds that compete with the binding
of the fluorescent substrate were identified on the basis of
anisotropy changes on incubation with the putative inhibitors.
Over 48,000 compounds were screened, and of the 277 com-
pounds that were indicated to be possible inhibitors of MurG,
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Figure 7 (a) Dialkylphosphate similarity to squaric acid derivatives; both possess two negatively charged oxygen atoms in their tautomeric form. (b)
Modified oligodeoxynucleotides that contain a squaryldiamide moiety are remarkably similar to natural oligodeoxynucleotides. 3′-5′ linked dimers can
form Watson-Crick base pairs with adenine, whereas the 2′-5′ linked dimers can form both Watson-Crick base pairs with adenine and wobble base pairs
with guanine. (c) Squaric acid-based inhibitors of PTPase from Yersinia are designed to mimic phosphotyrosine.

11 compounds exhibited greater inhibitory effects than the nat-
ural inhibitor UDP; 7 compounds contained a rhodanine core
structure (58). A similar screen (59) also revealed several com-
pounds with rhodanine-like structures. It should be noted that
these 1,3-substituted compounds are conjugate acceptors and
thus potentially reactive as electrophiles (60); however, addi-
tional kinetic analysis indicated that no covalent modification
of the enzyme was occurring. Additionally, most compounds
were selective for MurG over closely related enzymes that use
similar substrates (59). The high percentage of inhibitors with
a similar core may possibly hint at a common binding mode,
which reveals the ability of rhodanines to potentially serve as
diphosphate mimics.

Although it is unknown whether either thiazolidinones or rho-
danines actually mimic the phosphate binding site or simply
have shapes that occupy the nucleotide-sugar binding site fa-
vorably (as proposed by Carlson) (60), studies of systems that
do not contain a nucleotide-sugar seem indicate to the former.
Lysophosphatidic acid (LPA) is known to possess a range of
biologic activities, which include the stimulation of cell pro-
liferation, tumor cell invasion, induction of angiogenesis, and
stimulation of phospholipase D activity (61–63). Gududuru et al.
(64, 65) believed that LPA mimics might represent a novel
class of anticancer compounds. A small library of serine amide
phosphates (SAPs) was synthesized initially and exhibited low
micromolar cytotoxicity against five human prostate cancer cell

lines (65). Although SAPs were effective in killing prostate
cancer cells, they exhibited little selectivity for noncancerous
cells, and it was hypothesized that these compounds were hy-
drolyzed by lipid phosphate phosphatases under biologic condi-
tions. Replacement of the phosphate group with a more robust
pharmacophore was expected to enhance and prolong biologic
activity. As Andres (55) had postulated previously, the thia-
zolidinone moiety possibly serves as a phosphate mimic, and
a series of inhibitors was synthesized based on this design
(Fig. 8d). Interestingly, oxidation of the thioether linkage to
either a sulfoxide or sulfone functionality did not affect ac-
tivity of the most potent antiproliferative compound. As these
compounds are 2–5-fold more potent in the human prostate can-
cer cells as compared with the RH777 (control) cell line, the
4-thiazolidinone derivatives seem to provide a significant im-
provement over the phosphate-containing SAPs because of their
increased stability (64).

Cyclic phosphate mimics: perfluoroaryl
compounds

Modeling studies first indicated that particular perfluorylaryl
compounds might mimic the overall spatial and electronic dis-
tribution of the diphosphate and triphosphate moiety (66). By
appending a perfluorylaryl moiety onto a guanosine substrate,
Barber et al. (67) hoped to mimic either guanosine
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5′-triphosphate or guanosine 5′-diphosphate and thus modulate
the activity of Ras. Barber et al. (67) succeeded in append-
ing several perfluorylaryl phosphate replacement moieties onto
guanosine. Although no IC50 values are given in the patent
literature (66), the relative binding abilities of the guanosine nu-
cleotide mimics were compared with that of GTP for the biding
site of a mutant H-Ras protein using a cold chase experiment, in
which either GTP or a perfluorylaryl compound was used as a
competitor to tritiated GTP. When experiments were performed
with the natural substrate, GTP (Fig. 9a), at a concentration of
25 µM, a 79% reduction in radioactivity was observed. Using
the putative GDP mimic 5′-O-(2,3,5,6-Tetrafluoro-4-pyridyl)
guanosine (Fig. 9a) at the same concentration, a 21% reduc-
tion in the mean c.p.m. was noted, which indicates that the
perfluorylaryl compound likely inhibits binding of GTP to Ras
to some extent. Interestingly, when using a compound designed

to mimic GTP, 5′-O’-(2,3,6-Trifluoro-5-hydroxy-4-nitrophenyl)
guanosine (Fig. 9a), no reduction occurred in the binding ability
of tritiated GTP (66).

Taking this concept a step further, general inhibitors for pro-
tein farnesyltransferase (FTase) (67), geranylgeranyltransferase
I (GGTase I), and squalene synthase (SqSase) (68) were also de-
veloped. In a posttranslational modification event, FTase trans-
fers a farnesyl group to the Ras protein (69). Although not
directly related to the function of Ras, SqSase uses the same
substrate as FTase; thus, the compounds developed were also
tested for SqSase inhibition (68). Finally, GGTase I controls
the geranylgeranylation of Rho proteins and plays a role in cell
motility and invasion, and also is a potential target for cancer
therapy (70). Of 15 compounds tested, 5 compounds exhibited
IC50 values less than 10 µM (68), with the best/most selective
inhibitors for each enzyme illustrated in Fig. 9b–d.
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Figure 9 (a) Some substituted perfluoroaryl groups are believed to be phosphate mimics as illustrated below. Although a perfluoroaryl GDP mimic could
compete with tritiated GTP for binding to a mutant Ras protein, a similar GTP mimic showed no activity. (b) Perfluorylaryl groups have been shown to
mimic the diphosphate groups of diphosphoterpenes, and thus inhibit enymes including FTase, (c) GGTase I, and (d) SqSase.

Cyclic phosphate mimics: sulfhydantoins
Relatively little information exists about sulfhydantoins in
the literature. Although they have been described previously
as peptidomimetic serine protease inhibitors (71), Saunders
et al. (72) were the first to report the use of sulfhydantoins
as phosphate mimics. In an attempt to develop novel inhibitors
for SHP-2, which is a tyrosine phosphatase, it was noted that
general phosphatase inhibitors either incorporate carboxylate
groups or the fluorophosphonate moiety to mimic the nega-
tive charge of the phosphate at physiologic pH (71). Driven
by the lack of drug-like SHP-2 inhibitors in the literature, they
searched for heterocyclic modulators of SHP-2 activity based on
sulfhydantoins. In vitro competition assays were completed to
determine the IC50 values of several putative phosphate mimics,
the most potent of which are illustrated in Fig. 10. Although
exact IC50 values were not reported in the patent literature,
the compounds depicted exhibit IC50 values between 1 and
100 µM (72).

Cyclic phosphate mimics:
hydroxytropolones
Hydroxytropolones derived from puberulonic acid, a natu-
ral product isolated from Penicillium, were investigated for
their ability to inhibit inositol monophosphatase (IMPase). Al-
though bisphosphonic acids were developed previously as po-
tent inhibitors of IMPase, these compounds do not cross the
blood-brain barrier and are therefore not useful antipsychotic
agents. It was proposed that the hydroxyl groups combined
with the planar structure of hydroxytropolones might allow
chelation of the magnesium ions found in the active site of
IMPase, which mimics the binding of the phosphate ester por-
tion of D-myo-inositol-1-phosphate to the enzyme (73). Ad-
ditional derivatization of the hydroxytropolone core revealed
more potent inhibitors of IMPase with IC50 values as low as
4–5 µM (Fig. 11) (74). Inhibition of IMPase is observed even

in the presence of 2 mmol/L Mg2+, which suggests that hy-
droxytropolones are not simply causing nonspecific inhibition
through the reduction of the free metal concentration in the as-
say mixture. Approximately 18% of enzymes that interact with
phosphate-containing substrates use essential metal ions (11);
as inhibition with hydroxytropolones occurs though chelation
of active site metal ions, other bimetallic, phosphate-binding
enzymes might also be targets of hydroxytropolone inhibition.
Indeed alkaline phosphatase, which contains two catalytic zinc
ions, the tri–zinc-containing phospholipase C (75), and hu-
man immunodeficiency virus RT polymerase/RNase H/Integrase
(76), which contains essential Mg2+ ions, are inhibited compet-
itively by hydroxytropolones as well.

Cyclic phosphate mimics: do they really
mimic the phosphate group?
Many cyclic phosphate mimics have been developed recently,
and only limited data exists about their ability to actually im-
itate the phosphate group. Thus, the term “phosphate mimic”
simply refers to the ability of these compounds to act as
potent inhibitors of enzymes that use phosphate-containing sub-
strates. Nonetheless, a myriad of computational studies have at-
tempted to showcase the structural and electrostatic similarities
of certain cyclic phosphate replacements relative to their phos-
phate parents. Using the program SPARTAN 5.0 (Wavefunction,
Inc., Irvine, CA), electrostatic charge distribution studies com-
pared N -isopropyl-N ’-methylsquaryldiamide with dissociated
dimethylphosphate (Fig. 12a) (49). As one might expect, polar-
izing patterns of both compounds are similar, with a charge of
–0.84 on each of the oxygens of dimethyl phosphate, and –0.47
and –0.51 on the carbonyl groups of the squaric derivative. Ad-
ditionally, docking studies of aromatic squaric acid derivatives
in the active site of the Yersinia PTP YopH (77) have indicated
that interactions of PTP with its natural substrate are preserved
when squaric acid derivatives are employed as inhibitors. Al-
though the aromatic groups coming off the squaric acid can
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interact with a phenylalanine residue, a positively charged re-
gion of the protein is proposed to interact with the carbonyl
moieties of the squaric derivative (Fig. 12b). Unfortunately, no
direct comparison of the binding mode of phosphotyrosine ver-
sus the proposed binding of these squaric acid derivatives exists
in the literature; no cocrystal structures or NMR structures of
these compounds are bound to proteins.

Other docking studies have been completed with tetronic acid
derivatives in the active site of VHR; results indicate that on
dissociation, the 3-acyltetronic acid anion can bind tightly to
the active site through several hydrogen bonds in a manner
similar to that of phosphotyrosine (43). Finally, rhodanine and
thiazolidinone cores have been shown to bind at or near the
phosphate-binding site in modeling studies of various proteins
(57), and they share many commonalities with compounds be-
lieved to mimic the pentavalent transition state of phosphate
hydrolysis. Core structure electron-density isosurfaces for both
rhodanine and thiazolidinone portray this well, as compared
with the electron density structure of dissociated dimethyl phos-
phate. At this time, crystal structures of proteins complexed with
these novel cyclic phosphate mimics have not been published.

Choosing the Right Phosphate
Isostere

With so many phosphate isosteres to choose from, where does
one begin? Despite recent advances, it would seem that the ideal
isostere must still be determined on a case-by-case basis. Ease
of synthesis and compatibility of the designed synthetic route
with production of a combinatorial library of compounds can
be a major determining factor. Additionally, one must consider
the history of each of these classes as a phosphate mimic.
Much data has been generated on the “traditional” phosphate
replacements, and many success stories exist with these classes

of compounds. However, many published examples exist in
which such replacements are biologically inactive (19, 40), and
as highlighted by Fressigné et al. (78), the incorporation of
phosphate replacements affects the conformational behavior of
some systems strongly. In contrast, several recent publications
have highlighted the potential of the cyclic compounds as
phosphate mimics, but only time will tell whether as many
failures exist as successes.

Choosing the right phosphate isostere:
good

Although they have been around the longest, phosphorus- and
sulfur-containing replacements for the phosphate moiety present
the greatest synthetic challenges. The low yields associated
with appending phosphonates and fluorophosphonates make the
synthesis of combinatorial libraries more difficult, which has
been an obstacle in the development of potent inhibitors from
these classes of molecules. Additionally, although they are
certainly more stable biologically than their parent phosphates,
the highly polar nature of phosphonates hinders biologic activity
because of limited cell permeability (17–21). For example, one
of the most potent and selective inhibitors for protein tyrosine
phosphatase 1B (PTP 1B) contains an aryl difluorophosphonate
group (16). Because of its anionic character at physiologic pH, it
is not cell permeable and exhibits no cellular activity; only when
produced in a pro-drug form do such phosphonate inhibitors
become useful (16). In general, the phosphonate inhibitors
that exist in the literature have slightly reduced potencies
compared with their phosphate parent (3); thus, other structural
and electronic analogs of the phosphate moiety often will be
superior.

Progress has been made in the development of potent
sulfone-containing phosphate mimetic inhibitors, but it is dif-
ficult to predict in what cases a sulfone might resemble a
phosphate. Whereas a select few sulfone-based inhibitors have
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Proposed interactions of squaric acid at the active site of YopH (77).
Reprinted in part from Reference 75 with permission from Elsevier.

demonstrated remarkable activity (79), others have shown no
potency for the desired enzyme (19). Although they may be
suitable analogs for DNA and/or RNA, at this point it is difficult
to recommend the use of sulfone analogs as general phos-
phate isosteres. On the other hand, the acetylsulfamate group
possesses considerable potential as a phosphate replacement;

the highly acidic proton on the acetylsulfamate nitrogen might
mimic some of the negative charge found on the phosphate,
although more information is needed on this topic.

Most successful dicarboxylate-containing phosphate mimics
have been based on carboxylate-rich natural products (42) that
have been shown previously to have activity against the de-
sired enzyme. Although modeling studies have shown that the
negatively charged oxygens on maleate are spatially within
0.1 Å of that in the equivalent diphosphate, some malonate-,
succinate-, and tartaric acid-based phosphate mimics have not
been potent inhibitors of enzymatic activity (35, 38). Although
dicarboxylate-containing compounds have also been developed
to mimic the six-membered ring pyrophosphate-divalent metal
complex that is proposed to form in many enzymes (80, 81),
in those cases monosaccharide linkages have been found to be
much better mimics of this chair or boat conformation (Fig. 13)
(37). Carboxylate moieties can be incorporated easily into com-
pounds through amide linkers (37) or oxidation strategies (38),
but their inability to consistently function as potent inhibitors
limits their applicability.

Choosing the right phosphate
isostere: better

Although several phosphate isosteres discussed in the previ-
ous sections demonstrate great promise, little hard data ex-
ists about their ability to actually function as a phosphate
replacement. For example, only one model system has been
published for both the tetronic acid derivatives and the sulfhy-
dantoins, and limited structural evidence exists that demon-
strates phosphate-mimicking ability. Additionally, even though
the sulfhydantoin or reverse sulfhydantoin core resembles the
structure of biologically active the thiazolidinones and rhoda-
nines, the only evidence for their activity is limited to the patent
literature, in which no absolute IC50 values or crystal structures
are presented (72). Finally, although the hydroxytropolones ex-
hibit promising activity in a few model systems, labeling them
as phosphate mimics rather than general inhibitors of bimetallic
enzymes might be premature. Whereas it is possible that these
three cores also function to some extent as a general phosphate
replacement, more study must be completed before this can be
confirmed.

Choosing the right phosphate
isostere: best

Grouped in this final category are the highly desirable drug-like
phosphate mimics, which include squaric acid derivatives, rho-
danines/thiazolidinones, and perfluorylaryl compounds; a wide
range of relatively simple methods exist for the synthesis of
these derivatives, and they have been demonstrated to work
as phosphate mimics for at least two different classes of en-
zyme substrates. Squaric acid derivatives have been used in two
very different phosphate-mimicking situations: in squaryl-linked
oligodeoxynucleotides (48, 49) and as inhibitors of PTPases
(53). Additionally, computational studies that involve electro-
static charge distribution have added to the evidence that squaric
acid derivatives might be similar spatially and electronically to
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β-1,4-galactosyltransferase based on this concept is pictured below.

the phosphate moiety. Thiazolidinone and rhodanine derivatives
can simply be prepared through a one-pot cyclocondensation
reaction, which has led to their relatively high occurrence as
members of commercially available compound collections. Ad-
ditionally, the thiazolidinone/rhodanine core has been shown
to be a valid phosphate replacement for several classes of
molecules; both nucleoside diphosphates (56, 58) and phospho-
rylated lipids (64) have been mimicked by these heterocyclic
core structures, which hints at their possible potential to serve
as a general phosphate mimetic. Perfuloroaryl compounds have
been demonstrated to mimic both the diphosphate and triphos-
phate moiety of nucleoside phosphates (67) as well as phos-
phorylated isoprenoids (66, 68). Thus, it seems reasonable to
believe that these strategies for phosphate mimicry could be
applied successfully to other biologic targets. In the coming
years, even more testing and crystallographic or computational
evidence will hopefully illuminate the manner in which these
compounds act as phosphate isosteres. For now, based on a
few key examples these three derivatives all seem to have great
potential.

Summary

Phosphonates, sulfones, and dicarboxylates are all valid replace-
ments for the phosphate moiety, but it has become clear that
several interesting alternatives to these functional groups exist.
Although the squaric acid and thiazolidinone motifs have been
best characterized in terms of their ability to actually mimic
both the negative charge and the positional orientation provided
by a phosphate group, other cyclic compounds have surfaced
as potential phosphate replacements. As the synthesis of many
of these compounds is relatively facile, these motifs should be
exploited in greater frequency in the coming years. More stud-
ies are needed to determine whether these compounds actually
mimic the phosphate group in an electrostatic and/or structural
fashion or whether they simply bind to an allosteric site in the
protein and thus inhibit activity. At this point, only crystal struc-
tures of enzymes bound to phosphate mimics can answer this
question definitively. In the meantime, it is certainly worthwhile
to continue exploration of tetronic acids, squaric acids, thia-
zolidinones, rhodanines, perfluoroaryl compounds, sulfhydan-
toins, and hydroxytropolones as general phosphate replacement
groups for use as probes in chemical biology.
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Bacterial pathogenesis can cost in terms of loss of man-hours, loss of
livestock, and damage to cash crops. Quorum sensing (QS) is a mechanism
by which bacteria regulate the expression of their virulence factors and the
resultant pathogenicity. It presents itself as an attractive target for the
design of small-molecule inhibitors. An added advantage of targeting QS is
that it does not threaten the viability of the bacteria as opposed to the
traditional antibacterial agents. Thus, when compared with the traditional
antibacterial agents, these small-molecule inhibitors promise to maintain
their efficacy over a longer period of time. In this article, the mechanism of
bacterial QS systems will be discussed along with a survey of the small
molecules/strategies designed to combat them.

Introduction

Bacteria, long viewed as single unicellular organisms existing
in a free-floating manner, exist in sessile colonies. This mode
of existence is made possible by their ability to communicate
among themselves via cell-to-cell signaling mechanisms. Not
only can bacteria sense the presence of their own kind and coor-
dinate the expression of their genes, but also they can recognize
other bacteria as friend or foe and respond accordingly. Quo-
rum sensing (QS) is one such cell-to-cell signaling mechanism
(1, 2). Thus, QS enables bacteria to coordinate their behavior if
they need to respond quickly to survive a rapid change of the
environmental conditions. Such responses include adaptation to
availability of nutrients, defense against other microorganisms
that may compete for the same nutrients, and avoidance of toxic
compounds that are potentially dangerous for the bacteria. It is
very important during infection of a host (e.g., humans, other
animals, or plants) for pathogenic bacteria to coordinate their
virulence to escape the immune response of the host and to
establish a successful infection.

The quorum-sensing signal is a self-generated small molecule
(or molecules) called autoinducer (AI). Each bacterial cell se-
cretes AI, but when the cell density is low, the AI concentration
is too low to be sensed. However, when bacteria reach a critical
mass, the secreted AI concentration also reaches a threshold that
enables the bacteria to sense it. This event regulates (activates

or represses) the transcription of genes that lie under the con-
trol of the QS system. Most bacteria that have the QS system
exist in association with a plant or animal host, and this associ-
ation can be symbiotic or pathogenic. Particularly, in the latter
scenario, it would be imperative to understand the mechanism
of the bacterial QS system to control their pathogenicity. Al-
though several types of QS systems exist in bacteria, this article
focuses on discussions of the mechanism of one major type of
QS, the so-called luxIR system and its importance as a drug
target. Other systems like luxS are referenced in the Further
Reading section.

Mechanism of the luxIR System
in Gram-Negative Bacteria

In the luxIR system (Fig. 1a), AI is an acylated homoserine
lactone (AHL), and the family of AHL signal molecules is gen-
erally called AI-1 (Fig. 1a and Fig. 1b) (3). This name refers
to the chronology of QS signal(s) discovery. LuxI is the syn-
thase of AI-1, which is synthesized from S - adenosylmethionine
(SAM) and acyl-acyl carrier protein (acyl-ACP) (Fig. 1a). Acti-
vation of the QS circuit(s) relies on the synthesis, accumulation,
and subsequent sensing of AI-1. The minimal concentration of
AI-1 is constitutively synthesized by its cognate synthase. In
Vidua fischeri, for instance, the chemical structure of AI-1 is
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(a)

(b) (c) (d) (e) (f)

Figure 1 P. aeruginosa QS system. Its mechanism. (a) Biosynthesis of acyl-homoserine lactone (AHL). Abbreviations: SAM, S-adenosyl methionine; ACP,
acyl carrier protein. (b) General chemical structure of AHL molecules, generally called autoinducer-1 (AI-1). (c) Chemical structure of V. fischeri AI-1. (d)
Chemical structure of P. aeruginosa 3-oxo-C12-HSL and (e) C4-HSL. (f) Pseuodomonas quinolone signal, PQS.

3-oxo-C6-HSL (Fig. 1c), which is synthesized by LuxI (4, 5). As
the cell density increases (i.e., more bacteria are present) AI-1
accumulates in the area surrounding the bacteria. When the con-
centration of AI-1 reaches a critical threshold, AI-1 reenters the
cells and is specifically sensed by its cognate transcription fac-
tor called LuxR. The LuxR–AI-1 complex binds to a region of
DNA (lux box) causing the activation of downstream genes (6).
In addition, the LuxR–AI-1 complex also causes an increase in
the expression levels of LuxI, which results in more production
of AI-1. Thus, the AI (autoinducer) is named after the function
of “auto-induction” of its own synthesis. In V. fischeri , activa-
tion of QS circuit results in activation of luminescence genes;
thus, when V. fischeri exists at high cell densities, its colony
becomes luminescent.

Why can bacteria only sense exogenous the AI signal, not the
endogenously existing AI signal? The most recent biochemical
studies have suggested that LuxR associates with the cell
membrane, and its AI receptor site is not likely exposed to the
interior of the cell when it is in an unbound form. Thus, LuxR
would not see the AI signal inside of the cell. Moreover, some
bacteria actively transport AI signals via an efflux pump. Such
mechanisms generally operate to sense the exogenous AI signal,
and thus bacteria can monitor the surrounding environment for
its own species or for other species of bacteria.

The QS system of Pseudomonas aeruginosa has been stud-
ied extensively because of its importance as a human pathogen.
P. aeruginosa has a unique system of QS that consists of las ,
rhl, and Pseudomonas quinolone signal (PQS) circuits (Fig. 2a).
The first two circuits, las and rhl , have a set of proteins (syn-
thase and receptor) and AI-1 like the typical luxIR circuit.
The las circuit is composed of LasI and LasR along with
3-oxo-C12-HSL (Fig. 2b) as its cognate AI, whereas in the rhl

circuit RhlI and RhlR exist with C4-HSL (Fig. 2c) as their cog-
nate AI. The fundamental mechanism of the P. aeruginosa QS
system is similar to that of V. fischeri , but activation of the
rhlI circuit relies on activation of an upstream lasI circuit (7);
for example, accumulation of LasR–3-oxo-C12-HSL activates
the expression of the rhlI gene, which results in the activation
of the rhl circuit. Significantly, activation of the rhl circuit is
connected to the transcription of genes that express secondary
metabolites and virulence factors, such as pyocyanin and elas-
tase (8). Recently, more attention has been focused on the fact
that the QS system controls biofilm formation/maturation (9).

AIs isolated from different Gram-negative bacteria differ in
the N -acyl side-chain length (from C4 to C14) or degree of
substitution (3-oxo, 3-hydroxy, saturated, or unsaturated). Gen-
erally, assumed to be freely diffusible in bacterial cells, radio-
labeled V. fischeri AI (3-oxo-C6-HSL) (10) has been shown to
be freely diffusible into and out of V. fischeri and Escherichia
coli cells. However, in P. aeruginosa , whereas C4-HSL can dif-
fuse freely into and out of P. aeruginosa cells, 3-oxo-C12-HSL
is actively transported by an efflux pump (MexAB-OprM) (11)
outside the cell, which results in three times higher levels of
3-oxo-C12-HSL inside the cell, which suggests that the length
and/or degree of substitution of the N -acyl chain determines
whether it diffuses freely or is actively pumped out from the
cells.

In the PQS circuit, it has been shown that PQS (12) is
involved in controlling genes required for virulence factor ex-
pression and biofilm formation. PQS regulates the expression
of lasB, encoding for elastase, an important virulence factor,
and both the las and rhl QS systems of P. aeruginosa affect
the synthesis and bioactivity of PQS. LasR positively regu-
lates the synthesis of PQS, whereas RhlR represses it. Both
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Figure 2 Ribbon representation of dimeric LasR-LBD found in the crystal structure. Each protein monomer possesses a single 3-oxo-C12-HSL molecule
buried deep in its pocket. The picture was taken from the paper reported by Bottomley et al. (43).

3-oxo-C12-HSL and C4-HSL compete for pqsABCDE (PQS
operon) regulation, and the levels of expression are thus de-
pendent on the ratio of the two autoinducers (13). Furthermore,
PQS also induces the rhl circuit (14). PQS is hydrophobic
and is conveyed between P. aeruginosa cells via a specialized
vesicular transport mechanism (15). The vesicles package the
PQS and other quinolones/quinolines and traffic them between
P. aeruginosa cells that exist in biofilms in cystic fibrosis spu-
tum. Mutants that do not produce these vesicles also do not show
PQS-mediated QS. Interestingly, PQS behaves as an antibiotic
against Gram-positive cells (16, 17), which suggests that mech-
anisms similar to those of other known quinolones/quinolines
antibiotics are likely to be in place.

Cross-Species Communication
between Bacteria Using LUXR
Signals

P. aeruginosa is a soil bacterium and shares its habitat with
antibiotic-producing bacteria such as Streptomyces tenebar-
ius (the source of tobramycin, an antibiotic used commonly
against P. aeruginosa) (18) and the pathogenic filamentous
yeast Candida albicans (19). It thus may use its AI molecules

to restrain antipseudomonal compound(s) that produce envi-
ronmental pathogens. Recently, it has been shown that the
degradation product of 3-oxo-C12-HSL resembles a class of an-
tibacterial compounds called tetramic acids (Fig. 3) (20). Such
a tetramic acid analog is produced through the enol form of the
3-oxo-carbonyl group on the fatty acid side chain undergoing in-
tramolecular alkylation of the lactone ring of HSL, which gives
rise to a HSL open-ring structure. This rearranged molecule
turns out to resemble tetramic acid structurally. It has been
shown that this tetramic acid-like molecule acts like an antibi-
otic toward several Gram-positive bacteria, while leaving the
Gram-negative bacteria unaffected. Although the mechanism of
bactericidal activity of this tetramic acid-like molecule derived
from 3-oxo-C12-HSL is as yet unclear, it has been postulated
that it chelates metal ions such as Fe3+ and that this complex
somehow may increase its bactericidal potency (Fig. 3) (20).
Alternatively, it simply may exhibit the antibiotic activity via a
mechanism similar to that of reutericyclin, which is known to act
as a proton ionophore that dissipates the transmembrane change
in pH and leads to the cell lysis of Gram-positive bacteria (21).

4-hydroxy-2-heptylquinilone-N -oxide (HQNO), a quinolone
family member, similarly has antistaphylococcal activity, which
suppresses the growth of many Gram-positive bacteria. Para-
doxically, it also allows some Gram-positive bacteria to grow,
albeit slowly, in the presence of aminoglycoside antibiotics like

Biofilms
QS in “on”

QSI

P. aeruginosa Virulence
factors

Damaged cells

Figure 3 Schematic presentation of P. aeruginosa-mediated cellular damage in the host during infection.
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streptomycin. This growth limitation exerted by HQNO causes
Streptomyces aureus to form smaller colonies that revert back to
the wild-type phenotype in the absence of HQNO (22). P. aerug-
inosa coexists with Burkholderia cepacia in the lungs of cystic
fibrosis patients. A unidirectional communication (23) exists be-
tween the two pathogens where B. cepacia can perceive the
autoinducer molecules produced by P. aeruginosa but not vice
versa.

Why is Quorum Sensing Important
as a Therapeutic Target?

Traditional antibacterial agents target processes crucial to the
survival of a bacterium. These processes include cell wall
biosynthesis, replication, and protein synthesis, which endanger
its survival and thus lead to the development of drug resistance
in bacteria. Bacteria eliminate drugs by exporting them out
via multidrug pumps or by circumventing/degrading the drug
molecule. QS inhibitors (QSI(s)), however, do not threaten
bacterial survival, and therefore, in principle, bacteria would
not be forced to evolve resistant strains if QSI(s) are used.
Because QS regulates the production of virulence factors, QSI(s)
potentially can attenuate the virulence of pathogenic bacteria
(Fig. 3). Thus, QSIs may offer us a new class of antimicrobial
agents that would not suffer from the emergence of resistant
strains.

P. aeruginosa is an example of one such attractive target
for therapeutic drug design. It is the leading cause of mortality
among cystic fibrosis patients. It also affects immunocompro-
mised individuals with HIV infections, cancer, burns, or organ
transplants. Through knockout studies, it has been firmly estab-
lished that P. aeruginosa , incapable of QS, also is incapable
of virulence. For instance, analysis of a lasI mutant, rhlI mu-
tant, and lasI -rhlI double mutant in a neonatal mouse model
revealed markedly decreased virulence (24), with the most no-
table reduction in the double mutant. Other infection models
studied (25, 26), firmly establish that it is the QS mechanism
that enables P. aeruginosa to form biofilms and cause sustained
infections in the host system (Fig. 3). Thus, strategies geared to-
ward elimination of QS can aid in clearing the infection because
they retard the formation of biofilm and the resulting sustained
virulence, which makes the QS system an attractive therapeutic
target.

Small Molecular QS Modulators

The discovery of AI antagonists is challenging and therapeuti-
cally significant. A potent antagonist was recently derived by
modification of natural AI antagonists, halogenated furanones
(Fig. 4a), produced by a marine alga to prevent colonization by
QS bacteria (27–31). These natural products disrupt the Serratia
liquefaciens SwrR–C4-HSL (32) interaction and also inhibit the
LuxR–3-oxo-C6-HSL (33) and CarR–3-oxo-C6-HSL (27) inter-
actions but have little activity against the LasR–3-oxo-C12-HSL
interaction. Givskov et al. synthesized an analog that lacks

the alkyl side chain of the natural furanones and found that
this compound had considerable inhibitory activity against the
P. aeruginosa QS system (Fig. 4b). They showed that the
molecule inhibited QS-controlled reporter genes and virulence
factors in a QS mutant with exogenous AIs but not in wild-type
P. aeruginosa with natural levels of AI. This compound did
not inhibit biofilm formation, but it affected biofilm architecture
and enhanced the process of bacterial detachment. Interestingly,
the same group recently reported that the QS inhibition by
the synthetic furanone was not because of the interaction with
LuxR demonstrated in V. cholera; more likely, it accelerates the
turnover, for example, degradation, of LuxR via an unknown
mechanism(s). Although this finding might not be totally sur-
prising because the synthetic furanone and natural furanones
are structurally quite different from natural AIs, it is significant
that the molecules somehow associating with QS inhibition can
attenuate bacterial virulence.

Natural furanones are not alone in having anti-AHL activity.
They are joined in nature by garlic, vanilla, and phytochem-
icals present in dietary fruits and spices, and so forth. Garlic
extracts have been shown to inhibit QS sensing in P. aeruginosa
and also render it sensitive to tobramycin and phagocytosis by
polymorphormonuclear leaucocytes (PMN) in a mice model of
P. aeruginosa infection (34). However, the garlic-extract dose
used to treat the mice equates to approximately 50 bulbs of gar-
lic per day for an average human being. Thus, more work to
identify and isolate the pure compounds responsible for inhibi-
tion of QS is awaited. Vanilla extract, however, mainly contains
vanillin (85%). Vanillin, despite having no structural similarity
to furanone derivatives or AIs, shows significant inhibition of
QS in Chromobacterium violaceum (35). QS in Chromobac-
terium violaceum also is inhibited by phytochemicals in dietary
fruits, herbs, and spices (36). These phytochemicals also affect
the swarming motility of P. aeruginosa through a possible im-
pact on synthesis and activity of AI molecules. Macrolides like
azithromycin also repress the las and rhl in P. aeruginosa albeit
at sublethal concentrations (37).

Molecular insights into the LasR–3-oxo-C12-HSL interac-
tions, available from crystal studies, may provide an important
tool into the process of antagonist design. Over the past decade,
tremendous efforts have been made to generate a soluble form of
various LuxR family proteins and their complex with their cog-
nate AI. Three LuxR proteins, Erwinia chrysanthemi ExpR (38),
Agrobacterium tumefaciens TraR (39), and Erwinia carotovora
CarR (40) have been expressed successfully as a complex with
the cognate AI and purified for in vitro characterization. Partic-
ularly, the recent success in solving the crystal structure of the
dimer of TraR–AI (3-oxo-C8-HSL) complex interacting with the
target DNA (41, 42) has provided the first visual information
regarding the molecular interactions between a LuxR family
protein and its cognate AI. It should be noted that the dimer-
ization of TraR (as well as ExpR and CarR) has been predicted
by the in vitro biochemical studies, and thus the X-ray structure
most likely represents the active form in vivo.

Despite the fact that many attempts to overexpress the
full-length LasR failed, Bottomley et al. (43) have recently suc-
ceeded in crystallizing a construct of LasR consisting of only
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Figure 4 Structure of QS antagonists. (a) Naturally occurring furanones and its derivative. X = H or Br. (b) Antagonists found from an AI analog library
that contains HSL substituents, (c) those found from chemical library that contains fatty acid chains, and (d) those containing fatty acid substituents.

the predicted ligand binding domain (LasR-LBD, which con-
sists of the amino acids from Met-1 to lys-173) in a complex
with 3-oxo-C12-HSL. The complex was observed as a sym-
metrical dimer of LasR-LBD, and 3-oxo-C12-HSL was buried
deeply inside the binding site. The monomer exhibits structural
features similar to TraR, which consists of an α-β-α sandwich
structure with three α-helices flanking a five-stranded antipar-
allel β-sheet. 3-oxo-C12-HSL lies parallel to the β-sheet and
lies buried in a pocket formed between the β-sheet and α3–α5
helices. Also, all the polar groups of 3-oxo-C12-HSL, except
the oxygen of the lactone ring, make hydrogen bonds with the
amino acid residues of LasR–LBD. The acyl chain extends into
a hydrophobic residue-lined cavity. Some of these residues are
observed only in LasR, thus providing high specificity and a
minimum crosstalk between bacteria of different species. In sil-
ico, modeling of the interaction of available QS inhibitors with
the LasR–LBD provides a clue to the mechanism of action of
the inhibitors. This modeling also provides a scaffold for the de
novo design of better inhibitor molecules.

Suga et al. (44, 45) have reported that the screening of
a library of synthetic AI analogs with substituted HSL has
yielded a novel class of QS inhibitors. Interestingly, two of
these antagonists found in the screening, 3-oxo-C12-(S )-2 and

3-oxo-C12-3 (Fig. 4c), are structurally related to the synthetic
agonist 3-oxo-C12-(S,S )-1 (Fig. 4b). Small structural changes of
the agonist HSL substitute (1) altered activity dramatically from
agonist to antagonist. In light of the strong agonist activity of 1,
these antagonists most likely maintain binding to LasR but fail
to activate it and hence act as potent inhibitors. These QS in-
hibitors inhibit expression of virulence factors, such as elastase
B and pyocyanin. Moreover, 3-oxo-C12-(S )-2 inhibited biofilm
formation in both QS mutant (in the presence of exogenous
AIs) and wild-type P. aeruginosa under static conditions. The
latter compound 3-oxo-C12-3 did not inhibit biofilm formation
but significantly altered biofilm architecture. Thus, these antag-
onists are promising leads to derive more potent antagonists by
the screening of focused libraries.

In fact, a resurvey of focused libraries based on the antago-
nists found in the initial screening has given several new strong
antagonists. 3-oxo-C12-4 and its related molecule 3-oxo-C12-5
(which also is related to the 3-oxo-C12-3) have shown a strong
inhibitory effect on las circuit and also show inhibition on the
downstream rhl circuit (Fig. 4c). Likewise, 3-oxo-C12-6 exhib-
ited a strong inhibitory effect on the QS circuits. Significantly,
3-oxo-C12-5 and 3-oxo-C12-6 showed remarkable abilities in
the inhibition of biofilm formation of wild-type P. aeruginosa
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in flow-cell experiments (Hiroaki Suga et al., unpublished data).
Moreover, adding these compounds to wild-type P. aeruginosa
that had formed mature biofilms resulted in the detachment of
biofilms and the removal of bacteria from the glass surface in
a flow cell. Along similar lines, Greenberg et al. (46) reported
two new substituents of HSL that can inhibit P. aeruginosa QS
circuits (Fig. 4d). These QS inhibitors are promising candidates
for drug development, and more results from in-depth studies
in various models of infection are awaited.

Alteration of the fatty acid side chain based on the structure
of AHL is an obvious alternative approach to antagonist(s) dis-
covery. Earlier works devoted to changing the length of the fatty
acid or 3-functional group unfortunately did not yield notable
antagonists. However, more recent investigations independently
reported by Doutheau (47, 48) and Blackwell (49) successfully
showed that more drastic derivatizations of the fatty acid side
chain generated potent antagonists. Doutheau et al. has shown
that AI analogs with Cn-acyl, Cn-sulfonyl, or Cn-ureido chains
(Fig. 4e, 7–10) bearing aromatic groups such as phenyl at the
end of an alkyl chain antagonize the QS circuit of V. fischeri .
Blackwell et al. later observed that substitution of the aromatic
ring with an indole ring on the C4-acyl chain gave approxi-
mately two orders of magnitude stronger inhibitory effect on P.
aeruginosa QS system than the parental compounds reported
by Doutheau. This molecule also could block the biofilm pro-
duction under static conditions. It must be noted, however, that
these HSL-based analogs likely suffer from an instability prob-
lem because of the hydrolysis of the lactone ring when the
analogs are subjected to an in vivo environment (vide infra).

In conclusion, it is to be noted that although the current QSI
candidates can disrupt the interaction of the AHL molecule with
its cognate receptor, they are not potent enough to halt the
QS process and the resultant pathogenesis. Thus more studies
geared toward the discovery of molecules that antagonize the
QS system are awaited, in particular, those that target not only
the receptors but also the AHL synthases.

Modulating the QS System Outside
of Bacterial Cells

Because the QS system is triggered by the exogenous AI signal
entering the cell, if the QS signals were to be degraded (50) so
that the signaling function is lost, then the QS system could be
modulated. In fact, some prokaryotes and eukaryotes do have
such defense systems.

The aiiA gene (51) encoding an AHL lactonase, recently
discovered in a Gram-positive bacillus bacterium isolated from
soil, enables it to compete against Gram-negative bacteria in
the soil. Expression of aiiA in a transformed Erwin caratovora
strain reduced the release of AI significantly and attenuated
the pathogenic effects on important crops like potato, eggplant,
Chinese cabbage, carrot, celery, cauliflower, and tobacco. Such
genetically engineered crops would be expected to fare better
against bacterial infections.

Paraxonases (PONs) (52) are a family of mammalian lactone
hydrolases, expressed in liver and various tissues, and they can

deactivate 3-oxo-C12-HSL by the hydrolysis of the lactone ring.
Similarly, airway epithelial cells can inactivate 3-oxo-C12-HSL
by an enzymatic mechanism. (53). The inactivation is selective
for AHLs with certain carbon chain lengths, and C4-HSL
is reportedly immune to such inactivation. This inactivation
activity is cell associated and not mediated by a secreted factor.
Also, the inactivation is shown to occur in cell-free lysates, and
the ability of the cell-free lysate to inactivate 3-oxo-C12-HSL
depends on the amount of lysate used.

An alternative approach to the inhibition of QS is the use of
antibodies directed toward the AI molecule. Recently, Kauf-
mann et al. (54) has reported the generation of anti-AHL
monoclonal antibodies (mAbs). Their hapten designed initially
focused on the synthesis of AHL analogs with a carboxylic acid
functionality to facilitate the binding of BSA or KLH. Because
of the instability of the haptens, a lactam moiety replaced the
lactone ring. Three haptens thus were synthesized, and after con-
jugation to KLH (18–23 hapten molecules per carrier protein),
Balb/c mice were immunized for generation of hybridoma(s).
The monoclonal antibodies generated against the 3-oxo-hapten
had a good affinity (Kd = 150 nM to 5 µM) for 3-oxo-C12-AHL
and the lactam analog and high specificity because short-chain
3-oxo-AHLs were not recognized. Also, these antibodies, in par-
ticular RS2-1G9, demonstrated strong inhibition of QS signaling
in both wild-type and mutant P. aeruginosa PAO cells con-
comitant with inhibition of pyocyanin production. The crystal
structure of FabRS2-1G9 in complex with the lactam analog has
revealed that the polar lactam moiety is encapsulated completely
in the antibody-combining site (55). This study provides insight
into the immune recognition of a quorum-sensing molecule by
an antibody. Furthermore, this structure can be used for protein
engineering that leads to an enhanced interaction of the anti-
body with the AHL molecule. Lactonase activity could be added
into the antibody through site-directed mutagenesis of the anti-
body. Lending additional credence to the antibody approach is
the study on 3-oxo-C12-HSL-BSA conjugates (56). Mice immu-
nized with 3-oxo-C12-HSL–BSA conjugate showed significant
amounts of antibody in the serum. When challenged intranasally
with P. aeruginosa , 36% of the mice survived for 4 days post
challenge as compared with the control mice that died in 2 days.
Interestingly, the bacterial numbers in the lungs were similar
in the two groups. Thus, specific antibodies to 3-oxo-C12-HSL
confer a protective advantage against acute P. aeruginosa in-
fections.

Conclusion and Perspective

In this article we have seen how QS presents an alternate route
to combating bacterial pathogenesis. Although more studies are
awaited to develop efficient drug molecules to inhibit QS sys-
tem, it nonetheless proves to be an attractive target for drug
development. Also, the attenuation of virulence observed with
the use of QSIs is not accompanied with a loss in viability of
the bacterial pathogens. In this regard, QSIs are different from
traditional antibacterial agents that act through affecting the vi-
ability of the bacteria in various ways. It is hoped that QSIs will
not suffer from the drawback of resistance development, which
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traditional antibacterials have to battle against. Thus, more stud-
ies geared toward the design of QSIs, including both synthetic
analogs of AI molecules and inhibitors of AI synthases, may
lead to the availability of drug molecules capable of maintain-
ing their efficacy over longer periods of time compared with the
traditional antibacterial agents.
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Saliva is a bodily fluid secreted by three pairs of major salivary glands
(parotid submandibular and sublingual) and by many of minor salivary
glands. Saliva is supplemented with several constituents that originate from
blood serum, from intact or destroyed mucosal and immune cells, and
from intact or destroyed oral microorganisms that result in a complex
mixture of a variety of molecules. Saliva plays an important role in acquired
pellicle formation on tooth surfaces, crystal growth homeostasis, bacterial
adhesion, plaque formation, and—because of its lubricating effect—in
maintaining mucosal integrity of the oral and upper gastrointestinal
mucosal surfaces. It also plays an important role in physico-chemical
defense, antimicrobial defense, and wound healing. Many saliva
constituents including proteins, carbohydrates, lipids, and ions interact
under fine regulation to fulfill these important tasks. Local and systemic
disorders may disturb and interrupt these complex balanced functions,
which can lead to mucosal and tooth damages. In other cases, systemic
disorders induce salivary changes without any significant local effects.
Many such changes are of high diagnostic interest because they can be
rather specific to the causing conditions and can be used for screening and
early diagnosis of several local and systemic disorders.

Saliva is a major determinant of the oral environment and serves
as an easily available diagnostic tool of systemic conditions.
Consequently, more intense saliva research can be observed in
recent decades, which leads to a high amount of scientific data
presented by numerous engaged researchers of this far-reaching
field. With the rapid growth of knowledge, a need exists to
summarize the obtained data of this interesting field. This article
provides a brief introduction to the most important aspects of
the chemical biology of saliva.

Origin of Salivary Chemical
Components

Salivary components can originate from several sources, which
leads to a rather complex collection of molecules. To understand
the importance and meaning of a certain component, it is

crucial to know the origin and the excretion mechanism of the
component.

Constituents of salivary gland origin

Constituents of salivary gland origin (i.e., water, ions, proteins,
carbohydrates, lipids) can be released from major salivary
glands such as parotid, submandibular, and sublingual glands,
and from minor salivary glands of the labial, buccal, lingual,
palatoglossal, and palatal mucosa (1).

Based on the features of secreted primary saliva, secretory
endpieces (acini) of salivary glands can be characterized as
serous, seromucous, or mucous. The acini of parotid gland
are mainly serous and seromucous, those of submandibular
gland are mainly seromucous, and those of sublingual gland
are mainly mucous. The acini of the minor salivary glands have
various features that depend on their location (1).
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Primary saliva is modified in the intercalated, striated, and
excretory (collecting) ducts that lead from the acini to the
mouth. Water and electrolyte transport into the saliva is believed
to occur in the intercalated ducts. Striated ducts are responsible
for electrolyte transport such as secretion of potassium and
reabsorption of sodium ions. A transport of proteins like IgA,
lysozyme, and kallikrein [and may be Hsp70 (2)] probably
exists in the striated duct as well. An electrolyte transport in
the excretory (collecting) ducts is also suspected (1).

Constituents of other origin
Each blood constituent may enter the oral cavity via intraoral
bleeding. Serum exudates also reach saliva either from the gingi-
val crevicular fluid or through the oral mucosa (mucosal transu-
date) and from the salivary glands via transcellular diffusion and
ultrafiltration (via tight junctions) (3). Oral microbes and their
fermentation products, enzymes, RNA, DNA, and structural el-
ements are also usual constituents of the saliva (4). Fragments
from the keratinized mucosal surfaces, mucosal cells with intact
cell organelles from nonkeratinized surfaces, and some immune
cells are also present. Cellular fragments, cytoplasmic products,
enzymes, structural elements, membranes, RNA, and DNA of
these cells are also usual salivary constituents. Certain amount
of expectorated bronchial and nasal secretum, constituents of
foods, administered drugs, smoke (from smoking), toothpastes,
mouth rinses, and molecules released from dentures can also be
found (2, 4).

Molecular Participants of Saliva
Chemical Biology
According to the above, many constituents exist in human
saliva. Although all may deserve scientific interest, only some
have the focus of our attention. The most important constitutes
are summarized below.

Inorganic components
Water is the most abundant constituent of saliva (∼94 %). The
pH value of resting whole saliva is slightly acidic, which varies
between pH 5.75 and 7.05, and it increases with increasing
flow rate up to pH 8. Besides flow rate, the pH also depends
on the concentration of salivary proteins, bicarbonate (HCO3

−)
and phosphate (PO4

3−) ions that have considerable buffering
capacity. Bicarbonate concentration is ∼5–10 mM/L in rest-
ing conditions, and it may increase up to 40–60 mM/L with
stimulation, whereas phosphate concentration is ∼4-5 mM/L in
saliva rather independently from the flow rate (5). Besides bi-
carbonate and phosphate, a significant amount of other ions
are present to maintain the slightly hypotonic osmolarity of
saliva. The most important ions are sodium (1–5 mM/L rest-
ing; 100 mM/L stimulated), chloride (5 mM/L resting; 70 mM/L
stimulated), potassium (15 mM/L resting; 30–40 mM/L stimu-
lated), and calcium (1.0 mM/L resting; 3–4 mM/L stimulated).
Many other ions such as ammonium (NH4

+), bromide, copper,
fluoride, iodide, lithium, magnesium, nitrate (NO3

−), perchlo-
rate (ClO4

−), thiocyanate (SCN−), and so on can be found in

Table 1 The most important inorganic components of
saliva

Component Resting saliva Stimulated saliva

Water ∼94% ∼94%
pH 5.75–7.05 up to 8.0
Bicarbonate 5–10 mM/L up to 40–60 mM/L
Phosphate 4–5 mM/L 4–5 mM/L
Sodium 1–5 mM/L up to 100 mM/L
Chloride 5 mM/L up to 70 mM/L
Potassium 15 mM/L 30–40 mM/L
Calcium 1 mM/L 3–4 mM/L

the whole saliva in lower concentrations (4, 5). (Data are sum-
marized in Table 1.)

Proteins

Human whole saliva has a protein content of about 0.5 to
3 mg/mL, and parotid saliva has a protein content of about 0.4 to
4 mg/mL, whereas submandiblar and sublingual saliva of about
0.6 to 1.5 mg/mL. The protein concentration is more or less sta-
ble and independent from the flow rate (5). Besides maintaining
osmolarity and buffer capacity, salivary proteins are also in-
volved in several specific functions. The number of distinct sali-
vary proteins is roughly between 100 and 140 (6, 7), from which
roughly 30–40 % are produced by the salivary glands, whereas
other proteins are originate from serum, from mucosal and/or
immune cells, or from microorganisms (6). The most important
proteins of glandular origin are alpha-amylase, glycoproteins
with blood-group substances, cystatins, epidermal growth factor
(EGF), gustin, histatins (HRPs), lactoferrine, lysozyme, mucins
(MUC5B, MUC7; older terms: MG1, MG2), salivary peroxi-
dase, proline-rich proteins (PRPs) and statherin. The most im-
portant serum derived proteins are albumin, alpha1-antitrypsin,
blood-clotting factors (VIII; IXa; XI) and members of the fibri-
nolytic system (proactivators, traces of plasminogen activator).
Most important proteins that originate from immune cells are
myeloperoxidase, calprotectin (Ca2+ binding L1 leukocyte pro-
tein), cathepsin G, defensins, elastase, immunoglobulins (90%
to 98% sIgA, 1% to 10% IgG, a few IgM, IgD, IgE). Finally,
the most important protein constituents of microbial- unknown-
or mixed origin are alpha2-macroglobulin, cystein peptidases,
DNases, RNases, kallikrein, secretory leukocyte protease in-
hibitor (SLPI), fibronectin, molecular chaperone (Hsp70), and
streptococcal inhibitor. (Data are summarized in Table 2.)

Carbohydrates

A significant amount of protein bound carbohydrates exists in
the saliva. Some proteins may contain carbohydrates up to 80%
of the molecule (i.e., MUC5B mucins) but 10–40% of carbo-
hydrate moiety is rather usual in the case of any glycoproteins
(4). The most important constituents are aminosugars, galactose,
mannose, and sialic acid (N-Acetylneuraminic acid). Carbohy-
drate chains of mucins contain predominantly sialic acid and
sulphate residues, although chains with blood group antigen
properties contain about equal amounts of 6-deoxygalactose,
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Table 2 Origin of the most important salivary proteins

Glandular origin Serum derived Immune cell Bacterial, unknown, mixed

Alpha-amylase Albumin Myeloperoxidase Alpha2-macroglobulin
Blood-group proteins Alpha1-antitrypsin Calprotectin Cystein peptidases
Cystatins Blood-clotting factors Cathepsin G DNases
EGF Fybrinolytic system Defensins RNases
Gustin Elastase Kallikrein
Histatins Immunoglobulins Protease inhibitor SLPI
Lactoferrine Fibronectin
Lysozyme Salivary chaperon Hsp70
Mucins Streptococcal inhibitor
Salivary peroxidase
Proline-rich proteins
Statherin

glucosamin, galactosamin, and galactose (5). Other usual con-
stituents of the carbohydrate chains of salivary glycoproteins
are also N-acetylgalactosamine, N-acetylglucosamin, and glu-
curonic acid (5). The total amount of protein-bound carbohy-
drates in the saliva is 300–400 µg/mL, of which the amount of
sialic acid is usually about 50 µg/mL [up to 100 µg/mL (8)]. The
most important function of protein-bound carbohydrates is the
increase of viscoelasticity of the saliva, prevention of proteoly-
sis through holding proteases at a distance, prevention of acid
precipitation in case of several glycoporteins (i.e., acid soluble
blood group antigens, mucins), and labeling/antigen function.

Lipids

Whole saliva contains about 10–100-µg/mL lipids (9). The
most frequent lipids in the saliva are glycolipids (i.e., neu-
tral and sulphated glyceroglucolipids), neutral lipids (i.e., free
fatty acids, cholesteryl ester, triglycerides, and cholesterol),
and a somewhat lower portion of phospholipids (i.e., phos-
phatidylethanolamine, phosphatidylcholine, sphingomielin, and
phosphatidylserine) (10). Salivary lipids are mostly of glandu-
lar origin, but some (such as cholesterol and may be some fatty
acids) are believed to diffuse directly from serum (11). Lipids
originate from several membranes such as secretory vesicles,
microsomes, lipid rafts, and other plasma and intracellular mem-
brane fragments of lysed cells and bacteria, although the lower
percentage of phospholipids indicate that the salivary lipids are
not primarily of membrane origin (9). A large portion of salivary
lipids is associated with proteins, especially to high molecular
weight glycoproteins (i.e., mucins) and to PRPs (12). Salivary
lipids may play a role in the acquired pellicle, dental plaque,
calculus, sialolith, and caries formation.

Other molecules

As mentioned, many other molecules exist in the saliva, in-
cluding nucleic acids (RNA, DNA), several hormones, growth
factors and neurotransmitters, amino acids and their derivatives,
urea, lactate, citrate, vitamins, creatinine, prostaglandins, sev-
eral drugs, and chemical constituents of foods, cosmetics, tooth
pastes, dental materials, and several other molecules originated
from body and environment.

Chemical Biology of Saliva
in Health and Disease

Saliva constituents play a role in several oral processes, and
they perform important defense functions in the oral cavity.
Moreover, saliva may be used for diagnostic purposes. The most
important knowledge related to these fields will be summarized
briefly in the following section.

Saliva and bacterial adhesion

The basis of bacterial adhesion is given by the acquired pellicle
formation on tooth surfaces. This pellicle is a thin (∼0.5–1 µm)
layer of several salivary proteins with calciumhydroxide-binding
properties. The most important such proteins are salivary amy-
lase, cystatins (S, SA, and SN type), histatin (HRP1), mucine
(MG1), acidic PRPs, statherin, and immunoglobulins (sIgA)
(4, 7).

The surface binding of these proteins occurs mostly through
ionic interaction of positively charged groups of the proteins’
polypeptide chain and the negatively charged tooth surface
(globular proteins wring on the tooth surface during binding).
Although tooth surface is negatively charged, in some cases
negatively charged protein regions are responsible for binding
(i.e., N-terminal region of PRPs). Calcium bridging (Ca2+

complex formation) between the negative charges may be a
mechanism of such binding (13).

First, bacterial adhesion (usually gram-positive cocci and fil-
amentous bacteria) occurs primarily through a Ca2+ complex
formation between carboxyl (COO−) and phosphate (HPO3

−)
groups of bacterial surface and acquired pellicle, although
van der Waals’ forces and repulsive electrostatic forces are
also present. Some specific bacterial surface proteins also
serve as adhesins for specific receptors on acquired pellicle.
Pellicle-integrated immunoglobulins also bind bacteria specifi-
cally.
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Saliva and bacterial biofilm (plaque)
formation

After the adhesion of the first layer of bacteria (i.e., Streptococ-
cus mutans) the bacterial accumulation process is initiated by
the activity of secreted extracellular glucosyltransferases (GTFs)
of S. mutans . In the presence of sucrose, GTFs synthesize
several forms of high-molecular-weight branched extracellular
glucans (i.e., dextrane), which leads to sticky polysaccharide
products resulted in stronger binding to the surface and facili-
tation of adhesion of more bacteria via glucan-binding proteins
of the bacterial surface. Food rests in the saliva may serve as
store of sucrose during this process (4).

Saliva and crystal growth homeostasis

In general, saliva (as well as plaque fluid) is supersaturated with
respect to calcium-phosphate salts, and they prevent tendency
to dissolve mineral crystals of teeth. Moreover, precipitation
of calcium-phosphate salts that include hydroxyapatite may
also occur (remineralization) in early lesions of tooth surfaces
injured by acidic bacterial products (i.e., lactic acid). Salivary
fluoride facilitates calcium-phosphate precipitation, and such
crystals (i.e., fluorapatite) show lower acid solubility properties
that lead to an increased caries preventive effect. The increase
of pH (i.e., buffer capacity and pH of saliva, as well as
ureolysis in dental plaque) also facilitates crystal precipitation
and remineralization (4, 13).

Similarly, supersaturation of saliva with respect to calcium
phosphate salts is the driving force of calculus (i.e., mineralized
dental plaque) and sialolith (i.e., salivary duct ”stones”) forma-
tion. In these cases, negatively charged phospholipids play a
crucial role: Ca2+ ions bind to the negative charges of such
lipids, and inorganic phosphate associates with the bound cal-
cium that forms a Ca-phosphate–phospholipid complex, which
is an excellent nucleus of calcium-phosphate deposition. Sali-
vary proteins may also play a role in this process because
such complex formation occurs predominantly on lipids that
are protein associated. The increase of pH facilitates these
processes (13).

Because calcium-phosphate precipitation would lead to a
”confluent growth” of tooth surfaces and intensive formation
of dental calculus and sialolith, the precipitation must be con-
trolled. For such purposes, calcium and/or hydroxyapatite bind-
ing proteins such as calprotectin, histatins (HRP1), statherin,
acidic PRPs, and cystatins (S, SA, and SN type) are present
in the saliva. All inhibit crystal growth, whereas statherin also
inhibits spontaneous unseeded precipitation (nucleation inhibi-
tion). Interestingly, dental plaque-bound immunoglobulins also
inhibit crystal growth during calculus formation. Mg2+ ions also
have some nucleation inhibitory effect (4, 13).

Saliva and surface protection

Besides taking part in acquired pellicle formation on tooth (den-
ture, implant) surfaces, MUC5B type mucins cover all oral
surfaces with a ∼10–20-µm thick layer. In addition, MUC5B
type mucins form a hydrophilic viscoelastic gel (already in low
concentration) that causes a high viscosity matrix of saliva.

These properties of mucins (MUC5B), together with similar
effects of glycosilated PRPs, accomplish the lubricating effect
of saliva that defends against physical injuries during chewing
(4, 14). Salivary proteins, especially basic PRPs, bicarbonate
ions, and phosphate ions may also act as buffers against acids of
nourishment and/or bacterial fermentation. PRPs and especially
HRPs are potent precipitators of tannins, which are a widespread
phenolic plant compound (flavonoid) of nourishment with un-
pleasant taste and protein-precipitating properties (15). Protease
inhibitory effect of saliva (i.e., HRP5 against trypsin-like pro-
teases, cystatins against cysteine proteinases, and SLPI against
serine proteases) may also serve as surface defense by decreas-
ing the proteolytic degradation of surface proteins and salivary
defense proteins. Salivary chaperone Hsp70 is also a potent de-
fense protein against cell surface damage; moreover, Hsp70 can
repair aggregated and/or denatured salivary proteins (2). Perox-
idases also protect host cells that transform H2O2 (produced by
microorganisms and during immune/inflammatory reactions) to
reactive anion hypothiocyanate (OSCN−) that has a stronger an-
tibacterial effect but a smaller cell-damaging effect than H2O2

(16). The diluting effect of saliva and the oral clearance (i.e.,
swallowing toward the stomach and/or expectoration) of many
proteins, bound or free molecules, and microbes also serve as
an effective surface defense mechanism.

Antimicrobial effects of saliva
A network of antimicrobial salivary defense includes numerous
salivary proteins. Although some defense molecules are present
in a rather low concentration in whole saliva, it should be con-
sidered that local concentrations of these proteins nearby the
mucosal surfaces (mucosal transudate), periodontal sulcus (gin-
gival crevicular fluid), and oral wounds and ulcers (transudate)
may be much greater (2). Furthermore, the effects are addable,
synergistic, and in many cases reinforced by immune and/or
inflammatory reactions (2, 16, 17).

Some defense proteins are involved primarily in immune ac-
tivation. Salivary immunoglobulins take part in elimination of
bacteria fungi and viruses through specific immune binding and
agglutination. Immunoglobulins act via the antibody-induced
ozone formation (18). Molecular chaperone Hsp70 acts as a
danger signal that leads to a specific immune answer and com-
plement activation and takes part in the antigen presentation
(bacterial, micotic, and viral) (2). Cystatin C has chemotactic
properties, and it plays a role in antigen presentation of den-
dritic cells present in oral mucosa. Moreover, cystatin S, C, and
D show antiviral activity; cystatin C, SA, and SN show antipar-
asitic activity; and cystatin S shows antibacterial activity.

Other proteins are responsible for nonimmune elimination
of microbes (4, 16, 17). Salivary amylase is proposed to per-
form inhibitory effect on growth of microorganism. Calprotectin
has bactericide and fungicide properties. HRPs show aspecific
antibacterial and antifungal activities. Lactoferrine has bacterio-
static effect. Lysozyme is bacteriolytic for gram-positive bacte-
ria. Secretory leukocyte proteinase inhibitor shows antibacterial,
antifungal and antiviral activity. Defensins possess antimicro-
bial and cytotoxic properties. Mucins, (especially MUC7) are
highly affine to microorganisms, entrap and agglutinate bacteria,
fungi and viral particles. Peroxidases have antiviral antifungal
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Table 3 The most important salivary proteins with antimicrobial properties

Name Properties

Immunoglobuline Specific immune binding, agglutination, antibody-induced ozone formation
Salivary chaperon Hsp70 Danger signal, complement activation, antigen presentation
Cystatin C Chemotactic, antigen presentation
Alpha-amylase Inhibition of microbial growth
Calprotectine Bactericide, fungicide
Histatins Antibacterial, antifungal
Lactoferrine Bacteriostatic
Lysozyme Bacteriolytic
Protease inhibitor SLPI Antibacterial, antifungal, antiviral
Defensins Antimicrobial, cytotoxic
Mucins Agglutination
Peroxidases Bacteriostatic, antifungal, antiviral
Proline-rich proteins Aspecific binding of bacteria, fungi, and viruses

and bacteriostatic properties through producing reactive anion
hypothiocyanate. Acidic PRPs bind bacteria, basic PRPs bind
fungi (e.g., Candida albicans), and viruses, whereas glycosi-
lated PRPs bind bacteria and viruses that indicate a role of
PRPs in clearance of these microorganisms toward the stomach
(4, 16, 17). (Data are summarized in Table 3.)

Saliva and wound healing

Besides prevention of wound infections through the above
antimicrobial effects, saliva plays other roles in the healing
of oral wounds as well. Salivary EGF speeds up the healing
process by its angiogenetic and cell proliferating effects (19, 20).
Other growth factors present in saliva (3) such as transforming
growth factor beta, fibroblast growth factor, insulin like growth
factors, and nerve growth factor also contribute to the healing
process. Furthermore, saliva contains several blood clotting
factors (IXa, VIII, XI) at a level comparable to plasma, and
saliva can replace platelets in the thrombin generation (5).
This property of saliva is highly important in the oral wound
healing because, although saliva dilutes blood-clotting factors of
blood origin, blood-clotting can be initiated. A relatively high
amount of salivary kallikrein (5) is suggested to play a role in
vasodilatation around mucosal injuries to facilitate healing and
defense of the injured area.

Saliva in dental caries

Besides the presumable alterations of bacterial adhesion, plaque
formation, and salivary defense mechanisms detailed previ-
ously, some more or less-specifically detectable changes of
saliva are in connection with caries formation, and it may be
used for recognizing risk patients and to maintain prevention.
Decreased saliva flow rate, decreased buffer capacity, increased
number of S. mutans and Lactobacilli in saliva are usually as-
sociated with increased caries prevalence. Similarly, decreased
level of certain salivary proteins such as proline-rich proteins
(PRP1, PRP3), histatin 1, and statherin is associated with sig-
nificantly higher caries-susceptibility (3, 21).

Saliva and periodontal disorders
Several important effects of saliva on bacterial adhesion, plaque
and calculus formation, and elimination of microorganisms
are described previously. Besides these effects and measuring
several marker proteins, saliva may be used for periodontal
disorder screening. The levels of proteolytic granulocyte en-
zyme elastase, protease inhibitor alpha1-antitrypsin,, and elas-
tase inhibitor alpha2-macroglobulin may increase considerably
under gingivitis and/or periodontitis. Moreover, the level of
alpha2-macroglobulin is also a good indicator of an individ-
ual’s periodontal status (22). Salivary level of 3-hydroxy-fatty
acids (lipid constituent of lipopolysacharide endotoxin of sev-
eral anaerobic bacteria) are also good indicators of chronic
periodontitis (23). Albumin may also correlate with gingival
inflammation (24). Although the periodontal diseases be diag-
nosed only by dental examination, the latest data on the role of
periodontal diseases in cardiovascular and cerebrovascular con-
ditions and also in premature birth may increase the significance
of “quick screening” from the saliva (3).

Saliva and xerostomia
Five main reasons for subjective dry mouth sensation (xerosto-
mia) exist, such as salivary gland disorders, systemic disorders,
medication, radiation therapy, and aging. In healthy humans,
the resting flow rate is around (or somewhat below) 1 mL/min,
although in some conditions, like dehydration, sleeping, relax-
ation, or altered mental states (i.e., hypnosis, photo-acoustic
stimulation) the flow rate may not exceed 0.25 mL/min (25).
Under stimulation, the flow rate increases in healthy subjects
to the usual value of 1.5–2.3 mL/min, but it may increase to
3.7 mL/min (26). Xerostomia usually appears when resting un-
stimulated whole saliva flow rate is less than 0.1–0.2 mL/min
and stimulated flow rate is less than 0.4–0.7 mL/min. In other
cases (∼25% of patients), the resting flow rate decreases, but
the stimulated flow remains normal. In other patients (∼22%),
both resting and stimulated flow rate is normal (27). In se-
rious cases, saliva demonstrates low pH and buffer capacity,
increased total protein albumin and sodium concentration, de-
creased amylase/protein ratio, and high lactobacillus and yeast
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Table 4 The most important salivary changes in several systemic conditions

Condition Usual but not specific changes in the saliva

Anxiety Decrease of flow rate
Depression Decrease of flow rate
Acute stress Decrease of sIgA,

Increase of amylase, salivary chaperon Hsp70, stress hormones
Prompt changes of mucins’ adhesive properties

Sjögren’s syndrome Decrease of flow rate, phosphate
Increase of sodium, chloride and several salivary proteins

Cystic fibrosis Increase of electrolytes, lipids, and prostaglandin E2

Unusual form of EGF
Graft-versus-host disease Decrease of flow rate, sIgA, and IgM,

Increase of sodium, magnesium, salivary proteins, and IgG

concentration (27). The concentrations of MUC5B and MUC7
type mucins are also decreased (14).

Salivary changes under medication

Numerous kinds of medications such as anticholinergics, antide-
pressants, antipsychotics, diuretics, benzodiazepines, antihyper-
tensive agents, muscle relaxants, analgesics, and antihistamines
have been reported to induce xerostomia, although some (an-
tipsychotics, benzodiazepines, and antihypertensive drugs) may
also induce siallorhea (28). Antiepileptic drugs also induce sig-
nificant changes in saliva; however, in this case the level of
flow rate and pH usually remains normal. Phentoin, valproate,
and carbamazepine medications increase the amylase and total
protein concentration and decrease the cystatin S concentration
(but not the cystatin C). A degradation of the glycan moiety
of salivary mucins and other glycoproteins, and a decreased ef-
fectivity of mucine-induced aggregation of bacteria was also
shown under multiple antiepileptic medications (24). However,
it should also be considered that degradation and decreased bac-
terial aggregation was probably caused by poor oral hygiene in
this group.

Salivary changes in systemic conditions

Anxiety and depression may lead to decrease in salivary flow
rate and consecutive xerostomia. Acute stress conditions also
induce significant salivary changes such as a decrease in se-
cretory IgA (29), increase in salivary amylase (25, 30) and
molecular chaperone Hsp70 (25) concentrations, and prompt
changes of bacterial adherence to salivary mucins. In Sjögren’s
syndrome, low level of resting and stimulated flow rate as well
as increased salivary level of sodium, chloride, IgA, IgG, lacto-
ferrin, albumin, β2 microglobulin, lipids, cystatine C, cystatine
S, prostaglandin E2, interleukin-6, soluble interleukin-2 recep-
tor, and kallikrein was reported. A decreased level of phosphate
in the saliva was also found. Cystic fibrosis induces elevation
of electrolytes (sodium, chloride, calcium, and phosphorus) and
lipid levels of submandibular saliva that lead to increased cal-
culus formation. An unusual form of EGF with poor biologic
activity and abnormally elevated salivary prostaglandin E2 was
also found in cystic fibrosis patients (3). Graft-versus-host dis-
ease causes a mean reduction of 55–90% of salivary flow rate

with elevated concentration of sodium, magnesium, total pro-
tein, albumin, EGF, and IgG in the saliva, whereas the amount
of salivary IgA and IgM decreases, and no change exists in
potassium, calcium, and phosphate concentrations (31). (Data
are summarized in Table 4.)

Salivary diagnostics of systemic diseases

In some cases, saliva can be used as a highly effective diag-
nostic tool of systemic conditions. Serum-free hormone levels
in the case of several nonpeptide hormones like cortisol, testos-
terone, estriol, estradiol, progesterone, aldosterone, androsten-
dion, dihidroandostendion, and insulin can be calculated from
salivary hormone levels (3, 32). Saliva levels of small peptide
type neurotransmitters such as met-encephalin, substance-p and
β-endorphin (33), and melatonin (a single amino acid derivative)
may also refer to plasma levels. Salivary levels of epinephrine,
norepinephrine, and dopamine although do not correlate too
much with serum levels, but increase specifically under stress
conditions. Monitoring of the systemic level of several medi-
cations is also possible from saliva. Similarly, medication and
drug abuse and level of active or passive smoking and ethanol
consumption can also be monitored. Screening of virus infec-
tions with detection of specific antibodies against viruses (i.e.,
hepatitis, HIV) in mucosal transudate enriched saliva is also a
simple, well-tolerated, and accurate method (3). Tumor markers
(i.e., c-erbB-e, p53 antigen, CA125) present in the saliva may
be also used for screening and early diagnosis of malignancies
that appear in several regions of the body (i.e., not exclusively
oral tumors) (3). The fact that, in addition to the normal salivary
transcriptome core (∼180 mRNA), a high amount (∼3.000) of
other mRNA is detectable under several systemic conditions,
and it will be of high diagnostic value in the future (32, 34).
Similarly, oral fluid also provides an available source of micro-
bial or human DNA, although the DNA content is rather low.
This finding is useful for biomarker profiling of oral bacteria,
oral, or systemic diseases and for forensic identification (32).
(Data are summarized in Table 5.)
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Table 5 The most important diagnostic possibilities of systemic diseases

Disease Specific indicator

Hormonal alterations Nonpeptide hormones
Stress conditions Cortisol, epinephrine, norepinephrine, dopamine
Abuse Drug or derivatives
Infections Virus-specific antibodies
Tumor (oral and other) General and local tumor markers
Other disorders Disorder-specific mRNA

Chemical Techniques Used
in Saliva Analysis

The methodology of salivary analysis is wide ranging and
includes nearly all techniques used commonly in other fields of
chemical biology. The methods used most frequently for saliva
analysis are summarized briefly below.

Collection of saliva

Sample collection should be made at standardized time, accord-
ing to the diurnal cycle (and/or the response and recovery time)
of the analyte. Subjects should not eat within 60 minutes prior to
sample collection. For recovery of salivary glands, alcohol, caf-
feine, and dairy products should also be avoided. Resting saliva
can be collected avoiding any chemical (i.e., acids), physical
(i.e., pressure, warm, cold), biologic (i.e., taste, chewing), and
psychologic (i.e., imagination of a meal) stimulation. Stimu-
lated saliva is collected most widely with chewing stimulation
(i.e., paraffin wax), and/or with taste stimulation (i.e., candy,
lemon). Whole saliva can be collected simply by drooling into
a vial with forward tilted heads or by allowing the saliva to
accumulate in the mouth and then expectorate it into a vial.
Isolated parotid saliva may be collected with direct cannulation
of the parotid duct or with the use of parotid cap (a plastic
container with a pocket that enables some negative pressure for
stabilizing the device on the mucosal surface). Mixed saliva of
submandibular and sublingual gland may be collected with di-
rect cannulation of submandibular duct. Saliva of minor glands
may be collected with pipettes or with small piece of adsorbent.
A fluid enriched in mucosal transudate and gingival crevicular
fluid can be collected placing an adsorbent pad between the
cheek and the lower gum.

Handling and storage of saliva

Saliva is usually homogenized on a vortex mixer for one
minute and precleared by centrifugation (i.e., 10.000 × g; 4◦C;
10 min.) to remove food rests, bacteria, mucosal cells, and
other particles. Saliva may also be cleared by filtration using
small (i.e., 0.2 µm) pore size filters, but only small amounts,
because the filter pores are blocked by high molecular weight
components in saliva. Precleared saliva can be stored on ice
(+4◦C) without significant changes of enzyme activity (i.e.,
amylase) or protein degradation only for few hours. Addition
of protease inhibitors is advantageous for time consuming
analysis procedures. Freezing may lead to significant protein

precipitation, even if quick freezing (i.e., liquid nitrogen) is
used. Frozen sample can be stored at −20◦C without any
more damage for a few days only. Somewhat longer storage
is possible in liquid nitrogen or at −80◦C.

Detection of ions

The pH value can be measured with hydrogen-selective elec-
trodes; however, it should be noted that, the pH value of the
saliva is dependent on the level of dissolved CO2 thus–for a
true pH value to be obtained—saliva must be collected without
a loss of CO2 to avoid measuring a pH value higher than real
(5). The free (unbound) form of other ions like sodium and cal-
cium can also be measured with ion selective electrodes. With
the use of flame photometry total amount of sodium, potas-
sium and calcium can be measured in the saliva. With the use
of atomic absorption spectrophotometry the total amount of cal-
cium, magnesium, copper and some other ions (i.e., constituents
of dentures like zinc, iron, cobalt, and chrome) is detectable.
Photometric (colorimetric) methods can be used for measuring
the total amount of chloride, calcium, bicarbonate, and phos-
phate. In case of calcium and phosphate a high percentage
(∼50% and up to 20%, respectively) may be bound to pro-
teins and/or lipids (5, 35). Determination of the ratio between
free and bound forms of calcium can be performed by compar-
ing the data of flame photometry and electrode measurement.
In case of phosphate, an exact discrimination is only possible
after a careful isolation of proteins and lipids from saliva fluid.

Analysis of salivary proteins

The protein content of the saliva is determined usually with
modified biuret reaction [Lowry method (36)]. Qualitative pro-
tein analysis is carried out most frequently with gel elec-
trophoresis, especially sodium-dodecyl-sulphate poliacrylamide
gel electrophoresis, and isoelectric focusing in both cases either
in one-dimensional (1-D) or in two dimensional (2-D) forms.
Similarly, 1-D and 2-D high performance liquid chromatogra-
phy (HPLC) is also used widely. These methods are combined
frequently with immunologic methods such as Western-blot
analysis (in the case of gels) and enzyme linked immunoas-
say (ELISA, EIA) and radio immunoassay in the case of whole
saliva samples and saliva fractions (i.e., HPLC fractions). Mea-
surements of enzymatic activity with the addition of substrates
are common methods for determination of salivary amylase
and lysozyme. Newer approaches use in-gel-tryptic-digestion
of the separated proteins (7). Digestion is followed by extrac-
tion of the resulted peptides and fragmentation with tandem
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mass spectrometry (MS/MS) in a predictable fashion that al-
lows computational determination of the peptide sequence (37).
The identification of the protein from which the peptide was de-
rived can be reached by protein database searching. In the latest
direct analysis of large protein complexes and multidimensional
protein identification technologies, tripsin digestion is the first
step, followed by chromatography of the peptide fragments (i.e.,
biphasic or triphasic microcapillary columns and HPLC) and
MS/MS analysis (38).

Analysis of carbohydrate structures

The carbohydrate moiety can be isolated after degradation of
the protein and isolation of carbohydrate carrying particles via
gel filtration and/or other chromatographic methods. Qualita-
tive and quantitative analysis of the carbohydrate chains can
be carried out after enzymatic digestion with glycosidases and
after determination of the several carbohydrate components
with the standard chemical methods based on colorimetry or
gas-liquid chromatography (39). The structure mapping of car-
bohydrate chains can be done with the use of sequential en-
zymatic digestion by exoglycosidases (i.e., β-D-galactosidase,
β-N-acetylhexosaminase, α-D-mannosidase, etc.), and recon-
struction of the supposed chain sequence with the analysis of
the released carbohydrate components. In addition to chemi-
cal methods immunologic methods like ELISA, immunoblotting
and lectin blotting are used.

Analysis of salivary lipids

Salivary lipids should be extracted prior analysis by means
of chlorophorm-methanol (2:1) according to Folch’s method
(40). Thereafter, lipids may be separated and quantified with
thin-layer chromatography (9) or with gas-liquid chromatogra-
phy (23). Salivary lipids may also be fractionated with silicic
acid column chromatography.

Analysis of other salivary constituents

Many other constituents are present in the saliva and may be
studied. For such purposes, related literature is accessible and
applicable, taking into consideration the basic knowledge of
saliva biologic chemistry summarized briefly in this article.
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Pharmacokinetics is a mathematically based discipline that describes the
time course of uptake, distribution, and elimination of a drug in an
organism. This article explains the physiologic basis and clinical
interpretation of the various pharmacokinetic parameters, such as half-life,
clearance, and oral bioavailability. Because of the central importance of
pharmacokinetics to the clinical use of drugs, the determination of
pharmacokinetics is required at several points in the research and
development cycle of new drug candidates. The rationale and methods of
determination are discussed.

The therapeutic effectiveness of drugs generally can be related
to the concentrations achieved at the physiologic site of ac-
tion and to the length of time that effective concentrations are
maintained (1, p. 1). For instance, molecules of an antibiotic
must reach the site of infection (e.g., inner ear, lung, or blad-
der) to interact with the molecular target (typically an enzyme)
in the infecting bacteria. Similarly, cough suppression or re-
lief of clinical depression may require a medicine to penetrate
the blood–brain barrier to access molecular targets (typically
pharmacologic receptors) in the central nervous system. There-
fore, an assessment of the effectiveness of the therapy partly
depends on our ability to monitor concentrations of the drug
in these organs. However, because often it is not feasible to
measure intraorgan concentrations of drugs directly, we usually
measure blood concentrations and then infer the corresponding
tissue concentrations by using predetermined relationships for
the particular drug and organ in question. In practice, we es-
tablish the blood concentration that corresponds to the actual
tissue concentration necessary for therapeutic effectiveness for
each clinical drug, which allows us to discuss therapy in terms of
blood concentrations only without reference to tissue levels. A
useful clinical drug must exhibit several practical characteristics
(2): efficacy (the intrinsic ability of the compound to produce
a desired pharmacologic effect), availability (the ability of the
compound to reach the target organ), safety (the sufficient selec-
tivity at the therapeutic dose so that undesirable pharmacologic
actions are acceptably mild), and persistence (the sufficient res-
idence time in the body to allow a clinically useful duration of
action, usually expressed as the plasma elimination half-life).

Pharmacokinetics (PK) is a mathematically based scientific
discipline that describes the time course of uptake, distribution,
and elimination of a drug in an organism. A central goal of

PK is to determine the length of time that target pharmaceutical
receptors are exposed to pharmacologically effective concen-
trations of the drug molecules. Therefore, PK is of the utmost
importance in understanding drug action, especially the duration
of action, optimal dose size, individual variation in response, in-
teractions between drugs, and developed resistance or tolerance
to drugs.

Clinical Pharmacokinetics

The following discussion addresses only small-molecule drugs,
chemical compounds with molecular weights less than 1,000
Daltons. Large-molecule drugs (biologics) such as vaccines,
cytokines, antibodies, and genes also can be studied by the
methods of pharmacokinetics, but they are distributed and
cleared in fundamentally different ways than small molecules.
(3, 4).

Dose and administration

Dose refers to the amount of the drug to be administered to
the patient and may be expressed in several ways. The most
common form is the amount (expressed in milligrams) taken in
an oral formulation such as a tablet, capsule, or syrup. Often,
the formulation is provided by the manufacturer in several
dose strengths, such as 10, 25, and 50 mg. Some medicines
are delivered by a parenteral route such as inhalation, topical,
subcutaneous, or intravenous to deliver the medicine more
directly to the target organ, to control the rate of delivery, or to
substitute for when oral dosing is impractical. Depending on the
rate of elimination of the drug from the body, additional doses
are administered at intervals to maintain adequate therapeutic
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blood levels. Because the presence of food in the gastrointestinal
tract may affect the absorption of some drugs, the patient may
be instructed to take the drug either with or between meals.
Thus, a dosing regimen refers to a particular dose strength in a
particular formulation given at a particular interval or time–of
day in relation to meals, such as a 10-mg tablet taken once a
day after dinner.

Meaning and interpretation
of pharmacokinetic parameters

Plasma, the fluid component of blood left after the separation
of cells, commonly is used for pharmacokinetic determinations.
Figure 1 illustrates the time course of drug concentrations in
plasma following either an intravenous (iv) or an oral (po)
dose of a hypothetical drug. In the case of the iv bolus dose,
the drug is delivered completely to the bloodstream essentially
instantaneously and then concentrations immediately begin to
decline as the drug distributes within and is eliminated from
the body (see the dashed curve in Fig. 1). The solid curve
shows the drug concentration profile for the same dose given
orally. In this case, because the drug first must be absorbed
from the gastrointestinal tract to reach the blood, concentrations
initially rise (absorption phase); however, when the rate of
absorption equals the rate of elimination, the input and output
processes reach a balance and the peak concentration (Cmax)
is seen. Thereafter, when absorption is complete and only the
elimination process is left, the elimination phase is reached and
concentrations decline as the body acts to remove the drug.

During the absorption phase, the plasma concentration attains
the minimum therapeutic threshold accompanied by onset of
the efficacious effect. A desirable medicine has a large window
between the efficacious concentration and a concentration that
produces undesirable side effects (adverse event threshold).
As concentrations fall after Cmax, the duration of effect is
determined by the time above the therapeutic threshold. Thus,
the illustrated drug loses effect after about 12 hours and requires
a second dose by that time.

PK usually is expressed in several quantitative, clinically
meaningful parameters, including half-life (T1/2), area under the
plasma concentration versus time curve (AUC ), oral bioavail-
ability (F ), volume of distribution (Vd), clearance (CL), max-
imum observed plasma concentration (Cmax), time after dose
administration that Cmax occurs (Tmax), and minimum concen-
tration between successive doses (Cmin).

T1/2 describes the persistence of the drug in the body. An
ideal drug follows first-order kinetics for elimination from the
body (1, p. 21) so that a constant fraction is eliminated in fixed
time intervals. It is convenient to select 50% as the constant
fraction eliminated and to express the time required as T1/2.
Thus, at one half-life after dosing, half of the drug has been
eliminated; at two half-lives, 75% has been eliminated; at three
half-lives, 87.5% has been eliminated, and so forth. A property
of first-order declines is that a plot of the natural logarithm
of the amount remaining versus time is linear with the slope
equal to –0.693/T1/2, providing a straightforward means to
determine half-life (Fig. 2). For many therapeutic indications, a
half-life long enough (12–24 hours) to allow once-a-day dosing
is desirable for the obvious reasons of patient convenience and
compliance. Because many drugs do not exhibit ideal kinetics
and do not follow a simple log-linear decline, we may use an
operational parameter called effective half-life, which usefully
approximates the decline in blood concentrations over most of
the elimination curve (5).

Most drugs are given multiple times in a course of therapy
so that when the second dose is taken a portion of the first dose
still exists in the body and the Cmax achieved by the second
dose will be that much higher than the first. A similar carryover
will occur between the second and third doses, which makes the
third Cmax even higher. However, as blood concentrations rise,
the rate of elimination rises proportionally (a direct consequence
of first-order kinetics). Thus, the tendency of the drug level to
rise because of the incomplete elimination from sequential doses
is compensated for by a rising elimination rate, which results
after several doses in a balanced situation called steady state
in which the same Cmax and Cmin values are observed after
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Figure 1 Plasma concentration time profiles for a single 42-mg dose of a hypothetical drug with a half-life of 8 hours, Vd 42 liters, and oral bioavailability
of 80%. Dashed curve: intravenous bolus dose. Solid curve: oral dose. Dotted horizontal lines represent plasma concentrations required for efficacy (green)
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Figure 3 Plasma concentration time profiles for repeated oral doses of
the drug given every 8 hours, which illustrates the approach of the plasma
concentrations to steady state.

each successive dose (Fig. 3). The time-weighted average of
plasma concentrations over a single dosing interval at steady
state (Cave, SS) is higher than that on the first dose, and the ratio
of these two is called the Accumulation Index (R) (1, p. 87).
A successful dosing regimen will keep Cmin, SS well above the
therapeutic threshold at all times while never allowing Cmax, SS

to approach the adverse event threshold.
AUC is a measure of the total exposure of the body to the

drug and can be estimated as the sum of the areas of a series of
trapezoids formed between successive measured concentration
time points (Fig. 4 and Equation 1) (1, p. 469). Because
a drug may not necessarily be completely absorbed or may
undergo presystemic metabolism or other elimination during
the absorption process, the related parameter F indicates the
fraction of an orally administered dose that actually reaches the
systemic circulation. As a practical matter, F , which usually is
expressed as a percentage, is calculated as the ratio of the AUC

measured from an oral dose to the AUC from an equivalent
intravenous dose that is delivered completely to the bloodstream
(Equation 2) (1, p. 42). Because two different drugs generally
have different Cmax values, bioavailabilities, and half-lives, the
observed exposures (i.e., AUCs) will be different even though
equal doses of the drugs may have been given.

AUC =
n∑

i=2

1

2
(Ci + Ci−1) × (ti − ti−1) (1)

F = AUCoral

AUCiv
× Doseiv

Doseoral
(2)

Vd measures the volume of plasma in which the drug appears to
be dissolved and is calculated by dividing the amount of drug
in the body by the observed concentration in plasma at that time
(Equation 3) (1, p. 20). For a drug that is confined to the plasma
compartment, Vd is the volume of plasma in the body [ca. 3 liters
(L) in humans] (6). A drug that freely passes into and out of
the cells of tissues will have a Vd value of about 42 L (i.e.,
nominal total body water for an adult human) (6). However,
many drugs show Vd values that are much greater than 42 L,
which cannot correspond to any physiologic compartment. In
these cases, the drug must be sequestered significantly outside of
the plasma compartment into organs and tissues. For this reason,
Vd sometimes is called the apparent volume of distribution.
Because it is difficult to know at any moment the exact amount
of drug in the body because of continuous elimination, we
usually cannot apply Equation 3 directly to determine Vd and
we must use an indirect method (see below).

Vd = amount

Cplasma
(3)

Finally, CL describes how quickly the drug is eliminated com-
pletely from plasma or blood and has the units of volume
per unit time. CL is calculated easily from the plasma AUC
observed for a given dose (Equation 4) (1, p. 37). For an intra-
venous dose F = 1, Equation 4 simplifies to CL = Dose/AUC .
For an oral dose, if the bioavailability is not known, then the
Dose/AUC calculation yields CL/F rather than the true clear-
ance.

CL = Doseiv

AUCiv
= F × Doseoral

AUCoral
(4)

CL is a useful working concept because it is related to the
passage of drug-containing blood through a clearance organ
such as liver or kidney. A drug that is cleared only by the
liver (by liver metabolism, for instance) can be cleared only as
fast as blood flows to the liver. This mass transport limitation
is expressed in Equation 5 (1, p. 166), where Q is the total
blood flow to the liver [about 1.4 L per minute (min)] (1,
p. 138), CLint is the intrinsic ability of the liver to clear the
drug if blood flow were not a limitation, and fu is the fraction
of the drug not bound to proteins in plasma (7). We can see
from Equation 5 that in the two extreme cases, CL is equal to
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Figure 4 Estimation of the total AUC for an oral dose of the drug by use of the Trapezoidal Rule. Vertical lines from measured concentration time points
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CLint when CLint is small compared with Q , and CL is equal to
Q when CLint is large compared with Q .

CL = Q × fu × CLint

Q + fu × CLint
(5)

Similarly, renal clearance is limited ultimately by kidney blood
flow (ca. 1,100 mL/min) (1, p. 138). Clearance by kidneys
comprises three processes: glomerular filtration, the rate at
which the kidneys filter plasma (ca. 120 mL/min) (1, p. 169);
direct secretion of drugs into urine; and reabsorption of drugs
from urine back into blood. A final useful characteristic of
clearance is that it is additive. In other words, the total systemic
clearance is the sum of the individual organ clearances. For
instance, for a drug that has both hepatic and renal routes of
elimination, CLtot = CLh + CLr. Such a drug still can be
cleared, albeit more slowly, in patients with either liver or
kidney failure.

For an ideal, so-called one-compartment drug (i.e., one
that is in rapid equilibrium with all tissues), the parameters
half-life, clearance, and volume of distribution are interrelated
by Equation 6 (1, p. 24). Because half-life and clearance can
be determined independently, it is possible to calculate Vd.
Equation 6 shows that two drugs that have the same vol-
ume of distribution but different clearances will have different
half-lives, which means that one drug will maintain plasma con-
centrations longer than the other and may need less frequent
dosing.

T1/2 = 0.693 × Vd

CL
(6)

As mentioned above, many drugs do not conform to the
simple one-compartment model. These cases may require a
two- or three-compartment model characterized by a bi- or
tri-exponential decline (8). Alternatively, a simpler, commonly
used approach is noncompartmental analysis , in which the con-
centration time profile is treated descriptively by the method of

statistical moments (9). Whereas CL has exactly the same defi-
nition in noncompartmental analysis, persistence in the body is
described by a new parameter, mean residence time (MRT , the
average time that an drug molecule resides in the body) rather
than terminal elimination half-life. For many drugs, MRT is a
better indicator of the clinically effective duration. The differ-
ence between MRT values for oral and intravenous doses gives
a descriptor of the rate of intestinal absorption called the mean
absorption time (MAT ). Noncompartmental analysis also de-
fines a new volume parameter, Vdss, the volume of distribution
at steady state, which is useful for calculations of plasma levels
after multiple dosing or during intravenous infusion. A second
descriptor of volume, Vz, represents the volume of distribution
during the terminal elimination phase and is calculated exactly
the same as Vd in the one-compartment model (see Equation 6).
Vz usually is different from Vdss and seldom is used in clinical
dosing regimen considerations.

Role of PK in the Drug Discovery
and Development Process

Discovery

Basic research elucidates the complex biochemical events that
comprise a biologic process, such as the regulation of blood
glucose, and identifies key control points that are mediated by
enzymes or receptors. Most drugs exert their pharmacologic
action by modulating the activity of one of these enzymes or
receptors within cells of the abnormally functioning organ. So,
the next step in the drug discovery process is lead generation,
the design or discovery of a small molecule that will bind to the
molecular target to modulate its activity. Once a lead has been
generated, medicinal chemists typically synthesize thousands
of analogs by systematically varying the structure to create a
compound that has been optimized with respect to potency and
selectivity toward the molecular target, PK characteristics, and
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safety. This compound then is designated as a clinical candidate,
and it enters the development process (10).

Given the importance of PK in the clinical use of drugs, a
suitable human PK profile is an important criterion in the selec-
tion from many discovery compounds of a single candidate for
advancement to clinical development. Therefore, contemporary
drug discovery screening of compounds includes pharmaco-
logic potency, selectivity, and PK properties in the acceptable
range for the medical indication (11). Because drug discov-
ery normally takes place before the clinical phase, the human
PK characteristics of a drug candidate must be inferred from
in vivo animal models or from various human-derived in vitro
systems (12).

PK screening

In vitro studies
Because clearance at the whole-body level often is determined
by metabolism at the cellular level, it is possible to use a
variety of human-derived in vitro systems to determine rates
of metabolism. These systems include pure human enzymes
(such as cytochrome P450 enzymes) (13) and human liver
subcellular fractions (S 9 and microsomes) (14). However, with
enzymes and subcellular fractions, some information is lost
because the whole-cell integration of subcellular processes has
been disrupted. The use of cultured human hepatocytes retains
the whole-cell integration at the expense of greater experimental
complexity (15). Each system provides a different window on
the metabolic processes, is relatively easy to use, and can
be obtained from commercial sources. Rates and pathways
of metabolism may be compared with a series of discovery
compounds to identify those with the greatest relative metabolic
stability or with a benchmark compound of known human PK
characteristics to provide a more absolute estimate of hepatic
metabolic clearance.

In vivo studies
PK studies in typical laboratory animals (typically mice, rats,
dogs, or monkeys) are useful because they directly determine
the various PK parameters discussed above, which affords an
understanding of the whole-body characteristics of absorption,
distribution, metabolism, and elimination. Because these trans-
late with some fidelity to humans, animal PK commonly is used
to assess the PK acceptability of discovery compounds. Un-
fortunately, these studies tend to be too slow to permit rapid
evaluation of dozens or hundreds of discovery compounds.
Therefore, two modifications have been introduced that provide
whole-body relevance with rates of screening that are sufficient
to keep pace with the production of favorable discovery drug
candidates (16).

The first modification, cassette dosing, is based on the si-
multaneous dosing of several compounds to the animals, which
thereby provides in vivo PK information of the several can-
didates in parallel (17). Unfortunately, cassette dosing has
a limitation of potential drug–drug interactions, which pos-
sibly distorts the PK parameters (18). The second modifica-
tion, Rapid Rat Assay, uses a highly regimented process of
single-compound dosing of several discovery compounds to

several rats in parallel (19). Because each animal receives only
one compound, drug–drug interactions are avoided. The Rapid
PK procedure can be applied to dogs and monkeys as well but
with lower throughput than with rats. The combination of hu-
man in vitro and animal in vivo assessment of PK works well
to screen out compounds with unsuitable PK properties.

Clinical candidate nomination

Once a discovery compound has been identified with overall
“drug-like” characteristics (good potency, selectivity, safety,
and PK), that compound will be selected for advancement into
clinical development. The next important PK activity is the
quantitative projection of the human PK (20, pp. 207–228).
Such information is useful for the planning of the preclinical
and clinical development programs. Equation 6 can be used to
estimate the clinical half-life if we can estimate CL and Vd. Two
approaches can be used to estimate CL.

First, if the compound was cleared mainly by hepatic
metabolism in the animal species tested and if human hepa-
tocytes in vitro suggest the same will be true in humans, then
the measured hepatocyte clearance may be used in a process
called in vitro/in vivo scaling (20, pp. 207–228) to provide an
estimate of the human intrinsic clearance. The application of
Equation 5 then gives an estimate of the human systemic clear-
ance. Second, the animal PK parameters of CL and Vd can be
subjected to allometric scaling (20, pp. 207–228) whereby the
PK parameter is related to a measurable allometric variable such
as body mass, body surface area, heart rate, and so forth. (21)
by fitting these parameter–variable pairs for several species to
an empirical power equation of the form

PK parameter = α × (allometric variable)β (7)

where α and β are adjustable constants. A common application
is to scale CL according to body mass.

CL = α × (Body Mass)β (8)

Both CL and Vd from the animal PK studies may be scaled
allometrically to provide the estimates of human CL and Vd

needed to project the human half-life. In addition to calculating
the half-life, one also can estimate the human therapeutic dose if
the blood levels that correspond to efficacy in a relevant animal
pharmacologic model have been measured. The AUC measured
in the animal model can be equated with the AUC needed
for efficacy in humans, and then the application of Equation 4
with the estimated human CL gives an estimated human dose.
For drugs intended for oral administration, the bioavailability F
often is assumed to lie in the range between the lowest and
highest values observed in the animal species tested. These
projected human PK parameters need not be extremely accurate
to be useful for planning.

Preclinical development

Before a new chemical entity can be tested in humans, its safety
in various in vitro and in vivo pharmacologic and toxicity tests
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must be assessed (22). This assessment includes an administra-
tion of high doses to animals (typically mice or rats and larger
animals such as dogs or monkeys) and in vitro tests of geno-
toxic potential (such as the Ames test). PK normally will be
determined in the animal species to be used for safety testing to
assess the relationship between the oral dose and the exposure
for dose selection and to select time points for the monitoring
of exposure during the safety studies. In parallel with the safety
testing, a large-scale chemical synthetic process must be de-
veloped to produce tens of kilograms of the drug candidate to
enable clinical trials. Finally, a clinical formulation must be de-
vised to allow adequate and reproducible exposure in the clinical
trials, and animal PK studies are helpful in the selection pro-
cess. These studies usually examine Cmax, Tmax, and AUC for
several possible formulations to allow matching to the desired
clinical delivery profile. Data from the discovery and preclini-
cal activities form the basis of a petition to government health
authorities for permission to begin testing in humans. Once this
dossier, called the Investigational New Drug Application (IND)
in the United States, is approved, clinical trials may proceed
(23). Information about the IND and other regulatory guide-
lines and documentation is available through the web link to
the United States Food and Drug Administration at the end of
this article.

Clinical development

Clinical trials are divided formally into four distinct but tempo-
rally overlapping phases, defined by the objectives of each phase
(24). Phase I tests the safety and tolerability of the drug can-
didate in normal healthy volunteer subjects. An important goal
is to determine the maximum dose that may be safely given to
people. An additional goal is the determination of the pharma-
cokinetic parameters, which are needed to plan the next phases.
Phase II investigates whether the candidate modulates the phar-
macologic target in ten to twenty patients (proof of activity) and
whether this activity actually results in the desired therapeutic
benefit (proof of concept ). Also, the optimum dose is determined
based on balancing benefit and safety. With an optimized dose
identified, Phase III tests the drug in much larger groups of
patients to establish the comprehensive clinical profile of the
candidate, including confirming the therapeutic benefit with ad-
equate statistics and investigating the variation of therapeutic
response and the safety in various severities of the disease and
in special populations such as ethnic groups or comorbidities.
Phase IV usually occurs after the drug has been approved and
is on the market and involves testing even larger populations
for longer periods of time and testing against additional disease
indications.

Phase I

Human PK is determined for the first time in Phase I, initially as
a series of single doses escalated through several dose levels to
establish the dose–exposure relationship and also the half-life.
Because an oral dose may have an extended period of absorp-
tion, it is not possible to get the true clearance or volume of
distribution from an oral dose; a confounding with bioavailabil-
ity may occur. Furthermore, sometimes absorption is slower

than elimination and a phenomenon known as “flip-flop kinet-
ics” occurs in which the observed half-life really is a reflection
of absorption and not elimination. Thus, when feasible, an in-
travenous dose is given to allow absolute oral bioavailability
and the true values of total clearance, renal clearance, volume
of distribution, and half-life to be determined. Administration
of an intravenous dose requires the development of a sterile
solution formulation and acute intravenous animal safety stud-
ies and may not be possible always with poorly soluble drugs.
The next step is multiple dosing at several dose levels within
the range determined to be safe from the single-dose study. In
addition to more investigation of clinical safety, the main PK
purpose of multiple dosing is to establish how many doses are
required to reach steady state and what steady state Cmax and
Cmin values are reached. A well-behaved drug will reach steady
state in about five doses (see Fig. 3), and a general rule is that if
doses are given at intervals of one half-life, then the steady state
Cmax will be about twice that following a single dose (25, p.
123). Dosing more frequently than the half-life results in a more
than twofold accumulation, and dosing less frequently than the
half-life results in a less than twofold accumulation. The aver-
age plasma level to be expected at steady state can be calculated
by Equation 9 where τ is the dosing interval (1, p. 85),

Cave, SS = F × Dose

CL × τ
(9)

or can be determined from a numerical simulation using the
Principle of Superposition (25, pp. 451–457). Importantly, a
significant deviation of the accumulation index R-value from
that predicted by the single-dose PK indicates a time-dependent
alteration of clearance. For example, continuing exposure of the
body to some drugs causes an adaptive response called autoin-
duction in which drug-metabolizing enzymes are upregulated to
allow the body to eliminate the drug more rapidly (26). Such a
drug would then show an R-value of less than one, which means
that subsequent doses would lead to lower Cmax and AUC val-
ues. It is possible for autoinduction to be so severe that the
drug becomes ineffective after a few doses. The opposite situ-
ation, although it is rare, also can occur; that is, R values can
be much larger than expected, which means that when multi-
ple dosing, the body becomes less able to clear the drug and
plasma levels continue to rise. Greater–than–expected accumu-
lation usually indicates some form of toxicity, such as organ
toxicity or irreversible inhibition of clearance enzymes. The
cytochrome P450 enzyme designated CYP3A4 is especially sus-
ceptible to irreversible inhibition (27), so the discovery process
usually includes a screen for this type of behavior to prevent
such compounds from reaching the clinic. Again, this type of
nonideal PK behavior could be enough to cause the drug can-
didate to be clinically unusable.

Additional Phase I PK studies include the determination of
the effect of food on orally administered drugs (28), formula-
tion testing (29), detection of circulating metabolites of the drug
(30), and checking for PK interactions between coadministered
drugs (31). The most common form of drug–drug PK interac-
tion is the competition of the two drugs for the same clearance
mechanism, especially the CYP-family of drug-metabolizing en-
zymes, which results in a limitation on which drugs ultimately
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can be used clinically with the new agent (32). All clinical
PK studies rely on some method of quantitation of drug lev-
els in blood or plasma, and the major bioanalytic technique in
use today for this purpose is liquid chromatography coupled to
tandem mass spectrometry (LC–MS/MS) (33, 34). Current tech-
nology permits the determination of picogram-per-mL levels of
a drug in the presence of many interfering substances, with
sample-to-sample cycle times less than 2 minutes. Because of
individual biologic variability and inevitable experimental error,
the measured drug concentrations at each time point will show
variation among a group of subjects, which results in the need
to express derived pharmacokinetic parameters as a mean value
with an associated coefficient of variation (1, p. 203).

In addition to the conventional first-in-human approach de-
scribed above, another available approach allows rapid access
to the clinic to answer specific questions addressable by a sin-
gle dose in humans. The U.S. Food and Drug Administration
allows a sponsor to proceed to limited clinical dosing with an
Exploratory IND (35), which has more moderate requirements
than the standard IND. Determination of human PK is the most
common use of the new approach, which can be thought of as
an extension of the discovery process to check human PK before
the decision is made to commit full development resources to
pursue the conventional IND. One option within the Exploratory
IND is microdosing , which has even lower requirements (36,
37). A microdose is defined as no more than 1/100 of the ex-
pected therapeutic dose but not exceeding 100 micrograms. The
advantages of a microdose are that minimal safety testing is re-
quired because only minute quantities of the drug candidate
are administered and that large-scale chemical synthesis can be
postponed until acceptable clinical PK is confirmed.

Phase II
Although the main goal of Phase II clinical trials is the de-
termination of efficacy toward the disease indication, PK is a
fundamental part of this determination because to understand
the clinical use of the new drug candidate, it is necessary to
determine the temporal relationship between the plasma levels
and the pharmacodynamics of the beneficial effect (PK/PD). A
secondary PK goal in Phase II is to determine if the disease
state affects the PK of the candidate drug compared with the
PK observed in healthy subjects.

During the dose range-finding portion of Phase II, several
doses are assessed for efficacy in patients with the disease to
be treated. The PK sampling at these doses is critical because it
allows the construction of a pharmacokinetic/pharmacodynamic
(PK/PD) model whereby the observed drug concentrations are
used to predict the effect of the drug (20, pp. 189–205; 38). The
simplest PK/PD model is the direct or Emax model in which
a direct relationship exists between the concentration and the
effect; changes in plasma levels are reflected immediately in
the pharmacologic response. Often, however, as concentrations
increase, eventually the pharmacologic responses reach a peak
or nadir and greater increases in concentration result in only a
small change in effect. Ideally, the drug candidate is safe enough
to dose to the maximal effect. However, it is more common to
strike a balance between the magnitude of response and the
incidence of adverse side effects. Some drugs follow a more

complex PK/PD relationship called the indirect model in which
the pharmacologic response temporally lags behind changes in
plasma levels (hysteresis). In this model, the response seen
from a particular plasma concentration in the declining phase
of the PK curve may be much greater than it was for the
same plasma concentration during the rising phase of the curve.
Hysteresis occurs when the initial stimulus of the drug binding
to the receptor is uncoupled in time to the observed clinical
response because a biologic cascade of several biochemical
or physiologic events must occur for the clinical response
to become manifest. After it is determined which type of
relationship applies, a theoretical PK/PD model can be fit to
the concentration–response data, which thereby generates a
quantitative understanding of the action of the drug and the
ability to predict the response to be expected in any situation.

With the availability of a PK/PD model, clinical trial simu-
lation (39, 40) can be performed to explore alternative dosing
regimens and to help achieve the optimal design of the Phase
III program. The inputs for simulation include the number of
patients to be tested, the duration of the testing, the potential
clinical end points, and most importantly, the dose(s) to be
tested. With Monte Carlo methods to simulate the variability
in PK and response observed in Phases I and II, hundreds of
computer simulations are conducted for each design and dose
level to estimate the statistical probability of a successful out-
come (i.e., one that meets predetermined end points of efficacy
and safety). The goal is to find a design and dose that balances
a high likelihood of a successful trial with a low incidence of
adverse events. Ideally, this simulation activity is done in col-
laboration with government health authorities to minimize the
approval time for the Phase III design and the chance of a failed
Phase III study (41).

Phase III
In Phase III, large-scale trials are mounted with the goal of
showing statistically significant benefit against either placebo
or, more usually, standard-of-care therapy. The use of many pa-
tients affords the opportunity to create a Population PK model
for the drug, which is a statistical means to account for individ-
ual variation in PK by means of clinically measurable covariates
such as age, gender, race, ethnicity, body weight, kidney func-
tion, and so forth (42). In this way, the PK characteristics of a
particular patient can be estimated before dosing, which allows
a rational means to select the dose most likely to provide good
benefit while minimizing risk. After Phase III is complete, the
sponsor of the drug candidate may submit an application (called
the New Drug Application in the United States) for approval to
government health authorities of all countries in which market-
ing is desired (43).

Summary

Pharmacokinetics studies the relationships for a given drug be-
tween blood concentrations, uptake, distribution, elimination,
pharmacologic effect, and time. Because drugs that require large
doses must be dosed frequently; cannot be dosed orally; must
be timed in relation to food intake or have strong interactions
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with other drugs; may have issues of patient compliance, vari-
able response, or toxicity, the pharmacokinetic aspects of the
behavior of a drug are critical to its successful clinical use. Ac-
cordingly, the scientists who design drugs must use preclinical
pharmacokinetic screening methods to maximize the likelihood
that a drug candidate is acceptable pharmacokinetically. Corre-
spondingly, the researchers who test the drug in clinical trials
must ensure that all aspects of pharmacokinetic behavior have
been characterized thoroughly before submitting the drug for
approval to regulatory authorities.
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Advances in both genomics and proteomics have provided researchers with
access to large collections of biomolecules, including DNA, proteins, and
metabolites. High-throughput methods are needed to study the function
and regulation of these biomolecules within complex systems. Microarrays
have emerged as a common platform to study biomolecular interactions
that involve nucleic acids, proteins, and small molecules. DNA microarrays
have revolutionized genomic research by allowing researchers to study
gene expression, sequence variation, and transcription factor binding sites
on a whole-genome scale. Protein microarrays can be used to study
interactions with other proteins, DNA, RNA, and small molecules, including
lipids, carbohydrates, and drugs. Protein microarrays can also be used as
analytical tools to profile complex protein mixtures, such as fractionated
cell lysates, in an effort to study antibody specificity, measure changes in
protein abundance, or characterize disease states. Small-molecule
microarrays are useful tools for ligand discovery, comparing inhibitor
specificity across enzyme classes, high-throughput, cell-based phenotypic
screens, and as diagnostic tools for pathogen detection. The microarray
approach has been extended to transfected cell microarrays, RNAi living
cell microarrays, virus microarrays, and tissue microarrays. This article
reviews chemical strategies for making microarrays and applications of
microarrays in chemical biology.

As the molecular parts list for cells and organisms contin-

ues to grow, a key challenge is to identify the function of

each component within the context of the cellular system. In-

creasingly, researchers are choosing to adopt high-throughput,

discovery-oriented studies aimed at systems of biomolecules

in addition to traditional reductionist studies of the structure

or function of a specific biomolecule. Studies of complex bio-

logic systems benefit from large-scale and global analyses as

the interacting parts can be analyzed simultaneously, which

leads to hypotheses about how the components come together

to effect processes such as development, disease, or evolution.

Several high-throughput methods have been developed to study

the function and regulation of biomolecules, including nucleic

acids, proteins, and metabolites. In particular, microarray tech-

nology has emerged as a revolutionary platform to analyze all

types of biomolecules in a highly parallel fashion.

Biologic Background
Microarrays were introduced in the 1990s for use in genomic
studies (1–4). Microscopic features of probe nucleic acids, in-
cluding oligonucleotides, cDNAs, or PCR products that cor-
respond to predicted or known mRNAs, are deposited on a
stable, solid substrate such as glass or silicon. Taking a cue
from the Southern blot, the affixed probes are hybridized with
cDNA from the sample of interest. Thousands of probes can
be accommodated on a single microarray providing an oppor-
tunity to interrogate whole genomes (5). DNA microarrays,
otherwise known as DNA chips, are valuable tools for gene
expression profiling,5 comparative genomic hybridization (6),
genotyping (7), chromatin immunoprecipitation (8), and in vitro
studies of protein–DNA interactions (9, 10). DNA microarray
technology has also had a significant impact on medicine by
facilitating connections between physiologic states and gene ex-
pression patterns in studies of cancers, disease progression, and
cellular responses to toxins or therapeutics (11). DNA microar-
ray technology is now widely accessible to researchers through
commercial microarray products and academic genome centers.
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The miniaturized and highly parallel microarray format has
also become a common platform in applications that involve
other types of biomolecules (Table 1) (1–78). Shortly after the
advent of DNA microarrays, small molecules and proteins were
captured in the microarray format (12, 13). Microarrays of car-
bohydrates (14, 15), lipids (16), peptides (17), cells (18), viruses
(19), and tissues (20) have also been reported. Why has the mi-
croarray format become so attractive for studying diverse types
of biomolecules? Assay miniaturization is a key advantage of
microarray-based assays. Miniaturization reduces the amount
of sample required for the assay and increases the density of
samples that may be analyzed simultaneously. Microarrays are
also easy to manufacture and store. Most types of microarrays
are stable for up to six months under proper storage condi-
tions. Benefiting from advances in automation, replicate arrays
can be processed in parallel, which allows researchers an op-
portunity to evaluate thousands of probes across a variety of
sample conditions simultaneously. These advantages make the
microarray format attractive to researchers in chemical biol-
ogy with an interest in studying responses of transcriptomes or
proteomes to small molecules. Additionally, microarrays pro-
vide an attractive format to screen precious small molecules,
such as natural products and compounds coming from combi-
natorial libraries, against collections of nucleic acids, proteins,
or cells. Advances in microarray-related technologies, including
new immobilization strategies and detection methods, have lead
to novel applications in discovery chemistry (21) and diagnos-
tics (22). These advances will be reviewed in the context of
applications related to chemical biology.

Strategies for Preparing
Microarrays and Methods for
Detecting Interactions

The first step of any microarray experiment involves design
and fabrication of the chips containing probe molecules of in-
terest. Immobilization methods should take both orientation of
display and molecular stability into account. Stability is an es-
pecially important concern in the area of protein microarrays as
many applications require that individual proteins retain their
conformation and function (23). Most types of arrays are pre-
pared by immobilizing the biomolecules on chemically treated
glass microscope slides using either microcontact spotters or
piezoelectric deposition. Microlithography, using either masks
or optical methods, is another common method for fabricating
microarrays and is used routinely to prepare oligonucleotide ar-
rays (3, 24). Several capture strategies have been developed
for microarrays and include both covalent attachment of the
probes to surface and noncovalent deposition (Table 2). Both
approaches have proven useful in making arrays of nucleic
acids, small molecules, and proteins.

Covalent capture strategies

It is common for microarrays to include biomolecules that are
attached covalently to a glass or silicon surface. For spotted

microarrays, biomolecules are coupled using a variety of attach-
ment chemistries (Table 2). Most advances in attachment chem-
istry have been driven by the preparation of small-molecule
microarrays (SMMs) as small organic molecules tend to have
more diverse functional groups than biopolymers. Many at-
tachment chemistries have been reported and reviewed else-
where (25, 26). Most of these approaches involve mild and
selective coupling reactions. The first SMMs made use of a
Michael addition reaction that involves molecules containing
free thiols printed onto slides coated with vinyl sulfone or
maleimide groups (12). Although this strategy proved success-
ful, it was not general as most compound libraries do not
contain a high proportion of free thiols. Many more com-
pounds that come from both combinatorial libraries and natural
product collections contain amino groups. Although these com-
pounds may be coupled to carboxy-modified glass via amide
bond formation, Chang and coworkers (27) chose to print a
library of amine-containing molecules on slides coated with
N -hydroxysuccinimide (NHS) activated esters. This approach
obviates the need for additional coupling catalysts. Readily com-
mercially available epoxide-coated glass slides have been used
to capture hydrazide-tagged small molecules and carbohydrates
(28, 29). Most surface capture methods take advantage of a
reactive functional group that is introduced as part of their syn-
thesis and biases the orientation of the small molecule on the
surface. Motivated by the need to increase molecular diversity
on SMMs, nonselective approaches to capturing compounds
have been adopted. Bradner et al. (30) reported the use of
an isocyanate-mediated capture strategy to print nearly 10,000
known bioactive small molecules, natural products, and small
molecules originating from several diversity-oriented synthe-
ses. Isocyanates react with a variety of nucleophilic functional
groups, thereby increasing the number of small molecules, from
natural or synthetic sources, that may be printed on a single sur-
face. Kanoh et al. (31) prepared microarrays of approximately
2000 natural products and drugs by photo-cross-linking com-
pounds on trifluoromethylaryldiazarine-coated surfaces. Using
this approach, photogenerated carbenes react with the printed
compounds in a manner that is independent of the functional
group. Both the isocyanate and the photo-cross-linking strate-
gies present the possibility of printed compounds that occupy
multiple modes of orientation within a given spot, which effec-
tively increases the number of binding modes that a given probe
protein can sample. Several surface capture methods applied to
SMMs have also been used to prepare protein microarrays, in-
cluding the use of epoxide-coated slides and attachment via
Staudinger ligation (32, 33). Additional attachment chemistries
have been developed in the context of fabricating protein mi-
croarrays and have been reviewed previously (34, 35). Com-
monly, aldehyde-coated and epoxy-coated slides have been used
to capture covalently proteins in a heterogenous fashion by re-
acting with amino groups (13, 35). As mentioned, retaining the
protein function is a key concern when using covalent chemistry
to prepare microarrays, and thus, several groups have pursued
noncovalent fabrication of functional protein microarrays.
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Table 1 Summary of microarray types and their applications in chemical biology

Microarray type Arrayed feature Applications References

Nucleic acid oligos, RNA, DNA gene expression profiling, genotyping,
mapping protein-DNA interactions,
ligand discovery, reaction
discovery, RNAi screens

1–11, 24, 36, 38,
49–51, 76, 77

Small molecule carbohydrates, lipids, natural
products, drugs, drug-like
molecules

synthesis platform, ligand discovery,
antibody binding screens,
enzymatic assays, phenotypic
cell-based screens, diagnostics,
target deconvolution

12, 14–16, 21, 22,
25–32, 39, 40,
43, 44, 46, 48,
53, 55–65, 78

Protein antibodies, peptides, protein
domains, functional
proteins, clarified cell
lysates

enzymatic assays, mapping
protein-DNA interactions, mapping
protein-protein interactions,
mapping post-translational
modifications, target deconvolution,
antibody, binding screens, protein
expression profiling and biomarker
discovery

13, 17, 23, 33–35,
37, 38, 41, 42,
45, 47, 66–75

Other cells, viruses, tissues phenotypic screens, RNAi, pathology 18–20, 22, 52, 54

Noncovalent microarrays

Noncovalent fabrication methods have been used to make
microarrays of nucleic acids, small molecules, and proteins
(Table 2). Slides coated with aminosilane or poly-L-lysine
have been used to capture randomly oligonucleotides (36), pro-
teins (37), and cells (18) via electrostatic interactions or pas-
sive adsorption. Similarly, DNA, proteins, and carbohydrates
have been arrayed on nitrocellulose-based substrates (38–40).
Homogenous orientation may be achieved using affinity tags.
For example, large collections of His-tagged proteins have
been printed on nickel-coated slides (41). Alternatively, probe
biomolecules can be biotinylated and printed on streptavidin-coated
surfaces (42). Taking advantage of the highly specific fluorous
affinity interaction, Pohl and coworkers (43) noncovalently cap-
tured fluorous-tagged carbohydrates on fluoroalkylsilane-coated
slides. Winssinger and coworkers (44) prepared SMMs contain-
ing a PNA-encoded tetrapeptide acrylate library via sequence-
specific hybridization to an oligonucleotide microarray. This
elegant approach allows encoding combinatorial libraries and
immobilization on-array via self-assembly. Finally, both mi-
crowells and microdroplets have been adapted to the microarray
format in an effort to carry out experiments in solution (45, 46).

Detection methods

Another important planning step involves choice of detection
method. Whether using DNA microarrays in whole-genome ex-
pression profiling or using small-molecule microarrays to iden-
tify new ligands for a protein target of interest, some method of
detection is required to locate probe–sample interactions. Typ-
ically, probes are labeled with fluorescent, chemiluminescent,
radioactive, or affinity tags. Most applications involve a fluo-
rescent readout and the use of a fluorescent microarray slide
scanner. A variety of fluorescent reagents, including reactive

dyes, fluor-labeled proteins, and fluor-labeled secondary anti-
bodies, are commercially available and considered safer than
radioactive labels. Detection strategies may include combina-
tions of different label types. For example, a microarray may
be incubated with biotinylated protein followed by incubation
with fluorescently labeled streptavidin. Potential disadvantages
of label-based detection include overlabeling of protein sam-
ples that results in loss of protein conformation or activity. Care
should be taken not to label a critical functional group in a small
molecule or protein required to bind its target probe. Label-free
approaches are gaining momentum in the field of microarrays
(47). In particular, surface plasmon resonance (SPR) detection
has been used successfully to detect interactions of proteins ap-
plied to small-molecule microarrays (48) and will likely prove
useful in high-throughput studies that involve protein microar-
rays.

Applications of Microarrays
in Chemical Biology
Microarrays have served as tools for investigations in chemi-
cal biology. DNA microarrays are used to study the effects of
small molecules on gene expression (49–51). Small-molecule
microarrays are used for ligand discovery and enzyme speci-
ficity profiling (14–17, 26) as well as for high-throughput,
cell-based phenotypic screens (52) and as diagnostic tools
(22, 53). Protein microarrays are used for studying interactions
with other proteins, nucleic acids, and small molecules, includ-
ing lipids, carbohydrates, and drugs (23). Protein microarrays
are also used as analytical tools to profile complex protein mix-
tures, such as fractionated cell lysates, in an effort to study
antibody specificity, measure changes in protein abundance,
or characterize disease states. The microarray approach has
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Table 2 Representative capture strategies for preparing microarrays

Surface Coupling partner Linkage type Microarray type

amino carboxylic acid, activated
ester, epoxy, aldehyde

covalent or electrostatic,
amide, alkylamine, Schiff
base

nucleic acid, small molecule,
protein, cell, virus

carboxylic acid amine, alcohol covalent or electrostatic,
amide, ester

small molecule, protein

activated ester amine covalent, amide nucleic acid, small molecule,
protein

aldehyde amine covalent, Schiff base nucleic acid, small molecule,
protein

isocyanate amine, thiol, hydroxamic
acid, alcohol, carboxylic
acid

covalent, urea,
carbamothiolate,
carbamate, carbamic
anhydride

nucleic acid, small molecule

epoxy amine alcohol, hydrazide covalent, alkylamine, ether nucleic acid, small molecule,
protein

maleimide thiol covalent, thioether nucleic acid, small molecule,
protein

phosphine azide covalent, amide small molecule, protein

diazirine nonselective covalent, photoaffinity
capture

small molecule

fluorous C8F17 tag noncovalent, fluorophilic
interaction

nucleic acid, small molecule,
peptide

streptavidin biotin tag noncovalent, high affinity
protein-ligand complex

nucleic acid, small molecule,
protein
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been extended to transfected cell microarrays (18), RNAi liv-
ing cell microarrays (52), virus microarrays (19), and tissue
microarrays (20), all of which may be future tools for char-
acterizing the effects of small molecules. A brief sampling of
representative applications of microarrays in chemical biology
is presented.

Microarrays of nucleic acids
DNA microarrays enable genome-wide measurement of tran-
scriptional responses to small molecule treatment. Typically,
drugs and bioactives coming from target-oriented assays or phe-
notypic cellular assays are profiled in an effort to gain insight
into mechanism of action (49). While a great deal of infor-
mation is gained from these experiments, it is still difficult to
draw conclusions about mechanism within isolated data sets.
Rather, systematic and comparative analyses using databases
of transcriptional profiles have proven valuable in this regard.
Lamb et al. (50) described The Connectivity Map as a pub-
licly accessible reference collection of transcriptional profiles
in human cultured cells treated with small molecules, includ-
ing FDA-approved drugs and bioactive tool compounds. By
comparing the profile of a novel small molecule to those of
known therapeutics, compounds may be annotated as resem-
bling compounds from a known therapeutic class or novel in
genomic signature. Additionally, the Connectivity Map project
aims to describe genomic signatures of physiological and dis-
ease states. In combination with pattern-matching tools, the
authors make connections between drugs, genes, and diseases.
Specifically, genomic signatures were used to recognize drugs
with common mechanisms of action, discover unknown mecha-
nisms, and identify new compounds with therapeutic potential.
The authors proposed expanding this resource by profiling all
FDA-approved drugs and inhibitory RNAs targeting a wide se-
lection of genes in a panel of diverse cell lines. Individual
researchers may perform their own Connectivity Map analy-
ses by using a web-based tool (www.broad.mit.edu/cmap). In
an effort to create target identification hypotheses for small
molecules positives in phenotypic screens, Butcher et al. (51)
used DNA microarrays to monitor effects of gene overexpres-
sion on yeast growth in the presence of small molecules. A
collection of roughly 3900 Saccharomyces cerevisiae strains
harboring different overexpression plasmids was monitored
for changes in growth in response to treatment with a small
molecule. As a proof of concept, the authors identified genes
that, when overexpressed, affect yeast growth in the presence
of the natural product drug rapamycin. Target of rapamycin
protein (TOR) was successfully identified as candidate ra-
pamycin target and several new genes were implicated in the
TOR pathway. The authors used the same microarray-based
method to identify candidate targets for LY-83583, a suppres-
sor of rapamycin-induced growth inhibition. Finally, Ansari and
coworkers used DNA microarrays to interrogate sequence speci-
ficity of several fluor-labeled DNA-binding molecules, includ-
ing engineered polyamide molecules and proteins (10). The cog-
nate site identifier (CSI) microarrays allow rapid and unbiased
examination of sequence space and the authors propose using
the arrays to determine the sequence preferences of all metazoan
DNA-binding proteins and DNA-binding small molecules.

Small-molecule microarrays

The primary use of SMMs to date is ligand discovery. Ad-
vantages, including throughput and rapid access to SAR, and
disadvantages, including false negatives caused by orientation,
have been reviewed previously (26). Typically, a protein of in-
terest is incubated with the array and binding interactions are
visualized using a fluorescent readout. Fluorescence intensity
is used to rank positive interactions. As most SMM readouts
do not correlate directly with affinity, secondary assays, such
as thermal-shifts or SPR, are used to confirm positives and
to study both the kinetics and the affinity of binding (26).
Representative interactions discovered using SMMs are shown
in Fig. 1. Interactions of varying affinities that involve pro-
teins from different functional classes, including transcription
factors, cytokines, and enzymes, have been discovered. For
example, uretupamine and haptamide bind and perturb the func-
tions of two yeast proteins involved in transcriptional regulation
and nutrient-sensing (55, 56). Several ligands with differing
molecular scaffolds have been identified for calmodulin using
SMMs. Calmodioxane (57) and calmoduphilin (58) are prod-
ucts of diversity-oriented syntheses executed by Schreiber and
coworkers. NPC-15437, which is a known inhibitor of pro-
tein kinase C, binds to calmodulin preferentially when Ca2+ is
present in incubation buffer (26). Hsieh-Wilson and coworkers
(59) used chondroitin sulfate microarrays to identify chondroitin
sulfate-E tetrasaccharide as a ligand for tumor necrosis factor
alpha (TNF-α) and demonstrated that the compound disrupted
a cytokine–cell-surface receptor interaction. Selective inhibitors
of closely related cysteine proteases, cathepsin F and cathepsin
K, were identified using the PNA-encoded tetrapeptide acrylate
microarrays prepared by Urbina et al. (44). Small-molecule lig-
ands have also been identified for human IgG (25), FKBP12
(60), and Aurora A kinase (61). SMMs have also been used
to identify high-affinity interactions between RNA secondary
structure motifs and small molecules (62). Microarrays contain-
ing drug-like small molecules and carbohydrates have proven
very useful for studying carbohydrate–cell interactions because
the surface presentation mimics interactions at cell surfaces
(22, 63). Enzyme activity assays may also be performed
in the SMM format. Yao and coworkers (64) used nan-
odroplet SMMs for profiling 400 hydroxamate-containing pep-
tide analogs against two matrix metalloproteases and identified
selective inhibitors with IC50 values in the nanomolar range.
Finally, Dordick and coworkers (65) disclosed a very exciting
new application that involves on-array synthesis of natural prod-
uct analogs using in vitro metabolic pathway construction. The
authors demonstrate that these microarrays serve as a platform
for synthesis and screening by identifying three inhibitors of
Fyn tyrosine kinase.

Protein microarrays

The first functional protein and peptide arrays were micropat-
terned using lithographic methods in 1992 (66). Several years
later, MacBeath and Schreiber (13) reported spotted functional
protein microarrays capable of detecting protein–protein inter-
actions, protein–ligand interactions, and biochemical activities.
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Figure 1 Representative protein–ligand interactions discovered using small-molecule microarrays. (Adapted from Refs. 26, 27, 44, and 55–62.)

Since initial reports, protein microarrays, including peptides, do-
mains, full-length proteins, antibodies, and lysates, have been
used in a variety of applications that are reviewed elsewhere
(23). MacBeath and coworkers (67) have used protein microar-
rays to build quantitative protein interaction networks between
ErbB receptors with Src homology 2 (SH2) domains and phos-
photyrosine binding (PTB) domains. The authors discovered
several new binding interactions and proposed that the onco-
genic potential of receptor tyrosine kinases may be a function of
alterations in binding promiscuity because of changes in EGFR
and ErbB2 protein concentrations as both proteins are notably
overexpressed in several cancers. The same research group used
a similar approach to examine binding of 157 mouse PDZ do-
mains to 217 genome-encoded peptides in an effort to obtain a
broad view of selectivity (68). Snyder and coworkers (69) pre-
pared microarrays that contain 282 yeast transcription factors
and probed them with fluor-labeled oligonucleotides in an ef-
fort to link sequence to binding. Using this approach, the authors
defined the binding site of an uncharacterized DNA-binding pro-
tein and determined that several of its target genes are involved
in stress response and oxidative phosphorylation. The same re-
search group performed biochemical activity analyses on yeast
proteome chips to identify in vitro substrates for protein phos-
phorylation (70). Protein microarrays are also useful tools for
target identification (71). As outlined in Fig. 2, Huang et al.

(71) prepared biotinylated versions of small molecules known
as SMIR3 and SMIR4 that scored as positives in a chemical ge-
netic modifier screen. The labeled compounds were applied to a
yeast proteome chip followed by incubation with fluorescently
labeled streptavidin. In this fashion, the authors identified lists
of candidate protein targets for each compound. One of these
proteins, Ybr077cp, was the subject of follow-up studies to con-
firm the interaction in vivo. Several research groups have used
protein and antibody arrays for profiling activities in complex
fractions such as whole lysates or proteomic fractions (Fig. 3).
Cravatt and coworkers (72) have employed activity-based pro-
tein profiling (ABPP) using active-site-directed probes to pro-
file the functional state of enzymes in proteomes. The authors
first treated proteome fractions with fluorescent activity-based
probes and then applied the fractions to microarrays that contain
antibodies against enzymes of interest. Labeled enzymes will be
captured so long as a complementary antibody is present. Ma-
hal and coworkers (73) developed a method for analyzing the
dynamic glycosylation status of cells by profiling differentially
fluor-labeled membrane fractions on microarrays that contain
lectin proteins. In analogy to gene-expression profiling, the au-
thors propose this method as a means to make comparisons
between glycosylation patterns in different cell states. Finally,
reverse-phase protein microarrays, where cell lysate samples are
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Figure 2 Target identification using yeast proteome microarrays. (a) Using a chemical genetic modifier screen, Huang and coworkers (71) identified
small-molecule inhibitors of rapamycin (SMIRs) that suppress the antiproliferative effect of rapamycin in S. cerevisiae. (b) Biotinylated derivatives of SMIR3
and SMIR4 were synthesized for incubation with proteome microarrays in an effort to identify putative protein targets. (c) Binding of biotinylated SMIR3
and SMIR4 to proteins on a yeast proteome chip that contains ∼5800 proteins was detected using Cy3-labeled streptavidin. Nine proteins bound to SMIR3
with one protein, Tep1p, annotated as a strong binder. Thirty proteins bound to SMIR4 and four proteins were annotated as strong binders, including
Rot1p, YBR077cp, Ras2p, and Met8p.

printed and probed with purified antibodies or proteins of inter-
est, have been used to profile cell states and cell types such as
the 60 human cancer cell lines (NCI-60) used by the National
Cancer Institute to screen small molecules for anticancer activity
(Fig. 3b) (74). MacBeath and coworkers (75) used this approach
to screen a panel of 84 selected small molecules for their ability
to induce different states in the ErbB signaling network. Lysates
corresponding to cells treated with small molecules were ar-
rayed and probed with antibodies capable of reporting on the
phosphorylation state of selected proteins. This state-based dis-
covery approach may also prove useful in efforts to identify
protein targets of bioactive small molecules.

Although less developed relative to microarrays of
biomolecules, living microarrays will no doubt play an in-
creasing role in chemical biology. Current applications of this
technology include high-throughput and localized transfection
(18), high-throughput phenotypic screening of small molecules
(52), and loss-of-function screens using RNAi (19, 54). The
data gained from these types of experiments should be highly
complementary to that gained from the effects of evaluating
small molecules using the other microarray platforms. To make

the most of the various microarray platforms, standardized ar-
ray data outputs will be required to address issues that surround
reliability and reproducibility of data generated in a microarray
format (76). Additionally, databases equipped with Web-based
analysis tools will be needed to make the large amount of infor-
mation generated using microarrays available for public scrutiny
(77, 78).
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Intracellular signaling networks, which are composed of interconnected
biochemical pathways, regulate and actuate responses such as cell-cycle
progression and cell migration, survival, and differentiation. Although our
knowledge of the intricate biochemical mechanisms at the level of
individual proteins and molecular interactions is ever expanding, those
details leave us with an even murkier view of how the complex network
operates as a whole. True understanding requires knowing not only what
happens at the molecular level but also how these mechanisms influence
the precise magnitude, timing, and spatial localization of signal
transduction processes. Hence, mathematical modeling and analysis has
emerged in recent years as a legitimate approach for interpreting
experimental results and generating novel hypotheses for additional study
and model refinement. Once conducted in isolation and scorned by most
biologists, quantitative modeling has moved into the mainstream as a
powerful tool for the analysis of cell signaling. In this article, the biological,
chemical, and physical underpinnings of this approach are presented, as
are its current applications and future challenges.

Biological research has been focused increasingly on the ba-
sis for cell regulation and function at the molecular level, and
as a result, we now have a detailed map of how intracellular
molecules are organized to form signal transduction pathways
and cascades (Fig. 1). The “protein jungle,” as articulated by
Bray a decade ago (1), is characterized by a wealth of qualitative
information about the connectivity of pathways (the so-called
interactome) but relatively little in the way of quantitative mea-
surements. For example, one might wish to know how some
meaningful quantity, such as the activity of a particular enzyme,
changes as a function of time and stimulus in a given cell type. A
quantitative assay could be developed for measuring that quan-
tity. Understanding those kinetics fully, however, would require
detailed knowledge of the underlying regulation mechanisms, of
which several typically exist. Reconstituting those mechanisms
in a test tube, in most cases, is prohibitively difficult, as is their
systematic manipulation in the cell. Ultimately, the regulatory
mechanisms would have to be characterized in terms of equilib-
rium and rate constants and intracellular concentrations. Finally,
it would be useful to develop a correlation between the mag-
nitude and timing of that pathway and the quality of cellular
responses, such as rates of proliferation and probability of sur-
vival. Even if obtaining such a data set were feasible, it is not

obvious how one would analyze it and extract useful insights
and predictions from it.

This article deals with the mathematical modeling of sig-
nal transduction pathways and networks, which has emerged
as a powerful tool that can aid in interpreting such quanti-
tative data sets. In principle, quantitative models offer three
advantages over the conceptual “arrow diagrams” that are en-
countered routinely in the signaling literature. First, a con-
sequence of their mathematical construction is that they are
precise, and the inherent assumptions may be laid out clearly.
Second, to the extent that the underlying molecular biology is
known, quantitative models can be mechanistic. Mechanistic
models are based on established physico-chemical principles,
in which case the form of the model equations is determined to
a significant extent by the hypothetical mechanisms assumed.
Thus, it is possible to evaluate the relative merits of different
candidate mechanisms by comparison with experiment. In con-
trast with mechanistic models, phenomenological models are
meant only to capture experimentally observed relationships in
an empirical way. They naturally are less powerful, but they
serve a definite and useful role and are appropriate in situa-
tions in which the underlying mechanisms are less certain. A
prominent example is the sort of statistical, correlative models
central to the field of bioinformatics; although such approaches

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 1



Mathematical Modeling of Biological Signaling Networks

Src-family
kinases

STIMULUS

Receptor

Grb2 Shc Gab/IRS

Sos

RasGDP RasGTP

Raf

MEK

Erk

MKP

Downstream
substrates

Akt Rac/Pak PKC

RasGAP Shp2 PI3K

PIP3 PIP2

PLCγ

DAG+ IP3

Ca2+

Figure 1 Partial representation of a signal transduction network,
mediated by a cell surface receptor. The molecules are organized
hierarchically (roughly, from top to bottom) according to their functions as
adaptors, receptor-recruited enzymes, membrane-associated substrates,
and effector kinases. Arrows represent activation mechanisms, whether by
complex formation or covalent modification; ‘T’ bars indicate negative
regulation.

are not discussed in detail here, they have been applied with
great success in the analysis of signal transduction networks
(2, 3). Third, a model that has been validated against an ap-
propriate amount of quantitative data may be used to design
and predict the outcomes of novel experiments and generate
new hypotheses. Evaluating those outcomes by experiment in-
evitably reveals inconsistencies in the model, and hence the
model must be refined in an iterative manner. This is in essence
the same process by which qualitative, conceptual models are
refined over time, although one could argue that quantitative
models are far more sensitive to hypothesis testing because of
their precise nature.

Signal Transduction Networks:
Biological Background

The molecular basis of signal transduction lies in the non-
covalent interactions among cell-associated proteins, lipids,
and other biomolecules, which leads to the formation of
transient complexes, and the covalent modifications of those
biomolecules by specific, enzyme-catalyzed reactions. Enzy-
matic activities, in turn, are regulated by interactions with
other proteins, lipids, or small molecules/ions and by covalent
modifications. Mediating all of these processes are receptors,
cell-associated proteins responsible for sensing specific chemi-
cal factors (ligands), typically through noncovalent interactions
at the cell surface. Receptors activated by ligation, or in some
cases by mechanical forces, actuate intracellular pathways and
thus preside over signal transduction.

Receptor–ligand interactions
and receptor dynamics

Receptors are responsible for transmitting information about the
external environment to the cell internum, and therefore their
mechanism of activation and action must be well characterized
before the details of the intracellular networks can be analyzed
and modeled mathematically. In most cases, receptor activation
is induced by the noncovalent binding of a specific ligand.
Expression of the cognate receptor, typically existing at copy
numbers of 102–105 per cell, is tantamount to the ability of a
cell to respond to the ligand, and thus chemical ligands signal
specific cell types. Most ligands are soluble and diffusible, and
such ligands are termed growth factors, cytokines, hormones,
or agonists depending on the type of receptor engaged and/or
the response elicited. Other ligands are associated with the
extracellular matrix or other cells and mediate cell–matrix
adhesion and cell–cell interactions, respectively, in addition to
signaling functions. In many cases, ligation induces receptor
dimerization or oligomerization as a prerequisite for signal
transduction. For example, it is well established that receptor
tyrosine kinases (RTKs), receptors that engage certain growth
factors in a variety of cell types, must dimerize for their intrinsic
enzymatic activity to phosphorylate specific tyrosine residues
in the cytoplasmic portion of each receptor. The decoration of
the receptor with phospho-tyrosine provides a scaffold for the
recruitment of a host of signaling enzymes (4).

Receptors and receptor–ligand complexes on the cell sur-
face are not static. Their lateral mobility in the plasma mem-
brane enables receptor dimerization, as described above, but an-
other critical aspect of receptor dynamics is receptor trafficking,
whereby components of the plasma membrane are internalized,
delivered to intracellular compartments called endosomes, and
sorted either for recycling back to the cell surface or for en-
zymatic degradation (5). Thus, differential sorting of activated
and inactive receptors provides a mechanism for regulating the
number of cell surface receptors in response to chronic ligand
exposure, a process called receptor downregulation, and can
contribute to the clearance of external ligands over time. Typ-
ically, activated receptors are internalized at a faster rate and
their intracellular sorting fate depends on the persistence of the
receptor–ligand interaction in endosomes. Any realistic model
of receptor-mediated signal transduction should take into con-
sideration the processes of ligand binding, receptor dimerization
or oligomerization, and receptor/ligand trafficking. Receptors
that are well characterized, such as the epidermal growth fac-
tor receptor, therefore have attracted the most attention from
modelers (6).

Modular functions of signaling proteins

Signaling proteins form complexes with other molecules us-
ing conserved motifs or domains, which are modular in the
sense that the domain by itself typically is sufficient for its
function (7, 8). Protein–protein interaction domains include
those responsible for binding to phosphorylated receptors and
other tyrosine-phosphorylated proteins (Src homology 2 and
phospho-tyrosine binding domains) or to proline-rich protein
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sequences (Src homology 3 domains); other domains are respon-
sible for interactions with lipids (pleckstrin homology, FYVE,
C1, and C2 domains). Together, these domains mediate the for-
mation of multimolecular complexes that regulate the activities
and mediate the targeting of signaling enzymes. Many signal-
ing enzymes have a handful of such domains, whereas other
signaling proteins called adaptors have no enzymatic function
but possess domains that mediate the binding of enzymes to
signaling complexes. From the standpoint of modeling, this
complexity presents a definite challenge.

Physical organization and
compartmentalization of signaling
processes

Cells are not simply well-mixed reaction vessels, and cell
structure plays a critical role in signal transduction. Besides
its obvious barrier function, the physical properties of the
plasma membrane and other cell membranes are particularly
important. In the inner leaflet of the plasma membrane, certain
lipids such as phosphatidylinositols and phosphatidylcholine are
substrates for signaling enzymes and can be hydrolyzed to form
soluble and membrane-associated products or phosphorylated to
yield other lipids with second messenger functions. In signal
transduction pathways that do not involve lipid modification
reactions, typically a lipid-tethered protein is involved, such
as small GTPases of the Ras and Rho families. Given the
near ubiquity of biochemical reactions and interactions that
occur at cell membranes, it is clear that aspects of both surface
and solution chemistry should be considered when formulating
models of signal transduction.

In modeling interactions at cell membranes, it is important
to consider the mobility of the membrane-associated molecules,
which is affected by the fluidity of the membrane bilayer. Often
it is assumed that the membrane is isotropic and homogeneous
in that respect, at least macroscopically; however, it has long
been appreciated that the plasma membrane is organized into
ordered and disordered subcompartments (9). Low-density mi-
crodomains, including lipid rafts and caveolae, have been found
to be enriched with certain receptors, lipids, and lipid-tethered
proteins that are involve in signaling, but their role in facil-
itating and/or regulating signal transduction remains contro-
versial (10, 11). Even in the bulk, disordered plasma mem-
brane, single-molecule imaging has revealed complex molec-
ular mobility dynamics consistent with “hop” diffusion across
corral-like barriers (12). These and other aspects of cell mem-
brane organization increasingly have brought signal transduction
into the realm of biophysics.

Beyond the distinctions between signaling processes that oc-
cur at the plasma membrane and in the cell cytoplasm, certain
other intracellular compartments may need to be considered.
As a prominent example, the signaling competency of internal-
ized receptors has been studied for 2 decades (13, 14). Some
receptor–ligand complexes remain active in endosomes and sig-
nal through certain pathways but not others, whereas other
complexes dissociate and cease to signal after the delivery to
the endosomes. Other internal compartments, such as the Golgi

and endoplasmic reticulum, have been found more recently to
serve as platforms for certain signaling interactions (15).

Signal Transduction Models:
Chemical/Physical Foundations
The premise of molecular biology is that cellular processes
are governed by physico-chemical principles, and accordingly,
those principles may be used to translate known or hypothet-
ical molecular mechanisms to mathematical equations. In this
section, the general principles of chemical kinetics, mass trans-
port, and fluid mechanics used to model chemical reaction
systems are reviewed briefly.

Reaction and mass-action kinetics
In chemical kinetics, each molecule type in the system is consid-
ered a distinct species and a conservation equation is formulated
to account for the change in the amount of each species per unit
time. In this context, the system could be a single cell and the
species could be cell-associated molecules; different states of
a molecule, the simplest distinction being a two-state model
(e.g., active versus inactive or phosphorylated versus unphos-
phorylated), are considered distinct species as are complexes
of multiple molecules. The rate of each biochemical reaction
or interaction is expressed in terms of the concentrations of
the reacting/interacting species, defining the so-called rate law,
which appears as a positive or negative term in the correspond-
ing conservation equations depending on whether the transition
generates or consumes the conserved species.

In formulating rate laws, it is common to invoke the law
of mass action (Fig. 2a). In the biochemical context, this
principle applies to only two types of processes: 1) the union
of two species (complex formation), the rate defined as the
product of both of their concentrations and a bimolecular rate
constant, and 2) a spontaneous, unimolecular transition, such
as the dissociation of two species from a complex or the
covalent modification of a substrate in a complex with an
enzyme, which occurs with a constant mean probability per
unit time that defines its rate constant. A rate process that
follows mass-action kinetics often is termed an elementary
reaction, although that definition technically implies specific
criteria that generally are not met for reactions in liquids much
less for biomolecules. The advantage of mass action kinetics
is that the mathematical form of the rate law is dictated by
the mechanism, in which case one needs to specify only the
values of the corresponding rate constants. For complicated
rate processes, a notable example being the action of highly
cooperative enzymes, a more abstract rate law that does not
reflect the precise mechanism but nonetheless is in quantitative
agreement with experimental measurements might be assumed.

Diffusion and mass transport
Biochemical rate processes depend on local species concen-
trations, which are not necessarily constant. When significant
concentration gradients exist, it is appropriate to include a spa-
tial dependence in the conservation equations, which then are
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(b)

(a)

Figure 2 Mathematical modeling of cellular processes: an illustrative example. A. Consider the following mechanism for ligand/receptor dynamics: Cell
surface receptors (R) are synthesized at a constant rate and bind reversibly with a ligand (L) to form a complex (C). Both free and bound receptors are
internalized and later degraded, but they do so at different rates. Based on this mechanism, the law of mass action is used to construct the conservation
equations for R and C. B. Addition of transport effects. In the case of autocrine signaling, the cell is both the source of the secreted ligand and the
responder. Spherical geometry is adopted, and a simple reaction/diffusion model is used to calculate the ligand concentration profile at steady state,
assuming a dilute suspension of cells and the same receptor dynamics as in A. This profile is given by [L] = [L]s(a / r), where [L]s is the value of [L] at the cell
surface (r = a). It is shown readily that the maximum value of [L]s, achieved when no receptor binding exists, is equal to aVL / DL, where VL is the cell rate
of ligand secretion per unit area and DL is the diffusion coefficient of the ligand. The actual value of [L]s relative to the maximum is found to be a function of
only two dimensionless variables: the ratio of receptor and ligand synthesis rates (equal to 1 for the plotted results) and a parameter that characterizes the
efficiency of the receptor-mediated ligand capture (defined as (akfR0 / DL)[ke / (kr + ke)], where R0 = VR / kt; values of 100, 10, 1, and 0.1 were used here).

solved in conjunction with appropriate boundary conditions that
together specify the problem (Fig. 2b). For a species in solution
present at a concentration Ci(x , t ), where x is a spatial position
vector (coordinates in x , y , z ) and t is time, the conservation
equation is represented precisely as follows:

∂Ci

∂t
= −∇ · Ni +

∑
j

vij rj

Here, N i is a vector that specifies the outward flux of species
i ; thus, taking its gradient (∇ ≡ ∂/∂x ) and adding a minus
sign gives the net rate of species i into location x by mass
transport. The second term accounts for the net generation of
species i by reactions j , defined by the aforementioned rate laws
rj and stoichiometry coefficients νij. Concentrations of species
associated with membranes usually are expressed on a per unit
surface area basis, and a planar geometry generally is adopted
for the membrane.

For molecules in solution, the flux Ni is the sum of two
contributions: a convection term that accounts for the bulk flow

of the fluid, given by vCi (v is the fluid velocity vector), and a
diffusive flux term Ji that accounts for the tendency of molecules
to disperse in solution. In the cellular context, it is important to
note that the convective term also might include consideration
of active transport processes, such as those actuated by motor
proteins. To proceed, a semi-empirical constitutive equation that
relates the form of Ji to macroscopic variables must be invoked.
The only suitable theory that has been offered in that regard is
attributed to Fick, who in 1855 asserted that the net diffusive
flux of species i is proportional to its gradient in mole fraction;
Einstein’s theory of Brownian motion, published 50 years later,
is the microscopic analog of Fick’s Law. If species i is present
in a dilute solution, Fick’s Law reduces to

Ji = −Di ∇Ci

The diffusion coefficient Di characterizes the mobility of species
i in solution, determined by the thermal energy that promotes
translational motion and the viscous drag force that opposes that
motion. Substituting the expression above into the conservation
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equation and assuming that diffusion dominates over convection
and Di is constant, one obtains the common reaction–diffusion
equation:

∂Ci

∂t
= Di ∇2Ci +

∑
j

vij rj

where ∇2 is the Laplacian operator (sometimes written as ∆).
Despite its lack of grounding in pure physical chemistry, which
has been a source of some contention (16), Fick’s Law and
the reaction–diffusion equation have been used with great suc-
cess to characterize processes in the cell cytoplasm and at cell
membranes. Given the empirical nature of Fick’s Law and the
notable differences between molecular motions at microscopic
(nm) versus macroscopic (µm) length scales, it is more appro-
priate to refer to Di as the apparent diffusivity or macroscopic
mobility coefficient when applied to cell-associated molecules.
An alternative approach, from the standpoint of modeling, is to
develop a microscopic description of the system using Monte
Carlo-based simulations (see the section “Mathematical Model-
ing Tools and Techniques” below).

Fluid mechanics and mechanical forces

Mechanical stress and strain have not been given due consider-
ation in the broad context of cell biochemistry, yet mechanical
forces can affect intracellular signaling processes in at least two
distinct ways. First, at the level of macroscopic fluid flow, the
conservation of fluid momentum determines the velocity field
v , which along with active transport considerations determines
the contribution of convective mass transport to the conserva-
tion of species i , as discussed in the previous section. Typically,
this contribution to the reaction kinetics is neglected. Second, at
the microscopic level, mechanical forces might alter directly the
functions of macromolecules in prescribed ways, for example
by exposing a cryptic binding pocket. This mode of regulation is
thought to be at the core of mechanotransduction , which refers
to the ability of cells to sense and respond to applied forces
(17, 18).

Mathematical Modeling Tools
and Techniques

Armed with reasonably good knowledge or hypotheses of the
underlying biochemistry and the ability to formulate models
based on physico-chemical principles, the models must be
implemented to obtain and analyze the quantitative results and
to generate predictions. Except in very simple, idealized cases,
this task requires the use of various numerical methods and
tools. In this section, an overview of the various model types
and associated methods is offered.

Continuum models

The most common approach in mechanism-based modeling is
to model the system as a continuum. The underlying assumption
is that the state variables of the system (e.g., species concentra-
tions) vary continuously in time and space and that, therefore,

they evolve in a deterministic fashion, according to the afore-
mentioned conservation equations and their initial and boundary
constraints. The implementation of such models involves the
solution of ordinary and partial differential equations (ODEs
and PDEs, respectively). ODEs commonly are encountered in
kinetic models of cell signaling systems in which the species
concentrations are assumed to be spatially homogeneous within
the cell/cell compartment or are averaged over the domain in
an appropriate way. In kinetic models of even modest com-
plexity, the ODEs are nonlinear and therefore must be solved
using numerical methods. With the advent of efficient, implicit
solution algorithms and steadily increasing computing power,
handling even large systems of ODEs is straightforward and the
integration of these algorithms in various software packages is
widespread.

Solution of PDEs, commonly encountered in spatial mod-
eling, is more complicated and computationally intensive by
comparison, but several approximate numerical methods are
available for this purpose. These include the finite difference,
finite volume, and finite element methods, which vary accord-
ing to their ease of implementation and applicability. The finite
element method is the most complicated but generally applica-
ble method for complex domain geometries; numerous software
packages that implement this method are available, although
the most powerful commercial packages are quite expensive.
The freely available and user-friendly virtual cell software en-
vironment, which uses the finite volume method, has been used
extensively for spatial modeling of intracellular processes (19).
Several challenges are encountered in spatial modeling, regard-
less of the method used. First, the method and the accuracy of
its computed results need to be validated. This requirement typ-
ically is achieved by testing the method on a simpler problem
that has an analytical solution for comparison and by confirm-
ing that changes in the mesh size and time step do not affect
the results significantly. Second, the amount of computation
needed rises dramatically as the geometric complexity of the
model increases from one up to three spatial coordinates, and
a temptation exists to oversimplify the domain geometry to re-
duce the dimensionality of the problem. Finally, certain cell
biological processes, such as cell motility, demand advanced
modeling features such as the coupling of cell mechanics and
chemical kinetics and the handling of moving boundaries, which
can make the problem computationally prohibitive without the
introduction of simplifying assumptions.

Stochastic modeling techniques
By comparison with continuum models, stochastic models aim
to account for the inherent fluctuations and discrete nature of
chemically reacting molecular systems. In cell biology, this
approach has been applied most prominently in the arena
of gene regulation (20–22) because these systems tend to
be characterized by relatively small numbers of molecules
(<100) and nonlinear, switch-like transitions. For stochastic
systems that vary in time only, the most commonly used method
for computing probabilistic realizations of such a model is
the Monte Carlo-based algorithm developed by Gillespie (23),
wherein running totals of the numbers of molecules in each
state are tracked and adjusted in each time step according
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to probabilities of the various rate processes. This method
is easy to implement and exact, but it is computationally
inefficient for so-called stiff problems that possess a broad
range of characteristic time scales. Approximate adaptations of
the technique, using a method called tau leaping , allows more
efficient computation of stiff systems albeit with a potential loss
in accuracy (24, 25). Another approximate approach, valid in the
limit of large numbers of molecules, is the stochastic differential
equation method, which also is referred to as the chemical
master equation or chemical Langevin equation approach. In this
method, the probabilities of the various states being populated
by different numbers of molecules evolve in time according to
ODEs. Although this method is not necessarily more efficient
or applicable to stiff systems, it serves as the starting point
for several powerful approximations that are valid in certain
limiting cases (20).

Methods for modeling spatially fluctuating reaction–diffusion
systems, wherein molecules are treated as discrete particles
whose coordinates are tracked and moved with time, also are
available. These methods account for stochastic transitions as
motivated above and are appropriate when concentration gra-
dients are expected, as in the case of diffusion-controlled reac-
tions. They also allow one to generate movies of the simulations
to visualize the constituent processes in action. In the lattice
Monte Carlo method, particles occupy nodes on a regularly
spaced grid and move to adjacent nodes according to probabil-
ities determined by the diffusion coefficient (and by long-range
intermolecular potentials, if applicable). Changes in state occur
probabilistically, and intermolecular interactions are subject to
specific rules. For example, when the molecules are treated as
point particles, interactions might occur in the next time step
if the two species occupy adjacent nodes. In this limit, the
method is very efficient computationally but suffers in accuracy
because of its inability to resolve off-lattice events, which is es-
pecially significant when concentration gradients are steep. The
Brownian dynamics or dissipative particle dynamics method is
similar to the lattice Monte Carlo except that the particles adopt
coordinates that are continuous throughout the domain. Thus,
this method is accurate but also more computationally inten-
sive. Both methods have been used in the context of signal
transduction, particularly to study processes at cell membranes
(26, 27).

Construction of biochemical networks

The multiplicity of modifications and interactions that signal-
ing molecules engage in constitutes a large number of potential
activity states. For instance, a protein or protein complex with
10 phosphorylation sites has 210 = 1,024 distinct combinations
of modified or unmodified sites, and this number does not even
include the binding status of each modified site. This issue,
termed combinatorial complexity, presents a major challenge
for detailed kinetic modeling, and hence rule-based modeling
methods and accompanying software tools have been developed
(28–30). In this approach, the individual interactions and reac-
tions in the network are enumerated and the specific contexts in
which they are allowed to occur (rules) are specified. The net-
work of possible species, which could number in the hundreds

or thousands, is generated automatically in the form of a sys-
tem of ODEs; alternatively, the rules can be used in a stochastic
simulation wherein the species of the network are formed spon-
taneously. Efforts are underway to extend this approach to the
spatial domain as well.

Applications of Mathematical
Modeling in Cell Signaling

With the availability of computational tools and, more impor-
tantly, the ability to judiciously apply physico-chemical princi-
ples to the biologic realm, what systems are and have been ripe
for quantitative modeling? In this section, signal transduction
processes that have been modeled successfully from the stand-
point of yielding biologically meaningful insights are surveyed.
Limitations on the number of references preclude a comprehen-
sive coverage of this literature.

Models of specific signaling pathways
and processes
For several reasons, no pathway has received more attention
from modelers recently than the mitogen-activated protein ki-
nase (MAPK) cascade, which involves the successive activation
of three enzymes (Fig. 3). MAPKs are conserved in eukaryotes
from yeast to man and are critical for cell functions that range
from proliferation to differentiation to stress responses, among
others. MAPKs are considered master integrators of upstream
signals and master controllers of transcription factors and other
downstream effectors. Aside from their obvious importance in
cell biology, MAPK cascades have achieved “über-pathway”
status among modelers because of their potentially interesting
dynamical properties. Building on pioneering work by Gold-
beter and Koshland (31), who examined a hypothetical sequence
of reversible enzymatic steps, the first model of a MAPK cas-
cade was offered by Huang and Ferrell (32), who showed that
the pathway was capable of a sensitive, switch-like relationship
between the input (upstream of the cascade) and output (activa-
tion of MAPK); the basis for this response was the assumed bio-
chemical mechanism, whereby MAPK and the upstream kinase
are each activated by dual phosphorylation steps in a nonpro-
cessive fashion. Building on this finding, more recent modeling
efforts have focused on the consequences of the negative feed-
back regulation of the cascade (33–35) and the possibility that
MAPK cascades operate as bistable switches, wherein two sta-
ble states (low and high MAPK activation) can be achieved at
the same input strength (36, 37). Because of these modeling ef-
forts, a solid understanding exists of what the cascade is capable
of and how it apparently is modulated. Other models have been
used to study the dynamics of MAPK cascades in the context of
a full pathway, initiated by the activation of a specific receptor
(38, 39). This approach is equally insightful albeit less general.

Another proving ground for mathematical modeling in cell
signaling has been the dynamics of intracellular calcium.
Spurred by the nonlinear nature of the calcium release mecha-
nisms, which exhibit cooperativity and both positive and neg-
ative feedbacks, and by the availability of fluorescent dyes for
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Figure 3 The MAPK cascade. A signaling cascade generally refers to a
series of enzyme modification processes, as in the activation of extracellular
signal-regulated kinase (Erk) isoforms, which are mammalian
mitogen-activated protein kinases (MAPKs). The first kinase, Raf, is
activated (indicated by an asterisk) by numerous inputs, allowing it to
phosphorylate MEK on two sites; Erk is phosphorylated dually in a similar
fashion by MEK. Each phosphorylation event is thought to require a
separate encounter between enzyme and substrate, which gives rise to
interesting dynamical properties. Not depicted here, but equally
important, are the phosphatases that catalyze the reverse reactions.

imaging Ca2+ in living cells, both kinetic and spatial models of
calcium dynamics have been explored in fine detail. Analyzed
most extensively have been the mechanisms that give rise to a
single calcium spike or sustained Ca2+ oscillations (40–44) and
the propagation of calcium waves (45–49). These and other cal-
cium models have proved useful in the fields of neuroscience,
immunology, and cardiac biology.

Other receptor-proximal signal transduction interactions and
pathways to which mathematical modeling and/or analysis have
been applied successfully include the phosphoinositide 3-kinase
pathway (50–54), which is central for signaling numerous re-
sponses including directed cell migration (chemotaxis), survival,
and proliferation; the phospholipase C pathway/inositol cycle
(44, 55, 56), which is important for intracellular calcium release
and cell migration; and the actions and regulation of nonrecep-
tor tyrosine kinases and protein phosphatases (57–60). Further
downstream, models describing the regulation of transcription
factors, most notably NFκB (61) and the STATs (signal trans-
ducing activators of transcription) (62), have been offered.

Crosstalk in signal transduction networks

It has long been appreciated that signaling pathways/cascades
do not operate in isolation. As considered theoretically by Bray
(63), the use of multiple intermediates in signaling pathways
affords more opportunities for regulation, often from parallel
pathways (crosstalk). In fact, most pathways as classically de-
fined are simply dominant routes of regulation embedded in
larger networks of interactions in which proteins may inter-
act with and/or modify multiple substrates (branch points) and
receive regulatory inputs from multiple molecular partners (con-
vergence points). Although experimental characterization of this
important layer of complexity remains on the horizon, several
groups have begun collecting data and building models of more
complete signal transduction networks (38, 64, 65).

Pathway models related to specific
cell responses

Signaling pathways drive phenotypic responses, but the precise
details of how this occurs at the molecular level remain elusive.
Consider cell migration. From the signaling literature, we know
which receptor-mediated pathways are more or less important
in controlling migration, and from the literature on cytoskele-
tal and adhesion dynamics we have a good understanding of
how migration is coordinated, but currently the interface be-
tween those two fields is poorly understood by comparison. To
move forward with a mathematical model capable of yielding
mechanistic insights, the prudent course of action is to focus
on the molecular details of the upstream signaling and use a
coarse-grained, phenomenological model of the cell response
or vice versa. In the context of cell migration and chemotaxis
signaling, both approaches have been adopted in recent models
(66–68). In other cell response-specific models, understandably
more attention is paid to the execution of the response and less
to the dynamics of the upstream regulation, as in the modeling
of the cell cycle (69) and programmed cell death (70, 71). It
is expected that such models will be refined as the details of
how upstream signaling pathways regulate the execution of cell
responses are revealed, and quantitative modeling and analysis
could play a key role in elucidating those mechanisms.

Prospects and Challenges

Quantitative models of signal transduction processes, in con-
junction with quantitative experimentation, are being used to
evaluate biochemical mechanisms, predict the outcomes of
novel experiments, and generate nonintuitive insights and hy-
potheses warranting additional study. One challenge we now
face is how best to integrate such models to analyze complex
intracellular and cell–cell communication systems. Although it
is envisioned that quantitative models of cell physiology ul-
timately will progress in lock step with our knowledge of
biochemical mechanisms, several hurdles loom on the horizon.
Arguably the most important of these hurdles is the specifica-
tion of parameter values and parameter estimation from data
sets. With a few notable exceptions, mining the literature for
“known” parameters is a dicey prospect, and this practice should
be used only to provide reasonable, order-of-magnitude guesses
for parameter values. Estimating parameters in their particular
intracellular context would be ideal, and algorithms for doing
so are applied readily, but a significant amount of quantitative
data is needed. This exercise is only tractable for models with a
modest number of parameters, and hence the challenge arises; a
very detailed signaling network model might require hundreds
of free parameters. At the pathway/network level, the formula-
tion of simplified, coarse-grain models with lumped parameters
offers a reasonable compromise. Even as experimental tech-
niques for quantifying cellular processes become increasingly
refined, the formulation of a useful model will continue to rely
on biological and mathematical intuition, which, at its core, is
the art of modeling.
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The amyloidoses are a class of conformational diseases that arise from the
conversion of normally unfolded or globular proteins into fibrillar
aggregates that are either pathogenic or non-functional. At present there
are more than 20 proteins that are associated with human amyloid
diseases. This review focuses on three natively unfolded proteins that form
fibrillar aggregates; amyloid-β, islet amyloid polypeptide (‘amylin’), and
α-synuclein, the diseases they contribute to and chemical and biophysical
approaches that are used to investigate these proteins’ aggregation.

Introduction
Conversion of native conformational folded proteins or pep-
tides into highly-ordered insoluble fibrillar aggregates termed
‘amyloid’ has been demonstrated to be clinically-relevant in
several diseases. Misfolded proteins are deposited in a va-
riety of tissues, leading to serious and even fatal human
diseases. To date there are over 20 proteins and peptides
that are known to induce pathological conditions associated
with protein misfolding (Table 1). These proteins include the
amyloid-β peptides, prion proteins, α-synuclein, transthyretin
and polyglutamine-containing peptides (1). The hypothesis that
these diseases are in fact caused by misfolded protein and the
misfolded protein does not arise as a side effect of the disease is
supported by familial disease, where proteins containing muta-
tions that facilitate aggregation result in more severe and early
onset disease variants.

Diseases arising as a result of protein misfolding are classified
based on the location of the protein deposition. Thus, the amy-
loidoses are generally classified as either neuronal or systemic.
The majority of conditions arise sporadically, with only 10% of
the cases being linked to hereditary causes. The familial forms
of the diseases are caused by mutations that make a protein more
prone to aggregation, or by mutations in processing proteins like
proteases. Under rare circumstances (5% of protein misfolding
diseases), protein aggregation can be initiated by infection and
transmission. All diseases caused by misfolded protein share the
problem of definitive diagnosis as they are difficult to identify
in vivo, especially during early stages of symptoms.

Precursors of amyloid are quite diverse, ranging from small
unstructured peptides like amyloid-β peptides to large oligomeric
multi-domain proteins like p53. Despite the differences in struc-
ture of the monomers, the structures of the misfolded β-sheet
rich forms share similar features. In recent years it has become
apparent that the proteins that form amyloid share common fea-
tures, and it has been suggested that many if not all proteins
share the intrinsic predisposition to form amyloid under the right
conditions (2, 3). This hypothesis is affirmed by the absence of
a correlation between the propensity of a peptide or protein
to misfold and its sequence. Precursor proteins share neither
homology in sequence nor structure. However, certain factors
such as hydrophobic regions and/or unstable globular protein
conformations contribute to a predisposition to form amyloid.

In this review, we will discuss the aggregation of three
intrinsically unstructured peptides and proteins and the dis-
eases to which they contribute. Specifically we will concen-
trate on amyloid-β (Aβ), islet amyloid polypeptide (IAPP), and
α-synuclein.

Biological Background of Protein
Misfolding Diseases

Amyloid-β (Aβ) and Alzheimer’s disease

Alzheimer’s disease (AD) is the most common neurodegener-
ative disease in humans. AD is a mostly sporadic, late-onset
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Table 1 List of Protein Misfolding Diseases and the Implicated Proteins and Peptides

Clinical Syndrome Fibril Component

Alzheimer’s Disease Aβ peptide, 1-40, 1-42
Spongiform encephalopathies Full-length prion and fragments
Primary systemic amyloidosis Intact light chain and fragments
Secondary systemic amyloidosis 76-residue fragment of amyloid A protein
Familial amyloidotic polyneuropathy I Transthyretin variants and fragments
Senile systemic amyloidosis Wild-type transthyretin and fragments
Hereditary cerebral amyloid angiopathy Fragments of cystatin-C
Haemodialysis-related amyloidosis β2-macroglobulin
Familial amyloidotic polyneuropahy II Fragments of apolipoprotein A-1
Finnish hereditary amyloidosis 71-residue fragment of gelsolin
Type II diabetes Islet-associated polypeptide
Medullary carcinoma of the thyroid Fragments of calcitonin
Atrial amyloidosis Atrial natriuretic factor
Lysozyme amyloidosis Full-length lysozyme variants
Insulin-related amyloid Full-length insulin
Fibrinogen α-chain amyloidosis Fibrinogen α-chain variants
Synucleinopathies α-synuclein

disease (90%). The risk of developing AD increases exponen-
tially with age. In the early stage, AD is often overlooked as it
manifests in mildly impaired short-term memory. The long-term
memory is unaffected. With progression of the disease, the
impairment of memory both short and long-term becomes ap-
parent. Patients undergo a change in personality from having
paranoid delusions to hallucinations and anxiety. At the late
stages of AD, the affected person loses his/her ability to par-
ticipate in daily life and fails to perform the most basic actions
such as eating or walking.

A key hallmark of AD is the misfolding of two proteins, Aβ

and tau, whose extra- and intracellular aggregates in the brain
are coincident with and most likely causative of the disease.

Therefore aggregates of these proteins are used as histologi-
cal markers for diagnosis of AD post mortem. Tau is a protein
needed for microtubule stabilization. However, upon hyperphos-
phorylation it forms neurofibrillar tangles (NFTs) that perturb
the integrity of microtubules leading to impaired neuronal func-
tion. The presence of NFTs correlates to the severity of AD.
However, NFTs are absent in 10% of AD patients and in up to
50% of mild of AD cases (4).

Aβ is the principal constituent of senile plaques found in
AD patients’ brains and as such has made it a key suspect in
the search for causative agents of AD. Aβ is a 39-43 residue
peptide (Fig. 1) that is derived from the proteolytic cleavage
of the amyloid precursor protein APP, a type I integral mem-
brane protein. APP is processed by three proteases α-, β-, and

Figure 1 Sequences of Aβ, IAPP and α-synuclein.
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γ-secretases. Cleavage of APP by α- and γ-secretases releases
the non-amyloidogenic fragment p3. Upon cleavage of APP by
β- and γ-secretases, Aβ is released. The peptide is characterized
by a hydrophilic N -terminus and a hydrophobic C -terminus,
corresponding to parts of the extracellular and intramembrane
domains of APP, respectively. Aβ exists mainly as a 40 or
42 residue long peptide (Aβ(1-40) and Aβ(1-42)) (Fig. 1).
The C-terminally extended, more hydrophobic sequences like
Aβ(1-42) aggregate faster in vitro than their shorter partners,
which might explain why they are more abundant in senile
plaques.

Native Aβ is unstructured and its function is still uncer-
tain. Several possible roles have been suggested, including
cholesterol transport, antioxidative protection and TGF-β activ-
ity (5–7). Similarly, a definite function for APP is still uniden-
tified. APP is a putative Notch-like receptor for an unknown
ligand (8) and has been suggested to play a role in intercellular
adhesion (9).

The presence of extracellular plaques consisting of misfolded
Aβ in the brain of AD patients led to the widely accepted
hypothesis that insoluble aggregates of Aβ are the toxic con-
formation of the native peptide. However, there is a poor cor-
relation between the number of mature fibrils found in brain
and neuronal death (10). Studies have now shown that soluble
Aβ oligomers are able to damage and kill neurons in central
nervous system cultures (11), providing a direct link between
Aβ and AD. More recently, dodecamers of Aβ have been iden-
tified as the causative agent in impairment of spatial memory
in mice (12), although the relevance of this result in the context
of other memory changes is unknown (13). These oligomeric
species are most likely precursors or folding intermediates and
do not emerge by a distinct pathway (14). It has already been
shown that oligomers in the absence of fibrils and monomers can
inhibit hippocampal long-term potentiation in rats in vivo (15).

Developing animal models for AD is an ongoing challenge
due to the multifactorial nature of the syndrome. Existing
murine models, such as Tg2576, express mutated human APP
(the Swedish mutation) and develop amyloid plaques, but lack
other important characteristics of AD, such as NFTs. These
mice develop memory loss but are devoid of neurodegeneration.
Recently, a triple transgenic mouse model has been developed
that expresses the Swedish mutant APP, a human tau mutant,
as well as a human presenilin-1 (PS1) mutant (16). These
triple transgenic mice build up misfolded Aβ and tau and more
accurately mimic human AD pathology.

To date, there is no generally accepted theory that accounts
for the development of AD pathology. The multifactorial ba-
sis of the disease makes such a theory unlikely to be pos-
sible in the foreseeable future. In addition to the NFTs and
amyloid-hypothesis of the disease, oxidative stress, systemic
levels of redox active metal ions, cardiovascular disease, the
apoEε4 allele and type 2 diabetes are all clear risk factors
for development of AD. However, recent research supports
the notion that the Aβ buildup may be a key event in AD
and that other manifestations of the disease, like NFT forma-
tion, result from an imbalance between Aβ production and Aβ

clearance (17).

Islet amyloid polypeptide (IAPP) and
type 2 diabetes

Deposition of amyloid in pancreatic islets is a feature of type
2 diabetes in man, but the factors that contribute to this phe-
nomenon are unknown. Progressive amyloidosis results in loss
of insulin-producing cells and increased disease state. The pres-
ence of amyloid depositions in pancreatic tissue was first de-
scribed over a century ago (18). However, it took much effort
and time to identify the peptide component of these accumu-
lations as islet amyloid polypeptide (IAPP, also called amylin)
(19, 20). IAPP is a 37 residue long peptide (Fig. 1) which is
cosecreted with insulin. It originates from a longer precursor,
pro-IAPP (67 amino acids). The peptide is co-stored with insulin
in β-cell secretory granules and secreted together with insulin in
response to β-cell stimulation, primarily glucose intake. Its na-
tive structure both intra- and extracellular prior to aggregation in
vivo is still unclear; under physiological concentrations in vitro
it adopts a stable random coil structure. During maturation of
β-cell secretory granules, the N - and C -termini of pro-IAPP
are enzymatically cleaved by pro-hormone convertases 1/3 and
2. The IAPP peptide is naturally present in humans and other
species and is usually excreted via the kidney. It is unclear if
IAPP has any function in vivo although multiple possible roles
have been suggested.

IAPP forms insoluble aggregates, confined within the islets of
Langerhans, which are usually incidental with the non-insulin-
dependent type 2 diabetes. In contrast to the autoimmune disease
type 1 diabetes, which is characterized by the destruction of
insulin secreting cells, type 2 diabetes is a late-onset disease
with decreased insulin secretion and reduced sensitivity towards
insulin of peripheral tissue. Misfolded IAPP is present in over
90% of type 2 diabetes patients (as diagnosed post mortem),
but also in 15% of non-diabetics, indicating that other factors
that are not diabetes related may play a role in the aggregation
of the 37mer. Unlike Aβ, IAPP is present in concentrations
above the critical concentration even in healthy individuals, but
aggregation is prevented. It has been shown that insulin but
not pro-insulin forms a complex with IAPP that stabilizes the
peptide in vitro and possibly in vivo.

The role of amyloid in type 2 diabetes appears to be complex:
severe islet dysfunction correlates well with extensive amyloi-
dosis; however, the degree of amyloidosis can vary extremely
in long term patients. The factors that trigger the onset of the
disease are both genetic and environmental. On the other hand,
a common qualification of misfolding diseases is that they occur
mostly sporadic, without the necessity of mutations.

Mature fibrils formed from IAPP demonstrate β-cell toxicity
in vitro (21). Analogous to the toxic-conformation-discussion
with Aβ, it has also been proposed that smaller, soluble
oligomers of IAPP have cytotoxic effects (22) and show
membrane-disrupting activity.

A link between AD and diabetes?

It has long been suggested that diabetes is a risk factor for AD,
and a cohort study on people older that 55 years revealed that
patients suffering from diabetes have a 65% increase in the risk
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of developing AD compared to the group that did not suffer
from diabetes (23). Moreover, the two diseases share similar
physiological processes, most notably degeneration and age de-
pendence. Interestingly, insulin receptors are not only found
in the peripheral system, but also in neurons in the CNS (24).
Therefore, the role of these receptors is not limited to the regula-
tion of blood sugar levels but they are also involved in neuronal
differentiation and cell proliferation (25, 26), implicating an in-
tricate connection between insulin and AD. This unexpected
link of AD and diabetes has led to the postulation of a new,
brain specific ”type 3 diabetes” (27), which was further eluci-
dated recently when it was shown that soluble oligomers of Ab
disrupt insulin signaling by binding to the insulin receptors on
the neuronal surface (28). Given that synaptic failure and mem-
ory dysfunction are characteristic for AD, this link is another
plausible explanation for the observed symptoms of the disease.

α-Synuclein and synucleopathies
α-Synuclein (Fig. 1) is the protein component associated with
synucleinopathies, protein misfolding diseases that are char-
acterized by the presence of α-synuclein deposits. Synucle-
inopathies include Parkinson disease, Lewy body (LB) demen-
tia, diffuse LB dementia, and also the LB variant of AD.

α-Synuclein has been found to be the major constituent
of Lewy bodies (LBs). Intriguingly, these deposits are not
extracellular as with Aβ and IAPP, but intracellular inclusion
bodies found in dopaminergic and non-dopaminergic neurons
and glia. The protein morphology within the inclusions can
be distinct; at least five different conformations have been
described: LBs, Lewy neurites, glial cytoplasmic inclusions,
neuronal cytoplasmic inclusions, and axonal spheroids.

α-Synuclein exits in three isoforms of varying length in
humans. The best characterized is the full length, 140 amino
acid long protein; the other isoforms are shorter and derived by
splicing. The N-terminus of the 140mer is characterized by the
presence of a seven eleven amino acid long repeat containing
highly conserved hexameric motifs (KTKEGV). These repeats
are thought to be implicated in the interaction with lipids and
adopt α-helical structure upon contact with lipid vesicles. The
central region of the protein is highly prone to aggregation.

α-Synuclein is natively unstructured and a definitive function
remains elusive. Possible roles include the regulation of vesic-
ular release and other synaptic tasks as α-synuclein has been
found to exist in equilibrium of free protein with vesicle-bound
protein. α-Synuclein interacts in vitro with synthetic or purified
phospholipid membranes, altering their integrity and suggest-
ing participation in membrane lipid component organization.
Moreover, it may also act as inhibitor of lipid organization. An
intriguing function of α-synuclein is that it may operate as a
molecular chaperone.

α-Synuclein is known to bind many proteins; over 500 pro-
teins interacted in a proteomic analysis of a neuroblastoma cell
line. Contact with some proteins or protein complexes promotes
aggregation, e.g. histones and the tau protein, while others, par-
ticularly the shorter synucleins (β and γ), inhibit misfolding.
Due to a high plasticity of the protein, it can adopt many differ-
ent conformations. This conformational diversity of α-synuclein
has had the protein labeled as a “protein chameleon”. Under

physiological conditions in vitro the protein is unstructured.
In the presence of lipid vesicles, its N -terminus can acquire
α-helical structure in vitro. It can form non-covalent dimers
and higher order oligomers leading to insoluble aggregates. In-
terestingly, α-synuclein can also form covalent dimers that are
crosslinked via a dityrosine bond, under oxidative conditions.

Evidence points towards the oligomeric state of α-synuclein
as the toxic conformation causing neuronal death. It has been
suggested that fibril formation is merely an escape route or
protection mechanism in the brain to prevent further neuronal
damage.

Biophysical Characterization of
Fibrils and Molecular Mechanism
of their Formation

Although precursor proteins of amyloid are extremely diverse in
sequence, the end-product fibrils in general share several struc-
tural features such as cross-β sheet assemblies, non-branched
fibrils of similar length and structural organization.

Key intermediates in fibril formation

In general, there is a simple picture of the events that occur
during oligomerization of natively unstructured protein and
peptides: unfolded monomers undergo organized self-assembly
via several intermediate assemblies on the pathway to fibrils.
Many of these intermediates have been characterized and named
based on in vitro studies , but there is no defined nomenclature
as of yet. The following intermediates have been identified so
far in the fibril polymerization process:

Monomers of the native peptide or protein can either be un-
folded or folded. However, even natively unstructured peptides,
e.g. Aβ, can adopt some secondary structure depending on the
physiological environment, and some proteins exist in a native
oligomerized state, like transthyretin. Monomers can arrange
into oligomers , which are small globular, possibly spherical,
micelle-like assemblies that contain some secondary structure
(29). It is still unclear whether these oligomers are direct inter-
mediates of the fibril formation pathway, or whether they occur
as part of an “off-pathway”. For the misfolding of Aβ, evi-
dence points towards oligomers being precursors of fibrils (29).
Moreover, these oligomers are thought to be the neurotoxic con-
formation in a variety of misfolding diseases, most importantly
AD (11). Structural instabilities of folding intermediates make
it difficult to determine the structure of these intermediates, but
not impossible (24).

Two unfortunate names that can easily lead to confusion
have been given to the “in-pathway” conformations protofib-
rils and protofilaments . Protofibrils are, similar to oligomers,
mostly unstructured but linear (31). However, in most cases
the term “protofibrils” is used interchangeably with the term
oligomer. The name protofilaments refers to linear aggregates
with β-sheet structure that have a diameter of 3 nm and are
usually 50-100 nm in length. Mature, elongated protofilaments,
also called filaments, intertwine to form protein fibrils . Fibrils

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Protein Misfolding and Disease, Chemical Biology of

are generally unbranched, approx. 10 nm in diameter and can
be several µm long.

Nucleated polymerization and other
models of fibril formation

The actual mechanism of self-association of monomeric protein
into amyloid is complex and three mechanisms of structure
conversion have been proposed (32): In templated assembly ,
a monomeric native state peptide binds to an existing nucleus.
Upon binding, there is a change in the secondary structure of the
monomer as it is added to the growing chain. Monomer directed
conversion involves the presence of a misfolded monomer
that templates the structure conversion of a native monomer,
followed by disassociation and chain formation. The third model
is nucleated polymerization, which is the most widely accepted
model for the fibril growth.

Nucleated polymerization is a crucial process in cells, in-
volved in providing a rigid cytoskeleton by organization of
tubulin into microtubules and actin into thin filaments. These
processes are under tight control; however, nucleated polymer-
ization of proteins can also be “accidental” and occur to proteins
that, in healthy individuals, remain in their native structure. The
kinetics of misfolding are characterized by the presence of a lag
phase, a rapid growth or elongation phase, and a plateau phase.
The overall rate of amyloid aggregation is restricted by the for-
mation of a nucleus, a process that is thought to have either
slow kinetics or is driven by an unfavorable equilibrium. A
nucleus is defined as the least stable conformer in the aggre-
gation process that is in equilibrium with monomeric protein
(33). The formation of a nucleus, a “stochastic” event, is con-
centration dependent. Nuclei only occur above a critical protein
monomer concentration (for Aβ this concentration is approx.
15µM). However, in the present of preformed seeds the lag
phase is completely abolished. Once a nucleus or seed is present,
it acts as a template for the conversion of monomers into β-sheet
rich conformers that assemble rapidly into protofibrils and fib-
rils. Upon consumption of monomers there is a plateau phase
where no more fibrils are formed. This general model of fib-
ril formation is able to explain the spontaneous onset of most
amyloidoses as well as their rapid progression. However, the
kinetics of this mechanism can be influenced to a great extent
by quite a few factors both in vitro and in vivo: pH, temperature
of the sample, presence of preformed seeds, presence of metal
ions, and oxidative damage.

Mathematical descriptions of the kinetics of protein misfold-
ing have largely been attempted using non-complex simulations
and algorithms. It has been suggested that a complete math-
ematical analysis of these processes is currently beyond our
capability (34).

Structure of fibrils

No high resolution structure of fibrils has been published yet, as
fibrils are insoluble, non-crystalline material, and therefore the
classic structure determination methods like NMR and X-ray
crystallography fail.

First experiments to elucidate the structure of the proteins
in the fibrillar organization were done by X-ray diffraction.

Amyloid fibrils show a characteristic diffraction pattern, the
so called β-cross pattern (35), which is indicative of β-sheets
parallel to the fibril axis with the protein strands perpendicular
to the fibril’s long axis (36, 37). The pattern of amyloid is
characterized by reflections at 4.75 Å (along the fibril axis) and
10 Å (perpendicular to the fibril axis) which occur from regular
repeats and stacking of monomers.

Further characterization of Aβ fibrils involved solid-state
NMR to determine the structure of the peptide subunits. De-
pending on the experimental constraints applied, several models
for full length (e.g. (38)) and fragments of Aβ (e.g. (39, 40))
have been developed, most of them proposing an antiparallel,
in-register β-sheet organization. However, it has since been pro-
posed that the monomers composing a fibril associate in parallel,
not antiparallel β-sheets (41) with full length Aβ, and a model
based on these constraints has been determined (42) (Fig. 2).

Within the IAPP polypeptide, three key regions have been
identified that are responsible for its misfolding: residues 8-20
(43), 20-29 (44), and 30-37 (45). Residues 20-29 were initially
found to be the amyloidogenic chore of IAPP, as peptide frag-
ments corresponding to that sequence was found to form fibrils
in vitro. Taken together, these three regions might participate in
the formation of an intramolecular β-sheet with both parallel and
antiparallel organization (43). Electron paramagnetic resonance
spectroscopy of spin-labeled IAPP fibrils suggested a structure
similar to that of Aβ: in-register, parallel β-sheet structure with
units showing a disordered N -terminal segment (46).

Solid-state NMR studies of α-synuclein fibrils have shown
that the β-sheet rich domain is located between at least residues
38-95, with the N -terminal residues being unstructured and

(a)

(b)

Figure 2 Structural model for Aβ 1–40 fibrils, consistent with solid state
NMR constraints on the molecular conformation and intermolecular
distances and incorporating the cross-β motif common to all amyloid
fibrils. Residues 1–8 are considered fully disordered and are omitted. (a)
Schematic representation of a single molecular layer, or cross-β unit. The
yellow arrow indicates the direction of the long axis of the fibril, which
coincides with the direction of intermolecular backbone hydrogen bonds.
The cross-β unit is a double-layered structure, with in-register parallel β

-sheets formed by residues 12–24 (light grey ribbons) and 30–40 (dark
grey ribbons). (b) Central Aβ1–40 molecule from the energy-minimized,
five-chain system, viewed down the long axis of the fibril. Taken from
Petkova, A.T., et al.. Proceedings of the National Academy of Sciences,
2002. 9926: p. 16742-16747.
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a rigid backbone starting at residue 22 (47). These results
are consistent with data obtained from electron paramagnetic
resonance (EPR) of spin-labeled protein, showing an ordered
core around residues 31-109, with parallel, in-register β-sheets
(42, 43).

Lessons for drug development

To date, there is no successful treatment for misfolding diseases.
The development of structural models for fibrils and the eluci-
dation of intermediates of fibril formation give insights into
possible drug targets. Several approaches are possible using
small molecules: the use of chemical chaperones to stabilize the
native structures of the protein, possibly combined with another
method, the use of β-sheet breakers to destabilize β-sheet inter-
mediates. Other approaches include the competitive inhibition of
protein-protein interactions, either for the monomer to prevent
oligomerization, or for oligomers to prevent further monomer
addition. An interesting, but problematic option is the use of
molecules that increase the turnover or degradation of fibrils.
Immunotherapy for AD was developed by injecting Aβ(1-42)
into mice to immunize young animals against the disease and
to reduce neuropathology in older animals (50). Initial clinical
trials were performed but needed to be aborted as 6% of indi-
viduals developed meningoencephalitis (51), although beneficial
effects can also be seen in these individuals (52).

Small molecule inhibitors of Ab assembly

Several small molecule inhibitors that prevent assembly of Aβ

have been reported, however, the literature is far from system-
atic. Most of the studies listed in Table 2 (references for studies
found in (53)) test only a few compounds and do not attempt
to derive a structure-activity profile. Moreover, the chemical
structures do not lend themselves to good starting points for
medicinal chemistry in order to improve upon their properties.
To date, the known compounds that inhibit Aβ assembly are
weakly potent and are poorly bioavailable, particularly to the
brain. Furthermore, progress towards development of aggrega-
tion inhibitors in the clinical setting remains elusive due to a
clear disconnect between the in vitro and in vivo fibril-formation
process. These points are further demonstrated by the fact that
the only amyloid-aggregation inhibitors that have advanced to
late-stage clinical trials, Alzhemed™, Cerebril™ and Kiacta™
do not fit the classical drug-like profile and their in vivo dispo-
sition and mechanism of action is not well understood.

Methods Used for Fibril Structure
Determination and Aggregation
Assays

Research on amyloid fibrils was facilitated by the fact that fibrils
similar to the ones found in vivo can be formed in vitro from
peptides and denatured proteins. However, structure determi-
nation of amyloid fibrils has proven to be difficult due to the

lack of methods and the complexity of the aggregates. Standard
methods for structure determination, primarily solution-state
NMR and X-ray diffraction, fail for amyloid fibrils due to the
lack of soluble material or the inability to form classic protein
crystals. Only recently we have acquired an in-depth under-
standing of the detailed conformation of fibrils.

The techniques to follow aggregation of amyloidogenic pro-
teins and to determine their molecular conformation range from
spectrometric assays (thioflavin T, Congo red) over spectro-
scopic assays (FTIR and CD) and visualization techniques
(AFM and TEM) to methods that provide detailed insight into
the atomic coordinates (solid-state NMR and X-ray diffraction).

The principal difficulty in studying amyloid formation in
vitro is doubtlessly sample preparation and protein quality,
as impurities, aggregation conditions (buffer, pH, temperature,
etc.) and the chosen deseeding method can have a major impact
on the fibril formation kinetics as well as the structure of the
fibrils.

Spectrophotometric assays

Congo red is a diazo dye with the name-giving characteristic red
color. Amyloid stained with Congo red depicts green birefrin-
gence under polarized light and this method has been used to
diagnose amyloid diseases in histological samples. To date, it is
still used to classify proteins aggregates as amyloid. However,
due to subjective interpretation and many incidents of “false
negatives”, this method is to be used carefully and should be
accompanied by a parallel verification method. Congo red can
also be utilized in an absorbance assay to quantify the amount
of misfolded material (54).

A straightforward method used frequently to follow the mis-
folding kinetics of previously deseeded protein is the thioflavin
T assay (55). Thioflavin T is a molecule that binds rapidly to
protein aggregates but not to monomeric or oligomeric interme-
diates. Upon binding, a red shift of the excitation and emission
wavelength is monitored, allowing observing the kinetics of
protein misfolding with a fluorescence microscope or by flu-
orescence spectroscopy. As this assay detects only β-sheet rich
conformers, it is not suitable to identify unstructured interme-
diates of the misfolding process.

Spectroscopic assays

To determine the presence of β-sheet in amyloid samples,
spectroscopic techniques such as circular dichroism (CD) and
Fourier transform infrared (FTIR) spectroscopy are routinely
used. In far U.V. CD spectroscopy, the sample is examined
before and after aggregation to record any change in secondary
structure. Samples of soluble protein are subjected to left and
right handed circular polarized light and the difference in its
absorbance at far-UV wavelengths is recorded. Obtained spectra
are then compared to a reference library to allow an assessment
of secondary structural elements. Aβ is unstructured under
physiological conditions and exhibits a classic random coil far
U.V. CD spectra. However, as aggregation of Aβ progresses,
and the monomers fold into protofibrils and fibrils, the CD
spectra change to reflect β-sheet formation.
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Table 2 Inhibitors of Aβassemblya

Mode
Compound of action Example

Aminoindanes Fibrils N

R1

R2
N

R3

R4

R5

Aminopyrazoles Fibrils
NH HN

OO

HN
N N

NH

Anti-parkinsonian agents Fibrils

HO

HO

NH2

Beta-sheet breakers peptides Fibrils H -RDLPFFPVPID-OH

Coenzyme Q10 Fibrils

O

O

O

O

10

Ferulic Acid Fibrils
O

HO

O

OH

FK506 complexes Fibrils

SO3
−

NH2

N
N N

N

SO3
−

HN
O

O

OO

O

O N
O

O
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Table 2 Continued

Mode
Compound of action Example

Hydroxyindoles Fibrils

H
N

OH

Hydroxyphenyl pyridazine
diamine

Fibrils

HO

HN

NN

NH

OH

Melatonin Fibrils

H
N

O

NH
O

Nicotine Fibrils

N

N

H

Nordihydroguaiaretic acid Fibrils

HO

HO

OH

OH

NSAIDs Fibrils

O

OH

Organofluorine indol-3-yl
derivatives

Fibrils

I

N
H

F3C OH

COOEt

racemic
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Table 2 Continued

Mode
Compound of action Example

Oxazalones Fibrils N

O

R1

O

R2

Phenothiazines Fibrils
S

N

N N

Cl

Phenoxazines Fibrils

O

N

R1 R2

R3R4

Phenylazobenzene
sulfonamides

Fibrils S

O

O

H2N N

N NH N Et

Et

Porphyrins Fibrils

N

N

N

N Fe(III)

Cl−

OH

O

OH

O
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Table 2 Continued

Mode
Compound of action Example

Rifampicin and
tetracycline

Fibrils

OH O

MeHO

OH
OH

O O

NH2

OH

N
Me Me

Rhodanines Fibrils
S

N
R1

S

O

(CH2)n R2

Small molecule
anionic sulfonates
of sulfates

Fibrils OO SS

O

O

O

O

O

O

Tannic acid Fibrils

O
O

O O

O

O
O

OH

OHO
O

OH
HO

HO

O

OH

OH

O
O

OH

OHHO

O

HO OH

O

O

OH

OH

OH

O

OHO

HO

O

OH

OHHO

O

HO

HO

O
O

OH
HO

HO

Vitamin A Fibrils OH
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Table 2 Continued

Mode
Compound of action Example

Wine-related
polyphenols

Fibrils

OHO

OH O

HO OH

OH

Curcumin and
rosmarinic acid

Fibrils,
Oligomers

HO

OMe

O O

OH

OMe

Cyclohexanehexol
Fibrils,

Oligomers

OH

OH

OH

HO

HO OH

Hydroxyphenyl
triazine diamine

Oligomers

N

N

N

HN

Me

HN

OH

HO

Phenols Oligomers

OH

NH2

Cl
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Table 2 Continued

Mode
Compound of action Example

Tricyclic pyrones Oligomers
O

O

O

H

N

NN

N NH2

R

aReferences for studies found in 47

The presence of β-sheet in a protein solution can also be
determined using FTIR by inspecting the amide I band, which
occurs in the region between 1600 cm−1 and 1700 cm−1, and
taking into account possible contributions from side chains.
Amyloid fibrils typically have β-sheet peaks below 1620 cm−1.
FTIR is not suitable to determine atomic coordinates, but it has
given detailed insights into protein structure, and its easy sample
preparation and the applicability to most molecules have led to
the development of many experimental techniques (reviewed
in (56)).

Visualization techniques (AFM and TEM)

Interesting information about the organization of fibrils has been
obtained from atomic force microscopy (AFM) and transmission
electron microscopy (TEM). Both methods give high resolution
images of fibrils and show that fibrils are unbranched, twisted,
and several µm long. These techniques are usually used to
support data obtained from Thioflavin T assays, as this method
gives no information about the presence of fibrils (it only
confirms presence of β-sheets).

Molecular structure determination
(solid-state NMR and x-ray diffraction)

Initial X-ray experiments on amyloid fibrils defined the classic
b-sheet diffraction pattern with reflections at 4.75 Å and 10 Å,
indicative of b-sheets parallel to the fibril axis, and the protein
strand perpendicular to the fibril’s long axis (29–31).

A more detailed view into the 3D organization of a fibril
can be obtained by solid-state NMR. Solid-state NMR has the
advantage that it can define the spatial arrangement of both
the intrachain and intermolecular configurations. Using fibril-
lar, lyophilized protein the molecular packing of amyloid can
be defined (57, 58). Solid-state NMR spectroscopy revealed a
more detailed structure of several Aβ analogs and truncated
sequences as well as the conformation of other peptides like
α-synuclein, truncated peptides of transthyretin and the prion

protein (Helmus J et al Molecular conformation and dynamics
of the Y145Stop variant of human prion protein in amyloid fib-
rils. Proc Natl Acad Sci U S A. 2008 Apr 29;105(17):6284-9.
in (59)). The data obtained from Aβ fibrils allowed the devel-
opment of a structural model of the fibrillar form.
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Biomineralization is the formation of organic–inorganic composites by
organisms. Originally evolved as a protective mechanism, this complex
process has also become a recognized contributor to several disease states,
which range from kidney stone disease (nephrolithiasis) to parasitic diseases
like malaria. The characteristic three-step process for the formation of
biominerals is defined by the supramolecular preorganization of a
nucleating template, the interfacial molecular recognition of crystal nuclei
and the cellular processing of resultant aggregates. Hemozoin formed in
the heme detoxification pathway used by the malarial parasite Plasmodium
falciparum represents a paradigm for pathogenic biominerals. Current
research indicates that a supramolecular lipid template organizes heme
released previously during hemoglobin catabolism. Nucleation and growth
of the heme aggregate serves to protect the parasite from the toxic effects
of free heme. Given the mechanisms of biomineralization, it is not
surprising to discover that century-old antimalarial compounds function by
disrupting key interactions between the heme substrate and template.
Subsequently, the heme-aggregate is released into the host vasculature and
deposits in patients’ brains, spleens, and livers where it disrupts host innate
immune response. The underlying basis of this immunomodulating activity
seems to result from hemozoin mediated lipid peroxidation. Understanding
the relationships between hemozoin formation and its pathogenic activity
with the host immune response represents a significant challenge to
chemical biology.

Biomineralization is the biologic formation of organic–inorganic
composites generally organized on a nucleating template of
organic material. During bone and teeth formation, hydroxya-
patite, which is a calcium phosphate derivative enriched with
carbonate, mineralizes on a template of collagen fibrils and other
proteins (1). Likewise, calcium oxalate monohydrate crystals
mineralize on a biologic matrix of proteins in both plants and
humans. Although these crystals function as tissue support in
plants (2), they cause painful inflammation in humans (3). In
fact, biomineralization is associated with several human dis-
eases. Nephrolithiasis is the mineralization of calcium oxalate
monohydrate in the urinary tract of patients as kidney stones. In
gout or metabolic arthritis, monosodium urate crystals accumu-
late in the articular joints. A patient’s innate immune response or
the on-rush of monocytes and neutrophils at the sites of crystal
sedimentation causes the characteristic tissue inflammation and
pain associated with these diseases. Biomineralization can also
contribute to the pathology of parasitic diseases like malaria and

schistosomiasis. When the malarial protozoa Plasmodium falci-
parum deposits heme-derived aggregates in host vasculature,
these aggregates travel through the bloodstream and collect in
the brain, spleen, and liver. When they are phagocytosed by in-
nate immune cells such as monocytes and neutrophils, the cells’
ability to produce reactive oxygen and nitrogen species is im-
paired. This immunomodulation is typical of the pathogenesis
caused by many biomineral-associated diseases.

Heme Homeostasis
Over 40% of the world’s population is at risk from malaria. The
disease causes severe illness in over 500 million people and re-
sults in over 1.7 million deaths each year (4). Transmission is
most prevalent in the world’s poorest countries, predominantly
sub-Saharan Africa, and accounts for 40% of public healthcare
costs. In addition, a 2007 World Health Organization report es-
timates a 1.3% decline in annual economic growth for countries
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with high rates of malarial infection (4). Compounded over time,
this drop contributes significantly to GDP disparities between
those countries where malarial infection is endemic and those
where it is not.

Challenges of heme homeostasis

Over 100 Plasmodium species contribute to the spread of
malaria, but only four of these (P. falciparum, P. vivax, P. ovale,
and P. malariae) account for human infection, the deadliest
being P. falciparum. The malaria life cycle exists first in a
mosquito, and then it passes to a human host. An infected female
Anopholes mosquito is the host of the parasite’s sporogonic
life cycle. Mature P. falciparum sporozoites reach the salivary
glands of the mosquito, and the parasite is transmitted to
a human host when the mosquito feeds. During this blood
meal, sporozoites are released into the bloodstream where they
penetrate hepatic cells and mature into schizonts. The liver cells
rupture after approximately two weeks, discharging merozoites
into the bloodstream whereupon they infect red blood cells
(RBCs). Every 48 to 78 hours, mature merozoites rupture from

spent RBCs and either they differentiate into gametocytes or
they infect more RBCs. This blood stage is responsible for the
clinical manifestation of the disease (5).

P. falciparum ingest and degrade up to 80% of host erythro-
cyte hemoglobin (Hb) (5) to provide the parasite with essential
amino acids for growth and maturation. During high parasitemia
(20%), up to 100 g of the 750 g of circulating host Hb can be
catabolized by the parasite (5). Hb is broken down in the para-
site’s acidic (pH 4.5–5.2) digestive food vacuole (DV) by a suite
of proteinases that includes four aspartic acid proteinases (plas-
mepsins Pf PM1, Pf PM2, Pf HAP, and Pf PM4), three cysteine
proteinases (falcipains Pf FP2, Pf FP2′, and Pf FP3), and a met-
alloproteinase (falcilysin) (Fig. 1) (6). This ordered catabolic
process is initiated by Pf PM1 and Pf PM2, which cleave be-
tween residues α33Phe and α34Leu in the hinge region of Hb.
Recent quadruple knockout studies show individual plasmepsin
redundancy and suggest that although each aspartic proteinase
may not be essential to the intraerythrocytic stage, they could
play unique roles outside Hb digestion. On plasmepsin cleav-
age, the protein unfolds, which releases free heme and exposes

Large Fragments

Small Peptides

Pf PM1,  Pf PM2,
Pf HAP &  Pf PM4

Pf FP2, Pf FP2´
& Pf FP3 

 

Falcilysin

Amino Acids

Heme Release

Small Fragments

Hemoglobin

NN

N NO

HO

Fe
O

HO

Biomineralization

Hemozoin

Figure 1 Ordered pathway of hemoglobin catabolism. Host Hb cleavage is initiated by PfPM1 and PfPM2. Hb unfolds, releases heme and exposes other
peptide bonds to the falcipains. Resultant protein fragments are degraded even more by falcilysin and transported to the cytosol where they are broken
down into needed amino acids. The heme released in the first step aggregates via biomineralization to form HZ.
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other peptide bonds to the cysteine proteinases. Knockout stud-
ies suggest gene redundancy between Pf FP2 and Pf FP2′, which
shows no effect on parasite development with changes in the fal-
cipain present. In the complete absence of cysteine proteinases,
however, undigested Hb accumulates in the parasite’s DV and
causes lysis. After falcipain cleavage, subsequent protein frag-
ments are broken down by falcilysin. The remaining peptide
fragments are transported from the DV to the cytoplasm where
they are degraded into the final amino acids needed by the
parasite (6).

The French military physician Charles Louis Alphonse Lav-
eran was credited with the 1880 discovery of the malaria proto-
zoa Oscilliaria malariae, which was later termed Plasmodium.
In malaria necropsies, Laveran noted the presence of dark pig-
mented bodies in the bloodstream and in the brain, spleen,
and liver (7). This pigmented body was later characterized
as a unique biomineral composed of a dimeric ferriprotopor-
phyrin IX (Fe(III)PPIX) aggregate, which is known commonly
as hemozoin (HZ).

Although the nutritional needs of P. falciparum are met by
Hb catabolism, the parasite is endangered by the release of
heme. During intraerythrocytic phases, free heme can accu-
mulate at concentrations that reach 400 mmol/L in the DV.
Subsequently, the heme can cause disruption of cellular function
by the inhibition of enzymes, the generation of oxidative free
radicals, and the peroxidation of membranes (5), which leads
ultimately to parasite death. Unlike higher organisms, P. falci-
parum lacks a heme-oxygenase pathway for the cellular disposal
of heme. Rather, the protozoa achieves effective detoxification
by removing the heme from solution through biomineralization
mechanisms, which results in crystalline HZ (8).

Biomineralization

Over 570 million years, the complex process of organizing in-
organic molecules, which generally contain calcium, iron, or
silicon, into crystal aggregates evolved as a protective mecha-
nism for organisms. Fossil records show that biomineralization
surfaced first in the form of organism scales and skeletons
during the neoproterozoic era (9), and now, biominerals are rec-
ognized commonly in a range of functional structures including
shells (10), vertebrate teeth, and bone (11, 12), diatom silicates
(13) and unicellular silver deposits (14). The formation of these
materials is attributed to two processes: 1) biologically-induced
mineralization, which is the deposition of minerals via adventi-
tious precipitation (15) and 2) biologically-controlled mineral-
ization, which is the regulated formation of minerals that have a
specific function and structure (16). Generally, induced minerals
are heterogenous in character, whereas minerals that result from
cellularly controlled processes exhibit uniform composition and
morphology (1).

Chemistry of biomineral formation

The processes of crystal nucleation and growth are driven by
the basic laws of thermodynamics in which a greater free energy
must exist in the original solution phase than the resultant

crystalline phase (17). However, it must be noted that the
free energy distribution at the crystal surface differs from
these phases (3). Because molecules on the crystal surface are
not bound as strongly as molecules in the preliminary bulk
solution, their free energy contribution to the system is greater.
This energy difference between molecules at the surface and
in solution is known as the interfacial free energy. Acting
on the destabilization of crystal nuclei, the interfacial free
energy can cause either nucleus dissolution or growth of the
nucleus to a large enough size that its stability prevails over
the affects of surface free energy, and a crystal is formed. The
nucleation pathways that lead to the most stable crystal phase
are the foundations of the Ostwald-Lussac law of phases, which
explains that nucleation occurs in a series of pathways with
increasing stability before reaching the final crystalline state
(3). The propagation and continued growth of a stable crystal
is attributable to a uniform nucleation template from which a
new phase is formed from an old phase that has become higher
in free energy (3, 18).

In the context of crystal nucleation and growth, the formation
of biominerals can be cast as a three-step process that involves
the supramolecular preorganization of a template, the interfacial
molecular recognition of crystal nuclei, and the cellular pro-
cessing of resultant aggregates (19). The first-order assembly of
organic matrices such as protein and lipid networks provides a
foundation for the second-order assembly of inorganic species.
Typically, these frameworks have functionalized surfaces that
behave as templates for inorganic nucleation and are governed
by electrostatic, structural, and stereochemical complementarity
at the organic–inorganic interface. Without cellular intervention
to control the flux of metal ions, crystal nuclei would con-
tinue to grow along these scaffolds, proceeding to their bulk
state. Clearly, such unconstrained growth represents a danger
to cellular integrity. The final stage of biomineral construction
is cellular processing, which is often the distinguishing step be-
tween native biomineral morphology and that of its synthetic
analogs. The intracellular or extracellular environment in which
a crystal grows ultimately influences its crystallographic struc-
ture and morphology (19) and ensures the function of laden
cells.

Search for hemozoin’s bionucleating
template

Investigations into the mechanisms of HZ formation have cen-
tered on protein or lipid-rich nucleating templates. Early hy-
potheses of a catalytic heme-polymerase in trophozoite lysates
were abandoned because of failed attempts at identification and
purification of the enzymatic activity. An alternative to such a
heme polymerase was proposed by Sullivan (20) from their in-
vestigations of a family of histidine-rich proteins (HRP) isolated
from the DVs of P. falciparum. HRPII is a 30 kDa protein with
76% of its composition being His or Ala residues. HRPIII is
27 kDa and is 56% His or Ala residues. Both proteins have re-
peats of the tripeptide Ala-His-His, 51 repeats in HRPII, and 28
repeats in HRPIII. This Ala-His-His recurring domain provides
an archetypal biomineralization scaffold for the nucleation and
propagation of free heme into HZ. When HRPII or HRPIII were
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incubated with heme in aqueous acetate solution, the protein
templates bound 17 molecules of heme, mediated the formation
of HZ and was inhibited by the antimalarial drug chloroquine.

This HRP nucleating domain was explored even more by
Ziegler et al. (21) who used template design principles to
construct a dendrimer-based template model system. These
bionucleating templates (BNT I and II) were composed of the
nucleating domain of HRP II of P. falciparum coupled to a
tetralysine dendrimer core. The templates could bind to near
stochiometric amounts of Fe(III)PPIX, although substrate speci-
ficity experiments suggested that substrate recognition was de-
pendent on the porphyrin moiety rather than specific metal
recognition. Moreover, HRP substrate recognition was not
shown to be mediated by histidine axial ligation to a metal
ion, but rather it was attributed to π-stacking and electrostatic
interactions. Chloroquine inhibition of the bionucleating tem-
plates was comparable with HRP II and III impaired formation
of HZ when treated with the antimalarial (21).

These templates, like HRPII, were shown to promote HZ for-
mation at a parasite DV relevant pH 4.0–4.5. In fact, HRPII is
active from pH 4.5 to pH 6.0. HZ formation slows at pH values
below 2.0 and above 5.0 (22). Although an increase in pH does
cause an increase in binding of heme to HRPII, the HZ pro-
duced actually decreases leading, instead, to the formation of
µ-oxo-heme dimers (22). Therefore, the bis-histidyl heme bind-
ing observed on other proteins like histidine-rich glycoprotein
(HRG) at physiologic pH 7.0 differs from the HRPII nucle-
ation of HZ in the parasite’s acidic DV (23), although a pH 7
HRPII model was attempted by Schneider and Marletta in 2005
(24). At this pH, binding is consistent with a nucleating tem-
plate that serves as an organizing function rather than a tight
heme-binding function.

Subsequent experiments revealed, however, that the HRP’s
were not the likely template for HZ formation. Double deletion
mutants of HRP II and HRP III did not prevent the formation
of HZ in the DV (20), which suggests the existence of an
alternative template. In addition, HRP II is not located solely in
the DV, but rather it is secreted into the serum of victims at high
concentrations. Histology labeling experiments show that HRPs
in the DV are simply captured during the endocytosis of host
hemoglobin and not specifically targeted to the DV (20). Such
surreptitious colocalization would also suggest the existence of
a non-HRP template. In light of these experimental results, the
search for HZ’s biomineralization template turned toward other
possibilities.

Lipids are a possible template for HZ biomineralization. As
a bionucleating template, lipids can increase the solubility of
Fe(III)PPIX, localize high concentrations of Fe(III)PPIX with
iron-hydrophobic headgroup interactions, and provide a layer
of free heme intercalation. The propionate groups of free heme
within the lipid layer draw into their positively charged Fe(III)
centers, which weakens any hydrogen bonds with water and
enables the hydrogen bonds of Fe(III)PPIX dimers. Fitch et al.
(25) showed that HZ formation could be mediated at pH 5.0 in
the presence of fatty acids like arachidonic acid and glycerols
of oleic acid as well as detergents like polyoxyethylene sor-
bitan monooleate (TWEEN 80). Increasing support for a lipid
template led to the membrane sacrifice theory by Hemplemann

et al. (25), which suggested that inner membranes of RBC
transport vesicles in the parasite cytosome were degraded by
free heme, releasing lipids that increase heme solubility and
aggregation. In the sacrifice of the inner membrane, the outer
membrane is preserved to prevent additional oxidative damage
to the parasite (26). In vitro lipid-initiated HZ crystallization was
reported by Egan et al. (27) using a range of lipids that includes
myristoyl, oleoyl, and palmitoyl glycerides; phosphocholines;
and cholesterol to initiate HZ formation along the lipid–water
interface. Simulations of HZ formation in these studies indi-
cated that the hydrophobic Fe(III)PPIX dimer was more stable
in the lipid layer to foster hydrogen bonds between the pro-
tonated propionic acid groups and thus, HZ crystal assembly
(27). Transmission electron microscopy images of HZ local-
ized in lipid nanospheres within an infected trophozoite stage
RBC provided increased support of a lipid-mediated HZ bionu-
cleating process. The extraction of these fatty acyl glycerides
(including monostearic, monopalmitic, dipalmitic, dioleic, and
dilinoleic glycerols) and their incubation with substrate hemin,
developed a competent in vitro template for HZ formation (28).

Target of antimalarials
Interruption of the parasite heme biomineralization pathway is
a logical target of antimalarial drug development. As antimalar-
ials amass in the parasite’s DV, HZ formation is inhibited, and
the parasite becomes flooded in toxic heme. Beginning with the
hypothesis that neutral lipid droplets indeed serve as biominer-
alization templates for the formation of HZ, a variety of limiting
cases exist in which inhibitors may disrupt the aggregation of
HZ (Fig. 2). An inhibitor may bind the heme substrate in such
a manner that the heme-inhibitor complex cannot be recognized
by the template. Alternately, a drug could interact with the tem-
plate, blocking the heme binding site. Finally, a HZ aggregation
inhibitor might trap the heme bound to the template, which pre-
vents formation of the dimeric unit or nucleation of the extended
crystal. These possible modalities, which are derived from the
paradigm of biomineral formation, can be used to understand
the mechanism of action of some antimalarial compounds.

Well-known quinoline-based drugs like chloroquine and
amodiaquine are thought to target this HZ biomineralization
pathway. These drugs have been the standards in treatment
of malaria, but growing parasite resistance threatens their use.
Quinoline-based drugs include the well-known 4-aminoquino-
line derivatives chloroquine, amodiaquine, halofantrine, qui-
nine, and bisquinoline (29). These drugs are thought to cap
monomeric heme or bind the µ-oxo-dimer of oxidized heme to
prevent HZ formation. The π–π interactions at the {010} heme
face control resultant adduct formation. Computational models
of HZ and quinoline interactions indicated that drug adsorption
occurred on the {001} and {011} crystal faces (Fig. 3) (30).
These highly symmetrical crystals also showed tapering at each
drug-bound {001} or {011} ledge, which suggested weakening of
the quinoline inhibition along the crystal’s c-axis which resulted
in thinner crystal cross-sections (30).

Other inhibitors of HZ formation are thought to act similarly
to the quinoline family. Binding of the antifungal azole-based
drugs (clotrimazole, ketoconazole, and miconazole) to heme
is thought to damage parasite cell membranes and cause
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Figure 2 Modes of hemozoin inhibition. On a neutral lipid droplet template (T), heme can aggregate to form the biomineral HZ. Antimalarials may
inhibit this aggregation by binding heme substrate, interacting with the lipid template or trapping heme bound to the template. All actions serve to
prevent the formation of HZ.
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Figure 3 Hemozoin-chloroquine binding model. Chloroquine is thought to bind to the {001} and {011} faces of heme as well as π–π stacking at the
{010} face. To prevent HZ formation completely, chloroquine would have to bind both faces of each heme monomer or crystal extension would be
blocked in only one direction as shown.
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death (29). The isonitrile terpenes (diisocyanoadociane and
axisonitrile-2), isolated from marine sponges and the synthet-
ically derived methylene blue analogs (azures A, B, and C;
thion; celestine blue; and phenosaphranin) most likely pro-
hibit HZ formation by binding monomeric heme. The xanthone
family of antimalarials, such as the hydroxyxanthones and the
bis-(N,N-diethylamino)-ethoxy xanthones, were found also to
bind at the HZ crystal faces {001} and {011}. Specifically, the
drugs’ terminal amino groups bind the carboxyl group exposed
at each face, which inhibits the nucleation and growth of the
crystal (30). The crystal engineering prospect of future drug de-
sign is an interesting one that beckons additional exploration
and promises applications in a variety of biomineral-associated
diseases.

Hemozoin Characterization

Prior to the definitive X-ray powder diffraction characterization
of HZ, the true structure of the aggregate remained elusive be-
cause of its limited solubility. HZ was soluble only in NaOH,
which completely degraded the structure and prevented any at-
tempt to determine the intramolecular atomic interactions. The
insolubility of the product rendered useless many “standard”
experimental methods for the characterization of bioinorganic
systems. This aspect of the biomineral’s identification undoubt-
edly contributed to Ridley’s description of HZ as “a black
insoluble mass of material that can be soul-destroying to work
with” (31).

Physical characterization

Studies by Slater et al. (31) provided an initial “fingerprint”
of HZ’s chemical structure by applying Fourier-transform IR
(FT-IR) spectroscopy to intact HZ crystals. The IR spec-
trum of HZ revealed intense absorbance patterns at 1664 and
1211 cm−1, which indicate the axial propionate C = O and C–O
stretching, respectively (Fig. 4a). These peaks were absent
from the spectra of the synthetic substrates hemin chloride and
hematin. These data suggested a direct coordination between
the carboxylate of one heme monomer and the iron center of
another, which rules out a direct iron-carbon bond that would
have characteristic stretching near 1900 cm−1. Imagining a long
carboxyl-propogated “polymer,” this structure accounted for the
aggregate’s insolubility.

Using field emission inlens scanning electron microscopy,
gross physical analysis of isolated HZ crystals obtained from
mammalian Plasmodium species show a uniform morphology
that resembles smooth-sided bricks arranged at right angles (33).
Unlike the smooth, flat sides of the aggregates, the crystals’
tapering, square ends indicate a face of continuous nucleation
and growth. The average dimensions of these crystals were
100 nm × 100 nm × 300–500 nm. Even strains of P. falciparum
that lack HRPII or HRPIII were shown to produce uniform
HZ crystals (33). This observed consistency in morphology is
caused by the final step of in vivo biomineralization, which is
cellular processing. In this stage, cells organize HZ crystals to
best fit the confines of their storage vacuole as illustrated in

an in situ HZ RBC electron micrograph image (Fig. 4c) (23).
This differs from the seemingly less-ordered in vitro production
of HZ’s synthetic analog, which is known as β-hematin (BH),
in a reaction vessel, which fosters continued crystal extension
without cellular restraint (Fig. 4d).

The introduction of high-resolution synchrotron X-ray radia-
tion enabled the X-ray powder diffraction of both native HZ and
BH. Their structure was determined using simulated annealing
techniques on the diffraction data (34). This method included
the use of the Le Bail algorithm to compare integrated peak
intensities, the Rietveld refinement of the structure’s molec-
ular bonding geometry and Fourier difference calculations of
atomic positions. The resultant diffraction pattern confirmed a
triclinic unit cell with a space group assignment of P-1, which
demonstrates an inversion of symmetry between the unit cells of
the Fe(III)PPIX dimer (Fig. 4b). This pattern led to the defini-
tive structure of a five-coordinate Fe(III)PPIX dimer bound by
reciprocal monodentate carboxylate interactions with the pro-
pionic side chains of each PPIX. Hydrogen bonding between
these heme dimers accounted for the aggregate’s stable, ex-
tended crystalline network. Importantly, this work established
that HZ and BH were crystallographically, chemically and spec-
troscopically identical (34).

Identification of native lipid components
of hemozoin

In vivo native HZ transmission electron microscopy images
from trophozoite-infected RBCs depicted the localization of
HZ crystals within neutral lipid nanospheres (28). Trophozoite
DVs were isolated using Percoll/sucrose bottom separation
techniques, and the lipid content of these isolates was extracted
by Bligh-Dyer (chloroform/methanol) lipid extraction. Methyl
ester fatty acid characterization by gas chromatography-MS
(GC-MS) and lithium (Li+) adduct electrospray ionization mass
spectrometry of trophozoite fractions revealed a suite of neutral
lipids adhered to the crystal’s surface. When these lipid extracts
(a ratio of 4 monostearic-: 2 monopalmitic-: 1 dipalmitic-:
1 dioleic-: and 1 dilinoleic glycerol) were incubated in the
presence of substrate hemin, HZ formation was observed (28).
This competent nucleating template of fatty acyl glycerides
is consistent with the hypothesis of a lipid scaffold for heme
aggregation in P. falciparum.

Also extracted from native HZ were polar hydroxylated fatty
acids derived presumably from cellular arachidonic and linoleic
acids. Native HZ was purified from infected RBCs by a se-
ries of centrifugation steps followed by organic extraction of
its lipid coat. Analysis of the lipid coat revealed the pres-
ence of hydroxylated polyunsaturated fatty acids. These polar
lipids were separated using reverse phase-, normal phase-, and
chiral phase high performance liquid chromatography and sub-
sequently examined by GC-MS. Native HZ lipid coat GC-MS
analysis revealed the presence of 15-, 12-, 11-, 9-, 8-, and 5-
hydroxyeicosatetraenoic acids (HETEs) as well as 13- and 9-
hydroxyoctadecadienoic acids (HODEs) (35).
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Figure 4 Physical characterization of hemozoin. (a) The axial propionate linkages between heme units in HZ are seen by FT-IR fingerprints of C = O and
C–O stretching at 1664 and 1211 cm−1, respectively. (b) Characteristic 2:1 peaks are seen at 7◦: 21◦ and 24◦ 2θ for (i) native and (ii) synthetic HZ. Absent
from these aggregates is the 23◦ 2θ peak observed in the diffraction pattern of (iii) substrate hemin chloride. (c) Electron micrograph of HZ in P. falciparum
infected RBC where (i) is the host RBC, (ii) is the parasite, and (iii) is the DV. Image reproduced with kind permission of Springer Science and Business
Media (23). (d) SEM image of uniform BH crystals.

Chemical reactivity

Native HZ produced in the parasite DV most likely encounters
cellular debris such as arachidonic and linoleic fatty acids or
other lipids when released from a bursting RBC. Redox cycling
of surface exposed heme units within HZ can lead to the
initiation of lipid peroxidation (LPO). Abstraction of a bisallylic
hydrogen atom from a fatty acid such as arachidonic acid results
in an unpaired electron on the methylene carbon (36). This
unpaired electron promotes the rearrangement of the double
bonds adjacent to the methylene group that produces an alkyl
radical (L•). In the presence of oxygen, alkyl radicals react
to form peroxyl radicals (LOO•) that can abstract a hydrogen
atom that yields a lipid peroxide (LOOH) and can propagate
more reactions. Reduction of the peroxyl radical would result
in the production of racemic mixtures of hydroxylated fatty
acids like the HETEs and HODEs described previously in the
HZ lipid coat. Secondary oxidation and chain β-cleavage results
in reactive 4-hydroxy-2-nonenal (HNE) (Fig. 5).

Lipid peroxidation was demonstrated in vitro by reacting
arachidonic acid with native HZ purified of all cellular lipid and
protein content (37). Resultant HETE products were extracted

from the reaction supernatant and identified using reverse phase
high performance liquid chromatography (37). Recent studies of
BH reactions with arachidonic acid revealed an identical reac-
tion profile to that of HZ with all six positional HETE isomers
identified by ultra high pressure reverse phase and chiral phase
liquid chromatography tandem MS/MS (chiral-RP-LC-MS/MS)
(38). LC-MS analysis has enabled the separation and identi-
fication of these cellular metabolites at femtomole levels of
detection. The presence of these oxidation products in the
lipid coat of native HZ and their formation upon arachidonic
acid incubation with purified HZ and BH strongly supports
the HZ-mediated LPO of cellular fatty acids. Additionally, the
known immunomodulatory activity of these lipid peroxidation
products is intriguing given the reported ability of HZ to disrupt
the function of innate immune cells.

Basis of Hemozoin
Immunomodulation
Once thought to be a simple “inert” detoxification biomineral, an
increasing appreciation exists of HZ’s reactivity and subsequent
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Figure 5 Hemozoin-mediated lipid peroxidation. Redox cycling of iron in complexes like HZ can initiate lipid peroxidation of fatty acids like arachidonic
acid (LH). Abstraction of the bisallylic hydrogen leaves an unpaired electron on the methylene carbon that can rearrange to form a reactive alkyl radical
(L•). Oxidation of this radical leads to a peroxyl radical (LOO•), and on reduction, forms a lipid peroxide (LOOH) that can undergo additional reactions to
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perturbation of the host immune response. HZ reactivity in

the modulation of innate and adaptive immunity has been

attributed to a range of effects that include toll-like receptor

9 (TLR9) activation, cytokine production, LPO, and dendritic

cell development. Recent studies found that the P. falciparum

DNA that remained on native HZ extracts was the true source of

TLR9 activation, and once native HZ was treated with nuclease,

no activation was observed (39). HZ disruption of dendritic cell

function was shown to cause a decline in T cell activation that

led to a weakened adaptive immune response. The role of HZ

as an immunoreactive aggregate may impact the high rates of

patient secondary infection as well as the decline in vaccine

efficacy.

Functionally, phagocytosis of HZ has been reported to impair

macrophage oxidative burst, to downregulate iNOS activation,

and to perturb cytokine profiles in infected patients. It has also

been shown to correlate with increased levels of immunomod-

ulatory LPO products such as prostaglandin E2 (PGE2), HNE,

and HETEs (40) in monocytes. The biologic activity of these

compounds is generally derived from either of two mechanisms.

In the first mode of action, the reactive intermediates or prod-

ucts may form adducts to DNA or proteins. Thus, a variety of
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chain-terminating reactions of peroxyl, alkoxyl, or epoxyper-
oxyl radicals can result in oxidative cross-links to DNA or
proteins. Furthermore, the electrophilic alkenals, such as HNE,
readily form Schiff-base adducts to lysine residues and Michael
addition adducts to histidine and cysteine residues to perturb
the function of many proteins (41). In the second mode of
action, the LPO products may act as alternate ligands to sev-
eral different proteins and receptors to initiate an ultimately
pathogenic signaling cascade. The hydroxylated fatty acids 9-
and 13-HODE, as well as 15-HETE have all been found to be
activators of the important nuclear receptor protein PPAR-γ,
which is involved in key cellular regulatory and differentiation
functions in monocytes (42). 15-HETE has also been found
to stimulate RBC adherence to capillary endothelia, to enhance
vascular permeability and edema, and to induce chemotaxis and
chemokinesis, although the precise pathways remain unclear.
From these examples, it is easy to imagine how such promis-
cuous reactivity often manifests itself in the pathogenesis of
disease states. These findings suggest that HZ’s ability to rec-
tify cellular responses may actually be caused by formation of
primary and secondary LPO products (40).

To study this hypothesis, BH was incubated with ghost RBC
membrane lipids, which are similar to those that the native
biomineral would be exposed to upon RBC rupture (40). RAW
macrophage-like cells were treated with the supernatant of this
reaction, and reactive oxygen and nitrogen species (ROS and
RNS) produced via the NADPH oxidase and iNOS pathways
were inhibited. The levels of inhibition paralleled the effects
of individual LPO products such as 15-HETE or HNE at
pathologically reported concentrations. Additionally, treatment
of cells with either BH or unreacted ghost supernatant did not
cause a decrease in ROS and RNS production, which indicates
that the products of HZ-mediated LPO were responsible for the
observed disruption of macrophage function, not the dimeric
heme component of the aggregate itself (40). Mechanisms for
such malarial host-pathogen interactions and, more broadly,
biomineral-to-cell relationships are primarily undefined, which
creates a significant treatment barrier. Unraveling the formation
and role of HZ in the pathogenesis of P. falciparum infection
may provide additional insight into the prevention and treatment
of a variety of diseases that result from pathogenic biominerals.

Summary

Biomineralization results in an expansive array of complex ma-
terials. These natural biominerals often represent unique crystal
forms that extend over several size domains that are synthesized
under ambient conditions. Increasingly, it is understood that
biomineralization processes play important roles in the patholo-
gies of several diseases. In malaria, the parasite forms the HZ
biomineral in response to the heme released during hemoglobin
catabolism. HZ serves an important detoxification role that al-
lows the organism to maintain homeostasis during its intraery-
throcytic phases. Despite the fact that HZ represents a validated
drug target for P. falciparum, many fundamental questions re-
main concerning its formation; questions such as how or if the
parasite assembles neutral lipid droplets specifically, how the

heme is transported and deposited in these lipid domains, and
whether new strategies exist that could be used to design drugs
to disrupt this process. Tackling the rational drug design prob-
lem from a crystal engineering perspective offers an interesting
direction for drug discovery, whether designing crystal-specific
antibodies or fabricating selectively binding compounds. Con-
sequently, studies on the in vivo formation of HZ afford an
opportunity for chemists with a variety of interests (e.g., or-
ganic, inorganic, biologic, supramolecular, materials) to make
significant contributions in attacking this neglected and devas-
tating disease.

A second, emerging area of research is the pathophysiologic
responses between biominerals and immune cells. A common-
ality between the diseases that maintain a pathogenic biomineral
is the inflammatory response. Be it an auto immune reaction,
as in the case of gout, or down regulation of the innate im-
mune system as in malaria, it is clear that the interface between
biominerals and cells is important in mitigating these responses.
In the case of HZ, growing evidence suggests that the biomin-
eral reacts with cellular fatty acids to produce a suite of reactive
oxidized eicosanoids. The immunoreactivity of these oxidation
products is likely a significant contributor to the inflammation
and discomfort experienced by patients. Developing therapies
for these effects and for the cause of infection could provide
a dual approach in the treatment of many pathogenic biomin-
erals and proffers the potential for novel initiatives in disease
prevention and treatment.
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Chromosomes are large molecules of DNA that organize genetic materials
of an organism. Chromosomes need to be properly organized, packaged,
and compacted to ensure their integrity and segregation to daughter cells
during mitosis. In eukaryotic cells, chromosomes associate with histones
and other proteins to form chromatin within the nucleus. The basic
packaging unit of chromatin is the nucleosome. The nucleosome core
particle consists of 147 base pairs of DNA that wrap around a core histone
octamer. A linear array of nucleosomes is further folded into high-order
chromatin structures. In addition, chromosomes are regulated during
mitosis by the structural maintenance of chromosomes (SMC) family of
proteins. Sister chromatids are physically tethered during DNA replication
by the SMC1/3 cohesin complex to ensure equal segregation of
chromosomes to daughter cells. These sister chromatids are compacted by
the SMC2/4 condensin complex to form metaphase chromosomes.

DNA is the genetic material that encodes all information nec-
essary for life. The DNA molecules that carry this information
must be highly regulated to control and protect precisely the
information they encode. In addition, cellular DNA needs to be
replicated and divided equally to daughter cells during mito-
sis. For these reasons, DNA is elegantly compacted more than
100,000 times into a nucleoprotein structure known as chro-
matin. This compaction allows for the protection, regulation,
and segregation of the genetic information encoded in DNA.

Chromatin Structure

Genomic DNA is organized into subunits called chromosomes
(1). The human genome is split into 46 chromosomes. In
eukaryotes, DNA is packaged and compacted with histones
and other proteins to form chromatin. DNA wraps around core
histones to form nucleosomes, the most fundamental level of
DNA compaction (2). In addition to compacting DNA, histones
also regulate the accessibility of DNA to various biological
processes that use DNA as the template, including transcription,
DNA replication, and DNA repair.

Nucleosome and chromatin fiber

The nucleosome core particle is the basic building block of
chromatin (Fig. 1). It consists of 147 base pairs (bp) of DNA
wrapped around the histone core in 1.7 left-handed, nonuni-
form, superhelical turns (3). X-ray crystallography studies have
revealed the structure of the nucleosome core particle to a res-
olution of 1.9 Å (4, 5). Each nucleosome core particle is made

up of eight core histone molecules, one histone H3–H4 het-

erotetramer and two histone H2A–H2B heterodimers (4). Each

core histone contains an amino-terminal unstructured tail and

a three-helix histone fold (5). The histone folds in each dimer

contain three distinct DNA-binding motifs that make extensive

contacts with the minor groove of the DNA (4, 5). The helical

periodicity or average number of base pairs per helical turn of

DNA around the nucleosome core is 10.2 bp (5, 6). The mi-

nor grooves of DNA wrapped around neighboring nucleosomes

line up to form channels through which the flexible histone tails

emerge from the nucleosome core particle (5). The major groove

of nucleosomal DNA is exposed to allow recognition by nuclear

proteins, such as transcription factors (5). The canonical core

histone proteins can be replaced with histone variants, such as

H2A.Z. These variant nucleosomes have similar structures, but

they are functionally distinct (7).

Nucleosomes are connected to one another by linker DNA

of variable length and the linker-binding histone H1 protein

(Fig. 1) (7). These long arrays of nucleosomes spontaneously

condense to form helical arrays of nucleosomes, termed the

30-nm fiber after its apparent diameter (Fig. 1) (8). Addi-

tional condensation and compaction of chromatin occur through

internucleosomal interactions. One important internucleosomal

interaction required for chromatin fiber formation is the inter-

action of a highly acidic patch of histone H2A with the histone

H4 tail (8). Ultimately, these internucleosomal interactions form

interphase chromatin with an unknown architecture (Fig. 1) (9).
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Figure 1 Schematic drawing of how chromosomes are formed from nucleosomes to the mitotic chromosome. Double-stranded DNA (black lines) wraps
around core histones (gray cylinders) to form the nucleosome. Histone tails (curved lines) protrude from the histone core and can undergo various
posttranslational modifications that regulate chromatin state. Helical arrays of nucleosomes form the 30-nm fiber. Scaffolding proteins (gray bars), such as
condensin, further compact chromatin during mitosis to promote proper segregation to daughter cells.

Histone tails
One striking characteristic of the nucleosome core particle is
the protrusion of flexible amino-terminal tails from the core hi-
stone proteins (5). These histone tails make ideal targets for
the regulation of the nucleosome core particle. During events
such as transcription, the chromatin must be opened up to
allow the extensive protein machinery to access DNA. Acety-
lation of lysine residues on the protruding core histone tails
is one major posttranslational modification that promotes chro-
matin opening (10). Lysine acetylation of histone tails is associ-
ated with active transcriptional regions of the genome, whereas
hypoacetylation correlates with transcriptional repression (11).
Histone acetyl transferases (HATs) promote transcription by cat-
alyzing acetylation of histone tails (11). Histone deacetylases
(HDACs) mediate histone tail deacetylation and, therefore, re-
press transcription. In addition to acetylation, core histone tails
are posttranslationally modified by a number of other moieties,
such as serine/threonine phosphorylation, arginine/lysine methy-
lation, lysine ubiquitination, lysine sumoylation, glutamic acid
ADP ribosylation, arginine deimination, and proline isomeriza-
tion (10). These modifications either promote or suppress access
to chromatin during transcription, DNA repair, or chromatin
condensation in unique ways (12). Recent work has identified
several proteins that catalyze these histone modifications, such
as the methyl transferases that methylate lysines and arginines,
as well as the histone demethylases such as, Jumonji C (JmjC)
domain-containing proteins and lysine specific demethylase 1
(LSD1) (13).

Chromatin assembly
Chromatin assembly is coupled with DNA replication. Imme-
diately after DNA replication, the parental histones from the
original chromosome are randomly divided between the two
daughter strands of DNA (14). The remaining complements of
histones are assembled from newly synthesized histones. Newly
synthesized histones H3 and H4 are acetylated, and these acetyl
marks are removed after their incorporation into DNA (15).
Assembly of chromatin requires the functions of histone chap-
erones and ATP-dependent chromatin remodeling factors (16).

Histone chaperones bind histones and facilitate their proper de-
position onto DNA by preventing nonspecific histone–DNA
interactions (17). Two major histone chaperones are CAF-1
and NAP-1. CAF-1 localizes to the replication fork by bind-
ing PCNA and facilitates the deposition of histones H3 and H4
onto the newly synthesized DNA strands (18, 19). Subsequently,
NAP-1 facilitates the deposition of histones H2A and H2B to
complete the nucleosome (20). Using in vitro nucleosome as-
sembly and nuclease digestion mapping assays, it was shown
that the periodic spacing of nucleosomes requires the function
of ATP-dependent chromatin remodeling factors, such as the
ACF/ISWI complex (16, 21).

Chromosome Cohesion

The propagation of genetic information during cell division is
a complex and highly regulated process that involves extensive
changes to the interphase chromatin. The somatic cell cycle
is divided into four phases: G1, S, G2, and M. During S
phase, DNA is replicated to form sister chromatids (22). Each
sister chromatid contains the exact same genetic information.
Therefore, it is imperative to ensure equal segregation of sister
chromatids to daughter cells during mitosis (M phase). Unequal
segregation of chromosomes results in daughter cells with
wrong chromosome numbers, a condition known as aneuploidy.
One important mechanism that ensures proper segregation of
chromosomes to daughter cells is sister chromatid cohesion.

The cohesin complex

Sister chromatid cohesion is primarily established by the co-
hesin complex (23). The cohesin complex is a multiprotein
complex that contains the structural maintenance of chromo-
somes (SMC) family of proteins (24). SMC proteins contain
the Walker A motif at their N-termini and the Walker B motif
at their C-termini (Fig. 2a). These motifs are brought together
by an intramolecular coiled-coil domain to form a functional
ATPase domain, which is similar to other ATP-binding cas-
sette (ABC) ATPases, such as RAD50 (25). SMC proteins
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(a)

(c)

(b)

Cohesin

Figure 2 (a) Architecture of the SMC protein complexes. A functional ATPase head domain is formed by N-terminal Walker A and C-terminal Walker B
motifs that are brought together by an intramolecular coiled coil. Two SMC proteins heterodimerize through their hinge domains. Kleisin proteins link the
two head domains of the SMC heterodimer. (b) Architecture of the cohesin complex. The SCC1 kleisin protein links together the head domains of the
SMC1–SMC3 heterodimer to form a ring. (c) Two models for how cohesin establishes functional sister-chromatid cohesion. Sister chromatids are shown as
cylinders.

heterodimerize with one another through their hinge domains
to form three unique complexes: cohesin (SMC1–SMC3), con-
densin (SMC2–SMC4), and SMC5–SMC6 (16, 19, 20). The
head domains of the heterodimeric pairs of SMC proteins are
linked by proteins known as kleisins (23). In addition to kleisins,
SMC complexes contain additional non-SMC proteins. The co-
hesin complex is a multi-subunit complex that consists of the
heterodimeric SMC1–SMC3 core, SCC1/MCD1/RAD21, and
SA2 (SCC3 in yeast) (Fig. 2b) (23, 24). The function of SA2 is
unknown. SCC1 is the kleisin subunit of the cohesin complex.
SCC1 contains a winged helix domain at its C-terminus that me-
diates binding to the head domain of SMC1 (21). The binding
of SCC1 to SMC1 facilitates the binding of SCC1’s N-terminal
domain to the SMC3 head domain (26). In so doing, SCC1
links the two head domains of the SMC1–SMC3 heterodimer to
form a ring-shaped structure. Cryoelectron microscopy has con-
firmed the ability of the cohesin complex to form a ring-shaped
structure with an internal diameter of 30–40 nm (27).

Sister chromatid cohesion

The cohesin complex is loaded onto chromatin during late
G1 phase of the cell cycle (28). The ATPase activity of
SMC1–SMC3 is required for cohesin loading onto chromatin
(29). The mechanism by which the ATPase activity promotes
cohesin loading is unclear. In addition to the ATPase activ-
ity of SMC1–SMC3, cohesin loading is dependent on the

SCC2–SCC4 complex (30). Both SCC2 and SCC4 contain
Huntington, elongation A subunit, TOR (HEAT) repeats. The
exact mechanism by which SCC2–SCC4 promotes cohesion
loading is unclear. It has been proposed that SCC2–SCC4 stimu-
lates the ATPase activity of SMC1–SMC3 (23, 29). The cohesin
complex is concentrated around centromeres and at intergenic
regions (31–33). Interestingly, in budding yeast, the chromoso-
mal localization of SCC2–SCC4 does not overlap with that of
cohesin, suggesting that cohesin redistributes to intergenic re-
gions after SCC2–SCC4 facilitates its loading onto chromatin
(27). The enrichment of cohesin at intergenic regions is thought
to function in regulation of gene expression by insulating pro-
moters from distant enhancers.

Loading of cohesin onto chromatin is itself insufficient to es-
tablish functional cohesion between sister chromatids. Establish-
ment of sister chromatid cohesion occurs subsequent to cohesin
loading and is tightly coupled to DNA replication in S phase.
Several factors are required for the establishment of functional
sister chromatid cohesion after the loading of cohesin onto chro-
matin. These factors include the acetyl transferase ECO1/CTF7,
the replication factor C (RFC) complex (CTF18/DCC1/CTF8),
and the chromatin structure remodeling (RSC) complex (34–36).
The precise mechanism by which chromatin-bound cohesin es-
tablishes sister chromatid cohesion is unresolved. Elegant stud-
ies have shown that cohesin binds chromatin by entrapping
DNA within its ring-shaped structure. These studies inserted an
artificial tobacco etch virus (TEV) protease cleavage site into
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(a) (b)

Figure 3 (a) Architecture of the condensin complexes. Both condensin I and condensin II contain the SMC2–SMC4 heterodimer. CAP-H and CAP-H2 are
the kleisin subunits that link the head domains of SMC2–SMC4 in condensin I and condensin II, respectively. Condensin I contains the non-SMC proteins,
CAP-D2 and CAP-G, whereas condensin II contains CAP-D3 and CAP-G1. (b) Model for condensin-mediated chromosome condensation. A linear strand of
DNA is shown as a black line.

one cohesin subunit to allow inducible cleavage. Upon expres-
sion of TEV, the cohesin complex was rapidly removed from
chromatin and sister chromatid cohesion was destroyed (27). In
addition, using circular minichromosomes in which cohesin is
loaded, cleavage of the circular DNA results in the removal of
cohesin from these chromosomes (37). These studies show that
DNA is entrapped within the cohesin ring. How DNA is encir-
cled by the cohesin ring is unclear. Several possible mechanisms
have been proposed, most of which involve the transient disso-
ciation of proteins within the cohesin complex to open the ring
structure. These include dissociation of the SMC1 and SMC3
hinge domains, SMC1 head domain and SCC1 C-terminus, or
SMC3 head domain and SCC1 N-terminus. Another outstanding
question is how cohesin actually mediates sister chromatid cohe-
sion. Two equally viable models have been proposed (Fig. 2c).
The embrace model proposes that a single cohesin complex en-
circles both sister chromatids within its ring-shaped structure
as the DNA replication fork progresses (Fig. 2c, left). With a
diameter of 30–40 nm, the cohesin ring is large enough to ac-
commodate both sister chromatids (10 nm each) (32). However,
it is unclear how the cohesin ring copes with the massive DNA
replication machinery that would presumably need to move
through the cohesin ring. Alternatively, a cohesin dimerization
model proposes that each sister chromatid is trapped by separate
cohesin complexes. In this model, the individually trapped sis-
ter chromatids are held together by the dimerization of the two
cohesin complexes (Fig. 2c, right). However, intermolecular in-
teraction between cohesin complexes has not been detected.

Mitotic Chromosome
Condensation

In addition to cohesion between sister chromatids established
during the S phase of the cell cycle, chromosomes are further
condensed to allow for the movement and segregation of sister
chromatids to daughter cells during mitosis. The formation of
stable, rod-like chromosomes during prometaphase of mitosis is
mediated by several scaffolding proteins, such as topoisomerase
II and the condensin complex (38, 39).

The condensin complex

Chromosome condensation during mitosis is mediated by the
condensin complex. Condensin has two subtypes: condensin
I and condensin II (Fig. 3a) (23, 24). Both condensin I and
condensin II contain the core SMC2–SMC4 heterodimer (34).
Similar to SMC1 and SMC3, SMC2 and SMC4 dimerize
through their hinge domains. An intramolecular coiled-coil do-
main brings together the Walker A and Walker B motifs at the
N- and C-termini of SMC2 and SMC4. These functional AT-
Pase heads are linked by kleisin proteins, CAP-H for condensin
I and CAP-H2 for condensin II (24). The condensin complexes
also contain additional non-SMC proteins. Condensin I contains
CAP-D2 and CAP-G, whereas condensin II contains CAP-D3
and CAP-G2 (34). The functions of these non-SMC proteins
are unclear. Electron microscopy studies showed that the con-
densin complex can adopt a ring-shaped structure similar to
cohesin. Condensin can also adopt a lollipop-like structure, with
the coiled-coil and hinge domains of SMC2–SMC4 projecting
away from a protein mass that includes the head domains of
SMC2–SMC4 and the non-SMC proteins (35). How or whether
condensin I and condensin II vary in function is unknown. Both
condensin I and condensin II are excluded from the nucleus
during interphase. Condensin I associates on chromatin after
nuclear envelop breakdown during mitosis, whereas condensin
II associates with chromatin before nuclear envelop break-
down (40). By cytological examination, chromosome-bound
condensin I and condensin II do not overlap (36). Depletion
of condensin I or condensin II causes distinct abnormalities in
chromosome morphology (41), suggesting that the two com-
plexes may not be functionally redundant.

Chromosome condensation

The mechanism by which the condensin complex organizes
chromosomes during mitosis into their fully compacted and sta-
ble structure is currently unresolved. Several studies in multiple
organisms have established that inactivation of condensin does
not result in completely decondensed chromosomes but in com-
pacted chromosomes that are not properly structured into rigid
rods (42). The identity of those factors that mediate chromosome
compaction in the absence of condensin is unknown. These
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studies suggest that condensin mediates the organization of com-
pacted chromosomes into higher order structures that give rise
to familiar metaphase chromosomes (Fig. 1). Clues into how
condensin organizes chromosomes come from its activities in
vitro. The addition of DNA to purified Xenopus condensin stim-
ulates its ATPase activity (43). Condensin promotes the positive
supercoiling of closed circular DNA when in the presence of
topoisomerase I and ATP, but not the nonhydrolyzable ATP ana-
log, AMP-PNP (43). The supercoiling of DNA by condensin
could promote mitotic chromosome formation, but whether this
activity of condensin occurs in vivo is unclear.

The activity of condensin is cell cycle regulated. Condensin
purified from mitotic extracts is much more active in promot-
ing DNA supercoiling than condensin from interphase extracts
(43). In yeast, cdc2 stimulates condensin activity by phospho-
rylation of condensin (44). Furthermore, cdc2 is necessary for
chromosome condensation (45). Likewise, inhibition of regula-
tory phosphatases and activation of cdc2 is sufficient to promote
premature chromosome condensation (46). In addition to con-
densin, cdc2 phosphorylates histone H1, which is also important
for chromosome condensation (47).

Other evidence suggests condensin functions with topoiso-
merase II, another component of the scaffold fraction of chro-
mosomes (39). In vitro studies have shown that condensin can
promote knotting of nicked circular DNA in the presence of
topoisomerase II (48). Electron microscopy revealed that most
of these knots had a trefoil structure (48). Based on this knot
architecture, it has been proposed that topoisomerase II inter-
twines condensin-induced positive supercoils to form the knot
(24). By looping DNA in this manner, condensin would promote
DNA compaction (Fig. 3b).
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Catalytic reactions provide the opportunity to perform more
environmentally friendly reactions. As the pharmaceutical industry
produces a large amount of waste for a relatively small amount of drug
product manufactured, the use of catalytic reactions is becoming more
important. Catalysts can be biological or chemical in nature and can be
used to effect a wide variety of transformations.

The pharmaceutical industry employs a wide variety of chemical
transformations to prepare the active components of drugs. Cost
and environmental pressures encourage the use of catalytic
reactions for both bond-forming reactions and the creation of
stereogenic centers. As the pharmaceutical industry generates a
large amount of waste in the preparation of a relatively small
amount of drug product, catalytic reactions will only increase
in importance in this industrial sector (1). The E-factor, which
is the amount of waste produced (Kg) to make a Kg of product,
is high for the fine chemical and pharmaceutical industries. The
use of catalytic methods, rather than stoichiometric ones, can
help reduce waste (2). The development of a “green” process,
however, has to be weighed against the speed of developing the
process to the target molecule.

The purpose of this article is to provide an overview of the
different types of chemical and biological catalysis currently
available to the pharmaceutical industry in the process area. In
other words, these transformations can be performed at scale.
The types of catalysts that have been used are given together
with systems that show potential for future application. The
chemocatalytic area has addressed the synthesis of aromatic and
heterocyclic compounds, which are common classes in pharma-
ceutically active compounds, whereas biocatalyst applications
tend to be aimed toward the production of chiral molecules.

The uses of catalysts for asymmetric pharmaceutical synthesis
have been reviewed by others (see the Further Reading section).

Types of Catalysts

Catalysts can be classified in many ways. A summary of the
methods discussed in this article is given in Table 1. For enzyme

catalysts, the recommendations of the Nomenclature Commit-
tee of the International Union of Biochemistry and Molecu-
lar Biology (IUBMB) have been followed (3). Enzymes are
classified into six general groups, and the first digit of the en-
zyme commission number corresponds to the following general
categories: 1) oxidoreductases, 2) transferases, 3) hydrolases,
4) lyases, 5) isomerases, and 6) ligases. The number of
large-scale applications differs significantly among these en-
zyme types. Most commercial applications use hydrolases or
oxidoreductases, which can be attributed to the broad range of
enzymes available in these two classes (4).

Biological Catalysts

In a few cases, biocatalysts have the advantage that no chemo-
catalytic alternative exists. It usually occurs when the exquisite
stereoselection of a biocatalyst is used to distinguish between
two equally reactive groups within a molecule based on stere-
ochemistry; the stereoselective oxidations of steroids and aro-
matic compounds are examples (5). Another instance in which
biocatalysts are very powerful and no chemocatalyst equivalent
is available is for glycosylation reactions and the stereocon-
trolled synthesis of polysaccharides. In many areas, however,
biological and chemical catalysts compete; examples of this
competition include the reduction of ketones (vide infra) and
the desymmetrization of cyclic anhydrides (6, 7). In these cases,
the choice of which catalyst system to use will depend on acces-
sibility and on process performance in such areas as selectivity,
activity, and consumption, as well as cost. These parameters are
highly product specific and often are difficult or impossible to
predict. For the development of syntheses of new products, the
fast screening of highly diverse libraries, be they biocatalytic
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Table 1 Catalysts useful for pharmaceutical applications

Type Class Catalyst Example of transformation

Biological Living whole cell Many within the cell Preparation of secondary metabolite
Enzyme Oxidoreductases Oxidations and reductions

Transferases Methylation, glycosylation and amino
group transfers

Hydrolases Ester hydrolysis
Lyases C–C and C–N bond formations
Isomerases Racemization
Ligases Coupling reactions

Chemical Transition metal Hydrogenations Alkene reductions
Asymmetric hydrogenations Generation of new stereogenic center
Aryl coupling reactions Preparation of biaryl compounds
Coupling reactions Aniline preparation
Isomerizations Chiral imines from allyl amines
Metathesis Ring formation

Organocatalysis Carbon–carbon bond formation Aldol reaction
Oxidations Epoxidations

or chemocatalytic, is, therefore, an important tool to determine
the best choice of a catalytic system (8, 9). The use of molecu-
lar biological methodologies do allow for highly selective and
efficient biocatalysts to be developed in a relatively short pe-
riod of time (7). Without precedence, the development of a
chemocatalyst is a long-term option.

Enzymes

Enzymes can be used in different formulations, immobilized
or soluble, and with different degrees of purity, such as cell
preparations and crude or enriched isolates. Isolation to a
purified form takes time and effort and is usually avoided unless
absolutely necessary. In many cases, molecular biology allows
for an enzyme to be highly enriched (overproduced) in an
organism, which reduces the need for purification (10). Such
recombinant cells are, therefore, often used as cell preparations

except if the cell needs to be treated to make the substrate
accessible to the biocatalyst. More than 50 different enzyme
subclasses are commercially available and can be used to
prepare chiral molecules. A summary (11–14) of the most
often used classes of enzymes that have been used in chemical
synthesis is given in Table 2 (16–45). Reactions do not have
to be performed in totally aqueous media as some enzymes can
tolerate organic solvents (15).

Enzymatic processes are now being applied to a wide range
of pharmaceutical product syntheses (46). Examples are given
for the preparation of cyanohydrins, which can then be used to
prepare α-hydroxy acids and α-amino acids.

Cyanohydrins are a very useful class of compounds as they
can be transformed into a wide variety of compounds while
retaining the stereogenic center (32, 35). Hydroxy nitrilases are
available from natural sources (13), which can give access to
either enantiomer of the product cyanohydrin (Fig. 1) (47).

Table 2 Enzymes used in the preparation of pharmaceuticals

Enzyme subclass Substrate Product Reference(s)

Racemases α-Hydroxy acids α-Hydroxy acids 16
α-Amino acids α-Amino acids 16, 17

Oxidases Alcohols Carbonyl compounds 18, 19
Dehydrogenases Carbonyl compounds Alcohols, hydroxy acids, amino acids 20, 21
Lipases Esters, amides Alcohols, carboxylic acids, alcohols, amines 22–26
Aldolases Carbonyl compounds Hydroxy carbonyl compounds 27–30
Hydroxynitrile lyases Carbonyl compounds Cyanohydrins 27, 31, 32
Esterases Esters Alcohols, carboxylic acids 33, 34
Nitrilases Nitriles Carboxylic acids 35
N -Acetylamino acid hydrolase N -Acetyl amino acids Amino acids 36, 37
Amidases Amino acids Amino acids 38–40
Hydantoinases 5’-Monosubstituted hydantoins Amino acids 41, 42
Halohydrin dehalogenases Halohydrins, epoxides Diols, epoxides, β-hydroxynitriles 43
Ammonia lyases Cinnamic acid derivatives Phenylalanine derivatives 44
Proteases Amino acids Peptides 45
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Figure 1 Cyanohydrin formation with hydroxy nitrilases.

Figure 2 Synthesis of L-methionine.

An example of an acylase to perform a resolution is provided
by the Degussa process to l-methionine (1). The racemic
acetylmethionine (2) is prepared by a chemical synthesis. The
acylase hydrolyses only the l-isomer (Fig. 2). The d-isomer is
racemized by base and put back into the process stream (48).

The most powerful approaches, which can be used with sev-
eral different enzyme systems, lead to a single enantiomer as
the product in high yield and do not rely on a classic resolu-
tion approach in which the unwanted enantiomer is discarded.
These approaches include dynamic kinetic resolutions, der-
acemizations, and asymmetric and desymmetrization reactions
(49, 50). In some cases, a chemical catalyst may be available to
“recycle” the unwanted isomer in the same reactor (vide infra).
It is sometimes possible to racemize the unwanted isomer of
the substrate and then to perform the reaction again (51).

Whole cells

When chemical transformations were performed by whole cells,
such as the reduction of carbonyl compounds by baker’s yeast,

low asymmetric induction could result as two enzymes are
present in the organism that provide the antipodes of the product
(52). This result has now been circumvented by the use of
genetically modified microorganisms so that the desired enzyme
is overproduced (53, 54).

The use of a whole cell allows for a required enzyme
cofactor to be regenerated. In other cases, it allows for several
enzymes to work in parallel and to perform many complex
transformations. An example is provided by the synthesis of
d-amino acids from hydantoins (Fig. 3). The carbomylase drives
the reaction to completion as carbon dioxide and ammonia are
evolved. The same approach has been used with the l-versions
of the enzymes to synthesize l-amino acids (14, 42, 55).

Several complex antibiotics are prepared by whole-cell fer-
mentations. Examples are the pencillin antibiotics in which
the side chain can be removed and replaced with a synthetic
one to enhance activity or stability. Other examples include
the macrolide antiobiotics, such as avermectin (56) and ery-
thromycin (57), in which the organism uses an enzyme “cas-
sette” to build up the seco-chain before cyclization.

Figure 3 Synthesis of D-amino acids from hydantoins.
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Figure 4 Biosynthetic access to chorismic and shikimic acids.

In some instances, metabolic engineering of an organism can
provide the desired compound. As an example, shikimic acid
is used as the starting material in the synthesis of Tamiflu
(Roche Laboratories, Inc., Nutley, NJ), which is an antiviral
drug. Bacteria produce shikimic acid as an intermediate on the
biosynthetic route to chorismic acid, itself an intermediate for
several essential products such as phenylalanine, tyrosine, and
ubiquinone that the cell needs to function (58). By knocking
out or controlling the genes that develop the enzymes that use
shikimic acid as the substrate, the organism can be persuaded
to overproduce this valuable starting material (Fig. 4).

Chemists have also taken lessons from nature and often
use biomimetic syntheses or approaches to complex molecules;
here, reactions used in an organism are mimicked in the lab-
oratory (59, 60). In addition, catalytic transformations can
be coupled, and it could be two chemocatalysts (vide infra)
(61, 62).

Chemical Catalysts

Transition metal

Transition metal-based catalysts perform a wide variety of
reactions. Many useful reactions can be used to build the

carbon–carbon framework of the target molecule or to intro-
duce functional groups into complex molecules. Many achiral
methods exist; they often are named after the person who dis-
covered or popularized them (see Table 3) (64–170). In some
instances, the achiral reaction has been adapted to provide an
asymmetric method; the latter examples are included in Table 4
(93, 118, 120, 124, 142, 149–202). The use of metal catalysts
that act as Lewis acids or bases have been omitted as numerous
examples can be described (63).

When implementing a transition metal-catalyzed step at scale,
many factors have to be considered, some of which also relate
to biological and organocatalytic reactions. The one factor that
does not overlap with these other types of systems is the price
of the metal. Although cheaper metals such as iron, nickel, and
copper can be used for some transformations, often the metal
required is precious, such as palladium, platinum, rhodium,
iridium, or ruthenium. The use of gold catalysis has recently
become an area of intense research (141). These precious metals
are expensive; usage needs to be minimal, and they must be
recycled either for reuse in the reaction or through recovery.
Refining has to be a topic of considerable economic concern.
For some reactions, especially asymmetric transformations, the
ligands needed to perform the reaction may be more expensive
than the metal! Here, the catalyst has to be extremely efficient
to achieve the required cost benefits. The economics of the

Table 3 Transition metal catalyzed reactions

Reaction type Substrate Product Reference(s)

Aryl coupling reactionsa 64–71
Heck reaction Alkene Arylalkene 71–83
Suzuki reaction Boronic acid or ester Biaryl 71, 73, 84–86
Buchwald-Hartwig reaction Amine Aniline 87–89
Cyclizations Alkene Various 90–92
Metathesis Alkene or alkyne Alkene or alkyne 93–116
Hydrogenations Alkenes Alkanes 117–120
Hydroformylations Alkenes Aldehydes 121–123
Hydrovinylations Alkene Alkene 124
Hydroaminations Alkene Amine 125–127
Protecting group removal Various Various 128
Pauson-Khand reaction Alkenes Ketones 129–133
Oxidations Alcohols Carbonyl compounds 134–136

Alkene Epoxide 137
Alkene Diol 138, 139
Alkene Carbonyl compounds 140

a These include couplings such as the Kumada, Sonogashira, Negishi, and Stille reactions.
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Table 4 Transition metal-based catalytic reactions that generate a new stereogenic center

Reaction type Substrate Product Reference(s)

Hydrogenation 118, 120, 149–153
Enamides α-Amino acid derivatives 118, 142,152–154
α,β-Unsaturated carboxylic acid

derivatives
α-Substituted carboxylic acid

derivatives
118, 152, 153

Enamines Amines 118, 152, 153
Imines Amines 118, 152, 153
Ketones Alcohols 118, 152, 153, 155, 156
Alkenes Alkanes 118, 157

Reductions Ketones Alcohols 158
Hydroamination Alkene Amine 159
Hydrovinylation Alkene Alkene 124
Hydrosilylations Carbonyl compounds Alcohols 160
Alkylations Carbonyl compounds α-Substituted carbonyl

compounds
161

Carbonyl compounds Alcohols 162–164
Strecker reaction Carbonyl compounds α-Amino nitriles 165
Cyanohydrin

formation
Carbonyl compounds α-Hydroxy nitriles 166–168

Allylic alkylations Allyl esters or similar Alkene 169–172
Aldol and related

reactions
Carbonyl compounds β-Hydroxy carbonyl compounds 173

Conjugate
additions

α,β-Unsaturated compounds β-Substituted compounds 174–176

Halogenations Carbonyl compounds α-Halocarbonyl compounds 177
Isomerizations Alkene Alkene 178, 153
Hydrolysis Epoxides Diols 179, 180
Oxidations 181

Alkenes Epoxides 182–188
Alkenes Aziridines 189
Allyl alcohols Epoxy alcohols 190–192
Sulfides Sulfoxides 193
Alkenes Diols 192, 194, 195
Alkenes Amino alcohols 196–198

C–H activation Various Various 199, 200
Heck reaction Alkene Arylalkene 71, 201, 202
Metathesis Alkenes Alkenes 93

transformation not only depend on the cost of the catalyst and
how much is used (usually defined by turnover number, which is
the number of times the catalyst goes round the catalytic cycle),
but also the duration of the reaction. The turnover frequency is
the number of times the catalyst completes a catalytic cycle
per hour. Reactor time can be expensive, and time needs to be
minimized but not at the cost of making the reaction so fast

that it becomes unsafe or reagents, such as hydrogen, cannot be
delivered at an appropriate rate.

An example of a metal-catalyzed reaction to form a biaryl
product is the Suzuki reaction. The coupling can be performed
without any phosphorus ligands for the metal and with only
a small amount of the metal (0.05 mol %) (Fig. 5) (9). A
reaction that has become popular is the preparation of aromatic

Figure 5 Biaryl compounds by Suzuki coupling.
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Figure 6 Anilines by palladium catalysed coupling.

amines by a palladium-catalyzed coupling reaction (Fig. 6). This
methodology is general (89).

In addition to carbon–carbon bond formation, transition metal
catalysts can also generate a stereogenic center. The first re-
action of this type in which useful amounts of asymmetric
induction were observed was an asymmetric hydrogenation to
make phenylalanine and the method has been used for many
years to synthesize the anti-Parkinsons drug, l-Dopa (3) (Fig. 7)
(142, 143).

This transformation was important as it showed that a chem-
ical catalyst could perform with similar asymmetric integrity to
that of a biological system. Today, literally thousands of ligands
and catalysts can be used to perform asymmetric hydrogenations
as well as other reactions; see Table 4.

Many aspects must be considered in finding a catalyst to
perform a step in the synthesis of a drug. The main aspect is
the time required to find suitable catalyst systems. If a closely
analogous reaction has been reported in the literature, then it
may not be a large problem or concern. In most instances,
however, this is not the case. In addition to enantioselectivity
or diastereoselectivity, the factors necessary to find an efficient
achiral catalyst must also be fulfilled.

Stereogenic centers can also be prepared by carbon–carbon
bond-forming reactions or reductions of functional groups other
than alkenes. Some reactions are also summarized in Table 4
(144); for a comprehensive work on asymmetric catalysts, see
Reference 145. In some cases, two stereogenic centers can be
created. This result can be achieved either in a single step as

Figure 7 Asymmetric hydrogenation route to L-Dopa.
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Figure 8 Bicyclic enone synthesis by conjugate addition and aldol reaction.

with the asymmetric reduction of a tetrasubstituted alkene, or
by coupling two reactions together as with a conjugate addition
followed by trapping the resultant enolate with an electrophile
(146, 147). An illustration of this strategy is the synthesis of the
bicyclic ketone 4 (Fig. 8) (147, 148). The allyl group is a good
electrophile and is then converted to the analogous ketone by a
Wacker oxidation.

An example of an asymmetric hydrogenation used in the
preparation of a pharmaceutical intermediate is provided by a
synthesis to carbapenems (5) (178). Reduction of the β-keto
ester occurs under equilibrating conditions so that the ery-
thro-product is formed in high yield and selectivity (203).
Another catalytic step with ruthenium is used to introduce the
acetoxy group (Fig. 9) (153).

An asymmetric oxidation is used in the synthesis of es-
omeprazole (6), a proton pump inhibitor, which has therapeu-
tic advantages over the racemic mixture omeprazole (Fig. 10)
(204).

Chemocatalysts sometimes have an advantage over biological
systems. Often the antipode of a ligand is accessible, although
if a natural product is used as the source of the stereogenicity,
then it may be less abundant and more expensive. As a last
resort, and as ligands are relatively small molecules, an achiral
synthesis and resolution might be used. This latter option is not
available with a biological catalyst.

One of the main concerns of using a transition or heavy metal
catalyst, especially toward the end of the synthetic sequence, is
the removal of the metal. A wide variety of methods is known

Figure 9 Carbapenem synthesis by an asymmetric hydrogenation.
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Figure 10 Esomeprazole synthesis by an asymmetric oxidation.

Table 5 Examples of transformations catalyzed by organocatalysts

Reaction type Substrate Catalyst type Reference(s)

Epoxidation Alkene Carbohydrate derivatives 220, 221
Carbonyl compounds Ylides 222, 223

Alkylations Carbonyl compounds Alkaloids, amines 224, 225
Amino acid derivatives Alkaloids 225–230

Aldol reaction Carbonyl compounds Amino acid derivatives 231–240
Mannich reaction Carbonyl compounds Amino acid derivatives 233, 240, 241
Conjugate additions Unsaturated carbonyl compounds Various 242
Baylis-Hillman reaction α,β-Unsaturated carbonyl compounds Nucleophilic 243–245
Acylations Alcohol Ester 246–249
Hydroxylations Carbonyl compounds Amino acid derivatives 250
Reductions Carbonyl compounds Dihydropyridines 251
Stetter and benzoin reactions Aldehydes Carbenes 249, 252

to accomplish this task. Metal-specific sequestering agents are
now available. An alternative is to immobilize the catalyst,
but it may not be a cost-effective solution for small volumes
(205, 206). Of course, a heterogeneous catalyst can be used in
the first place (207, 208).

Organocatalysts
This class of catalysts covers chemocatalysts that do not con-
tain a transition metal. The class has been known for many
years, but it is relatively recently that the term “organocatalyst”
has been used (209). A wide variety of transformations can
be performed, which is currently an area of intense research
(209–218). Table 5 (220–252) summarizes some key transfor-
mations in which organocatalysis can be useful. Reactions range
from the asymmetric epoxidation of alkenes, which need not be
conjugated to another functional group, to aldol reactions and

other carbon–carbon forming transformations. Some progress
has also been made to couple two reactions together (219).

l-Proline catalyzes the aldol reaction. This approach has
been applied to the synthesis of carbohydrate derivatives as
illustrated by the glucose derivative 7 (Fig. 11) (237). The
three-component Mannich reaction can be used to prepare
β-amino and β-amino α-hydroxy carbonyl compounds in a
single step (Fig. 12) (233). As with other types of catalysts,
organocatalysts can be immobilized to aid recovery (253).

Systems with Biocatalysis and
Chemocatalysis

As enzymes usually only accept one enantiomer or isomer
as substrate, many enzymatic reactions are resolutions; the

Figure 11 Carbohydrate synthesis by an organocatalytic aldol reaction.
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Figure 12 A three-component Mannich reaction.

Figure 13 Dynamic kinetic resolution method to the ester of a chiral alcohol.

unaffected isomer is waste. One way to circumvent this problem,
which can have significant economical consequences, is to
include a racemization or isomerization step with a second
catalyst so that the substrate for the desired transformation can
be accepted as the correct isomer (254, 255). This method
allows dynamic kinetic resolutions to be performed with the
desired product isomer being produced in high yield rather
than with the 50% maximum available from a classic resolution
approach (256).

A chemical catalyst can be used to racemize an alcohol,
whereas an enzyme is used to prepare an ester of one of the
enantiomers of that alcohol. In this example, reduced pressure
was used to remove the isopropanol by-product and drive the
reaction to completion whereas the Shvo catalyst was used to
racemize the alcohol (Fig. 13) (257).

Future Outlook
Both biological and chemical-based catalysts are useful for a
wide variety of reactions that range from carbon–carbon bond
formation to the generation of a new stereogenic center. With the
increasing awareness of green chemistry and the need to reduce
waste in the pharmaceutical industry where this problem has
been particularly bad, the use of catalytic reactions will surely
continue to increase.

Biocatalysts are being applied widely in the industry, in-
cluding the preparation of carbon–carbon bonds. Stereoselective
oxidation with biocatalysts is an area where chemistry will find
it hard to compete. A need still exists for new catalysts to re-
place stoichiometric reagents, as in the reduction of an amide
to an amine, amide formation, and substitution of an alcohol
(Mitsunobu reaction) (258). In both arenas of catalysis, the
overall goal for green chemistry and stereoselectivity must be
carbon–hydrogen bond activation.
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Terpenoids constitute the largest class of secondary metabolites in the plant
kingdom. Because of their immense structural diversity and the resulting
diversity in physiochemical properties, these molecules are particularly
important for plant communication with other organisms. In this article, we
will describe the ecological significance of terpenoids for plants, how
terpenoid formation is regulated, and the tools we have to improve our
understanding of the role of terpenoids in plant ecology and to create crop
plants with improved resistance.

As plants are sessile, they cannot run away to avoid con-
frontation. Instead, they have evolved many different defense
strategies, which include morphological (e.g., thorns, spines,
and thick cuticle) and chemical defenses (e.g., repellents, toxic
proteins, and toxic metabolites). Here, we will focus on the
chemical defense of plants mediated by chemical compounds
and one class of metabolites in particular: the terpenoids. They
are of great importance to plants because of their multitude of
functions in signaling and defense. Virtually all plant species
have been shown to contain terpenoids and/or to release them
from leaves, flowers, fruits, and roots into the environment to
defend themselves—directly or indirectly—against herbivores
and pathogens or to provide a reproductive advantage by at-
tracting pollinators or seed dispersing animals.

Terpenoids, which are also known as isoprenoids, constitute
the most abundant and structurally diverse group of plant sec-
ondary metabolites, consisting of more than 40,000 different
chemical structures. The isoprenoid biosynthetic pathway gen-
erates both primary and secondary metabolites that are of great
importance to plant growth and survival. Among the primary
metabolites produced by this pathway are phytohormones, such
as gibberellic acid (GA), abscisic acid (ABA), and cytokinins;
the carotenoids, such as chlorophylls and plastoquinones in-
volved in photosynthesis; the ubiquinones required for respi-
ration; and the sterols that influence membrane structure (see
also Steroid and Triterpene Biosynthesis) (Fig. 1). Monoter-
penoids (C10), sesquiterpenoids (C15), diterpenoids (C20), and

triterpenoids (C30) are considered to be secondary metabolites
(Fig. 1). Many secondary metabolite terpenoids are of com-
mercial interest because of their flavor, fragrance, or medicinal
properties. Here, we will discuss the role of terpenoids in plant
signaling.

Biological Background

Induction of biosynthetic pathways,
mechanisms, and functions

Terpenoids are derived from the cytosolic mevalonate path-
way or from the plastidial 2-C-methyl-D-erythritol-4-phosphate
(MEP) pathway (see also Terpenoid Biosynthesis). Both path-
ways lead to the formation of the C5 units isopentenyl diphos-
phate and its allylic isomer dimethylallyl diphosphate, which
are the basic terpenoid biosynthesis building blocks (Fig. 1).
Although increasing evidence suggests that exchange of inter-
mediates occurs between these compartments, the cytoplasmic
mevalonate pathway is generally considered to supply the pre-
cursors for the production of sesquiterpenes and triterpenes (in-
cluding sterols) and to provide precursors for protein prenylation
and for ubiquinone and heme-A production in mitochondria. In
the plastids, the MEP pathway supplies the precursors for the
production of isoprene, monoterpenes, diterpenes (e.g., GAs),
and tetraterpenes (e.g., carotenoids).
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After the formation of the acyclic precursors geranyl diphos-
phate, farnesyl diphosphate, and geranylgeranyl diphosphate,
terpenoid scaffolds are generated through the action of ter-
pene synthases (TPSs). Primary terpene skeletons formed by
TPSs can be modified even more by the action of various other
enzyme classes, such as the cytochrome P450 hydroxylases,
dehydrogenases (alcohol and aldehyde oxidoreductases), reduc-
tases, glycosyl transferases, and methyl transferases (see also
Chemistry of Cytochrome P450 Monooxygenases, Glycosyl
Transferases and Methyl Transferases) (Fig. 1).

Localization of terpenoid biosynthesis

Terpenoids are implicated in several ecological and physiolog-
ical functions and are often emitted from specific tissues at
particular times related to their function. Many monoterpene and
sesquiterpene synthase genes have been isolated and character-
ized from terpene-accumulating cells and tissues, such as leaf
glandular trichomes, specific floral tissues, and fruits of agri-
culturally important plants. For plants that contain glandular
trichomes, monoterpene production is considered to be local-
ized exclusively in these organs. Resin ducts or oil glands can
accumulate large amounts of terpenoids.

In floral tissues, volatile terpenes are often emitted at particu-
lar times to attract pollinators or to repel herbivores or microbial
pathogens. Biosynthesis of the monoterpenes β-ocimene and
myrcene in snapdragon flowers, for example, is correlated with
expression patterns of the corresponding genes in the flower
petals that showed a (weak) diurnal oscillation under the con-
trol of a circadian clock (1). This finding indicates that these
terpenes function as attractants for pollinating insects. In Ara-
bidopsis, monoterpene and sesquiterpene synthases are not ex-
pressed in flower petals, but they are limited to the stigma,
anthers, nectaries, and sepals (2), which suggest the importance
of terpenoids for the defense of floral tissues against herbivores
or microbial pathogens next to attraction of pollinators. Some
terpene synthase genes exhibit expression in flowers as well
as in fruits, whereas other genes are specifically expressed at
particular stages of fruit development or ripening.

In contrast to the above-ground organs of plants, roots repre-
sent an unexplored area of terpene biosynthesis and function. To
date, just a small number of terpene synthases have been iden-
tified in plant roots. In Arabidopsis, the terpene synthase genes
that encode 1,8-cineole synthase and (Z )-γ-bisabolene synthase
are expressed differentially in the stele of younger root growth
zones and in the cortex and epidermis of older roots (reviewed
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in Reference 3). Little is known about the biological functions
of volatile terpenes in roots at different developmental stages
and in the interactions with root herbivores, microorganisms,
and parasites. Terpene biosynthesis can be induced in roots un-
der stress conditions, as shown in maize roots in response to
attack by herbivores (4).

Terpenoids and Plant Signaling

Terpenoids are one of the major classes of compounds used
by plants to communicate with their environment. This com-
munication includes attraction of beneficial organisms (and un-
wanted attraction of herbivorous organisms!) as well as defense
against harmful organisms. With regard to the latter, plants em-
ploy direct as well as indirect defense mechanisms, against
herbivores or fungal and bacterial pathogens. Direct defense
includes physical structures, such as thorns and trichomes, and
the accumulation of toxic metabolites or proteins to deter or
even kill attackers. In many plant species, diterpenes and sesuit-
erpenes act as phytoalexins, which are low-molecular-weight
compounds that are produced as part of the plant defense sys-
tem against microorganisms. Compounds such as the bitter
triterpenoid cucurbitacins and the pungent sesquiterpenoid poly-
godial have been shown to be involved in direct defense against
insects (Fig. 2).

Indirect defense implies that plants defend themselves against
herbivores by enhancing the effectiveness of the natural enemies
of these herbivores. These defense mechanisms can be consti-
tutive like the formation of domatia, which serve as homes for
ants and mites, or the production of foliar nectaries and nu-
tritional structures that can be used by natural enemies of the
herbivores. In addition, indirect defense mechanisms in plants
can be induced. One of the most intriguing examples of this
function is the emission of herbivore-induced plant volatiles,
which attract the carnivorous natural enemies of herbivores.
These herbivore-induced plant volatiles predominantly consist
of terpenoids that mediate many interactions in a plant–insect
community, both above and below ground (4, 5). The volatiles
that plants produce in response to herbivore damage can affect
various other interactions of the plant with community members
(5, 6). Moreover, herbivore-induced plant volatiles can affect
herbivore–plant and carnivore–herbivore interactions on neigh-
boring plants through their effect on the neighbor’s phenotype
(5, 7).

Terpenoids in direct defense

Direct-defense compounds can be either constitutively present
in (specific parts of) the plant or be produced after induction
by pathogens or herbivores. The latter compound will be less
costly for the plant. For example, elicitor-induced accumula-
tion of the antimicrobial sesquiterpenoid capsidiol correlated
with the induction of 5-epi -aristolochene synthase, which is a
branch-point sesquiterpene cyclase involved in the synthesis of
sesquiterpene phytoalexins (8). In rice (Oryza sativa L.), 14
diterpenoid phytoalexins have been identified. All these com-
pounds are accumulated in rice leaves after inoculation with the
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Figure 2 An overview of terpenoid-mediated interactions between plants
with the surrounding environment. Floral scent to attract pollinators (1,
e.g., β-myrcene); Protection of reproductive organs from fungal or
bacterial infection (2, e.g., thujopsene); Direct defense: repellency of
herbivorous insects by volatile terpenoids (3, e.g., zingiberene); Attraction
of predators and parasitic wasps on insect or spider mite herbivory (4, e.g.,
4,8-dimethyl-1,3(E),7-nonatriene); Priming or elucidation of defense in
neighboring plants (5, e.g., β-ocimene); Defense compounds in leaves
against insect herbivores, fungi and bacteria (6, e.g., polygodial); Fruit
aroma to stimulate consumption and thereby seed dispersal (7, e.g.,
β-ionone); Germination of parasitic plant seeds (8, e.g., strigol);
Stimulation of growth and attachment of symbiotic mycorrhizal fungi (9,
e.g. 5-deoxystrigol); Attraction of entomopathogenic nematodes after root
feeding of beetle larvae (10, β-caryophyllene); Direct defense to protect
against insect herbivores, fungal infection, or bacterial infection (11,
rhisitin).

pathogenic blast fungus Magneportha grisea and exhibit antimi-
crobial properties (9). Another example is polygodial, which
has generated considerable interest because of its potent in-
sect antifeedant activity. In cotton (Gossypium spp.), gossypol
and related sesquiterpene aldehydes, which are all derived from
(+)-δ-cadinene, provide both constitutive and inducible protec-
tion against pests and diseases.

Terpenoids in indirect defense
In many recent studies, the role of terpenoids in indirect de-
fense has been studied. A broad range of plant species such
as Arabidopsis, corn, lima bean, cucumber, tomato, tobacco,
apple, and poplar serves as models for studies on the ge-
netic, biochemical, physiological, and ecological aspects of
these tritrophic interactions between plants, herbivores, and nat-
ural enemies (e.g., Reference 10). Plants have been shown to
respond with quantitatively and qualitatively different volatile
blends to different herbivore species, and predators can ex-
ploit this behavior to respond specifically to their prey (Fig. 3)

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 3



Terpenoids in Plant Signaling, Chemical Ecology

Cucumber

Spider mite infested

Mechanically damaged

Control, undamaged

Spider mite infested

Thrips infested

Control, undamaged

Potato

Monoterpenes Sesquiterpenes

Figure 3 Induction of terpenoids in cucumber and potato leaves after
herbivory by spider mites (Tetranychus urticae) or thrips (Frankinella
occidentalis) (Kappers IF, Bouwmeester HJ, Dicke M, Unpublished results).

(reviewed in Reference 11). Within a plant species, the qual-
ity of the volatile blend may be affected by the develop-
mental stage of the herbivore, and the volatiles produced by
plants upon insect egg deposition may differ from the one
induced by feeding (11). Typical volatiles released from a
multitude of species after herbivory are the so-called green
leaf volatiles such as C6-alcohols, -aldehydes, and -esters,
which are derivatives of the shikimate pathway such as methyl
salicylate, and terpenoids such as (E )-β-ocimene, linalool,
(E )-β-caryophyllene, (E,E )-β-farnesene, and the homoterpenes
4,8-dimethyl-1,3(E ),7-nonatriene and 4,8,12-trimethyl-1,3(E ),
7(E ),11-tetradeca-tetraene. The terpenoids are by far the most
important contributors to the induced volatile blend. To date, lit-
tle information exists about how natural enemies respond to in-
dividual components found in induced odor blends, even though
it is known whether they can distinguish between complex
odor mixtures. Also, it is still unclear whether natural enemies
use only a few compounds present in an odor blend for prey
identification, or whether they use information from all odor
compounds. For a multitude of tritrophic systems, it was shown
that predatory mites and parasitoid wasps were attracted by ter-
penoid components from induced volatile blends, for instance
(E )-β-ocimene, linalool, (E )-β-caryophyllene, (E,E )-β-farne-
sene, 4,8-dimethyl-1,3(E ),7-nonatriene, and 4,8,12-trimethyl-
1,3(E ),7(E ),11-tetradecatetraene (4, 6, 12).

Terpenoids in aboveground plant–plant
communication
Volatiles released from herbivore-infested plants mediate plant–
plant interactions and may induce the expression of defense
genes and emission of volatiles in healthy leaves on the same
plant or of neighboring unattacked plants, thus increasing their
attractiveness to natural enemies and decreasing their sus-
ceptibility to the damaging herbivores (Fig. 2) (reviewed in
Reference 13). This phenomenon is called priming, and it pre-
pares neighboring plants to respond more rapidly and inten-
sively against subsequent attack by herbivorous insects (13),

for example by increasing extra-floral nectar secretion to attract
predatory arthropods (14).

Several reports showed that herbivore- and elicitor-induced
plant volatiles, in particular green leaf volatiles and terpenoids,
influence gene expression and result in priming of defense re-
sponses of neighboring conspecific and nonconspecific plants
that were not attacked. Terpenoids emitted from herbivore-infe-
sted Nicotiana attenuate affected the expression of numer-
ous genes of neighboring conspecifics (15). One example is
(E )-β-ocimene that can act as plant–plant signal by upregulating
signaling pathways of jasmonic acid and ethylene in neighbor-
ing plants (16).

Terpenoids in rhizosphere
communication
In the rhizosphere, plants use terpenoids for communication
with other organisms. The fact that only a few such relationships
have been demonstrated probably more reflects the difficulty of
studying chemical signaling in the soil than the actual contribu-
tion of rhizosphere signaling to plant functioning. Surprisingly,
among those rhizosphere-signaling relationships that have been
uncovered, several constitute the attraction of pathogenic organ-
isms by highly specific signaling molecules. Examples are the
hatching of cyst nematodes, which is triggered by triterpenoids
(e.g., soybean cyst nematodes by glycoeclepin and potato cyst
nematodes by solanoeclepin) (Figs. 1 and 2). From an evolu-
tionary point of view, one must conclude that these molecules
must have another, as yet unknown, positive function for plants
or otherwise they would have been selected against. This func-
tion is illustrated by the example of strigolactones, which are
apocarotenoid-signaling molecules that are secreted by the roots
of many plant species. In the 1960s, these compounds were
identified as the germination stimulants that trigger germination
of the seeds of the root parasite Orobanchaceae (Striga spp. and
Orobanche spp) (17). These obligate parasites can only survive
if they grow on the roots of a host plant from which they take
water, assimilates, and nutrients. Several Striga and Orobanche
species can be a nuisance in agriculture, where they can destroy
complete harvests. To prevent the tiny seeds from germinat-
ing at too large distance from a host root, parasitic plants have
evolved a requirement for so-called germination stimulants, col-
lectively called the strigolactones, which are compounds that are
produced by the roots of their hosts (Figs. 1 and 2).

The reason for the existence of the strigolactones remained
unknown until 2005 when it was discovered that they are an
important host-finding factor for arbuscular mycorrhizal (AM)
fungi (18). In the arbuscular mycorrhizal symbiosis, plants
obtain water and mineral nutrients from their fungal partners,
which allow them to survive under various stressful conditions.
AM fungi are obligate symbionts that have facilitated the
adaptation of primitive plant species to life on land and colonize
the roots of most land plant species. Apparently, mycorrhizal
symbiosis required the production of strigolactones throughout
the plant kingdom and then, indirectly, allowed for the later
evolution of the host detection mechanism of parasitic plants
using the same compounds (17).

Tritrophic interactions, for which so much evidence exists
aboveground, are gradually being uncovered in the rhizosphere

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc.



Terpenoids in Plant Signaling, Chemical Ecology

(Fig. 2): Rasman et al. (4) reported the first and fascinat-
ing example of an insect-induced rhizosphere plant signal,
(E )-β-caryophyllene, which is attractive to an entomopathogenic
nematode. Maize roots release this sesquiterpene in response
to feeding by Diabrotica virgifera larvae, which is a maize
pest that is currently invading Europe. Most North American
maize lines do not release (E )-β-caryophyllene, whereas Euro-
pean lines and the wild maize ancestor, teosinte, readily do so
in response to Diabrotica attack. This phenomenon was con-
sistent with striking differences in the attraction of nematodes,
which are the natural enemy of Diabrotica, toward the larvae
when feeding on representative maize lines in the laboratory.
Field experiments showed a 5-fold greater nematode infection
rate of Diabrotica larvae on a maize variety that produces the
signal than on a variety that does not. North American maize
lines must have lost the (E )-β-caryophyllene signal during the
breeding process. Development of new varieties that release the
attractant in adequate amounts should help enhance the efficacy
of nematodes as biological control agents against root pests like
Diabrotica (4).

Regulation of Terpenoid Formation

Biotic and abiotic factors affecting
terpenoid formation

The production of secondary metabolites by plants has been
shown by many authors to be influenced by environmental con-
ditions. Therefore, it can be expected that this finding holds for
terpenoids involved in signaling. Knowledge of these effects
may be important for improvement of biological control, re-
sistance against attackers, or attraction of beneficial organisms
(e.g., by applying the most optimal conditions for efficient sig-
naling molecule production). The factors that have been shown
to affect secondary metabolite production such as light, temper-
ature, and water availability have also been investigated for their
effect on herbivore-induced volatile biosynthesis. High light
intensity and water stress are generally reported to increase in-
duced volatile production and/or predator attraction for example
in lima bean, kidney bean, maize, and cotton (reviewed in Ref-
erence 19). Fertilization had a strong positive effect on emission
of induced volatiles in maize, even when results were corrected
for plant biomass (19). Hence, climatic conditions and nutrient
availability can be important factors in determining the intensity
and variability in the release of induced plant volatiles.

In rhizosphere signaling, environmental conditions affect the
production of signaling molecules. A particularly clear case is
the production of strigolactones, which are the host-presence
signaling molecules for AM fungi (see above). AM fungi help
plants to absorb nitrogen and phosphate and hence improve
plant growth in areas of the world where the concentration
or availability of particularly phosphate in the soil is limited
(17). Interestingly, root exudates of red clover, tomato, and rice
grown under phosphate limitation produce much more strigo-
lactones. It can be argued that in this way, plants improve
the chance to attract AM fungi as quickly as possible. After

colonization by AM fungi, plants seem to produce less strigo-
lactones, which would be consistent with improved phosphate
availability.

Genetic variation
Variability in induced plant volatiles complicates the reliance
of natural enemies on these cues. One way of dealing with
variability is through associative learning, which may allow
parasitoids to learn which cues are most likely to lead them
to suitable hosts at a particular time in a particular area.
Moreover, recent studies suggest that plant volatile blends alone
carry specific information on the herbivores by which they are
attacked. For example, predatory mites can distinguish between
the blends of apple trees infested by two herbivores species (20).
Du et al. (21) showed that different aphid species elicit different
volatile blends in bean plants and that the aphid parasitoid,
Aphidius ervi , can use these differences to distinguish plants
infested by its host, Aphis pisum from those infested by a
nonhost, Aphis fabae

Little is known about the genetic variability in such herbivore-
induced plant signals and about how the emissions in culti-
vated plants compare with those of their wild relatives. For
conventional plant breeding for improved biological control
through enhanced volatile production and hence predator attrac-
tion to be successful, genetic variation in the ability to produce
herbivore-induced predator-attracting volatiles is a prerequisite.
The little information available on the extent of the variabil-
ity comes mostly from studies on cultivated plants. Although
rice plants infested with the brown planthopper, Nilaparvata
lugens , were more attractive than uninfested plants, Rapusas et
al. (22) showed that constitutively produced rice volatiles in 6
out of 15 uninfested rice cultivars also attractive to the preda-
tor Cyrthorinus lividipennis when compared with clean air. In
gerbera, several cultivars differed in composition and amount
of volatiles produced in response to spider mite feeding (23).
Y-tube olfactometer experiments revealed differences between
the gerbera cultivars in the odor-preference of predatory mites.
The composition of the volatile blend seemed to be more im-
portant for this difference than the total amount of volatiles
produced, and particularly the terpenoids (E )-β-ocimene and
linalool were mentioned by the authors as possibly important
candidates in determining the difference in attractiveness be-
tween cultivars. Between maize cultivars and between different
Zea species, large differences were found in the composi-
tion of the volatile blend induced by the application of the
oral secretion of Spodoptera littoralis to mechanically damaged
leaves (24).

Several problems have been associated with the comparison
of genotypes for their production of induced volatiles when
other differences between the genotypes can not be controlled
(23). For example, differences may exist in direct defense be-
tween genotypes that cause differences in developmental rate
of herbivores that may lead to differences in volatile forma-
tion. To circumvent this problem, in addition to spider mite
infestation, we used jasmonic acid treatment in a comparison
between seven cucumber genotypes. Earlier research had shown
that jasmonic acid treatment mimics the effect of spider mite in-
festation in several plant species. Different cucumber genotypes
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produced different volatile blends on jasmonic acid treatment
or spider mite infestation that are reflected in differences in the
attractiveness of these genotypes to predatory mites (Kappers,
Bouwmeester, Dicke, unpublished results).

Role of Terpenoids in Other
Aspects

Terpenoids in plant reproduction

To attract pollinators and seed-dispersing animals and to ensure
reproductive and evolutionary success, many flowering species
release blends of volatile compounds from their flowers and
fruits in addition to visual and tactile cues (Fig. 2). The bio-
genetic pathways of fruit and flower volatiles can be derived
from enzymatically controlled lipid, terpene, amino acid, carbo-
hydrate, and phenyl propane metabolism. Floral scent bouquets
may contain from 1 to 100 different volatiles, but most species
emit between 20 and 60 different compounds (25). The total
amount of emitted floral volatiles varies from the low picogram
range to more than 30 µg/hour (25). Although flowers could
be identical in their color or shape, no two floral scents are ex-
actly the same because a large diversity of volatile compounds
and their relative abundance and interactions within the scent
bouquet. In addition to attracting insects to flowers and guiding
them to food resources within the flower, floral volatiles are es-
sential in allowing insects to discriminate among plant species
and even among individual flowers of a single species (1).

To date, little information exists about how insects respond
to individual components found in floral scents, even though it
is known that they can distinguish between complex floral scent
mixtures. It is still unclear whether insect pollinators use only
a few compounds present in a scent for floral identification
or whether they use information from all scent compounds.
Recently, it was shown that honeybees can use all floral volatiles
to discriminate subtle differences in the scent of four snapdragon
cultivars that emit the same volatile compounds but at different
levels (26).

Floral volatiles could play many roles instead of or in addition
to pollinator attraction. For example, many terpenes, including
β-myrcene, (E )-β-ocimene, linalool, and (E )-β-caryophyllene,
react readily with ozone and other reactive oxygen species (27).
Thus, floral volatiles could function to protect the reproductive
organs from oxidative damage. A variety of monoterpenes and
sesquiterpenes is reported to have antimicrobial activity (28).
Hence, floral terpenes could help defend floral organs, like the
moist stigma, from bacterial or fungal infection.

Practical Applications and Future
Prospects

Practical applications

The great significance of terpenoids in mediating the interac-
tions of plants with other organisms has prompted many re-
searchers to explore the possibilities to use this knowledge to
improve resistance of plants against attacking organisms.

Now that many induced volatile blends have been identi-
fied, artificial mixtures could be composed that are effective in
attracting natural enemies and could be used in crops. Alter-
natively, crops could be sprayed with jasmonic acid to induce
volatile production that should lead to the increased presence
of natural enemies. Occasionally, an example exists in which
this approach has been unsuccessful (29), and several authors
have expressed the feeling that this approach should fail in the
long term, as the presence of the volatile cue and a prey are
uncoupled.

If the volatile cue and the presence of a prey are not un-
coupled (i.e., attractive volatiles are only or mainly produced
on herbivory), then an adequate response of the crop to her-
bivory is most important. We have reviewed several studies in
which the effect of environmental conditions on volatile pro-
duction and herbivore attraction has been demonstrated, and
researchers should take these results into account when de-
signing their experiments. However, for a practical application
such as the optimization of biological control, these factors may
be important. It would be of interest to observe whether envi-
ronmental conditions that stimulate induced volatile formation
actually improve biological control in a field situation. Another
as yet completely ignored factor in the optimization of biologi-
cal control is the selection for genotypes with improved (faster,
stronger) response. Our results on cucumber and the results of
other plant species demonstrate that genetic variation for this
response is available. Additional research could demonstrate
the effectiveness and the best and easiest way to exploit this
variation in breeding.

Metabolic engineering

Several research groups have made significant progress with
the metabolic engineering (see also Metabolic Engineering)
of particularly monoterpene and sesquiterpene biosynthesis in a
range of plant species (reviewed in Reference 30). These studies
have shown that a high production rate of terpenes, including
modified products, can be obtained using metabolic engineer-
ing. The importance of terpenoids in the interaction of plants
with other organisms implies that their modification by plant
metabolic engineering will have major effects on their response
to the environment. Petunia plants that express the Clarkia brew-
eri linalool synthase showed a delayed and less severe natural
infection by mildew than the nontransformed plants under stan-
dard greenhouse conditions. Fruit of tomato plants transformed
with the same gene were much more resistant to postharvest
pathogens than the nontransgenic controls (30). Some effects of
transgenic, volatile producing plants on insects have been re-
ported. Transgenic tobacco plants transformed with three lemon
monoterpene synthases were visited much less by herbivorous
insects (e.g., whiteflies) but more by fruit flies than wild-type
tobacco plants in the same greenhouse compartment (30). In
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choice assays, Arabidopsis plants transformed with the straw-
berry linalool/nerolidol synthase, which emit greater linalool
levels than the control plants, significantly repelled the aphid
Myzus persicae (reviewed in Reference 30). Recently, these ob-
servations were extended with even more convincing results:
Transgenic chrysanthemum (Chrysanthemum x grandiflorum)
producing linalool repelled western flower thrips (Frankliniella
occidentalis) (reviewed in Reference 30). Increased levels of the
diterpenoid cembratienols in trichome exudates of the transgenic
tobacco plants resulted in greater resistance to aphids, which
also occurred in field tests (reviewed in Reference 30). In studies
on tritrophic interactions, transgenic plants become an impor-
tant tool. Arabidopsis plants transformed with the strawberry
linalool/nerolidol synthase with mitochondrial targeting signal
emitted (3 S)-E -nerolidol and (E )-DMNT and were attractive to
carnivorous predatory mites (Phytoseiulus persimilis), which are
the natural enemies of spider mites (reviewed in Reference 30).
Transgenic Arabidopsis plants engineered for the production of
sesquiterpenes, which is normally emitted by maize, attracted
females of the parasitoid Cotesia marginiventris that located
their lepidopteran hosts (the parasitoids were first exposed to
the volatiles in association with their hosts) (reviewed in Ref-
erence 30). The sesquiterpene (E )-β-farnesene acts as alarm
pheromone for many species of aphids, which causes dispersion
in response to attack by predators or parasitoids. Overexpression
of an (E )-β-farnesene synthase cloned from Mentha x piperita ,
in Arabidopsis thaliana, yielded plants that had high emission
of pure (E )-β-farnesene (31). These plants elicited potent effects
on behavior of the aphid Myzus persicae (alarm and repellent
responses) and its parasitoid Diaeretiella rapae (an arrestant
response).

It is conceivable that changes in the (induced) volatile pro-
duction in commercial crops could lead to the development of
biological control packages in which biological control agents
trained specifically for the modified crop are included. It will
be exciting to see whether these approaches can lead to plants
with altered (improved) predator behavior and to crops with
improved biological control.
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The biological importance of membrane proteins has been recognized
worldwide for many years, but historically these proteins have proved
difficult to characterize structurally because of a variety of experimental
challenges. Recently, technological advances across several disciplines have
prompted considerable progress in three-dimensional structure
determination of membrane proteins. This review describes the
state-of-the-art methods that have successfully produced high-resolution
membrane protein structures to date. Most notably, X-ray crystallography
will be discussed, as this technique has made by far the largest contribution
to our current knowledge of membrane protein structure. This is followed
by discussion of nuclear magnetic resonance spectroscopy and
cryo-electron microscopy, both techniques that have also been successful
in producing high-resolution structures for membrane proteins, albeit to a
lesser degree than X-ray crystallography. Finally, we will discuss atomic
force microscopy. Although this technique cannot be used for atomic level
structural determination, it offers distinct advantages for investigation of
membrane protein oligomerization, dynamics, and large-scale
conformational changes. Recent notable membrane protein structures are
included throughout to illustrate progress in the field as well as the
strengths and weaknesses of each method.

Structural, biophysical, and biochemical studies of membrane
proteins have revealed the importance of this class of proteins
in fundamental biological processes such as the import and
export of nutrients and waste into and out of cells, cell divi-
sion, and signaling, to name a few. With approximately one
third of sequenced genomes encoding integral membrane and
membrane-associated proteins, and two thirds of all drugs in
development targeting membrane proteins, their importance is
now well accepted. However, three-dimensional (3-D) struc-
tures of the majority of known membrane proteins still elude
us. Of the 47,000 protein structures deposited in the Protein
Data Bank (PDB), only about 1% are for membrane pro-
teins. Solving the structures of these proteins has proved to
be highly challenging, and it still represents the leading edge
of protein structural biology. The slow progress is caused,
in part, by difficulties in protein production and purification
(especially for eukaryotic membrane proteins) and in part by
experimental difficulties encountered because of their large

size and the requirement for detergent/lipid solubilization. De-
spite these obstacles, significant advancement has been made
over the past decade. Careful production of membrane pro-
teins and major breakthroughs in instrumentation have yielded
stunning results for several classes of membrane proteins, in-
cluding channels, pores, and receptors. The resulting struc-
tural data have given us an insight into the architecture of
both simple and complex membrane proteins as well as their
function (for an excellent summary of known structures, see
http://blanco.biomol.uci.edu/Membrane Proteins xtal.html ). In
this review, we will cover the four most successful and com-
monly used experimental methods for determination of mem-
brane protein structures, namely X-ray crystallography, nuclear
magnetic resonance spectroscopy, electron microscopy, and
atomic force microscopy, with particular emphasis on recent
advances. We note that molecular dynamics simulations have
also contributed significantly to our current understanding of
membrane protein structure, and closely accompany the above
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listed methods; however a description of these computational
methods is beyond the scope of this review.

Membrane Protein Structures
by X-Ray Crystallography

X-ray crystallography is by far the most successful method for
solving membrane protein structures, having provided approxi-
mately 80% of the membrane protein structures currently held in
the PDB. The first membrane protein structure solved by X-ray
crystallography (XRC) was that of the photoreaction center from
Rhodopseudomonas viridis , originally solved at 3 Å resolution
in 1985 (1). Since that time, XRC has been applied to a wide
variety of membrane protein families. This technique typically
produces 3-D structural data with resolution ranging from 1.5
to 3.5 Å, making it the highest resolution technique currently
available for structure determination.

XRC determines the precise arrangement of atoms within a
crystal by analyzing the scattering (diffraction) of X-rays by
electrons to produce an electron density map. The rate-limiting
step in structure determination by XRC is the production of
well-ordered 3-D crystals, which has proved to be highly chal-
lenging as illustrated by the scarcity of membrane protein struc-
tures. Obtaining sufficient quantities of highly purified protein
for numerous crystallization trials is often difficult, as membrane
proteins can be toxic to heterologous hosts. Recent advances
in automation and miniaturization have greatly reduced the
quantity required, currently enabling investigators to test up to
100,000 conditions in parallel per day using less than 300 mg of
protein (2). Despite these advances, however, crystallization re-
mains a “trial-and-error” process, involving numerous variables
and exacerbated for membrane proteins by the need for solubi-
lizing agents such as detergents, which can greatly destabilize
protein folds and shield crystal contacts.

The diffraction size and quality of the crystals greatly impacts
the resolution of XRC and, therefore, is of utmost importance.
The X-ray source also plays a key role in the quality of
XRC data. Traditional X-ray sources can suffer from poor
spatial coherence and low beam strength. For these reasons,
synchrotron sources are now commonly used to collect data.
A synchrotron source produces high-energy X-rays that more
effectively penetrate the crystal to interact with atoms in the
protein. The X-ray beam from a synchrotron source is more
coherent, has a higher concentration, and can be accurately
focused on very small targets.

3-D crystallization of membrane proteins

The first, and often most difficult, step in XRC is the pro-
duction of 3-D crystals of purified protein. It is important to
emphasize the importance of protein purity for successful crys-
tallization because, although it is true that a nonhomogenous
mixture may crystallize, it has been noted by some researchers
that difficulties in crystallizing a protein may be negated by
further purification. Crystallization of membrane proteins is a
complicated process, and various approaches have been used,
including vapor diffusion, microdialysis, batch crystallization

and the recently developed lipid-phase methods. Detailed in-
formation on membrane protein crystallization can be found in
several excellent reviews in the “Further Reading” section. The
general principle of protein crystallization involves the super-
saturation of a protein solution. The addition of precipitating
agents such as salts, organic solvents, or polymers triggers the
crystallization process.

Detergents play a vital role in the crystallization of mem-
brane proteins. However, as mentioned, they can also have
a destabilizing effect on the protein. For successful crystal-
lization, the detergent micelles must be accommodated in the
crystal lattice with minimum effect on the formation of crystal
contacts. The choice of detergent and its associated properties
(polarity of head group, aliphatic chain length, size) must be
explored for each protein (3). Generally, charged detergents
should be avoided because of the risk of repulsion between
protein-detergent complexes. The length of aliphatic chains
should be balanced between the need to cover the protein’s
hydrophobic surfaces and the need to have as low a deter-
gent volume as possible to maximize protein-protein contacts.
The phase behavior of detergents and lipids is also a per-
tinent consideration. Phase separation from a micellar phase
(detergent-rich) toward a nonmiscible phase (detergent-poor)
can occur at high-detergent and precipitant concentrations.
These phase boundaries have been exploited to enhance crys-
tallization of membrane proteins (4). The use of additives such
as small amphiphiles (e.g., heptane-triol, LDAO) can also en-
hance crystallization by reducing the volume of detergent in
the protein-detergent complex, leading to increased numbers of
crystal contacts (5). However, the overriding problem with the
use of detergents is the increase in the number of variables that
need to be optimized in crystallization trials, which is already
considerable. Coupled with the use of additives, this presents a
huge number of possibilities. The absence of a general set of
rules to guide detergent/additive choice is currently a signifi-
cant problem for crystallization, and it increases the timescale
for each structure.

A significant landmark in membrane protein crystallization
has been the development of lipidic cubic phase technology
(6). This technically challenging approach is capable of pro-
ducing crystals that diffract beyond 2 Å while providing an
environment resembling that of a natural membrane. Lipidic
cubic phases are gel-like materials into which the protein is
embedded. Crystallization is then initiated by the addition of
precipitants. If successful, the resulting crystals contain ordered
layers of protein-lipid sheets, with contacts formed within and
between the sheets. Lipidic cubic phases have been successfully
used to crystallize several membrane proteins, including archeal
seven transmembrane proteins (6, 7). Co-crystallization with an-
tibody fragments (Fv fragments of Fab domains) has also been
used to enhance membrane protein crystallization (8, 9). The
fragments form bridges between protein-detergent complexes,
thus increasing the number of protein-protein contacts. Using
this method, crystallization was achieved for the cytochrome
bc1 complex (8), the KcsA potassium channel (10), and more
recently the human β-2 adrenergic receptor (Fig. 1a) (11–13).
A caveat to this approach is that antibody production must be
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tailored to the protein under study, which can be expensive and
time consuming.

The process of crystallization is still largely a process of
trial and error, but in an attempt to formulate general rules,
the cumulative experiences of X-ray crystallographers are being
compiled into online databases such as the Marseille Protein
Crystallization Database (14) and the Biological Macromolecule
Crystallization Database (15). These and similar databases will
provide useful starting points in crystallization trials and may
greatly accelerate the process.

Collection of X-ray diffraction data

A detailed examination of the crystallographic method is beyond
the scope of this article, sources of more detailed information
can be found in the “Further Reading” section. The general
method of XRC involves five steps (2): 1) crystallization of
purified protein (discussed above); 2) measurement of crystal
diffraction; 3) phase determination; 4) phase and electron den-
sity calculations; 5) model building. Once crystals are formed,
they are exposed to X-rays and diffraction data are collected.
Exposure to X-rays can damage the crystals, and this can be
reduced by freezing the crystal under a nitrogen stream at
100 K. This approach is not always favorable for membrane
proteins as crystal contacts can be quite weak and, therefore,
highly sensitive to temperature. Cooling can further destabilize
the crystal by causing the detergents to undergo phase transi-
tions that perturb crystal contacts. For these reasons, cooling
may be limited to 4◦C, which often proves sufficient to col-
lect diffraction data. Smaller crystals are more amenable to
freezing but often yield poor quality data, being best suited for
use with synchrotron beams (16). After collection of diffraction
data, phase determination is commonly carried out for solu-
ble proteins using the method of molecular replacement. This
method is less useful for membrane proteins because of the
lack of known structures. Another method for phase determi-
nation is the “heavy-atom” method, which involves soaking
crystals in heavy-atom solutions. Unfortunately, this method
is also not as effective for membrane proteins because of the
reduced binding of heavy atoms, which is a direct result of
the decrease in hydrophilic surfaces, lack of accessibility, and
nonspecific interactions of hydrophobic heavy-atom compounds
with detergents. An alternative approach to the phase problem
involves multi-wavelength anomalous diffraction phasing using
selenomethionine (17). Diffraction and phasing data are used
to create an electron-density map and to build a preliminary
model. The model is further refined by multiple rounds of en-
ergy minimization and manual manipulations. Finally, simulated
annealing is performed to produce the final structure of the
protein.

Recent notable structures
Human β-2 adrenergic receptor
In 2007, this structure was solved to a resolution of 2.4 Å
(11) (Fig. 1a), and it represents the first structure of a ligand-ac-
tivated G-protein-coupled receptor. Crystallization was achieved
using the antibody cocrystallization approach. This work re-
vealed structural features not seen before in this protein family,

including cholesterol-mediated intermolecular associations and
an extracellular loop containing a helix.

Sodium-potassium pump
The structure of the sodium-potassium pump was solved in
2007 to a resolution of 3.5 Å (Fig. 1b), in complex with two
bound rubidium ions (13). Structures were also solved for other
members of the P-type ATPase family (18, 19) around the
same time revealing the structural similarity between family
members as well as the conformational changes that occur
during function.

Acid-sensing ion channel
This high-resolution structure (1.9 Å) solved in 2007 was the
first structure of an acid-sensing ion channel (19). It belongs to
the degenerin/epithelial sodium channel family of ion channels,
which play essential roles in diverse biological processes such
as mechanotransduction and ion homeostasis. The structure
(Fig. 1c) revealed the trimeric state of the protein channel
as well as a possible mechanism for activation, involving
long-range conformational changes triggered by proton binding.

Membrane Protein Nuclear
Magnetic Resonance Spectroscopy

Solution-state nuclear magnetic resonance (NMR) spectroscopy
has also proved very useful in membrane protein structure deter-
mination, particularly for smaller proteins. Like XRC, solution
NMR requires the use of high concentrations of protein as well
as solubilizing agents like detergents, and therefore, it requires
a similar level of optimization. However, when optimal con-
ditions are achieved, NMR provides high-resolution structural
data and has the added advantage of providing information on
function, dynamics, topology, and interactions of the protein
with the membrane, ligands, and other proteins.

NMR determines the arrangement of atoms in a protein by
exploiting the quantum magnetic property that certain atomic
nuclei will align their magnetic moment with an external mag-
netic field (B0). Perturbation of B0 by a second perpendicular
magnetic field leads to a response of the atomic nuclei that is
detected as the NMR signal. NMR signals provide information
on both short- and long-range interatomic distances that are used
with simulated annealing methods to determine the 3-D struc-
ture of a protein. The lifetime of the NMR signal is related to
the size of the protein, with signals for large, slowly tumbling
proteins relaxing very rapidly. This relaxation leads to severe
broadening of the signals, and it places a practical limit on the
size of proteins that can be analyzed. Thus far, solution-state
NMR has yielded the global fold of an 82-kDa soluble pro-
tein (20); however, for membrane proteins, the practical limit is
around 40 kDa, making it most useful for proteins or individual
domains. NMR studies of several membrane proteins have been
carried out in the solid-state (in lipid bilayers), and this will be
discussed briefly in the next section. However, a larger number
of membrane proteins has been studied in solution, and this will
be the main focus here.
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(a) (b) (c)

Figure 1 Ribbon representations of three membrane protein structures determined using X-ray crystallography. (a) The human β-2 adrenergic receptor
was crystallized using the technique of antibody cocrystallization (11) (PDB ID: 2R4R). The structures of the receptor (i) and the antibodies (ii) are shown
(b) The structure of the sodium-potassium pump (12) (PDB ID: 3B8E) is shown, indicating the three subunits of the protein. (c) The structure of the
acid-sensing ion channel 1 at low pH (13) (PDB ID: 2QTS), which is composed of three chains (i, ii, and iii) that assemble to form a trimer.

Solid-state NMR

Solid-state NMR will only be considered in brief because of
the limited number of novel membrane protein structures pro-
duced. For comprehensive reviews of this technique, the reader
is referred to the “Further Reading” section. Around 17 struc-
tures (mainly small peptides) solved by solid-state NMR have
been deposited in the PDB, with the first being gramicidin A
in 1997 (21) and the most recent being the backbone struc-
ture of Influenza A M2 proton channel transmembrane domain
(22). Solid-state NMR differs from the solution-state in that
the molecule under investigation is static or slowly tumbling,
resulting in broad NMR peaks with low resolution and sen-
sitivity. This fundamental problem has been tackled by de-
velopment of MAS (magic-angle spinning) (23) and REDOR
(rotational echo double resonance) (24) experiments. Advanta-
geously, solid-state NMR methods enable membrane proteins
to be studied in lipid bilayers resembling native membranes; a
disadvantage is that proton detection is challenging, with most
studies focusing on isotopically labeled samples.

Membrane protein samples for
solution-state NMR

Three-dimensional structure determination by NMR requires
complete assignment of spectral peaks (or resonances), and
the success of this process is highly dependent on sample
preparation. Similarly to XRC, obtaining purified protein is a
rate-limiting step in NMR structure determination. Resolution
and sensitivity can be increased through isotopic labeling of
proteins with 15N and 13C, either by expression in labeled
media or by incorporation of labels during synthesis. Once a
labeled protein has been obtained, solution conditions (e.g.,
temperature, pH, and ionic strength) must be optimized for
NMR. For membrane proteins, this also involves selection of
a solubilizing agent, which can solubilize the protein at a
sufficiently high concentration for NMR (typically ∼1 mM),

produce high-resolution spectra, and maintain the protein in its
native conformation. Detailed protocols for protein and sample
preparation can be found in the “Further Reading” section.

Detergents are frequently used to solubilize membrane pro-
teins for solution-state NMR. Rapidly tumbling protein-micelle
complexes are formed (Fig. 2a) (25–27) that are capable of
producing narrow linewidths and high-resolution spectra while
maintaining the quaternary structure of the protein. A detergent
screen is often required to find the optimum detergent for a
particular protein, and extensive studies of detergents suitable
for NMR have been performed (28). Although no detergent
is generally applicable, in numerous cases, dodecylphospho-
choline (DPC) and lyso-palmitoyl phospatidylglycerol (LPPG)
have produced high-quality solution spectra, providing a strong
starting point in detergent screens (28). The use of detergents is
currently limited to proteins of <40 kDa (protein-micelle com-
plexes of <80 kDa). Alternatives to detergents have also been
employed with moderate success. Organic solvent mixtures have
proved useful (29) and offer the added advantage that proteins
tumble more rapidly producing higher quality spectra. However,
these mixtures are considered poor membrane mimetics, casting
doubt on the relevance of resulting structures. Bicelles (Fig. 2b),
or lipidic disk-shaped particles that more closely resemble bi-
layers, have also been useful in studies of small transmembrane
peptides and can be used in both solution and solid-state NMR
(30). Further solubilizing agents include lipopeptides and am-
phipols (Fig. 2d), which have been used in initial studies of
OmpA, PagP, and DAGK (31–33), whereas nanodisks (Fig. 2e)
(34) and lipid cubic phases (Fig. 2f) (35) are recent develop-
ments that may prove useful in the future.

NMR data collection and structure
determination
Once a suitable membrane protein sample is prepared, spectral
assignments are made. Assignment is another rate-limiting step
in NMR structure determination, and it has greatly benefited
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(a) (b) (c)

(d)

(g) (h)

(e) (f)

Figure 2 Membrane mimetics used in NMR studies of membrane proteins. (a) Small, spherical detergent micelles composed of amphiphillic detergent
monomers. Dodecylphosphocholine (DPC) micelles were employed to determine the structure of OmpA (25) (PDB ID: 1G90) (b) Bicelles, composed of
lipid/detergent mixtures, have been used recently to solve the structure of the Bnip3 transmembrane domain dimer (26) (PDB ID: 2J5D) (c) Synthetic lipid
bilayers closely approximate the natural environment of membrane proteins and have been used with solid-state NMR to determine the structure of the fd
bacteriophage pVIII coat protein (27) (PDB ID: 1MZT). (d) Amphipols are amphiphillic polymers consisting of a hydrophilic backbone onto which
numerous hydrophobic chains are attached that can coat the hydrophobic region of membrane proteins. (e) Nanodisks are self-assembling structures
composed of a phospholipid bilayer disk encircled by an engineered membrane scaffold protein. (f) Lipid cubic phases are primarily used in X-ray
crystallography studies but recently have shown promise for use in NMR studies as well. (g) NMR structure of the phospholamban pentamer (PDB ID:
1ZLL), looking down on the central cavity. (h) Side view of the phospholamban pentamer shown in (g) overlaid with a refined version of the structure
published in 2006 (PDB ID: 2HYN).

from the development of the TROSY (transverse relaxation op-
timized spectroscopy) triple resonance experiments, which im-
prove spectral resolution and sensitivity (36). Although TROSY
experiments will not be covered in detail here, briefly these
experiments reduce relaxation of NMR signals at high mag-
netic field strengths, thus increasing the molecular mass of
proteins that can be studied to ∼50 kDa. Additional benefits
can be realized by using TROSY in conjunction with a selec-
tively deuterated protein and deuterium decoupling, acting to
further reduce broadening of signals (37). TROSY experiments
have been used successfully to assign the resonances of both
β-barrel (25, 38) and α-helical membrane proteins (39).

After completion of the spectral assignment, NMR-derived
short- and long-range distances can be determined by measure-
ment of nuclear Overhauser enhancements (or NOEs). An NOE
is an interaction between a pair of atoms ≤5.0 Å apart, and the

intensity of the NOE can be related to the distance (r) separat-
ing the pair. The use of NOEs can be problematic for helical
proteins as they tend to have few long-range NOEs. The use
of methyl protonation can increase the number of NOEs; how-
ever, because of the poor chemical shift dispersion of methyl
groups in helical membrane proteins, this approach is gener-
ally ineffective. An alternative is the use of residual dipolar
couplings (RDCs) to obtain long-range distances. RDCs are de-
rived from the difference in coupling constants in an aligned
and unaligned state, providing information on the orientation of
internuclear vectors relative to the external magnetic field (40).
Several methods have been developed to produce weak align-
ment of membrane proteins, thus enabling the measurement of
RDCs. Polyacrylamide gels can be used for small-to-medium
proteins to produce an anisotropic environment where pro-
tein orientations are limited, resulting in weak alignment (40).
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DNA nanotubes are also a promising alignment method with
the added advantage that they are resistant to detergent and
do not reduce achievable protein concentrations (41). Align-
ment can also be achieved by incorporation of paramagnetic
lanthanide ions into diamagnetic proteins (42). Once aligned
samples are prepared, RDCs are accurately measured using a
set of TROSY-based experiments (43) Importantly for helical
proteins, a plot of backbone amide RDCs versus residue num-
ber produces a wave pattern with a periodicity of 3.6 residues
per cycle for helical regions, allowing detection of helical sec-
ondary structure and the tilt of the helix relative to the magnetic
field (44). The use of RDCs for structure refinement has been
demonstrated for several membrane proteins, including OmpA
(45), Vpu (46), and MerF (47).

Finally, NMR-derived distance information as well as infor-
mation about dihedral angles (obtained from chemical shifts) is
incorporated into structure calculations performed using molec-
ular dynamics and simulated annealing programs such as CNS
(48) and XPLOR-NIH (49) to calculate the protein structure.

Recent notable structures
Mistic
Despite its uncertain status as a membrane protein, the structure
of Mistic from Bacillus subtilis determined in detergent micelles
highlights a promising approach to solving the 3-D structure
of multispanning helical membrane proteins by solution-state
NMR (50). Backbone and side-chain assignment was achieved
by partial deuteration and full 13C/15N labeling of the protein.
The conformation of its four α-helices was determined using
13C chemical shift-derived angle restraints, NOEs, and hydrogen
bond restraints. Importantly, 487 long-range restraints from 5
paramagnetic spin labels and 29 long-range NOEs allowed the
fold of the protein to be determined.

Outer membrane protein a (OmpA)
In 2001, the structure of the transmembrane domain of OmpA
(Fig. 2a) was solved in DPC micelles, and it represented the
largest membrane protein structure (19 kDa) to have been solved
by NMR at that time (25). TROSY triple-resonance experiments
enabled a large number of the residues to be assigned for
the deuterated protein. Relatively limited structure restraints
(NOEs, dihedral angles, interstrand hydrogen bonds) revealed
an eight-stranded β barrel structure for the transmembrane
domain of this ion channel that was very similar to the existing
X-ray structure.

Phospholamban pentamer
Phospholamban is a homopentameric membrane protein in-
volved in muscle contraction through regulation of the calcium
pump in cardiac muscle cells. The structure of the unphospho-
rylated protein solved in DPC micelles reveals a symmetric
pentamer of phospholamban monomers (Fig. 2g) stabilized by
leucine/isoleucine zipper motifs along the transmembrane do-
mains (51). Notably, another structure was produced for phos-
pholamban (Fig. 2h) that used a variant of the traditional
simulated annealing and molecular dynamics protocol that re-
duced the chances of entrapment in local minima (52).

Membrane Protein Structures
by Electron Microscopy

Electron microscopy (EM) has also made major contributions
to the field of membrane protein structure determination, and
could potentially lead the field before long. This technique
provides major advantages in that the structural features of
membrane proteins can be measured in their native membranes
or reconstituted lipid bilayers, and not in detergents as required
by (and which often limits the success of) XRC and solution
NMR techniques. Although electron microscopy has historically
produced lower resolution structures than XRC and NMR,
recent improvements in instrumentation and sample preparation
have produced data with resolution that rivals even the best
X-ray structures (53).

The first reported 3-D model of a membrane protein was
obtained using EM. This ground-breaking work was reported by
Henderson and Unwin in 1975, who analyzed two-dimensional
(2-D) crystals of bacteriorhodopsin within the purple membrane
to produce a density map with 7Å resolution and a structural
model of the protein (54). This data provided our first view of
the architecture of a membrane protein, revealing key features
such as membrane spanning α-helices. Fifteen years and many
instrumental and methodological improvements later, a model
of bacteriorhodopsin at atomic resolution was reported, marking
the first structure solved by electron microscopy (55). Since
that time, structures of important membrane protein classes,
including pores (53, 56), receptors (57–59), channels (60, 61),
transporters (62), and enzymes (63), have been solved using
EM.

EM can provide structural information for a protein at a
variety of different resolutions depending on the microscope
used, the method of staining, and the condition of the sample.
State-of-the-art electron microscopes can provide resolution of
up to a few angstroms for good quality samples. In order
to obtain high-resolution structural information from EM, one
important factor is the electron source. Electrons emitted from
a heated metal cathode suffer from poor spatial coherence and
yield only a small amount of signal at high resolution. An
alternative electron source that is rapidly gaining widespread
use, the field emission gun (FEG), produces a much more
coherent electron beam by limited heating in combination with
an electric field. Certainly most of the current high-resolution
EM structures have been acquired using an EM equipped with
an FEG.

Another important factor in obtaining high-resolution data is
the minimization of radiation damage to the sample. Radiation
damage results from exposure of the protein sample to the
electron beam as it is being imaged, and it greatly limits the
resolution of the data. This loss of resolution is one of the
primary reasons that XRC has had more success in obtaining
structural data for proteins sensitive to radiation. One method
that greatly reduces radiation damage and represents a major
milestone in the field is electron cryomicroscopy (cryo-EM),
in which samples are prepared in a frozen hydrated state
and imaging takes place at liquid nitrogen or liquid helium
temperatures under high vacuum. Cryo-EM is now the method
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of choice for structure determination by EM, and it is used
almost exclusively in recent reports. Additional improvements
in the resolution of cryo-EM data are achieved by imaging
samples present in 2-D crystals, a subject that will be covered
in more detail in the next section.

Preparation of samples for cryo-EM
analyses

In order to produce 3-D reconstructions of membrane protein
structures effectively, cryo-EM is most successful for samples
present as single particles or in 2-D crystals (as opposed to
the 3-D crystals used in XRC). Single-particle cryo-EM is used
primarily for large proteins and complexes that do not form
crystals (64). In this approach, images are obtained for particles
fixed to a carbon-film surface and coated in a layer of heavy
metal salts, a process called negative staining that acts to protect
the sample from beam damage and improve image contrast, or
particles suspended within a layer of vitreous ice (cryo-EM).
These images are then averaged after alignment of the various
particle orientations.

Although single-particle EM has been most successfully and
routinely used for soluble proteins, structural information for
several membrane proteins including the ryanodine receptor ion
channel (58), the L-type Ca2+ channel (61), the voltage-gated
K+ channel (60), and the inosotol (1,4,5)-triphosphate recep-
tor (65) has also been obtained using this method. However,
single-particle EM has thus far resulted in low-resolution struc-
tural information, typically yielding data with resolutions in the
range. Another disadvantage of single-particle cryo-EM is the
lower limit for molecular weight, which is currently approxi-
mately 250 kDa. This limit results from the need to distinguish
between individual particles and molecules in the surrounding
medium, and it is unlikely to change in the future (66).

The highest resolution cryo-EM data has thus far been ob-
tained for proteins present in 2-D crystals (a technique known as
electron crystallography). This technique measures the structural
features of membrane proteins reconstituted into 2-D crystals in
the presence of lipid bilayers. In contrast to the 3-D crystals used
in XRC, in which proteins are solubilized in detergent micelles
that can disrupt crystal formation and reduce crystal quality,
formation of 2-D crystals forces the membrane proteins to pack
within a lipid bilayer, thus restoring their native environment.
Another advantage of 2-D crystallization is that it requires very
small amounts of protein (as opposed to NMR, which requires
milligram quantities).

As with the growth of 3-D crystals, the growth of 2-D
crystals is often the most difficult step in cryo-EM analysis
of a membrane protein. Two-dimensional crystallization of
membrane proteins can be achieved by mixing the protein with
detergent and lipids, and then slowly decreasing the detergent
concentration (e.g., by dialysis). Two-dimensional crystals can
also be formed by vesicle fusion, addition of crystallizing
agents, addition of detergents to reduce the lipid:protein ratio,
or adsorption onto lipid monolayers (for a review of 2-D
crystallization techniques, see the “Further Reading” section).
Because the fundamental mechanisms of 2-D crystal formation
are thus far very poorly understood, extensive screening of

suitable lipids and lipid:protein ratios is required (67) to obtain
a high-quality crystal. However, in some cases, membrane
proteins that have proved very resistant to 3-D crystal formation
have readily formed 2-D crystals in lipid membranes.

Two types of 2-D crystal have been analyzed by cryo-EM:
sheet-like (planar) crystals and tubular crystals. Planar crystals
are tilted in the electron beam in order to obtain different pro-
jection maps of the crystal at a variety of angles. Maps collected
at different angles are then averaged together to produce a 3-D
reconstruction (68). However, the planar crystal cannot be tilted
through all angles in the microscope (for example, a sample ro-
tated through 90◦ would then be parallel to the electron beam)
and typically can only be rotated through 70–75◦. The result-
ing resolution is, therefore, spatially heterogeneous and appears
to have what is known as a “missing cone” of data. Alter-
natively, membrane proteins can also crystallize into tubular
crystals where, in a single crystal “tube” one can potentially see
all orientations of a protein without the need to tilt the crystal.
Tubular crystals overcome the “missing cone” of information
and provide resolution that is equal in all directions (59).

Collection of cryo-EM data

High-resolution cryo-EM data can be collected in two forms:
as electron images (69) or as electron diffraction patterns.
Cryo-EM images contain information on both amplitude and
phase, which can be analyzed after Fourier transformation. The
quality of the amplitude data can be improved if combined
with electron diffraction data, which contains only amplitude
information. In this way, EM overcomes one of the main
difficulties in XRC. In XRC, only diffraction patterns are
obtained. X-rays cannot be used to form an image of the
crystal; therefore, the phase information is lost. In contrast,
electron microscopes contain electron lenses that can capture
phase information.

Structure determination and other
applications of cryo-EM

A 3-D structure is determined by fitting an atomic model to
a 3-D density map at a given resolution. This map is deter-
mined by analyzing EM images and electron diffraction pat-
terns. Because the membrane protein is embedded within a lipid
bilayer, 2-D crystals more closely resemble its native environ-
ment indeed, the protein Aquaporin 1 (AQP1) embedded in a
2-D crystal was shown to maintain its biological activity (70).
Because they are more likely to adopt their native fold in a
lipid bilayer, 2-D crystals are thought to provide more biolog-
ically relevant structural information about protein-protein and
protein-lipid interactions. This is illustrated by the 3-D structure
of the transporter protein EmrE, which has been solved by both
XRC (71) and cryo-EM (62). Comparison of the two structures
reveals important differences between the structure of EmrE in
a 3-D crystal (formed in detergent) and its structure in a 2-D
crystal (embedded in a bilayer) that result from the presence of
lipids.

Apart from the determination of a static structure, which
provides a mere snapshot of the protein at a particular moment
in time, cryo-EM of 2-D crystals also allows us to study
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conformational changes of a protein over time, thus yielding
critical insight into function. In these time-resolved studies,
conformational changes are induced in the protein (by changing
pH, adding ligand, etc.) and then trapped by freezing the crystal.
Freezing can take place at several time points after induction of
a conformational change to produce a series of structures that
describe a reaction pathway. Time-resolved studies have been
performed to investigate the photocycle of bacteriorhodopsin
(72), the gate-opening mechanism of the acetylcholine receptor
(57), and more recently, the pH-dependent mechanism for a
Na+/H+ antiporter (73).

Recent notable structures

Aquaporin-0

The structure of this water-selective membrane pore protein
(Fig. 3a and 3b) represents the highest resolution structure
obtained from electron crystallography to date (53). Data were
obtained for Aquaporin-0 in double-layered 2-D crystals, and
its staggering 1.9-Å resolution clearly reveals water molecules
within the pore. The data also reveal associated lipids, allowing
key protein-lipid interactions to be modeled.

Aquaporin-4

This 3.6-Å structure of Aquaporin-4 (Fig. 3c) was determined
by electron crystallography of double-layered 2-D crystals (56).
Features in the structure show that Aquaporin-4 can form
membrane junctions, and they suggest for the first time its role
in cell adhesion. This structure is of additional interest in that it
is the first structure of a multispanning mammalian membrane
protein obtained by purely recombinant methods.

Glutathione transferase-1

At 3.2 Å, the resolution of this recent structure also rivals that
obtained in XRC (63). This structure provides a strong insight
into the function of the protein, and it reveals key differences
between the glutathione binding site of this membrane-spanning
enzyme and that of its soluble counterparts.

Imaging Membrane Proteins
by AFM

The 2-D crystals of membrane proteins discussed in the above
section can also be analyzed using atomic force microscopy
(AFM) (74). Although it is a low-resolution technique restricted
to surface contouring, and as such cannot provide atomic level
structural information, AFM has developed into a powerful tool
for investigation of oligomerization, dynamics, and large-scale
conformational changes. AFM also provides several advantages
over EM. As mentioned, high-resolution EM analyses require
coating of the sample, low temperatures, and high vacuum. In
contrast, AFM images (or topographs) can be collected under
physiological conditions allowing investigation of structure and
conformational changes involved in function (e.g., gating of
channels). AFM is also the only imaging technique that can
collect data on liquid samples, and it is therefore able to provide,
in addition to images of 2-D crystals, images of membrane
bilayers in an aqueous environment.

AFM was first used to analyze a membrane protein in
1990, when images were collected on hydrated purple mem-
branes (75). In these images, the global arrangement of bac-
teriorhodopsin molecules was observed for the first time at
near-physiological conditions (75). The resolution of AFM im-
ages has improved steadily over the past 20 years, and now the
technique is regularly used to observe individual proteins and
macromolecular assemblies in both 2-D crystals (74–78) and in
native membranes (75, 81, 82). From AFM images, information
has been obtained for a wide variety of membrane proteins,
including Class A G-protein-coupled receptors (81), pumps
(78, 83), channels (76), enzymes (84), and pores (80). Larger
protein complexes, such as the light harvesting complexes I and
II, have also been studied in both 2-D crystals (79) and in their
native membranes (82).

Currently, the resolution of AFM is lower than that of NMR,
XRD, or cryo-EM. The highest resolution AFM data thus far has
been collected on samples in 2-D crystals, producing structural
data with resolutions between 9 and 14 Å (77–80). In general
terms, AFM works by raster scanning (scanning line by line)
a very sharp tip attached to a flexible cantilever over a sample

(a) (b) (c)

Figure 3 Ribbon representations of three membrane protein structures determined using electron microscopy. (a) The structure of Aquaporin 0 AQP0
(53) (PDB ID: 2B6O), the highest resolution structure of a membrane protein to be solved by cryo-EM to date. (b) A view down the pore of AQP0 (arrow),
which allows water molecules to pass across the membrane. (c) The rat AQP4 (56) (PDB ID: 2D57) structure, highlighting the gap (arrow and *) between
two helices that align to span the membrane.
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(a) (b)

(c) (d)

Figure 4 High-resolution AFM images of the surface of the KirBac3.1 potassium channel in a 2-D crystal in the presence of EDTA (a) or Mg2+ (b) allow us
to watch the channel open and close. The channel is in its open state in the absence of Mg2+, and that can be seen clearly from the image shown in (c),
which reveals a central cavity ∼30 Å across. (d) This cavity is no longer visible in the image of KirBac3.1 in its closed state, which is a result of adding
Mg2+. (Reprinted from Reference 76 with permission from Elsevier.)

in order to produce a contour map of its surface. In order to
maximize resolution, vertical fluctuations of the tip must be
minimized. This is achieved using a self-regulating feedback
system (or servo system), which keeps the cantilever deflection
approximately constant by making small adjustments in the
vertical displacement of the sample. A 2-D crystal provides
an ideal sample for AFM as it is hard and flat, with the protein
embedded in a densely packed array, thus restricting any lateral
or vertical movement of the protein. Another prerequisite for
high-resolution data is minimal interaction between the tip and
the sample, and this is greatly influenced by the size and the
geometry (or sharpness) of the tip. The tip geometry is most
commonly an inverted pyramid. Depending on its sharpness, as
the tip moves across a surface, structures may interact with both
the end of the tip as well as the sides of the tip. Any interactions
with the sides of the tip will cause a broadening of the signal,
thus reducing the lateral resolution of the image. This effect,
also known as tip convolution, is most noticeable on surfaces
with considerable height differences. Most of the tips used on
high-resolution instruments are now commercially fabricated,
with the best tips having a radius of curvature of >5 nm.

Structure determination and other
applications of AFM

As mentioned, individual membrane proteins and complexes in
2-D crystals and in densely packed, noncrystalline arrays can
be imaged by AFM at sub-nanometer resolution (76–80, 84).
This makes AFM ideally suited to provide information on the
conformation and oligomeric state of membrane proteins in their
native membranes. One very nice example of this is the study of
rhodopsin in its native membrane (81). AFM was used to image
native disk membranes in aqueous solutions, and revealed the
organization of rhodopsin into dimers and higher oligomers.
By imaging membranes in aqueous solutions, AFM also allows
us to observe conformational changes of biomolecules as they
function.

Because deflections of the cantilever can be detected in the
10–50 pN range, making single-molecule force measurements
possible, AFM can also be used to study protein folding. In
these studies, the AFM tip is displaced toward the sample until a

protein is attached by contact adhesion, the tip is then retracted.
Force versus distance curves are recorded before and after
adhesion in order to determine the forces involved in unfolding
or “unzipping” the protein. In addition to the force versus
distance curves, images can also be acquired before and after
an unfolding event to observe the effects on the surrounding
environment (85).

Recent structural studies

KirBac3.1

AFM is a powerful method of providing information on
larger scale structure, especially when combined with higher
resolution structural data. This fact is beautifully illustrated in
the investigation of the KirBac3.1 potassium channel (76). AFM
imaging of KirBac3.1 embedded in a lipid bilayer has revealed
the tetrameric assembly of the protein (Fig. 4a and 4c) as well
as large conformational changes upon ligand binding (Fig. 4b
and 4d), thus providing insight into the gating mechanism of
this channel.

F0F1-ATP synthase

The F0F1-ATP synthase is responsible for synthesizing ATP
in many organisms. This enzyme is composed of two rotary
motors (F0 and F1) connected by a central stem, and the
stoichiometry of these two motors is of critical importance to
energy conversion. F0F1-ATP synthases are very large, making
them unsuitable for study by NMR or X-ray crystallography.
However, AFM is ideally suited to such applications and has
been used to determine the oligomeric states of the F0 and F1

motors in several species of bacteria and plants to shed new
light on how the enzymes function (84, 86, 87).

Summary

The aim of this review has been to summarize the key tech-
niques currently used for determination of membrane protein
structures. Thus far, XRC has produced the largest number of
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membrane protein structures, and it has achieved the highest res-
olution of any other technique. However, this technique still re-
quires a high-quality crystal, which is currently the rate-limiting
step in the process. Steady progress in our understanding of
crystal growth and the development of new crystallization meth-
ods show great potential for future studies. NMR has proved to
be a valuable technique for the study of small membrane pro-
teins and individual domains of larger proteins. In addition to
3-D structural information, NMR can also provide information
on dynamics and ligand binding. NMR also has the advan-
tage that it does not require crystals, which are difficult and
time-consuming to produce, and instead uses a large range of
membrane mimetics and solubilizing agents. The major lim-
itations of NMR remain the upper limit on protein size and
difficulties in resolving resonances for assignment purposes.
Continued developments in instrumentation, experimental meth-
ods, and improved membrane mimetics will greatly advance the
field. EM has also made a large impact on our knowledge of
membrane proteins and promises to equal or surpass the more
static structural methods of XRC and NMR. Because of recent
new developments in technology, cryo-EM has caught up with
XRC and NMR in terms of resolution and is well positioned to
lead the field in the future. Both EM and AFM offer the unique
advantage that membrane proteins can be studied in synthetic
lipid bilayers as well as their native membranes, producing more
biologically relevant structural data. Furthermore, these methods
allow study of conformational changes over time, in response to
such events as ligand binding or unfolding. However, the most
exciting prospect for future studies of membrane proteins comes
when data from all these methods are used in concert, alongside
molecular dynamics simulations, to describe the structures and
functions of these essential proteins.
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With the development of systems biology, several approaches have been
developed to profile a tier of organization in a cell, tissue, or organism
globally. Metabolomics, also referred to as metabonomics, is an approach
that attempts to profile all the small-molecule metabolites in a biological
matrix. One major challenge of this approach, as with other ‘‘-omic’’
technologies, is that the metabolome is context dependent and varies with
developmental stage/age, genetic modification, disease, and environment.
Thus, by definition, the metabolome of an organism must take into
consideration all the effects of these manipulations. Despite these
challenges, the approach has already been applied to understand
metabolism in a range of animal models and has more recently started to
be applied to clinical studies. In this article, we will discuss some common
approaches currently used in metabolomics and the results that they have
produced. In particular, we will focus on the two most common analytical
approaches, nuclear magnetic resonance (NMR) spectroscopy and mass
spectrometry, and some biological problems they have been used to
address.

The postgenomic era seeks to define the biological function
of genes and how these translate to define an organism’s pheno-
type. Unlike genome sequencing projects, the effective study
of functional genomics necessitates a plethora of multidisci-
plinary techniques (1). The development of analytical tools that
enable the high-throughput measurement of gene products has
provided a comprehensive signature of the physiological state
of the cell at several levels (Fig. 1). Metabolomics describes
the large-scale analysis of endogenous metabolites that com-
prise the entire collection of small molecules in a cell, tissue,
organism, or biofluid, and includes sugars, organic acids, amino
acids, and nucleotides (2, 3).

Benefits of a Metabolomic
Approach

A metabolomic approach has several advantages for use in
functional genomics. Firstly, as with transcriptional and pro-
teomic analyses, the technique is context-dependent, such that
the metabolite complement varies according to the physiolog-
ical, developmental, or pathological state of the cell, tissue,
organ, or organism, which makes it a highly potent tool for
measuring changes in phenotype.

Secondly, the importance of metabolites in biological control
and communication, as building blocks for complex macro-
molecules and energy transporters, makes them effective mark-
ers of cellular function. Indeed, metabolites constitute molecular
endpoints farther down the line from gene to function. Thirdly,
metabolic control analysis suggests that, although changes in
the quantities of individual enzymes are expected to exert little
influence on metabolic fluxes, they can and do have a significant
impact on metabolite concentrations, even when changes in flux
are negligible. Fourthly, metabolites span the species barrier be-
cause they have the same chemical structure irrespective of the
organism. Metabolomics is therefore a universal “omic” tech-
nology in contrast to transcriptomics and proteomics in which
a priori knowledge of DNA and protein sequences from each
organism is required. Little time is required for reoptimizing
protocols for a new species. Finally, metabolomics presents sev-
eral practical benefits, including cheap cost on a per sample
basis, high throughput, and full automation. For example, af-
ter the initial purchase of a nuclear magnetic resonance (NMR)
spectrometer or mass spectrometer (MS), samples can be ana-
lyzed at a cost in the region of £ ∼1.00 per sample, in terms of
consumables, with analytical acquisition times typically taking
10 min (NMR) to 70 min (GC–MS). This cost compares very
favorably with transcriptional and proteomic analyses.
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Figure 1 The physiological state of the cell is measured at several levels in a functional genomic approach, all of which interact with one another to form
a highly interconnected network. In particular, differences in the transcriptome, proteome, and metabolome are monitored as a means to study gene
function and cellular responses to external stimuli.

Terminology

The terms metabolomics (2) and the related term metabonomics
(3) were coined in the late 1990s to describe the use of global
profiling tools combined with pattern recognition to define a
metabolic phenotype of a cell, tissue, or organism. The con-
fusion over what to call the field is still a persistent problem,
and new researchers to the field should be aware of both terms.
Many people use the terms metabolomics and metabonomics
interchangeably (4, 5). However, Nicholson and coworkers
state that metabonomics is the “quantitative measurement of
the time-related multiparametric metabolic response of living
systems to pathophysiological stimuli or genetic modification,”
whereas metabolomics is the “measurement of metabolite con-
centrations and fluxes and secretion in cells and tissues in which
there is a direct connection between the genetic activity, protein
activity and the metabolic activity itself” (6). To add more con-
fusion, additional terms have been put forward dependent on the
analytical techniques adopted. “Metabolic profiling” has been

proposed to refer to the detailed analysis of metabolites by hy-
phenated techniques such as gas chromatography-(GC)-MS and
liquid chromatography-(LC)-MS. In contrast, “metabolic finger-
printing” is thought to measure a subset of metabolites and uses
techniques such as NMR and direct infusion electrospray-MS to
create a barcode of metabolism (7). The term “metabolomics”
will be employed in this article throughout.

Analytical techniques

Metabolomics is challenged by the remarkable heterogeneity
and complexity exhibited by metabolites. Metabolites span con-
centration ranges of the order 109, polarity ranges of ∼1020, and
mass ranges of the order of 1500 amu. Moreover, most extrac-
tion procedures do not provide complete representations, which
results in only a portion of the metabolome being analyzed. A
truly comprehensive coverage of the metabolome, therefore, ne-
cessitates multiple techniques and different sample preparation
strategies to encompass such diversity. The principal analytical
platforms for metabolomics include 1H NMR spectroscopy and
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Figure 2 The two most frequently used approaches for metabolomics are NMR spectroscopy and mass spectrometry. To maximize the coverage of the
metabolome, these techniques can be combined. This figure shows the analysis of the aqueous fraction of a section of heart tissue that uses NMR
spectroscopy, gas chromatography mass spectrometry and liquid chromatography mass spectrometry. Although mass spectrometry approaches are
inherently more sensitive than NMR spectroscopy, metabolite identification becomes more difficult.

GC- and LC-MS (Fig. 2), although others have also used other
techniques including Fourier transform infrared spectroscopy,
thin layer chromatography, high-pressure liquid chromatogra-
phy, and Raman spectroscopy. The major techniques as judged
by current number of publications will be discussed below.

Nuclear magnetic resonance
spectroscopy

High-resolution 1H nuclear magnetic resonance (NMR) spec-
troscopy is a relatively rapid technique and is highly robust
in terms of reproducibility of results. The ubiquity of protons
in cellular metabolites and the fact that other nuclei are ob-
servable by NMR (e.g., 31P and 13C) mean that a relatively
large number of different metabolites can be detected. Fur-
thermore, the technique requires minimal sample preparation,
and its nondestructive nature allows for more analyses to be

conducted. However, 1H NMR is an inherently insensitive an-
alytical tool that only measures high-concentration metabolites.
Typically, using a simple one-dimensional pulse sequence, 1H
NMR can measure 30–100 metabolites in urine, 20–30 metabo-
lites in blood plasma, and 10–30 metabolites in tissue extracts
(8). Despite this, however, 1H NMR has proved highly dis-
criminatory for liver toxins in rats (9, 10), mouse models of
cardiac and neurological diseases (11, 12), and silent pheno-
types in yeast (13). It has been suggested that this finding may
be because of the high-concentration metabolites that represent
central hubs of metabolism, whereby a perturbation at one point
in a metabolic network would be transferred to other pathways
through these highly connected hubs (14, 15). However, restrict-
ing the coverage of the metabolome to 30 or so metabolites may
hinder the isolation of metabolites as unique biomarkers for dis-
ease processes and confound the deduction of which pathways
are perturbed during a given modification. Strategies are being
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developed to make NMR a more sensitive approach, including
the use of cryoprobes and hyphenated techniques. Cryoprobes
use liquid helium to cool down the NMR coil assembly and
preamplifier to ∼4 K, which, by reducing thermal noise, results
in a three- to four-fold increase in the signal-to-noise ratio. Hy-
phenated techniques involve first separating out high and low
concentration metabolites using liquid chromatography. This
separation improves sensitivity by reducing the likelihood of
coresonant peaks and improves the dynamic range of the NMR
experiment (16).

Other NMR-based techniques allow the quantification of
metabolite concentrations in intact tissue, either in vivo or ex
vivo. For example, magnetic resonance spectroscopy (MRS) al-
lows the noninvasive interrogation of metabolite concentrations
directly in vivo within a specific localized region. The tech-
nique has proved invaluable in the investigation of Alzheimer’s
disease (17, 18), traumatic brain injury (19), multiple sclerosis
(20), and many brain tumors (21). However, one disadvantage
of MRS is that it is compromised by low spectral resolution,
partly as a result of the lower fields used in vivo but also con-
founded by dipolar couplings, chemical shift anisotropy, and
bulk magnetic field inhomogeneity effects, which act to broaden
spectral resonances. These effects can be reduced dramatically
by spinning the sample at the “magic angle” (54.7◦). Indeed, us-
ing high-resolution magic angle spinning (HRMAS) 1H NMR
spectroscopy, it is possible to produce high-resolution spectra
comparable to those from tissue extracts, specifically from in-
tact tissue ex vivo (22–24). This method circumvents the need
for tissue extraction procedures and effectively eliminates a
step that introduces more variation into metabolite quantifica-
tion. Another advantage of HRMAS 1H NMR is the prospect
of investigating metabolic compartmentation. A recent study
demonstrated subcompartments of acetoacetate and glutamine
in rat heart mitochondria that were not NMR-visible (22).

Mass spectrometry

Mass spectrometry (MS) allows the analysis of lower-concent
ration metabolites compared with 1H NMR spectroscopy. How-
ever, a comprehensive metabolic analysis by MS often requires
sample prefractionation, the most common being gas chro-
matography (GC) and liquid chromatography (LC). Although
this prefractionation improves the resolution of the technique
and reduces ion suppression, adding a chromatographic step
can introduce variability into a data set.

In GC-MS, volatile and thermally stable compounds are first
separated by GC and the eluted compounds detected by MS.
To maximize the range of compounds that are volatile and ther-
mally stable, samples are usually derivatized before analysis
for metabolomic experiments. Methoximation in combination
with trimethylsilylation is the most predominant protocol for
examining aqueously soluble metabolites (25). Methoximation
reduces the number of isomers present for sugars, with the num-
ber of isomeric forms being reduced from 5 to 2, which thereby
dramatically simplifies chromatograms. Trimethylsilylation re-
places exchangeable protons with silyl groups to make com-
pounds less polar and therefore more volatile and to improve
chromatography. The derivatized samples are vaporized within

an inlet port and injected onto the column where they are car-
ried by an inert gas. Compounds are separated according to their
partition between the mobile gas phase and the column-bound
stationary phase, and the eluted compounds are subsequently
ionized within the ion source. The most frequently used
ionization method is electron impact in which a beam of
electrons ionizes the sample molecules, which concomitantly
fragment. Because the energy of these electrons is prede-
fined, the fragmentation pattern is reproducible and effec-
tively provides a near-unique metabolite fingerprint. Metabo-
lites, therefore, can be identified easily by comparing spectra
with those in commercially available mass spectral databases
(e.g., http://www.nist.gov ). Although this approach generally
works well, distinction between sugar diastereomers is con-
founded by both species having identical fragmentation patterns.
In such cases, retention times of standards are imperative for ac-
curate assignments. Furthermore, spectral databases are not ex-
haustive, and so not all peaks can be assigned. Currently, efforts
are being made to create metabolomic-specific mass spectral li-
braries (26). More detailed characterization of unknown peaks
can be conducted by running the same samples using chemical
ionization as opposed to electron impact ionization or using ion
trap mass spectrometers. Chemical ionization is a less energetic
method of ionization and so produces less fragmentation. This
method increases the probability of observing the molecular ion
and so can facilitate compound identification.

The sensitivity of the GC-MS approach is impressive. Us-
ing a simple single quadrupole GC-MS, Fiehn and coworkers
working on Arabidopsis thaliana reported the detection of 326
metabolites, a number that has since increased to over 1000
using a Time of Flight GC-MS (25, 27). Furthermore, the
technique has benefited from recent technological advances in
two-dimensional GC (28).

LC-MS provides metabolite separation by LC before detec-
tion by MS. Sample derivatization is generally not required
because no prerequisite for volatility is necessary. Moreover,
LC-MS can analyze a wider array of metabolites relative to
GC-MS because it is not limited to volatile compounds or
molecules that can be rendered volatile. In particular, thermo-
labile or large molecules such as di- and triphosphates, CoA
adducts, peptides, and lipids are all amenable to analysis by
LC-MS (29). Following separation by LC, the compounds are
ionized, typically using electrospray ionization (26). The sam-
ple is passed through a thin metallic capillary tube that contains
positively or negatively charged ions, dependent on the solvent
used. Electrostatic charging of the sample then creates a cloud
of charged droplets, and desolvation of these droplets results in
ions that are sampled by the MS. Because electrospray ioniza-
tion causes minimal fragmentation of the molecular ion, direct
metabolite identification by comparison of mass spectra is often
not possible. Structural information can be gained, however, by
using tandem MS technologies, whereby sequential and selec-
tive fragmentations can be carried out. Moreover, compounds
that contain a particular functional moiety can be analyzed by
conducting neutral loss experiments.
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Pietiläinen and coworkers (29) have used LC-MS-based
lipidomics to examine whether acquired obesity was associ-
ated with different serum lipid profiles in young adult monozy-
gotic twins who were either concordant or discordant (10–25 kg
weight difference) for obesity. For the discordant twins, blood
serum had increased concentrations of proinflammatory and
proatherogenic lysophosphatidylcholines and decreases in the
antioxidant ether phospholipids, which suggests that in these
obese individuals the lipid profile was already such that it would
promote atherogenesis, inflammation, and insulin resistance.
LC-MS has also been used to follow changes in the aqueous
fraction of tissue extracts (31), blood plasma, and urine (30)
from rodent models of type II diabetes, but here the largest chal-
lenge is identifying the metabolites detected, and often such data
has been largely used to classify samples as part of a metabolic
fingerprinting study rather than to carry out biomarker identifi-
cation.

Relative to GC-MS, the application of LC-MS within the
metabolomics field is still at a preliminary stage. Reproducibil-
ity is a major concern, and true quantification can be hindered
by ion suppression effects whereby one co-eluting metabolite
affects the ionization of another (26). The lack of electrospray
ionization mass spectral libraries also makes identification by
LC-MS a particularly challenging problem. Nevertheless, the
technique is developing fast and has benefited from several tech-
nological advancements such as the acquisition of accurate mass
data by the use of ion cyclotron resonance Fourier transform MS
(26).

It is possible to bypass the chromatography stage and use
direct infusion of lipid extracts into the mass spectrometer
as part of an approach referred to as shotgun lipidomics.
Han and colleagues (32) using this approach demonstrated a
profound decrease in cardiolipin in the myocardium follow-
ing streptozotocin-induced diabetes proceeding accumulation
of triglyceride in the heart. Similar modulations of cardiolipin
metabolism were observed in the ob/ob mouse.

Note that an integral part of the metabolomic approach is
the application of pattern recognition techniques to deduce what
variation in a data set is associated with a given disease, genetic
modification, or other manipulation of the system. Because of
space limitations, it is not possible to discuss this area as part of
this article, but we refer the reader to several excellent reviews
(33, 34).

Applications of Metabolomics

Metabolomics has proved extremely versatile with a diversity
of applications including the study of gene function, toxicology,
plant metabolism, environmental analysis, clinical diagnostics,
investigation of disease, and discrimination of organism geno-
types. It is not possible to create a definitive list given the huge
number and range of approaches that have now been published,
but we have set out some key publications below to demonstrate
the potential uses of metabolomics.

Study of gene function

One of the first major successes of metabolomics has been
the definition of silent phenotypes in yeast where conventional
growth rate analyses failed to distinguish different yeast mu-
tants (12). By using 1H NMR spectroscopy, it was apparent
that “silent” yeast mutants have compensatory changes in in-
tracellular metabolites to allow the cells to grow at a normal
rate. Mutants deleted for genes of related biological activ-
ity resulted in similar metabolic perturbations and, hence,
metabolic profiles. Specifically in this study, two yeast strains,
deleted for either one or other of the two redundant genes for
6-phosphofructo-2-kinase, clustered together according to their
metabolic profiles, as did strains deleted for genes related to
mitochondrial metabolism (12). The authors coined the term
FANCY for functional analysis of coresponses in yeast (12) to
describe this comparative metabolomics approach. Currently,
FANCY is being used to predict gene function. Metabolic pro-
files of strains deleted for known genes are being compared
with those deleted for unknown genes in the hope of assigning
biological roles.

Plant metabolism

Some of the most significant developments in metabolic profil-
ing, particularly those involving GC-MS, have been made in the
plant sciences discipline (35) (Fig. 3). Plants are thought to be
exceptionally metabolite-rich relative to mammals and yeast.
This richness stems not only from the size of their genomes,
which ranges from 20,000 to 50,000 genes, but also from mul-
tiple substrate specificities for many enzymes, subcellular com-
partmentation, and nonenzymatic reactions. Currently, 50,000
different compounds have been elucidated in plants (36), and
the final number is set to increase to approximately 200,000
(28). Concomitantly, the tools and analytical techniques used in
metabolomics have been advanced rapidly by researchers within
this field. One major goal of plant metabolomics is to expand
on the information about how plant biochemistry is composed
and controlled. Metabolite profiling has been conducted on a
diverse array of plant species, including Arabidopsis thaliana
(25), tomato (37), potato (38), and rice (39). Efforts are being
focused on characterizing silent plant phenotypes and trying
to elucidate biological roles for genes of unknown function.
For example, a modified potato plant line suppressed in expres-
sion of sucrose synthase isoform II displayed no overt pheno-
type in terms of morphology, yield, or growth rate compared
with parental lines. However, by using GC-time-of-flight-MS
to analyze the metabolic profiles, approximately 1000 com-
pounds were quantified, and plant varieties were successfully
discriminated (38). Similarly, other researchers have integrated
transcriptomic and metabolomic analyses to investigate global
responses to nutritional stress in Arabidopsis thaliana and have
demonstrated that the genes and metabolites involved in glu-
cosinolate metabolism are coordinately regulated in response to
either sulphur or nitrogen deficiency (40). Metabolomics has
also been employed in characterizing the regulatory synthesis
of novel plant products; for example, modified health-related
carotenoid and flavonoid-based antioxidants have been isolated
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Figure 3 An example of the use of GC-MS for metabolic profiling. Left: A section of the total ion chromatogram from the analysis of TMS-derivatized
aqueous tissue extracts from the liver of PPAR-α null mouse. Metabolites are identified from exact retention times and comparison of corresponding mass
spectra with those in the NIST database. 97 metabolites were quantified. Right: Summary of metabolite differences in the tissues of the PPAR-α null mouse.
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concentrations across these pathways, respectively.

in transgenic tomatoes (41). Plant–host interactions are also a
popular target for metabolomic studies (42, 43).

Environmental science

Metabolomics has made remarkable inroads into the environ-
mental research community. Here, a major emphasis is to under-
stand the impact that environmental stress, such as pollution and
climate change, has on wildlife. Indeed, many government orga-
nizations monitor the prevalence of pollutants in certain species
of wildlife as indicators of the exposure risk within the envi-
ronment. Studies of Japanese medaka have been conducted to
investigate the effects of trichloroethylene, a common environ-
mental pollutant, and the pesticide dinoseb, on the development
of fish embryos (44, 45). Similarly, cadmium toxicity has been
examined in the bank vole and rat and has revealed changes in
lipid metabolism that preceded classical nephrotoxicity (46, 47).
Another study investigated the effects of environmental toxins
on earthworms (48). In particular, the analysis of earthworm
tissue extracts by 1H NMR spectroscopy identified maltose as a
potential biomarker for ecotoxicity within a metal-contaminated
site.

Clinical diagnostics

Metabolomics is well suited to clinical trials, and as more ef-
ficient and comprehensive analytical tools become available, a
wealth of additional information can be gathered from costly
clinical trials without increasing the level of discomfort to the
patient or decreasing the practicality to the physician. The fact
that all the technologies involved in metabolomics are rela-
tively high-throughput means that large-scale clinical studies
can be performed. Makinen and coworkers (49) examined the
use of 1H NMR spectroscopy of blood serum to diagnose di-
abetic nephropathy in 182 sufferers of type 1 diabetes. This
approach relied, in part, on modeling the different distributions
of lipoprotein fractions and produced a test approximately as
good as that used clinically. The group has since developed a
Bayesian Markov chain Monte Carlo approach to modeling the

constituents of the saturated lipid profile in blood serum (50) and
is exploring the use of this approach to model complications as-
sociated with type 1 diabetes. Similarly, Brindle and colleagues
described a 1H NMR spectroscopy-based method for potentially
diagnosing coronary artery disease through blood serum as a po-
tential replacement to angiography (51). However, data sets can
be biased to the stratification of a particular population, and thus
even in relatively large studies, one should view with caution
the results produced. Kirschenlohr and colleagues (52) demon-
strated that the diagnosis of CAD by 1H NMR spectroscopy of
blood plasma was significantly complicated by related changes
in the lipoprotein/saturated lipid region of the 1H NMR spec-
tra associated with gender and statin treatment and that previous
models had produced an artificially high classification of disease
presence. Roussel and coworkers (53) similarly demonstrated
that cardiovascular risk was poorly predicted by 1H NMR spec-
troscopy and multivariate analysis in a population of type 2
diabetics. Thus, as in epidemiology studies, it will be important
to follow up metabolomic biomarker discovery studies in hu-
mans with more studies in other populations to detect potential
confounding factors.

The discussed studies have largely focussed on NMR-based
metabolomics, but many recent studies have also used mass
spectrometry to either quantitate low-concentration metabolites
in a targeted manner (54) or open profiling of the chromatogram
(55). It is beyond the scope of this article to detail them all, but
we would refer the reader to the reviews at the end of this article
as well as a review by German and colleagues (56) that details
how these technologies might be used for clinical diagnosis.

Toxicology

Metabolomics is increasingly being deployed in toxicology
studies within the pharmaceutical industry, especially in the
safety assessment of candidate drugs. Because of the high costs
entailed in clinical trials, an effective early screen of toxicity is
extremely desirable. Metabolomics is being directed at identi-
fying novel biomarkers of toxicity and elucidating mechanisms
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Figure 4 High-resolution 1H NMR spectroscopy has been used to monitor metabolic perturbations in a mouse model of Batten disease referred to as
CLN3 54. Left: High-resolution solution state 1H NMR spectra of cortex tissue acquired at 700 MHz. Shown are typical spectra from cln3 (red) and control
tissue (blue) along with assigned metabolites. Right: Score plot of a PLS-DA model that compares tissue from cln3 mice with respect to control mice. The
model was formed by examining spectra from aqueous extracts of cortex tissue. Pareto scaling was used to scale the data. Major metabolites responsible
for separation identified from examination of the corresponding loading plot to the score plot shown are listed below the plot.

of effect (5). Examples include the correlation between elevated
creatine levels in serum and urine with hepatotoxicity and nutri-
tional effects (9) and the characterization of urinary dicarboxylic
aciduria being the result of impaired fatty acid metabolism (10).
By measuring whole system metabolic responses in urine or
plasma, as opposed to conventional assays that focus on selected
organs, a metabolomic approach can improve our understand-
ing of systemic toxic effects (5). Moreover, the technique easily
can be incorporated into existing toxicology studies, and the re-
sults can be correlated with routinely measured end points from
clinical chemistry and histopathology.

Investigation of animal models
of disease and discrimination of
organism genotypes
Metabolomics is ideally placed as a phenotyping tool in the
exploration of naturally occurring and transgenic disease mod-
els. The refinement of knockout and knockin strategies com-
bined with accumulating sequence data has accelerated the
generation of accurate disease models. Moreover, large-scale
mouse mutagenesis programs have been set up, which have pro-
duced thousands of mutants in need of analysis (57). Screening
for congenital malformations and biochemical, hematological,
and immunological defects is extremely labor-intensive and
time-consuming. Furthermore, many models do not express the
same phenotype as humans and often display a milder pathology
such that it is difficult to assess the effects of genetic pertur-
bation. This situation, in part, reflects the shorter life span of
model organisms such as mice when compared with humans.

Metabolomics is becoming a prominent phenotyping aid to
characterize tissues and organisms rapidly within a biological
context. For example, using a metabolomics-guided screen of
mutant mice, a mouse model with a novel enzyme deficiency
that resembles human maple syrup urine disease has been iso-
lated (58). Mice were identified as having elevated levels of

branched chain amino acids in blood and increased concentra-
tions of branched chain α-keto acids in urine. More investigation
correlated these results with a deficiency in branched chain
amino-transferase. Other researchers have used metabolomics
to characterize the metabolic deficits associated with a partic-
ular disease process, for example, human metabolic syndrome.
For example, the systemic effects of the PPARα mutation, a
gene important in regulating the fed/fasting response, have re-
cently been defined; using a combination of 1H NMR and
GC-MS, metabolic changes have been followed in the heart,
liver, skeletal muscle, and adipose tissue of the PPARα null
mouse (31). Similar metabolic profiling approaches have also
been conducted to investigate cardiac disease in the mdx mouse
(10) and atherosclerosis in the ApoE3-Leiden mouse (59).

Metabolomic techniques have also been used widely to phe-
notype neurological disorders, with a diverse array of applica-
tions including the characterization of regional variation, brain
tumors, and neurological disorders (60–64) (Fig. 4). Because
the brain is heavily compartmentalized, a recent study used
metabolic profiling to characterize distinct neuroanatomical re-
gions in rats ex vivo by high-resolution magic angle spinning 1H
NMR (62). Clear biochemical differences were defined between
the brain stem, frontal cortex, cerebellum, and hippocampus.
This study provides an invaluable baseline reference for more
HRMAS 1H NMR spectroscopic studies to monitor disease
and specific pharmacological insults within the brain. Further-
more, using HRMAS 1H NMR spectroscopy, it was possible
to characterize an accumulation of polyunsaturated fatty acids
in BT4 C gliomas in rats during gene-therapy-induced apopto-
sis (61). Such lipids are easily detectable in vivo by magnetic
resonance spectroscopy and could be used to monitor the effi-
cacy of gene therapy in patients with glioma. As a complement
to this study (65), the low molecular weight intermediate com-
position of the same rat gliomas was quantified subsequently,
and it was demonstrated that myo-inositol, glycine, and taurine
concentrations correlated with tumor cell density, whereas the
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overall concentration of choline-containing compounds was un-
affected by cell loss (66). Another study has combined MRS
with automated pattern recognition techniques to help radiolo-
gists categorize brain tumors according to histological type and
grade (66). Using metabolic profiling, it was possible to dis-
criminate between meningiomas, low-grade astrocytomas, and
aggressive tumors such as glioblastomas and metastases. Spec-
tral profiles prepared from intact tissue, tissue extracts, and
biofluids have also proven to be highly discriminatory for sev-
eral neurological diseases, including spinocerebellar ataxias and
Huntington’s disease (58, 67).

Conclusions and Future Trends

Although the coining of the term metabolomics has been rel-
atively new, an explosion of publications has occurred in this
field plus a realization that many researchers already were do-
ing similar studies, albeit without an “-omic” tag before the
word. It has not been possible to review all the applications
of metabolomics fully, and the applications will increase. In
addition to the development of new applications, the develop-
ment of the analytical approaches will also take center stage
as researchers push back the limits of detection of NMR spec-
troscopy, mass spectrometry, and other analytical approaches.
In addition to these “wet lab” developments, both the pattern
recognition approaches used to process metabolomics and the
metabolomic databases used to identify metabolites need to be
developed or expanded. In this respect, an excellent place to
start on the arduous journey to biomarker discovery through
metabolomics is the current metabolomic databases found on
the web that make standard spectra freely available (68–70).
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In the past, studies into the distribution of platinum anti-cancer agents
inside cancer cells were experimentally challenging because of a lack of
readily available and sensitive platinum mapping techniques. Recent
advancements in the area of platinum mapping in cells have meant that
the biologic fate of cisplatin and its derivatives can be studied in several
new ways. In particular, electron microscopy, fluorescence microscopy, and
synchrotron radiation induced X-ray emission have made significant
contributions in the study of cisplatin in vitro. The applications of these
three techniques and the insights they provide into the intracellular
distributions and interactions platinum complexes are reviewed here. The
strengths and weaknesses of each technique and their potentials for
additional use in this field of research have been evaluated.

Introduction

Platinum-based anticancer drugs including cisplatin, carbo-
platin, and oxaliplatin are the most widely used and effective
chemotherapeutic agents in the current arsenal (1, 2). They are
believed to exert their action by binding to nuclear DNA that
leads ultimately to the affected cell undergoing apoptosis (3).
To reach the nucleus, the complex must traverse the cell mem-
brane, the cytoplasm, and the nuclear membrane to avoid the
detoxification mechanisms of the cell along the way. Less than
1% of the platinum that enters the cell successfully makes this
journey and, consequently, the great bulk of the platinum suf-
fers other fates (4, 5). Determining how the cell deals with
platinum is important for understanding and for overcoming
unwanted toxicities and inherent and acquired resistance, but is
experimentally challenging

Biologic Background

Although the cytotoxicity of cisplatin (and its derivatives) is
accepted widely to be a result of its interactions with DNA,
much is still unknown about the interactions of cisplatin on a
cellular level. To begin with, the intracellular uptake of cisplatin
is still the subject of much debate. Some studies have suggested
that cisplatin diffuses into cells passively, as uptake has been
observed to be not saturable, not dependent on pH, and not
inhibited by coadministration of structural analogs (6, 7). Other

studies have argued that some component of cisplatin uptake
is carrier mediated, as cisplatin accumulation is modulated
by ATP, membrane potential, ion concentrations, and several
transportomes, which includes the copper influx transporter
CTR1 and the ATP dependent copper efflux transporter ATP7B
(8–15). Indeed, it has been observed that cisplatin accumulation
is reduced in many cisplatin-resistant cell lines (16–18). Hence,
the mode of platinum influx and efflux in cells plays an
important part in drug resistance, and it needs to be understood
better.

Another area that requires additional understanding is the role
of cytoplasmic organelles in the fate of platinum drugs. Platinum
has been shown to be localized within the Golgi apparatus, en-
doplasmic reticulum, mitochondria, and lysosomes, the cytosol,
and the nucleus. However, only the consequences of nuclear
localization have been defined satisfactorily (19–21).

It has been observed that the Golgi apparatus and the endo-
plasmic reticulum change in morphology after cisplatin treat-
ment. One explanation for this change is that protein translation
has been inhibited after cisplatin localization in these organelles
(22, 23). Another suggestion is that these organelles contain en-
zymes and proteins that are linked directly to mechanisms of
cisplatin induced resistance, including glutathione-S-transferase
and metallotheins (21, 24, 25). Hence, the changes observed in
these organelles may be caused by the participation of these
enzymes in the deactivation of cisplatin.

It is well documented that the aquated form of cisplatin
localizes within the mitochondria, and that the inhibition of
respiration and spontaneous release of calcium ions into the
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cytoplasm accompanies this localization. Furthermore, it has
been shown that the number of mitochondrial DNA-platinum
adducts is greater than that of genomic DNA adducts. How-
ever, some studies have shown that the damage done to the
mitochondria is subsequent to lysosomal and nuclear localiza-
tion, which suggests that this organelle has only a secondary
role in cisplatin-mediated cytotoxicity (23, 26–30).

The involvement of lysosomes in the action of cisplatin is also
of interest. Cells that have been treated with cisplatin have an in-
creased number and size of lysosomes, suggesting that they may
play an important role in detoxification of the drug (8). In other
studies, this organelle has been implicated in the mechanisms
of resistance, with several alterations that have been identified
in cisplatin-resistant cell lines. These alterations include a de-
creased number of the organelles, a more alkaline lumen, and
altered recycling of the luminal contents between the endosomal
and lysosomal compartments (31, 32). Interestingly, lysosomes
have also been implicated as a potential site of induced cy-
totoxicity. Endogenous and/or exogenous stress can cause the
membrane of the lysosome to permeabilize and release hydro-
lases. If this release is uncontrolled, it can lead to necrosis and
selective release of two classes of hydrolases (sphingolipidases
and cathepsins) that can trigger the so-called “extrinsic” path-
way to apoptosis. Abnormalities in lysosomal cathepsins (found
in many cancer types) can degrade the extracellular matrix of
the cell and lead to tumor metastasis (33–37).

Thus, the mode of platinum entry into cells and its sub-
sequent intracellular pathways and interactions with subcel-
lular organelles are defined poorly. Addressing where and
how platinum drugs are processed in cells could greatly help
elucidate the cause of unwanted toxicities as well as the
phenomena of drug-resistance, ultimately improving drug de-
sign. In the past, techniques such as cell fractionation, atomic
absorption spectroscopy, and light and electron microscopy
were employed to study the distribution of cisplatin in vitro
(8, 19, 21, 30). A lack of readily available, accurate, and sen-
sitive platinum-mapping techniques limited the research in this
area. In the past decade, new and improved techniques have
emerged for the detection of platinum in cells. Here, we re-
view and evaluate recent developments in the study of the fate
and distribution of platinum complexes in cancer cells, achieved
through the use of three important imaging techniques: electron
microscopy, fluorescence imaging, and synchrotron radiation in-
duced X-ray emission.

Platinum Imaging Techniques

Transmission electron microscopy

Transmission electron microscopy (TEM) has been used exten-
sively in biology for direct visualization of ultrastructural details
and platinum deposits in cells. The underlying physics behind
TEM is similar to that of ordinary light microscopy; however,
the resolutions achieved by TEM can be some 400-fold greater
than that of light microscopy (38). Briefly, the mechanics be-
hind TEM involves an illuminating source, the electron gun,
that sends a beam of electrons through a vacuum and onto the

specimen of interest. An image is formed according to the differ-
ential absorption of electrons by various parts of the specimen;
this image is amplified via a series of electromagnetic or elec-
trostatic lenses and is projected onto a fluorescent screen. As
all manufactured transmission electron microscopes guarantee
a resolution of 0.344 nm, TEM is particularly useful in cellular
biology, where resolutions of around 2 nm (the width of one
third of a mitochondrial membrane) are needed (38, 39).

The preparation of biologic samples for TEM involves several
steps. First, the sample is fixed, usually chemically, to preserve
the structural integrity and the spatial information of the cells
while simultaneously terminating any biologic activity. After
fixation, the sample is buffered, dehydrated, and embedded in
an epoxy resin, then sectioned into thin slices (that range from
80 to 800 nm) and stationed onto a grid, ready for examina-
tion by the electron microscope. For specific staining of cellular
components, immunolabeling can be employed; the contrast be-
tween cellular components or the background can be heightened
by staining with heavy metal salts, such as those of uranium,
lead, and osmium, all of which have sufficient mass and electron
density to scatter the electron beam (40).

The high resolution attainable by TEM has led to its use in
biologic platinum studies in two ways; to reveal ultrastructural
morphologic changes in drug treated biological samples and to
map directly the platinum moiety in cells.

Several studies have used TEM to examine morphologic fea-
tures of organ tissues, sarcoma, and tumour cells, before and
after cisplatin treatment to gain insights into its toxicity and
mode of action (41, 42). Among the more recent findings from
these fine-structure studies was the observation that the mor-
phology of rat kidney tissues changes after cisplatin treatment
in vivo (8). It was observed that cisplatin induced a large in-
crease in the number and the size of lysosomes in the cells
of the kidney, which suggests that lysosomal sequestration is a
mechanism used by the kidney for the removal of platinum and
other heavy metals (8, 43). Other similar fine-structure studies
revealed significant changes in mouse kidney morphology af-
ter cisplatin incubation, with observed features such as necrotic
proximal tubules, damaged tubular basement membrane, and
short irregular microvilli (44).

In in vitro studies, Yang et al. (26) found that the morphology
of the mitochondria to be changed significantly after one and
4 hour incubations with 50 µM cisplatin on the head and neck
squamous cell carcinoma cell line (HSNSCC). The mitochon-
dria showed swelling, distortion of the cristae as well as the
inner and outer membranes, whereas the nucleus and nucleoli
remained unchanged. This finding led to the authors to chal-
lenge the notion that the site of action of cisplatin is solely with
nuclear DNA, which suggests that cisplatin could act directly on
the mitochondria to cause the release of cytochrome c trigger
in the apoptotic cascade (26). In another study conducted by
Meijera et al. (45) on human small cell lung carcinoma cancer
cells (GLC4), a high nucleus to cytoplasm ratio was observed
after 4 hour incubations with 333 µM cisplatin. Furthermore,
similar cisplatin treatments on the cisplatin resistant sub-line,
GLC-CDDP, were shown to cause swelling of the Golgi appa-
ratus and an increase in the numbers of mitochondria (45).
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Early attempts to map the distribution of the electron-rich
platinum moieties inside cells employing TEM have met with
some success, with platinum(II)-pyrimidine complexes being
amongst the first platinum species to be mapped (46). In this
study, it was observed that cells stained with platinum(II)-
thymine/uracil complexes, prepared as 1% solutions, showed
platinum staining in the chromatin, nucleolus, and ribosomes
with high selectivity. However, it should be noted that the
concentration present in a 1% platinum complex solution is
much greater than those in normal experimental dosages. In a
separate study by Khan and Sadler (47), gray electron dense
areas were also observed to be localized primarily within the
nucleus and nucleolus of human epithelial carcinoma (HeLa)
cells after 4 hour incubations with high concentrations of
cisplatin (200 µM). These gray areas were later confirmed by
electron-probe X-ray analysis to contain platinum (47).

In later TEM studies by Ghadially et al. (48), a lower
concentration of cisplatin (30 µM) was incubated in HeLa and
human lymphoblastoid (RPMI 6410) cells for periods that
ranged from 1 hour to 4 days. No intracellular platinum was
detected in either cell line. However, similar incubations with
platinum(II)-uracil resulted in development of lysosome-like
bodies in the cytosol, which are referred to as “platinosomes,”
that contain electron dense species identified by X-ray analysis
as platinum (48). In a related study, similar concentrations of
cisplatin were injected into rabbit knee joints and incubated
for several days. Again, no platinum was detected in the
intracellular or extracellular compartments of the synovial cells,
whereas platinum was observed to accumulate only in the
“platinosomes” after platinum-uracil incubation (49). This set
of studies highlights the effect of incubation concentrations
of the drug on the cellular distribution results, as well as,
drawing attention to the uptake of some platinum(II) complexes
in cytoplasmic organelles.

In more recent attempts to map the cellular distribution of
cisplatin, Beretta et al. (50) incubated human ovarian cancer
cells (A2780) with cisplatin concentrations of up to 100 µM
for 30 minutes and observed electron dense spots, identified
as large platinum deposits, distributed in the cell cytoplasm
and nucleus. Additionally, it was observed that the platinum
deposits made blunt contacts with the plasma membrane, which
suggests that the cellular influx of cisplatin is through an
endocytosis-independent manner that is consistent with the
passive diffusion theory of cisplatin uptake (50).

Recent developments in TEM have resulted in the emergence
of immunoelectron microscopy, in which antibodies labeled
with gold particles are employed to detect certain intracellular
antigens under the electron microscope. Using this new tech-
nique, intracellular platinum-intrastrand cross-links, formed in
GLC4 cells after 4-hour cisplatin (0–333 µM) incubations, were
identified by the employment of a GPt antibody stain. This stain
binds to Pt-DNA adducts selectively and quantitative analysis
could be performed by counting the gold labels per cm2 of area
of interest on the images of three or more individual cells. It was
found that the distribution of Pt-DNA adducts was the same for
both GLC4 and GLC4-CDDP cell lines, with adducts detected in
the nucleus (preferentially at loci with high-density chromatin),

and in the mitochondria. DNA platination was found to be high-
est in apoptotic and dividing cells (45). It should be noted that
again, high cisplatin incubation concentrations were required to
acquire accurate quantitative Pt-adduct formation data.

Overall, TEM has proven to be a valuable tool for biologic
platinum studies. It can provide qualitative information, with
excellent resolution, regarding the intracellular sites of plat-
inum interactions and accumulations. Quantitative information
regarding certain structures, such as Pt-adducts, can now be ac-
quired. Despite these advantages, limitations exist in the use of
TEM as a mapping technique for platinum. TEM cannot attain
visual information of living samples, and the process of fixing,
dehydration, and resin embedding can significantly affect the
distribution of the platinum species inside cells. Furthermore,
TEM lacks the sensitivity to detect single platinum moieties ac-
curately, mainly because of the damage caused to the ultrathin
sample sections by the high-energy beams (51). Hence, TEM
is limited to the detection of clusters or deposits of platinum
metals; sparse distributions of platinum remain undetected. Ad-
ditionally, the cisplatin incubation concentrations required for
the detection of platinum deposits and Pt-adducts in cells are
much greater than normal experimental dosages. This finding
could produce misleading results in relation to the intracellular
distribution of platinum.

Fluorescence imaging

Currently, fluorescence microscopy is one of the most useful
techniques for the examination of drug localization in fixed and
live cells. However, to use this technique, the drug must be
fluorescent, or labeled with a fluorescent tag.

Two forms of fluorescence microscopy are observed in the
literature: wide-field epifluorescence microscopy and laser scan-
ning confocal microscopy. Briefly, the mechanics behind both
techniques involves irradiation of the sample with high-energy
photons, which excite appropriate fluorophores to high-energy
states. After excitation, the fluorophores undergo relaxation in
the forms of nonradiative transitions between excited states, and
this energy can be lost as heat to the solvent. Fluorescence re-
sults as the fluorophore relaxes even more back to its ground
state that emits a photon with a longer wavelength than the
original excitation photon. In both techniques, this process is
performed on a light microscope platform. The two fluorescent
techniques differ in how the resultant fluorescence is collected
and initially excited. In wide-field epifluorescence microscopy,
the sample is illuminated using a high-energy light source, such
as a Hg or Xe lamp, and the emitting photons are collected and
amplified using a charged coupled device camera. The resulting
images can be in “red color;” however, this technique collects
emitted fluorescence across a large depth of field, including light
outside the focal plane, which limits axial resolution to ∼1 µm.
In confocal microscopy, the sample is excited by scanning with
a laser, and the emitting photons are collected and amplified us-
ing photon multiplier tubes. The resulting images are in “gray
scale;” however, the additional employment of a pinhole posi-
tioned before the detector eliminates out of focus light, which
enables resolutions of around 0.1–0.2 µm in the XY plane. This
method allows the sample to be “optically sectioned” without
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physical sectioning, which enables three-dimensional images to
be created (52, 53).

Several advantages exist in using fluorescence microscopy in
drug distribution studies. Unlike TEM, fluorescence microscopy
is a noninvasive technique that can acquire three-dimensional
images of living cells in real time with minimal preparation.
Additionally, the spatial distribution of fluorescence within cells
can be detected with high sensitivity and signal specificity;
hence, both qualitative and quantitative data can be acquired
at relatively low drug incubation concentrations. Furthermore,
intracellular organelles can be labeled with fluorescent organelle
specific stains to identify the sites of drug accumulation in
co-localization experiments (52, 54).

Recently, platinum agents have been labeled with various
fluorescent tags for fluorescence microscopy studies. The ear-
liest work of this kind was conducted by Molenaar et al. (55),
who tagged a cisplatin derivative with a carboxyfluoroscein di-
acetate (CFDA) moiety. The CFDA ligand is a nonfluorescent
derivative of fluorescein and the CFDA-Pt complex becomes
fluorescent following cellular uptake and acetate hydrolysis. In
this study, human osteosarcoma cells (U2-OS) were incubated
for 30 minutes in 10 µM CFDA-Pt. Using wide-field epifluo-
rescence microscopy, the complex was observed to distribute
initially throughout the entire cell, and then accumulate in the
nucleus to form fine granular patterns at 3 hours after incubation.
After 8 and 72-hour incubations with the complex, localization
within the Golgi apparatus was identified through colocaliza-
tion experiments employing a Golgi fluorescent probe. After 24
hours, no significant fluorescence was observed in the nuclei
of the cells, which suggests that the fluorophore had under-
gone efflux from the organelle. The fluorescence distribution of
the free CFDA fluorophore proved to be very different from
the complex, which suggests that the platinum complex is not
mimicking the behavior of the fluorophore (55). A later study by
the same group (56) found that the treatment of biologically ac-
tive dinuclear platinum complexes labeled with the same CFDA
moiety in U2-OS cell lines shows very similar localization to
the mononuclear CFDA-Pt complex (56). Therefore, fluores-
cence microscopy has allowed for the intracellular pathway of
CFDA tagged platinum complexes to be deduced and subse-
quently, identified the Golgi as having a significant role in the
cellular processing of these types of complexes.

In a similar study, Safaei et al (57) studied the distribution of
a fluorescein-labeled cisplatin analog (FDDP) using epifluores-
cent microscopy in fixed human ovarian carcinoma cells (2008).
This study showed the complex was localized within the cyto-
plasm after a 5 minute incubation with 2 µM F-DDP. After 10
to 30 minutes, fluorescence was observed in the nuclear regions.
Like the Pt-CFDA complex, F-DDP also displayed fine granular
patterns in the nucleus, and it was distributed in discrete vesicu-
lar structures, not localized diffusely throughout the cytoplasm.
Staining with organelle-specific markers revealed that F-DDP
was sequestered into the lysosomes, Golgi, and secretory com-
partments of the cells. The roles of these subcellular organelles
in the processing of the complex were investigated by the use
of various pathway inhibitors. These biologic tools in conjunc-
tion with fluorescence microscopy revealed that the secretory

pathways, involving the Golgi and lysosomes played an impor-
tant role in intracellular trafficking of these tagged complexes,
particularly with regard to drug efflux (57).

In another fluorescence microscopy study, the trafficking
pathways of a fluorescently tagged Alexa Fluor–platinum com-
plex in a cisplatin-sensitive human KB epidermoid carcinoma
cell line (KB-3-1) and its cisplatin-resistant subline (KB-CP-r)
were compared. During the first 30 minutes of the incubation,
the fluorescence from the complex moved from the membrane
and into the Golgi apparatus; after 2 hours, the complex was
distributed throughout the cell, including nuclear compartments.
Internalization of the fluorescent complexes was very different
in the cisplatin resistant subline, where the overall accumulation
of the complex was lower, as determined by decrease of cellu-
lar fluorescence by flow cytometry. Only punctate cytoplasmic
staining was observed after incubations, with little fluorescence
in the cell nucleus. The altered distribution suggests that cel-
lular resistance could be caused by modified trafficking, possi-
bly involving the failure of cell membrane proteins that bind
cisplatin (58).

From these studies, it can be observed that fluorescence mi-
croscopy can indeed be a powerful technique for studies into the
biologic fate of platinum anticancer agents. It not only provides
qualitative and quantitative distribution data, but also offers the
option of real-life time imaging, which reveals cellular pro-
cesses in action. Despite the usefulness of fluorescence imaging
in distribution studies, inherent disadvantages exist with this
technique. For example, it is difficult to ascertain whether the
fluorescence observed is from the fluorophore-platinum com-
plex or the fluorophore alone (should cleavage occur in the
biologic environment). In addition, the attachment of the fluo-
rophore creates a more lipophilic compound, and entry into the
cell and the distribution will differ from the properties of the
platinum complex alone, which affects such factors as cellu-
lar uptake (59, 60). Furthermore, a highly conjugated, aromatic
fluorophore may act as an intercalator, which generates differ-
ent reaction profiles with DNA. Hence, caution should be used
when evaluating the distributions of fluorescence in cells.

The disadvantage associated with altered distribution because
of the fluorescence tag does not apply when the drugs concerned
are intrinsically fluorescent platinum species, such as those of
the platinum-anthraquinone complexes. Platinum-anthraquinone
complexes were designed to increase the DNA affinity of the
platinum moiety by its chemical linkage to a bio-carrier, in
this case an intrinsically fluorescent DNA intercalator (61, 62).
In a series of time-lapse fluorescence microscopy studies con-
ducted by Reedijk et al. (63, 64), the cellular distribution of a
group of dinuclear cationic platinum-anthraquinone complexes
was observed in live parental A2780 cells. At the low incu-
bation concentration of 3 µM, the complexes were observed to
enter the cells slowly, with fluorescence predominantly being
localized within the cytosol after 2 hours. After 24 hours, the
complexes were localized in the lysosomes whereas the free
ligand was found to be additionally localized in the nucleus.
In contrast, studies using the same complexes in the cisplatin
resistant A2780 subline show that the complexes were encap-
sulated by the lysosomes at the beginning of their incubation,
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which suggests that lysosomal sequestration plays an impor-
tant role in the resistance profile of A2780 cells. However,
additional DNA titration studies found that the fluorescence
of the anthraquinone was quenched in the presence of DNA;
hence, any nuclear localization of the drug may not have been
detected (63, 64).

Additional studies using the same complexes in both cisplatin
sensitive and resistant forms of U2-OS cells also showed dif-
ferences in the cellular processing of the drugs; both the free
ligands and platinum complexes were rapidly found to accu-
mulate in the nucleus, after uptake into the Golgi, which was
hypothesized to be involved in transport of the platinum com-
plexes out of the cells (56). In this set of studies, fluorescence
imaging helped to illustrate the differences in the intracellular
interactions of dinuclear platinum-anthraquinone complexes in
different cell lines and in the different resistance profiles of
A2780 and U2-OS resistant sub lines.

In a separate fluorescence microscopy study, the distribu-
tion of a mononuclear neutral platinum-anthraquinone complex,
Pt-1 C3 (1), was examined in human colon adenocarcinoma cells

(1)

(DLD-1) and A2780 cells (see Fig. 1). In both cell lines, flu-
orescence was observed to be predominantly localized within
lysosomes after 1-, 4-, and 24-hour incubations with the com-
plex, with no colocalization with mitochondrial and nucleic acid
fluorescent probes. These results were in conflict with the high
cytotoxicity profile observed for the platinum complex and cel-
lular uptake studies that showed high platinum content within
the nucleus after 4 hour incubations (65). Several possible rea-
sons exist for the lack of fluorescence detected in the nucleus.

Figure 1 ‘‘Going down: Nucleic acid probe, mitochondrial probe, lysosomal probe. Going across: Probe, drug, merge of probe and drug.
Co-localisation images of cells incubated in a) SYTO-21 nucleic acid stain, b) Pt1C3 for 2-4 hours c) both nucleic acid stain and Pt1C3; d) MitoTracker
Green mitochondrial stain, e) Pt1C3 for 2-4 hours, f) both mitochondrial stain and Pt1C3; and g) LysoTracker Green lysosomal stain, h) Pt1C3 for 2-4
hours, i) both lysosomal stain and Pt1C3. Figure reproduced with permission from Reference [65] with kind permission from ScienceDirect, Elsevier.’’
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The amount of DNA binding may be too low to detect by con-
focal techniques. Alternatively, the platinum cytotoxin could be
cleaved from the fluorescent anthraquinone part of the com-
plex and is still entering the nucleus. Last, quenching of the
molecules fluorescence could have occurred through reaction
with an endogenous molecule such as DNA. Hence, although
the bio-distribution of these intrinsically fluorescent drugs will
not be altered because fluorescence tagging is unnecessary, lim-
itations still exist in the application of fluorescence imaging in
the mapping of these intrinsically fluorescent platinum com-
plexes in cells.

X-ray fluorescence microscopy

A recently embraced technique in the monitoring of platinum
in cells is that of synchrotron radiation induced X-ray emission
(SRIXE). SRIXE is essentially synchrotron-based X-ray fluores-
cence microscopy and allows for the accurate two-dimensional
analysis of elemental distribution within biologic samples (pro-
vided that the element is heavier than fluorine). The high in-
tensity of X-rays derived from third generation synchrotron
sources gives rise to the high sensitivity of platinum detection,
with detection possible down to 5–10 ppm, and the high spa-
tial resolution of about 0.15 × 0.15 µm2 (66–68). At this level
of elemental sensitivity, SRIXE has advantages over electron
microscopy because the detection of platinum is possible at
much lower drug concentrations. Furthermore, the location of
the unmodified platinum complex can be monitored directly
using SRIXE, and it is not merely inferred indirectly by the
imaging of chemically modified analogs of the drug as done
in fluorescence microscopy studies. Additionally, it is not nec-
essary to fix or to section samples for SRIXE because of the
highly penetrating nature of hard X-rays (photons with energy >

1 keV), and the samples can be studied relatively close to their
natural hydrated state (with some cryogenic treatments) (69).

Briefly, the principle behind SRIXE involves the focusing
of a beam of hard X-rays from a synchrotron source to a

submicron area section on a sample. When absorbed by core
electrons of the elements in the sample, these photons result
in ejection of these electrons. Electrons from a higher energy
orbital move down to fill the vacancies left, which results in
the release of photons with energy that is equivalent to the dif-
ference in the binding energies of the two shells. This X-ray
fluorescence is detected and converted into an X-ray spectrum,
conveying characteristic peaks (see Fig. 2) (66). The identity of
the elements can be deduced from the energies of the peaks,
and the integration of the peaks correlates to the quantities
of the elements present. By this method, many elements can
be identified concurrently, which allows maps of the distribu-
tion of these elementals to be generated at submicron resolu-
tion (66–68).

So far, studies that use SRIXE to map the distribution of
platinum inside cells have been limited, and all studies have
been conducted at low resolution. The first of these studies was
conducted by Ilinski et al. (68), who used SRIXE to compare
the uptake of platinum(II) complexes in the cisplatin-sensitive
2008 cell line and its cisplatin-resistant subline. In this study,
incident X-ray energy of 11.7 keV (just above the platinum
2p3/2 absorption edge) was used, and Lα fluorescence lines
were collected with resolutions of 1 × 0.2 µm2. It was observed
that the cisplatin accumulation in the cisplatin-resistant subline
was half that of the cisplatin-sensitive cell line after 24-hour
incubation with 10 µM cisplatin. In contrast, Pt103, a cisplatin
derivative that displayed high activity against cisplatin-resistant
tumors, showed a higher accumulation after the same incubation
period. This suggests that increase of Pt103 cellular uptake was
responsible for its bypass of cisplatin resistance mechanisms
in cisplatin-resistant 2008 cells. However, the accuracy of this
experiment was compromised because of the overlap of the
fluorescence peaks between Pt Lα and Zn Kβ when 11.7 keV
is used as the incident energy (68). Regardless, the potential of
SRIXE to map the distribution of platinum quantitatively within
individual cells was demonstrated.
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Figure 2 Schematic diagram illustrating of the components in the X-ray fluorescence microscope apparatus. Figure reproduced with permission from
Reference 68 with kind permission from ScienceDirect, Elsevier.
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Following this, Hall et al. (60, 70) used SRIXE to exam-
ine elemental distribution within A2780 cells that had been
treated with cisplatin and platinum(IV) complexes. This study
employed incident energy of 13.4 keV (above the 2p1/2 absorp-
tion edge), and emissions from both Kα and Lα fluorescence
were collected at a resolution of 0.3 × 0.3 µm2. It was observed
that cisplatin and the platinum(IV) analogs accumulated in the
nuclei of the cells after 24-hour incubations with 20 µM so-
lutions (note that zinc elemental maps were used to identify
the cell nucleus- see Fig. 3). This finding suggests that most
platinum(IV) species had been reduced, and it was confirmed
qualitatively by collecting micro-XANES spectra at points of
high platinum concentration within the cells. The observation
was also confirmed quantitatively by obtaining XANES spectra
of bulk cell samples and quantifying the percentage of remain-
ing platinum(IV) (60, 70). Hence, this study confirmed that
SRIXE can be used for qualitative and quantitative studies of
platinum accumulation inside cells, and it showed that the cou-
pling of SRIXE with XANES affords a powerful technique in
which both the distribution and oxidation state of a drug within
a biologic system can be determined.

In later studies, Hall et al. (71) employed the same method
as above to study the intracellular distribution of platinum
complexes that carry bromine labels (2, 3) or anthraquinones
(1). Again, after 24 hours, all complexes were found to be
localized within the nucleus, with little platinum being in
the cytosol. In the case of the platinum(II)-3-bromopyridine
complex (2), the bromine was also observed to colocalize with
the platinum. This finding is consistent with the amine moieties
that remain bound to platinum(II) complexes inside cells. In
another case of the platinum(IV)-bromoacetate complex (3),
the distribution of the bromine was much more diffuse when
compared with that of the platinum, which is consistent with
the reduction of the platinum(IV) complex. However, whether
the reduction occurred before or after cell entry is still unclear
(see Fig. 4) (71). Hence, by this method of labeling, the
bio-transformation of platinum(IV) agents can be monitored via
SRIXE.

Figure 3 Elemental maps of Cl, K, Ca, Cu, Zn and Pt, respectively,
obtained from an A2780 cell treated with cisplatin for 24 hours. Figure
reproduced with permission from Reference 60 with kind permission from
ScienceDirect, Elsevier.
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SRIXE has also been recently employed to investigate cis-
platin resistance. Shimura et al. (72) has measured the quanti-
tative difference in cisplatin accumulation between lung carci-
noma cells (PC-9) and its cisplatin-resistant subline. Using an
incident energy of 15 keV and a resolution of 1.5 × 0.75 µm,
it was found that at 12 hour incubations using 1 µM cisplatin,
the intensity of platinum in the resistant subline was 2.6 fold
less than observed for the sensitive cell line (72). By using the
same method as Ilinski et al. (67), Chen et al. (73) mapped the
distribution of cisplatin in intrinsically cisplatin-resistant human
melanoma cells (MNT-1) and in human epidermoid carcinoma
cells (KB-3-1). This study found that cisplatin was sequestered
into the melanosomes, and nuclear accumulation was reduced.

Although SRIXE is relatively new to cellular platinum stud-
ies, it has proven to be an excellent and reliable technique for
the detection of platinum drugs in cells. Currently, success of
elemental distribution studies using SRIXE is limited by the
comparatively poor resolution. In the above studies, organelles,
such as mitochondria, Golgi, endoplasmic reticulum, and lyso-
somes were not resolved because many of these subcellular
organelles and structures are smaller than 0.1 µm (52). Hence,
SRIXE in platinum studies currently lacks the high resolution
found in TEM and fluorescence microscopy studies.

Conclusion and Future Applications

Advancements in imaging techniques, as illustrated above, has
facilitated the significant progress made by studies of the in-
tracellular distribution of platinum anticancer agents, providing
deeper insight into the cellular fate of these drugs. All tech-
niques mentioned have the potential to make even more valuable
contributions biologic studies of platinum complexes. In terms
of imaging, TEM provides the highest level of two-dimensional
morphologic spatial resolutions. Additional developments into
immunoelectron microscopy may allow for the intracellular
mapping of more platinum–protein structures.

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY © 2008, John Wiley & Sons, Inc. 7



Platinum Anticancer Drugs, Chemical Biology of

Figure 4 SRIXE maps showing the distribution of Br (left column) and Pt (right column) in A2780 whole cancer cells treated with
cis-(PtCl2(3-Brpyr)(NH3)) (top row) or cis, trans, cis-(PtCl2(OAcBr)2(NH3)2) (bottom row). Figure reproduced with permission from Reference 71 with kind
permission from Springer Science and Business Media.

Fluorescence microscopy uniquely allows for real time,
three-dimensional tracking of drugs in live cells at low incuba-
tion concentrations. When employed in conjunction with tools
such as pathway inhibitors, this technique can elucidate drug
trafficking pathways and reveal the roles of intracellular com-
ponents in the drug action.

SRIXE is a powerful technique that can map the distribution
of platinum with very high sensitivity and at low incubation
concentrations of the unmodified platinum drug. With future
improvements to its resolving power, this technique has the
potential to obtain unprecedented information on the distribution
of both endogenous and exogenous elements at a sub-cellular
level.

In addition to the advancement of the mentioned techniques,
the future of the imaging of cellular platinum may also benefit
from alternative techniques, such as that of secondary-ion mass
spectrometry and autoradiography. However, these techniques
have yet to be used in investigations of the in vitro distributions
of platinum complexes.
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How to synthesize biologically active polypeptides chemically has long
been an important challenge for many fields in chemistry and biology. In
the past, the development of solution-phase and solid-phase synthesis
techniques has made it possible to synthesize large molecules like peptides
with molecular weights up to 10,000. The purpose of this review is to
provide an overview of how to prepare natural bioactive peptides
synthetically. Because of space limitations, this review concentrates on
peptide hormones and neurotransmitters.
Abbreviations: Standard abbreviations as recommended by IUPAC-1UB
Commission are used in this review (1). Other abbreviations include: Acm,
acetamidomethyl; Bn, benzyl; Boc: t-butyloxycarbonyl; Bom,
benzyloxymethyl; BHA, benzhydrylamine; Cbz, benzyloxycarbonyl; cHx,
cyclohexyl; DCC, N,N-dicyclohexylcarbodiimide; DCM, dichloromethane;
DIC, N,N-diisopropylcarbodiimide; DMF, N,N-dimethylformamide; DMSO,
dimethyl sulphoxide; For, formyl; Fmoc, 9-fluorenylmethyloxycarbonyl;
HMP, 4-hydroxymethylphenoxyacetyl; HOAt,
1-hydroxy-7-azabenzotriazole; HOBt,
1-hydroxybenzotriazole-benzotriazole; MBHA, 4-methylbenzhydrylamine;
Mtr, 4-methoxy-2,3,6-trimethylphenylsulphonyl; Np, nitrophenyl; NSu,
N-succinimide; ONsu, N-hydroxysuccinimide; Trt, triphenylmethyl; Pam,
4-(hydroxymethyl) phenylacetamidomethyl; PAL,
5-[4-(9-fluorenylmethyloxycarbonyl)aminomethyl-3,5,-
dimethoxyphenoxy]valeric acid; Pcp, pentachlorophenyl; PEG,
polyethylene glycol; Pha, phenoxyacetyl; Pmc,
2,2,5,7,8-pentamethyl-chroman-6-sulphonyl; Tcp, trichlorophenyl; TFA,
trifluoroacetic acid; TFAA, trifluoroacetic anhydride; Tos, p-toluenesulfonyl.

Peptide hormones and neurotransmitters are among the most im-
portant classes of natural products in living systems, including
in humans. They modulate and regulate most major biological
functions and behaviors that are necessary for the maintenance
of life and health, including feeding behavior, reproduction, re-
sponse to stress, pain, cardiovascular function, kidney function,
energy homeostasis, aggression, maternal behavior, learning be-
havior, and many others. In addition, these hormones often are
intimately involved in virtually all major diseases, including
hypertension and other cardiovascular dysfunctions, diabetes,
obesity, cancer, CNS diseases, and many others. The recognition

that polypeptides played such a central role in health and dis-
ease is a relatively recent scientific development. The discovery
of insulin as the principle modulator (along with glucagon—a
later discovery) of glucose levels in the blood and the determi-
nation of the structure and total synthesis of the peptide hormone
and neurotransmitter oxytocin, which controls uterine contrac-
tion, milk ejection, and later maternal behavior; socialization;
and aspects of sexual behavior are milestones not only in pep-
tide and protein chemistry, biology, and medicine, but also in
modern drug discovery and design. Especially in the case of
oxytocin immediately after its structure determination and total
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synthesis by du Vigneaud and co-workers in the early 1950s,
he and many others began to modify the “functional groups”
and structure of oxytocin to determine those features impor-
tant to biological activity. Of central importance in this regard
was the development of increasingly efficient synthetic meth-
ods (if you cannot make it you cannot study it) and analytical
methods for the preparation and purification of polypeptides.

In this review, we will outline synthetic methods that have
been developed for the synthesis of polypeptide hormones and
neurotransmitters, and in the process we also point out the
key analytical procedures that have been used in the synthesis
and purification of these important biological natural products.
See Table 1 for an overview of this article and its contents.

Table 1 Peptides discussed in this article

Name Target Structure Major biological Synthesis
features activities techniques

Atrial natriuretic
peptide (ANP)

ANP-R1 to R3
receptors in the
peripheral
system

28-residue peptide
with a disulfide
bridge

Modulate blood
pressure

Solid-phase
N α-Boc
chemistry

Cholecystokinin
(CCK)

CCK-A receptor,
CCK-B receptor

33-residue peptide
amide with a
Tyr sulfonic
acid

Modulate digestion
system

Solution-phase and
solid-phase
N α-Boc
chemistry

Gastrin CCK-B receptor 14- and 17-residue
peptide amide
with a Glu rich
region

Stimulate gastric
acid secretion

Solution-phase and
solid-phase
N α-Fmoc
chemistry

Glucagon-like
peptide 1
(GLP1)

GLP-1 receptor 30- and 31-residue
peptide amide
differed by a
C -terminal Gly

Stimulate insulin
secretion

Solid-phase
N α-Fmoc
chemistry

Glucose-dependent
insulinotropic
polypeptide
(GIP)

GIP receptor 42-residue peptide Inhibit gastric acid
and stimulate
insulin secretion

Solution-phase
chemistry

Motilin Motilin receptor 22-residue peptide Stimulate
migrating motor
complex

Solid-phase
N α-Boc
chemistry

Neuropeptide
Tyrosine (NPY)

NP Y1 to Y5
receptors

36-residue peptide
amide

Increase food
intake

Solid-phase
N α-Boc
chemistry

Peptide Tyrosine
Tyrosine (PYY)

PYY receptor 36-residue peptide
amide

Inhibit food
digestion

Solid-phase
N α-Fmoc
chemistry

Secretin Secretin receptor 27-residue peptide
amide

Regulate pH of
duodenal
contents

Solid-phase
N α-Boc
chemistry

Somatostatin Somatostatin 1 to 5
receptors

14- and 28-residue
peptide with a
disulfide bridge

Inhibit gut peptides
and growth
hormone

Solid-phase
N α-Boc
chemistry

Substance P Neurokinin 1
receptor

11-residue peptide
amide

Involved in pain,
vomitting,
cellular growth,
mood regulation

Solid-phase
N α-Boc
chemistry

Vasoactive
intestinal peptide
(VIP)

VPAC1and VPAC2
receptors

28-residue peptide
amide, highly
basic

Inhibit gastric acid
and stimulate
water and
electrolytes
secretion

Solid-phase
N α-Boc
chemistry
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Table 1 (Continued )

Name Target Structure Major biological Synthesis
features activities techniques

Corticotropin-
releasing factor
(CRF or CRH)

CRH-R1 and
CRH-R2
receptors

41-residue peptide
amide

Involved in stress
response

Solid-phase
N α-Boc
chemistry

Gonadotropin-
releasing factor
(GnRF or
GnRH)

GnRH I and II
receptor

10-residue peptide
amide

Stimulate the
release of
luteinizing
hormone and
follicle-
stimulating
hormone

Solid-phase
N α-Boc
chemistry

Growth hormone
releasing factor
(GRF or GRH)

GRH receptor 40–44-residue
peptide amide

Stimulates growth
hormone
secretion

Solid-phase
N α-Boc
chemistry

Thyrotropin-
releasing factor

TRF receptor 3-residue peptide
amide

Stimulates thyroid-
stimulating
hormone and
prolactin
secretion

Solid-phase
N α-Boc
chemistry

Angiotensin II Angiotensin II AT1
and AT2
receptor

8-residue peptide Increase blood
pressure

Solid-phase
N α-Boc
chemistry

Amylin Amylin receptor 37-residue peptide
amide with one
disulfide bridge

Regulate blood
glucose level

Solid-phase
N α-Boc
chemistry

Glucagon Glucagon receptor 29-residue peptide Increase blood
glucose level

Solid-phase
N α-Boc
chemistry

Insulin Insulin receptor Contains
21-residue A
chain with an
intra disulfide
bridge and
30-residue B
chain, linked by
two disulfide
bridges

Lower blood
glucose level

Solid-phase
N α-Boc
chemistry

Pancreatic
polypeptide

Pancreatic
polypeptide
receptor, NP Y4
receptor

36-residue peptide
amide

Inhibit pancreatic
secretion

Solid-phase
N α-Boc
chemistry

Adrenocorticotropin
(ACTH)

Melanocortin 2
receptor

39-residue peptide Stimulate the
cortex of
adrenal gland

Solid-phase
N α-Boc
chemistry

Melanocyte-
stimulating
hormones
(MSH)

Melanocortin 1 to
5 receptors

12–22-residue
peptide or
peptide amide,
with His-Phe-
Arg-Trp as the
major
pharmacophor

Darken skin and
hair

Solid-phase
N α-Boc
chemistry
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Table 1 (Continued )

Name Target Structure Major biological Synthesis
features activities techniques

Oxytocin Oxytocin receptor 9-residue peptide
amide with a
disulfide bridge

Facilitate birth and
breastfeeding

Solid-phase
N α-Boc
chemistry

Vasopressin Arginine
vasopressin
receptor 1A,
1B, 2

9-residue peptide
amide with a
disulfide bridge

Regulate the
retention of
water

Solid-phase
N α-Boc
chemistry

Relaxin Relaxin/insulin-like
family peptide
receptor 1 to 4

Contains 24-residue
A chain with an
intra disulfide
bridge and
29-residue B
chain, linked by
two disulfide
bridges

Facilitate birth Solid-phase
N α-Fmoc and
N α-Boc
chemistry

Calcitonin Calcitonin receptor 32-residue peptide
amide with a
disulfide bridge

Lower blood
calcium and
phosphate
levels

Solid-phase
N α-Fmoc
chemistry

Calcitonin
gene-related
peptide (CGRP)

CGRP1 and 2
receptors

37-residue peptide
amide with a
disulfide bridge

Lower blood
pressure

Solid-phase
N α-Boc
chemistry

Dynorphin κ-opioid receptor 13- or 17-residue
peptides

Endogenous
κ-opioid
receptor agonist

Solid-phase
N α-Fmoc
chemistry

Endorphin µ,δ-opioid
receptors

16- to 31-residue
peptides

Have analgesic
effect

Solid-phase
N α-Fmoc and
N α-Boc
chemistry

Enkephalin µ,δ-opioid
receptors

5-residue peptides
different at the
C -termili
sequence

Have analgesic
effect

Enzymetic
synthesis

Leumorphin κ-opioid receptor 29-residue peptide Endogenous
κ-opioid
receptor agonist

Solid-phase
N α-Boc
chemistry

Neurokinin A & B Neurokinin 1 to 3
receptors

10-residue peptide
amide

Similar activities
as substance P

Solid-phase
N α-Boc
chemistry

Eledoisin,
Physalaemin and
Kassinin

Neurokinin 1 to 3
receptors

10- or 11-residue
peptide amide

Similar activities
as substance P

Gastrin releasing
peptide (GRP)

Gastrin-releasing
peptide receptor

27-residue peptide
amide

Stimulate gastrin
release

Solid-phase
N α-Boc
chemistry

Neurotensin Neurotensin 1, 2
receptors,
Sortilin 1
receptor

13-residue peptide Lower blood
pressure,
increase blood
glucagon,
glucose levels

Solid-phase
N α-Boc
chemistry

Bradykinin Bradykinin 1, 2
receptors

9-residue peptide Lower blood
pressure, pain
related

Solid-phase
N α-Boc
chemistry
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Peptide Hormones

Cardiac hormones

Atrial natriuretic peptide (ANP)

ANP is a 28-amino-acid peptide first discovered by de Bold et
al. (2). It is released from heart atrial myocytes in response to
a local arterial wall stretch. ANP acts on outer adrenal cells
to decrease aldosterone production and blood pressure, increase
salt and water excretion, and transudate plasma water to the
interstitium (3).

The sequence of ANP is as follows: Ser-Leu-Arg-Arg-Ser-
Ser-c(Cys-Phe-Gly-Gly-Arg-Ile-Asp-Arg-Ile-Gly-Ala-Gln-Ser-
Gly-Leu-Gly-Cys)-Asn-Ser-Phe-Arg-Tyr-OH.

The structure of ANP shows a disulfide ring at position 7 to
23, which is shared by the other two natriuretic peptides (brain
natriuretic peptide and C-type natriuretic peptide). ANP has
been prepared synthetically via solid-phase peptide synthesis us-
ing the N α-Boc strategy. von Geldern et al. (4) used a Biosearch
Model 9500 automated synthesizer (Biosearch Technologies,
Novato, CA) to assemble the amino acid sequence on a Merri-
field resin preloaded with N α-Boc-Tyr. A standard protocol for
solid-phase synthesis (DCC/HOBt as coupling reagents; TFA for
N α-Boc removal) and side-chain protections was used (refer to
the sections on “Somatostatin synthesis” and “Angiotensin II
synthesis” for details). The peptide was cleaved from the resin,
and all protecting groups were deprotected with anhydrous HF
that contained 10% anisole. The crude peptide was extracted
with acetic acid, and the disulfide bond was formed by oxida-
tion with iodine (0.01 N in ethanol; ∼2 eq.) for 1 hour; excess
iodine was removed by addition of aqueous sodium thiosulfate
until the solution was colorless. The crude ANP was first pu-
rified on a column of Amberlyst XAD-16 nonionic adsorbent,
and finally by high-performance liquid chromatography (HPLC)
using a C-18 column, obtaining a more than 95% pure product.

Gut peptide hormones

Cholecystokinin (CCK)

CCK is a 33-amino-acid peptide hormone first isolated from
porcine intestinal mucosa a long time ago (5). It exists in both
the brain and the gastrointestinal systems, and it is responsible
for central and pancreatic biological effects, including stimu-
lating gallbladder contraction and bile flow and increasing the
production of pancreatic digestive enzymes.

The sequence of porcine cholecystokinin-33(CCK-33) is
as follows: Lys-Ala-Pro-Ser-Gly-Arg-Val-Ser-Met-Ile-Lys-Asn-
Leu-Gln-Ser-Leu-Asp-Pro-Ser-His-Arg-Ile-Ser-Asp-Arg-Asp-
Tyr(SO3H)-Met-Gly-Trp-Met-Asp-Phe-NH2.

Although discovered in the 1920s, the relatively long se-
quence and a tyrosine sulfonic acid residue make CCK a chal-
lenge for chemical synthesis compared with gastrins, which are
related peptides that share identical C -termini. The first suc-
cessful synthesis was not reported until Sakakibara’s group
announced a solution-phase synthesis (6) in 1987, and in
the same year, Penke’s group reported another successful
synthesis by employing the solid-phase method (7). In the

solution-phase study, the peptide was prepared via classic pro-
cedures. The N α-Boc proctected amino acids were coupled with
the water-soluble carbodiimide (WSCI), 1-ethyl-3-(3-dimethyl-
aminopropyl) carbodiimide, and HOBt (WSCI-HOBT method)
(6). The coupling of protected peptides with L-amino acid
residues at the C -terminus was carried out using WSCI to-
gether with 3,4-dihydro-3-hydroxy-4-oxo-1,2,3-benzotriazine
(HOOBT), which is known to minimize racemization of ac-
tivated amino acid residues (WSCI-HOOBT method) (6). The
side-chain protections were as follows: Asp was protected by a
cHx group; Arg and His by Tos groups; Lys by a Cl-Cbz group;
Tyr by a Br-Cbz group; Ser by a Pha group; Trp by a For group.
The fully protected peptide thus obtained was deprotected by
HF in the presence of anisole and Met. The Pha and For groups
were not removed under these conditions. The Tyr residue was
then sulphated with 40 equivalents of pyridinium acetylsulphate
in TFA in an ice bath for 2 hours. After precipitation by adding
water, the product was treated with 40 equivalents of 0.1 M
NaOH in DMSO in an ice bath for 10 minutes to remove the
remaining Pha and For groups. The crude product was purified
by CM-cellulose chromatography and then by reversed-phase
HPLC to produce a homogeneous preparation of the final prod-
uct with only a 5% yield from the fully protected peptide. The
scheme for the synthesis is shown in Fig. 1.

Penke’s group has reported two successful solid-phase syn-
theses of this peptide. The first study was using the N α-Boc
chemistry published in 1987, with an overall yield of 1%. In
1991, they announced another synthesis using the N α-Fmoc
strategy, and the protected Tyr(SO3H) was introduced into the
peptide sequence during the chain assembly (8). A new solid
support system, 4-succinylamido-2,2′,4′-trimethoxybenzhydryl-
amine (SAMBHA)-polystyrene resin, was also made for the
synthesis to accommodate the acid-labile sulfate ester.

The anchor SAMBHA was prepared through a five-step
synthesis (Fig. 2). First, 2-methoxy-4-acetamidobenzoic acid
(0.03 mol) was dissolved at −20 ◦C in TFAA (15 mL) and re-
acted at 0 ◦C for 20 minutes. Then the mixture was dissolved in
nitromethane (10 mL) and reacted with 2,4-dimethoxybenzene
(0.035 mol) at room temperature for 25 minutes, followed by
adding ice and ethylacetate and 10% sodium carbonate solution
to neutralize the substance. The organic phase was washed three
times with sodium carbonate solution and once with H2O and
dried over sodium sulfate. After removing the solvents in vacuo,
the oily residue was crystallized by triturating with ether, obtain-
ing 2,2′,4′-trimethoxy-4-acetamido-benzophenone. The product
was then dissolved in a mixture of 4 N NaOH (30 mL) and
methanol (30 mL) and was refluxed for 1 hour. Methanol was re-
moved in vacuo, and 2,2′;,4′-trimethoxy-4-aminobenzophenone
was precipitated from the solution. After filtration and washing
with H2O, the white crystals (0.01 mol) were dried,
dissolved in pyridine (10 mol), and acylated with succinic an-
hydride (0.02 mol) by refluxing for 15 minutes. Pyridine was
removed in vacuo; the oily residue was dissolved in a 1:1
mixture of ethyl acetate and 1 N HCl. The organic phase was
separated, washed with H2O, dried over sodium sulfate, and
evaporated to half volume. Ether was added, and the prod-
uct 2,2′,4′-trimethoxy-4-succinylamidobenzophenone was pre-
cipitated as white crystals. The product (0.026 mol) was then
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Figure 1 Scheme for the synthesis of porcine CCK-33. Peptide coupling was done by the WSCI-HOBT method unless otherwise indicated. (a) Catalytic
hydrogenolysis. (b) TFA. (c) Zn-acetic acid. (d) phenoxyacetic anhydride. (e) WSCI-HOBY. (f) WSCI-HOOBT. OPac = phenacyl. Taken from Kurano et al. (6).

dissolved in a mixture of pyridine (7.5 mL) and ethanol (50 mL),
and it was refluxed for 45 minutes with hydroxylamine hy-
drochloride (0.067 mol). The solvent was then removed in
vacuo, and the oily residue was triturated with 5% aqueous
KHSO4 solution. The resulting solid was filtered, washed with
H2O, and dried, obtaining 2,2′,4′-trimethoxy-4-succinylamido-
benzophenone oxime. The oxime (5 mmol) was suspended in
glacial acetic acid (200 mL) and dissolved by warming. Then,
1-mL concentrated HCl and 0.2-g freshly prepared Pd-Catalyst
were added, and the oxime was hydrogenated under pressure
(1 M Pascal) for 5 hours. After filtering the catalyst and remov-
ing the solvents in vacuo, the oily residue was triturated with
ether; the final product SAMBHA hydrochloride was crystal-
lized as white solid. Four-mmol SAMBHA hydrochloride was
then reacted overnight with Fmoc-OSu (4.4 mmol) in a mixture
of H2O (5 mL) and dioxane (15 mL) in the presence of sodium
bicarbonate (670 mg) to get Fmoc-SAMBHA, which was used
to couple with aminomethyl polystyrene suspended in DCM in
the presence of DCC in DMF. After 12 hours of reaction, the
resin was washed with a 1:1 mixture of DMF and DCM, and
the coupling reaction was repeated with Fmoc-SAMBHA and

DCC. The N α-Fmoc group was cleaved by 10 minutes of treat-
ment with 20% piperidine in DMF, and the SAMBHA resin
was obtained with 0.33-mmol/g loading.

N α-Fmoc-Tyr(SO3Na)OH was prepared by reacting tyrosine
with chlorosulfonic acid in TFA at −20 ◦C for 5 minutes. Then
N α-Fmoc group was added by reacting with Fmoc-Cl in a
mixture of 10% sodium carbonate solution and dioxane.

The peptide was assembled using an Applied Biosystems
430A automatic peptide synthesizer (Applied Biosystems, Inc.,
Foster City, CA), and the SAMBHA-polystyrene resin was used
as solid support. Amino acids were coupled as symmetric an-
hydrides using DCC in a 1:1 mixture of DCM-DMF or in pure
DMF as coupling reagent, except that N α-Fmoc-Asp(Ot-Bu)
and N α-Fmoc-Glu(Ot-Bu) were coupled as HOBt active es-
ters and N α-Fmoc-Tyr(SO3Na) as a petafluorophenyl ester. The
side-chain protections were as follows: Asp and Ser were pro-
tected by t-Bu groups; His by a Fmoc group; Lys by a Boc
group; Arg by a Pmc group. Coupling was repeated if a nin-
hydrin test was positive. After completion of the synthesis, the
peptide resin was washed with a 1:1 mixture of DMF-methanol
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Figure 2 Synthesis of 4-succinylamido-2,2’,4’-trimethoxybenzhydrylamine (SAMBHA).

that contained 0.4 g of NaOH for 1 minute, methanol for 2 min-
utes, and ether (4 × 2 minutes). Then the resin was dried. The
protected pCCK-33 sulfate ester resin was washed with DCM
(4 × 2 min) and was treated two times with 12 mL of 50%
TFA solution in DCM that contained 5% ethanedithiol and
2% dimethyl sulfide (1 × 1 min, 1 × 15 min, 1 × 1 min).
The TFA-containing solutions were pooled, and solvents were
evaporated in vacuo. pCCK-33 was precipitated by adding
peroxide-free ether.

Crude pCCK-33 was dissolved in the mixture of acetonitrile
and 0.05 M (pH = 6.5) ammonium acetate buffer and was
purified by prep-HPLC on a C18 column. The synthetic peptide
was identified by using the native pCCK-33 standard. Pure
fractions were pooled and lyophilized three times.

Gastrin
In 1905, Edkins discovered a hormone from the stomach and
named it gastrin. Different forms and fragments of gastrin have
been reported since then. The characteristic forms include a
17-residue amide called little gastrin and a 14-residue amide
called minigastrin, which were known for their abilities of
stimulating acid, pepsin, and pancreatic secretions in response
to food (9).

The sequence of human little gastrin is as follows: pyroGlu-
Gly-Pro-Trp-Leu-Glu-Glu-Glu-Glu-Glu-Ala-Tyr-Gly-Trp-Met-
Asp-Phe-NH2.

The sequence of human minigastrin is as follows: Trp-Leu-
Glu-Glu-Glu-Glu-Glu-Ala-Tyr-Gly-Trp-Met-Asp-Phe-NH2.

Gastrins and gastrin analogs have drawn great interest from
chemists, and many total synthesis studies have been re-
ported. Solution-phase synthesis was achieved by Anderson
et al. in the 1960s (10). In 1980, Brown and coworkers re-
ported a solid-phase synthesis of these two peptide amides

(11). Methoxycarbonyl-functionalized polydimethylacrylamide
resin was chosen as the solid support. It was converted into
a primary amine by treating it with ethylenediamine. An in-
ternal reference-spacer amino acid was incorporated by coup-
ing with N α-Fmoc-norleucine anhydride and the cleavage of
the N α-Fmoc group with 20% piperidine, followed by the
addition of the reversible-linkage agent [2,4,5-trichlorophenyl
4-(hydroxymethyl)benzoate] in the presence of HOBt.

The peptide sequence was then assembled using initially
N α-Boc-Phe anhydride in the presence of catalyst (dimethy-
laminopyridine) to establish the peptide–resin ester bond,
followed by 16 cycles of N α-Fmoc amino-acid coupling. The
symmetric anhydride method was used for coupling in all
cases except for the last Gln, which was introduced as its
p-nitrophenyl ester in the presence of HOBt. Deprotection of the
N α-Boc groups was done by treating with HCl-AcOH, whereas
the N α-Fmoc groups were removed by 20% piperidine in DMF.
Gln was chosen as the N -terminal residue rather than pyrog-
lutamic acid, which is present in little gastrin, so as to permit
possible future extension into the prohormone series. Side-chain
protections were as follows: Asp, Tyr, and Glu were protected
by t -butyl groups. After completing the synthesis, side-chain
t -butyl derivatives were removed by treatment with 90% aque-
ous TFA, and the free peptide was released from the resin by
ammonolysis in saturated methanolic ammonia for 22 hours.
Residual resin analysis indicated the removal of 91% of the
peptide. At this stage, the product consisted of a mixture of the
17-residue N -terminal glutamine peptide amide and its cyclized
pyroglutamyl analog (5:1). Cyclization was brought nearly to
completion by treatment with 20% acetic acid (30 ◦C, 64 hours
under Argon).

HPLC analysis showed the crude peptide has three ma-
jor impurity peaks (Fig. 3a). The residual glutaminyl peptide
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Figure 3 (a) HPLC analysis of crude little gastrin. (b) HPLC analysis of
purified little gastrin. Taken from Brown et al. (11).

(peak C) was removed by ion-exchange chromatography on
DEAE cellulose DE52 (linear gradient of 0.01-1 M NH4OAc,
pH 6.5 ); the impurities (peaks B and D) were removed by
preparative HPLC on µ-Bondapak C-18 column using linear
gradient of 18–45% MeCN in 0.01 M NH4OAc, pH 3.5, over 30
minutes, flow rate 2 mL/min. The yield of purified [15-leucine]
human little gastrin (Fig. 3b), which is identical by PHLC and
TLC with an authentic sample, was 32%.

Minigastrin was obtained by stopping the peptide chain elon-
gation after addition of the 14th residue; cleavage, deprotection,
and HPLC purification were done similarly as mentioned above.

Glucagon-like peptide 1 (GLP1)

GLP1 is a peptide hormone produced by the posttranslation
processing of proglucagon secreted from L-cells in the lower
gut. It has two forms: GLP1(7-36), which is a 30-residue
amide, and GLP1(7-37), which is a 31-residue glycine-extension
peptide. It stimulates insulin secretion in response to the plasma
glucose concentration change, and it is considered to have great
potential in treating Type 2 diabetes.

The sequence of GLP-1(7-36) is as follows: His-Ala-Glu-Gly-
Thr-Phe-Thr-Ser-Asp-Val-Ser-Ser-Tyr-Leu-Glu-Gly-Gln-Ala-
Ala-Lys-Glu-Phe-Ile-Ala-Trp-Leu-Val-Lys-Gly-Arg-NH2.

The sequence of GLP-1(7-37) is as follows: His-Ala-Glu-Gly-
Thr-Phe-Thr-Ser-Asp-Val-Ser-Ser-Tyr-Leu-Glu-Gly-Gln-Ala-
Ala-Lys-Glu-Phe-Ile-Ala-Trp-Leu-Val-Lys-Gly-Arg-Gly-NH2.

The total synthesis of GLP-1(7-36) was reported by Adelhorst
et al. (12) in 1994 using the solid-phase peptide synthesis
method. The peptide was synthesized on an ABI MED 422
multiple synthesizer. An N α-Fmoc strategy, which was modified
according to Gausepohl et al. (13), was used starting from a
Rink-resin. The side-chain protections were as follows: Asn,
Gln, and His were proctected by Trt groups; Arg by a Pmc
group; Asp, Glu, Tyr, Ser, and Thr by t -butyl groups; and Trp
and Lys by Boc groups. The peptides were cleaved from the

resin and deprotected by a treatment of TFA/triethylsilane/water
(92.5:5:2.5) for 120 minutes and precipitated in t -butylmethyl
ether and lyophilized from 10% acetic acid. The crude peptides
were purified by reverse phase HPLC with Superpak Pep S
C2/C18 column, obtaining a purity of >95%.

Glucose-dependent insulinotropic
polypeptide (GIP)

Glucose-dependent insulinotropic polypeptide is originally
known as gastric inhibitory polypeptide (GIP), which is a
42-residue peptide first isolated by Brown and Dryburgh (14).
It is secreted from the duodenum and proximal jejunum in re-
sponse to food. Two major physiological effects of GIP are
inhibition of gastric acid secretion and stimulation of insulin
release.

The sequence of porcine GIP is as follows: Tyr-Ala-Glu-Gly-
Thr-Phe-Ile-Ser-Asp-Tyr-Ser-Ile-Ala-Met-Asp-Lys-Ile-Arg-Gln-
Gln-Asp-Phe-Val-Asn-Trp-Leu-Leu-Ala-Gln-Lys-Gly-Lys-Lys-
Ser-Asp-Trp-Lys-His-Asn-Ile-Thr-Gln-OH.

However, the first synthesized “GIP” (15) turned out not to
be the real GIP, as the original sequence proposed by Brown
and Dryburgh (14) was a 43-residue peptide. Ten years later,
Jörnvall et al. (16) revised the structure as one glutamine
shorter. The first synthesis of the revised GIP structure was
done by Mochizuki et al. (17) in 1981 by employing an
azide-fragment condensation method in solution. The protected
peptide fragments were prepared (Fig. 4), and the Trp residue in
position 25 was introduced exceptionally by itself to the 26–42
or 26–43 peptide intermediate by the active ester method. The
Cbz and Bn groups were removed by catalytic hydrogenation
and the Boc and tBu groups by TFA treatment during the course
of fragment condensation. After completing the synthesis, the
crude protected peptide was treated with sodium in liquid
ammonia to remove N -Cbz and N -Tos groups. The product
was first purified by gel filtration on Sephadex G-25, followed
by ion-exchange chromatography on CM-cellulose and HPLC
with TSJ-Gel LS-420K C-18 column.

Motilin

Motilin is a 22-amino acid peptide first isolated from hog
duodenal mucosa by Brown and colleagues in 1972 (18, 19).
It was found to be released from endocrine cells of the
duodenal-jejunal mucosa to control gastrointestinal muscles by
controlling the migrating motor complex.

The sequence of motilin is as follows: Phe-Val-Pro-Ile-Phe-
Thr-Tyr-Gly-Glu-Leu-Gln-Arg-Met-Gln-Glu-Lys-Glu-Arg-Asn-
Lys-Gly-Gln-OH.

Ikota (20) reported the first solid-phase synthesis of motilin in
1980, and the overall yield was 1.8%. Coy et al. (21) improved
the synthesis and got a 10% yield. Coy’s synthesis was carried
out on a Beckman model 990 automatic peptide synthesizer
using N α-Boc chemistry. Motilin was assembled stepwise on a
1% cross-linked BHA resin with Boc-α-benzyl-Glu as the first
amino acid to be incorporated. In this manner, C -terminal Gln
could be directly formed on HF cleavage of the final peptide
from the resin. The detailed coupling schedule is shown in
Table 2 (22). The symmetric anhydride method was used for
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Figure 4 Protected fragments of peptide and synthesis scheme for GIP.

Table 2 Schedule of events for assembling the peptide BHA resin

Step Reagentor solvent and operations Time (min)

1 DCM wash (× 3) 1
2 33% TFA-DCM 1
3 33% TFA-DCM 25
4 DCM wash (× 3) 1
5 EtOH wash (× 3) 1
6 CHCl3 wash (× 3) 1
7 10% Et3N-CHCl3 (× 2) 5
8 CHCl3 wash (× 3) 1
9 DCM wash (× 3) 1

10 N α-Boc-amino acid (3 eq) + DIC (3 eq) in DCM∗ 60
11 DCM wash (× 3) 1
12 EtOH wash (× 3) 1

∗Asn and Gln were dissolved in DMF, N α-Boc-Arg(Tos) in 10% DMF- DCM. The extent of
couplings was monitored by the ninhydrin test. Recouplings carried out by symmetric anhydride
procedure in DMF if necessary.

coupling of all amino acids except for Asn and Gln, which
were coupled as active HOBt esters, and DIC was used as the
coupling reagent. The side-chain protections were as follows:
Arg and His were protected by the Tos groups; Asp, Glu, Ser,
and Thr by the Bn groups. Coupling reactions were monitored
at each step by using the ninhydrin test. Couplings, which were
incomplete after 1 hour, were recoupled by using the appropriate
symmetric anhydride preformed at room temperature in DMF.

After the completion of the solid-phase synthesis, 0.25 mmol
of peptide-resin was treated with HF (30 mL) that contained
10% anisole for 30 minutes at 0 ◦C. After rapid removal of
HF under a stream of nitrogen, free, deprotected peptide amide
was precipitated by addition of ether, and then it was partially

purified on Sephadex G-25. Additional purification was done
on an octadecylsilyl-silica column (1.5 × 45 cm) by elution
with a linear gradient formed from 200 mL each of 15 and
30% 1-propanol in 10% acetic acid at a flow rate of 2 mL/min.
Examination of the fractions by TLC and HPLC located the
peptide in the 3rd peak (Fig. 5). Fractions were pooled for
maximum purity to give 70 mg (10%) of motilin.

Neuropeptide Y (NPY)

NPY is a 36-amino acid peptide amide first isolated from
porcine brain by Tatemoto et al. (23, 24) in 1982. It is found
distributed in the central nervous system where it is involved
in the control of blood pressure and appetite, and also in the
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Figure 5 Purification of crude synthetic motilin on column of LRP-1 ODS
silica. Taken from Coy et al. (21).

peripheral nervous system, where it is a potent vasoconstrictor
and presynaptic inhibitor of neurotransmission.

The sequence of porcine NPY is as follows: Tyr-Pro-Ser-Lys-
Pro-Asp-Asn-Pro-Gly-Glu-Asp-Ala-Pro-Ala-Glu-Asp-Leu-Ala-
Arg-Tyr-Tyr-Ser-Ala-Leu-Arg-His-Tyr-Ile-Asn-Leu-Ile-Thr-
Arg-Gln-Arg-Tyr-NH2.

Krstenansky et al. (25) successfully prepared porcine NPY
in 1987. It was synthesized by solid-phase techniques with
an Applied Biosystems Inc. Model 430-A peptide synthe-
sizer using MBHA resin. All residues were double coupled
as the preformed symmetric anhydrides of the N α-Boc amino
acid derivatives except for Asn and Gln, which were cou-
pled with the DCC/HOBT methodology (refer to the section
on “Corticotropin-releasing factor synthesis” for details). The
side-chain protections were as follows: Arg and His were pro-
tected by Tos groups; Asp and Glu by cHx groups; Ser and Thr
by Bn groups; Lys by a 2,6-Cl-Cbz group; Tyr by a 2-Br-Cbz
group. After completing the synthesis, deprotection and the resin
cleavage were performed by a treatment with HF that contained
5% anisole for 50 minutes at 0 ◦C. The HF was removed in
vacuo at 0 ◦C, and the crude peptide was precipitated with ether
and extracted with 30% acetic acid. The extract was lyophilized.

First-round purification was carried out on a 2.6 × 92-cm
Sephadex G-15 column at 30 mL/h and 20 minutes per fraction
(Fig. 6, top) (25). The fractions that contained the major peak
detected by UV at 254 nm were combined and lyophilized. The
residue was then purified for the second round by preparative
HPLC on a 21.4 × 250 mm Rainin Dynamax C-18 column
at 10 mL/min with 34% MeCN in 0.1% TFA. The main peak
detected by the UV at 215 nm, and 280 nm was collected and
lyophilized leaving 35 mg (3%) final product (Fig. 6, bottom).

Figure 6 HPLC of synthetic porcine NPY. Top: after HF cleavage and
Sephadex G-15 chromatography. Bottom: after preparative HPLC
purification. Condition: Vydac 218TP54 (4.6 × 250 mm) C-18 column with
a linear gradient of 25–50% acetonitrile in 0.1% TFA over 25 minutes at
2 mL/min. Taken from Krstenansky et al. (25).

Peptide tyrosine tyrosine (PYY)
PYY is a 36-amino-acid peptide originally isolated from porcine
upper intestine by Tatemoto et al. (26, 27). It contains an
N -terminal tyrosine and a C -terminal tyrosine amide and there-
fore is named peptide YY. It has a high degree of sequence
homology (70%) with neuropeptide Y, and it strongly inhibits
pancreatic exocrine secretion and jejunal and colonic motility
as well as causes vasoconstriction.

The sequence of human PYY is as follows: Tyr-Pro-Ile-Lys-
Pro-Glu-Ala-Pro-Gly-Glu-Asp-Ala-Ser-Pro-Glu-Glu-Leu-Asn-
Arg-Tyr-Tyr-Ala-Ser-Leu-Arg-His-Tyr-Leu-Asn-Leu-Val-Thr-
Arg-Gln-Arg-Tyr-NH2.

Tatemoto et al. (28) also reported a solid-phase synthesis
of PYY. Human PYY was prepared manually using N α-Fmoc
protection strategy on a 4-aminomethyl-3,5-dimethylphenoxyl
resin (PAL resin). The coupling reaction was carried out using
a five-fold excess of N α-Fmoc amino acid and DIC in DMF.
The α-amino group of the growing peptide was deprotected with
20% piperidine in DMF for 10 minutes. The side-chain protec-
tions were as follows: Asp, Glu, Set, Thr, and Tyr were protected
by t -Bu groups; Lys by a Boc group; His by a Trt group; Arg by
a Mtr group. The peptide was deprotected and cleaved from the
resin by a treatment with TFA/thioanisole/ethanedithiol/anisole
(90/5/3/2) for 8 hours at room temperature. After filtration,
TFA was removed in vacuo, and the peptide was precipi-
tated by ether. The precipitate was redissolved in 0.1 M acetic
acid and lyophilized. The crude peptide was purified using
a reverse-phase HPLC column (MCI GEL ODS-1HU, 10 ×
300 mm, Mitsubishi Kasei, Japan) with a linear gradient system
of 0.1% TFA/water and 0.1% TFA/acetonitrile. The synthetic
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peptide obtained was found to coelute in HPLC with the natu-
ral peptide, and the results of amino acid and sequence analyses
indicated that it was identical to human PYY.

Secretin
Secretin is a 27-residue peptide amide hormone produced by
S cells of the duodenum. The primary effect of secretin is
stimulating the release of bicarbonate from liver, pancreas, and
duodenal tissues to inhibit gastrin-induced gastric acid release.
It also enhances the effects of cholecystokinin and promotes
normal growth and maintenance of the pancreas.

The sequence of secretin is as follows: His-Ser-Asp-Gly-Thr-
Phe-Thr-Ser-Glu-Leu-Ser-Arg-Leu-Arg-Asp-Ser-Ala-Arg-Leu-
Gln-Arg-Leu-Leu-Gln-Gly-Leu-Val-NH2.

Several classic syntheses of secretin have been reported using
either fragment condensation or repetitive coupling of single
residues (29); one solid-phase synthesis has also been reported
(30). However, a peptide-stability problem arose, and it caused
difficulty in developing an efficient solid-phase synthesis of the
peptide. Coy and Gardner (31) developed a two-stage rapid
purification method to avoid traditional long purification routes,
and this approach solved potential degradation problem of the
peptide.

Coy’s synthesis was carried out on a Beckman model 990
automatic peptide synthesizer (Beckman Instruments, Fullerton,
CA) using N α-Boc chemistry. Secretin was assembled stepwise
on a 1.0 mmol of 1% cross-linked BHA resin support using
the synthesis schedule described in Table 2. The side-chain
protections were as follows: Asp, Glu, Ser, and Thr were
protected by Bn groups; Arg and His by Tos groups. Each
amino acid was successively coupled in the presence of DIC
and, in the case of Asn or Gln, 1 equivalent of HOBt was added.
Coupling reactions were monitored at each step by using the
ninhydrin test. Couplings that were incomplete within 1 hour
were recoupled by using the appropriate symmetric anhydride
preformed at room temperature in DMF.

After the completion of the solid-phase synthesis, the peptide
resin was treated with HF that contained 10% anisole for 30
minutes at 0 ◦C. After rapid removal of HF under a stream of
nitrogen, free, depretected peptide was precipitated by addition
of ether, and it was washed and extracted into 2 M acetic
acid. This solution was applied to a column (2.5 × 95 cm)
of Sephadex G-25, which was eluted with 2 M acetic acid.
Material that emerged just after the void volume as a major
peak (254 nm) contained the major component confirmed by
TLC. This material was injected onto a column (2.5 × 45 cm)
of ODS silica LRP-1 (Whatman) (13–24 µm) and was eluted
with a linear gradient of 15 and 35% 1-propanol in 0.1 M
ammonium acetate (pH 4) at a flow rate of 5 mL/min and a
pressure about 60 psi. Fractions were examined by TLC and
analytical HPLC, and the partially resolved peak emerging at
375 mL that contained the major component was found identical
to a standard sample of secretin (Fig. 7). The peptide was
lyophilized to give about 120 mg final product.

Somatostatin
Somatostatin is a hormone that comprises two peptides, one
built of 14 amino acids and the other of 28 amino acids. They
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Figure 7 Chromatography of crude synthetic secretin eluted on a column
(2.5 × 45 cm) of ODS silica LRP-1 (Whatman) (13–24 µm) with a linear
gradient of 15 and 35% 1-propanol in 0.1 M ammonium acetate (pH 4) at
a flow rate of 5 mL/min and pressure about 60 psi. Taken from Coy et al.
(21).

are secreted not only by cells of the hypothalamus but also
by delta cells of the stomach, intestine, and pancreas. They
inhibit the release of numerous gut peptides, like CCK, gastrin,
secretin, motilin, GIP, and they also inhibit insulin and glucagon
secretion from the pancreas.

The sequence of hypothalamic somatostatin 14 is as follows:
Ala-Gly-c(Cys-Lys-Asn-Phe-Phe-Trp-Lys-Thr-Phe-Thr-Ser-
Cys)-OH.

The sequence of hypothalamic somatostatin 28 is as follows:
Ser-Ala-Asn-Ser-Asn-Pro-Ala-Met-Ala-Pro-Arg-Glu-Arg-Lys-
Ala-Gly-c(Cys-Lys-Asn-Phe-Phe-Trp-Lys-Thr-Phe-Thr-Ser-
Cys)-OH.

Somatostatin 14 was isolated, characterized, and synthesized
by Guillemin’s group in 1973 (32, 33). Several independent
studies of the peptide’s synthesis were reported immediately af-
ter that (34–37). Among those studies, Rivier reported in detail
the first solid-phase synthesis of the peptide in a highly purified
form. The protected somatostatin tetradecapeptide was synthe-
sized in a stepwise manner on chloromethylated resin prepared
according to Stewart and Young (38). N α-Boc chemistry was
used for the synthesis; all amino acids were coupled as sym-
metric anhydrides using DCC as the coupling reagent except
for Asn, which was coupled as Np active ester. The side-chain
protections were as follows: Thr and Ser were protected by
Bn groups; Lys by a 2-Cl-Cbz group. N α-Boc-Cys(p-OMe-Bn)
was used because it is easily removed by HF. Ala and Gly were
introduced as a Cbz-protected dipeptide (Cbz-Ala-Gly-OH) to
have a reliable internal standard to evaluate the amino-acid
analyses. TFA was used for cleavage of the N α-Boc protect-
ing groups, and 1, 2-ethanedithiol was added for protection of
the Trp residue from oxidation, which is a problem that has
long been recognized in solid-phase synthesis. The completion
of coupling was monitored by the ninhydrin test. The detailed
schemes used for the synthesis are reported in Tables 3 and 4.

Cleavage and concomitant deprotection of the tetradecapep-
tide were achieved by HF in presence of anisole. After removing
HF in vacuo and work-up, a white fluffy material that accounted
for 60% of the calculated yield was obtained. A second HF treat-
ment was applied to the resin, and 25% more of the peptide
was obtained. The crude material was subjected to gel filtra-
tion. The main peak (Fig. 8, profile I) after lyophilization and
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Table 3 Schedule for DCC Coupling in Solid-phase Synthesis of Somatostatin-14∗

Step Reagents or solvents and operations Time (min)

1 DCM wash, 80 mL (× 2) 3
2 MeOH wash, 30 mL (× 2) 3
3 DCM wash, 80 mL (× 3) 3
4 50% TFA + 5% 1,2-ethanedithiol in DCM, 70 mL (× 2) 10
5 DCM wash, 80 mL (× 2) 3
6 Et3N 12.5% in DMF, 70 ml (× 2) 5
7 MeOH wash, 40 mL (× 2) 2
8 DCM wash, 80 mL (× 3) 3
9 Boc-amino acid (10 mmol) in 30 mL of DMF (× 1) +

DCC (10 mmol) in DMF
30

10 MeOH wash, 40 mL (× 2) 3
11 Et3N 12.5% in DMF, 70 ml (× 1) 3
12 MeOH wash, 30 mL (× 2) 3
13 DCM wash, 80 mL (× 2) 3

∗Aliquots taken for ninhydrin test: if negative, go back to step 1, if positive or slightly positive, go
back to steps 9 → 13.

Table 4 Solid-phase synthesis of somatostatina schedule for
N α-Boc-Asn-PNP coupling∗

Step Reagents or solvents and operations Time (min)

9 DMF wash, 60 mL (× 3) 3
10 BocAsn-PNP (15 mmol) in 20 mL of DMF (× 1) 800
11 MeOH wash, 30 mL (× 4) 3
12 Et3N 12.5% in DMF, 30 ml (× 2) 3
13 MeOH wash, 30 mL (× 2) 3
14 DCM wash, 80 mL (× 3) 3

∗Same as lines 1–8 in Table (1) followed by changes shown. Aliquots taken
for ninhydrin test: if negative, go back to step 1, if positive or slightly
positive, go back to steps 9 → 13.

routine handling was reapplied on the same column under the
same conditions in an attempt to obtain one single symmetrical
pattern (Fig. 8, profile II). A total yield of 28% in purified linear
somatostatin was obtained.

Synthesis of somatostatin-28 has been reported by Nicolas et
al. (39) in 1986. N α-Boc protected amino acids were assembled
on chloromethyl/1% divinylbenzene resin by using solid-phase
peptide synthesis techniques. The first amino acid was loaded
by mixing the resin and N α-Boc-Cys(3, 4-dimethylbenzyl)-OH
in DMF for 18 hours at 50 ◦C in the presence of KI. The
side-chain protections were as follows: Asp, Thr, Ser, and Glu
were protected by Bn groups; Lys by a 2-Cl-Cbz group; Tyr by a
2-Br-Cbz group; Arp by a Tos group; Cys by a 3, 4-dimethyl-Bn
group; Trp by a For group. The coupling was done using the
symmetric anhydride method according to the protocol shown
in Table 5 (40), except Asn was first coupled for 15 hours
as its p-nitrophenyl ester in DMF and then by the use of
HOBt as reported (41). After the coupling was completed, the
peptide-resin was subjected to steps 1–10, washed with EtOH,
and dried. The cleavage of the peptide was done by treating
the peptide-resin with liquid HF in the presence of anisole
for 30 minutes at −20 ◦C and then 60 minutes at 0 ◦C. After

removal of HF by a stream of nitrogen, the residue was stirred
in EtOAc, and the solid material was filtered off. The filtrate
was purified on a Sephadex G-25 column (2.6 cm × 100 cm)
equilibrated and run with degassed 10% AcOH saturated with
nitrogen. The main peak was lyophilized, which yielded 565 mg
product. Deformylation and formation of the disulfide bond
were carried out by dissolving 100 mg material in water (25 mL)
that contained 75 µL hydrazine and taken to pH 11.5 with 1 M
NaOH. After 2 minutes, the solution was diluted to 1000 mL
with distilled water, adjusted to pH 8 with glacial acetic acid,
and allowed to stand at 24 ◦C. After 22 hours, less than 1% free
thiols remained as assessed by the Ellman’s method (42).

After lyophilization, the material was dissolved in 5 mL of
10% AcOH and filtered through a Sephadex G-50F column
(2.5 cm × 91 cm) in 10% AcOH. Isolation of material in
the major peak gave 61 mg. This material was subjected to
chromatography on CM-cellulose in a 1.5 cm × 35-cm column
initially equilibrated with 10 mM NH4OAc, pH 4.2. A gradient
was applied through a 200 mL constant volume mixing chamber
that contained the initial buffer by introducing 0.45 M NH4OAc,
pH 7. Material in the major peak was isolated to gave 16.5 mg
(a 6% overall yield) of somatostatin-28.
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Figure 8 Gel filtration of crude and purified synthetic reduced
somatostatin. Column: 2.5 × 200 cm Sephadex G-25F, 2 N AcOH, 10-2 M
β-mercaptoethanol. V0 = hold-up volume: profile I(•) 1.25 g crude, yield
670–740 mL, 500 mg, 40%; profile II (bharathi) 500 mg from I, yield
660–728 mL, 350 mg, 28%. Taken from Rivier et al. (37).

Substance P

Substance P is an 11-amino-acid peptide amide hormone discov-
ered by von Euler and Gaddum in 1931 (43) from certain tissue
extracts, especially from intestinal plain muscles and brains of
horses. It is involved in the transmission of pain impulses from
peripheral receptors to the central nervous system. It is also in-
volved in the vomit reflex, stimulates salivary secretions, and
induces vasodilation. Antagonists seem to have antidepressant
properties.

The sequence of substance P is as follows: Arg-Pro-Lys-Pro-
Gln-Gln-Phe-Phe-Gly-Leu-Met-NH2.

This peptide was synthesized by Fisher et al. (44) in 1974
employing the solid-phase technique using N α-Boc chemistry.
BHA-type resin was used for the synthesis on a Beckman
Model 990 solid-phase peptide synthesizer. Dried BHA-resin
hydrochloride was neutralized with triethylamine and stirred
overnight with an excess of N α-Boc-Met and DCI in DCM. The
remaining unreacted amino groups of the resin were acetylated
with a mixture of Ac2O and triethylamine in DMF overnight.
Amino-acid analysis of the resin, after hydrolysis in 6 N

HCl-propionic acid (1:1), gave a value of 0.2 mM/g of Met.
The side-chain protections were as follows: Lys was protected
by a Cbz group; Arg by a Tos group. A 2.5-fold excess of each
amino acid was used for coupling with a reaction time of 6
hours except for Gln, which was incorporated as a fivefold ex-
cess of its Np active ester with an 11-hour coupling time. Dry
DCM was used as the coupling solvent except for Arg and Gln,
which required purified DMF. N α-Boc deprotection was accom-
plished by 50% TFA in DCM with neutralization by 10% Et3N
in DCM. The completion of coupling was monitored by the nin-
hydrin test, and recoupling was done when needed (refer to the
sections on “Motilin synthesis” and “Secretin synthesis” for de-
tails). Cleavage of the peptide from the resin, with simultaneous
removal of the protecting groups and formation of the carboxyl
terminal amide, was affected with 20 mL of dry HF in the pres-
ence of 2 mL of anisole for 1 hour at 0 ◦C. After removal of
the excess HF in vacuo, the resin was washed with EtOAc to
remove anisole, followed by 0.5 N HOAc to extract the peptide;
424 mg crude product was obtained and lyophilized.

Purification was done by gel filtration on a 102 × 2.5 cm col-
umn of Bio-Gel P2 eluted with 1.3% AcOH, with detection of
the peptide peaks by UV at 256 nm. The main fraction (253 mg)
was partitioned on a 100 × 1.5 cm column of Sephadex G-25
eluted with the system 0.1% AcOH-n-BuOH-Pyr (11:5:3) with
detection of the peptide peaks by the Folin-Lowry procedure
(45) at 700 nm, giving 90 mg (16.7%) of pure substance P.

N α-Fmoc synthesis of substance P also has been re-
ported (46).

Vasoactive intestinal peptide (VIP)
VIP is a 28-amino-acid residue peptide amide isolated in 1970
by Said and Mutt in the course of the purification of secretin
from porcine duodenum (47). It was characterized 2 years later
as a highly basic peptide related to gut peptides. It inhibits acid
and pepsin secretion, acts as a neurotransmitter in peripheral
autonomic nervous system, and increases secretion of water and
electrolytes from pancreas and gut.

The sequence of porcine VIP is as follows: His-Ser-Asp-Ala-
Val-Phe-Thr-Asp-Asn-Tyr-Thr-Arg-Leu-Arg-Lys-Gln-Met-Ala-
Val-Lys-Lys-Tyr-Leu-Asn-Ser-Ile-Leu-Asn-NH2.

Bodanszky reported the first synthesis of VIP using solution-
phase peptide synthesis (48). Several other syntheses, both
solid-phase and solution-phase, also have been reported (49–52).
Among these syntheses, Fournier’s study is representative.
N α-Boc solid-phase synthesis techniques were used. Peptide
syntheses were carried out with a Vega peptide synthesizer
(Vega Biotech., Tucson, AZ) in the automatic mode follow-
ing operations as described (53) (similar to Tables 3 and 4)
except that 1% D,L-methionine was used in TFA instead of 5%
thioanisole. The first amino acid was loaded to the BHA resin
(0.21 meq/g) via the DCC-HOBt procedure after neutralization
of the resin with 25% triethylamine-DCM. The remaining amino
acids were coupled as symmetric anhydrides and were prepared
using a 6-molar excess of N α-Boc-amino acid and DCC. Ni-
trogen is bubbled through the suspension to eliminate air and
moisture in the mixing reservoir. For Asn and Gln, couplings
were achieved by the DCC-HOBt method. The side-chain pro-
tections were as follows: Ser, Thr, and Asp were protected by
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Table 5 Schedule for coupling in solid-phase synthesis of somatostatin-28

Step Reagents or solvents and operations Time (min)

1 DCM wash, 15 mL (× 3) 3
2 55% TFA-DCM wash, 15 mL (× 1) 1
3 55% TFA-DCM wash, 15 mL (× 1) 15
4 DCM wash, 15 mL (× 2) 2
5 25% Dioxane-DCM wash, 15 mL (× 2) 2
6 DCM wash, 15 mL (× 2) 2
7 5% DIEA-DCM wash, 15 mL (× 2) 2
8 DCM wash, 15 mL (× 2) 2
9 5% DIEA-DCM wash, 15 mL (× 2) 2

10 DCM wash, 15 mL (× 6) 6
11 Symmetric anhydride of Boc-amino acid (1.5 mmole)

in DCM 13 mL
60∗

12 DCM wash, 15 mL (× 3) 3
13 5% DIEA-DCM wash, 15 mL (× 2) 2
14 DCM wash, 15 mL (× 6) 6
15 Symmetric anhydride of Boc-amino acid (1.5 mmole)

in DCM 13 mL
60∗

16 DCM wash, 15 mL (× 3) 3
17 33% EtOH-DCM wash, 15 mL (× 3) 3

∗In the case of N α-Boc-Val, -Leu, -Thr, 90 minutes of reaction time.

Bn groups; His by a Boc group; Tyr by a 2-Br-Cbz; Arg by
a Tos group; Lys by a 2-Cl-Cbz group. Every coupling was
monitored for completion using the ninhydrin test (refer to the
sections on “Motilin synthesis” and “Secretin synthesis” for
details). Excess amino groups were acetylated when the test
showed slightly positive results (∼1%). After the last amino
acid was introduced, the cleavage and deprotection were exe-
cuted in the Kel-F reaction vessels of a liquid HF apparatus. HF
(8–10 mL/g) and a 5-molar excess D,L-methionine were added
to the vessel that already contains anisole. The reaction pro-
ceeded for 30 minutes at −20 ◦C and for another 30 minutes at
0 ◦C. The HF was rapidly evaporated in vacuo, and the resin
was washed with ether. The crude peptide was extracted with
30% acetic acid (∼200 mL), and the solution was lyophilized.

The crude peptide was dissolved in a minimal volume of
0.005-M ammonium acetate buffer at pH 6.0, and then it was
applied to a column of Whatman CM-23 ion exchange resin
equilibrated with the same buffer. The peptide was eluted with
a pH and ionic gradient of adding 0.20 M pH 7.5 ammonium
acetate buffer to the initial one at a flow rate of 700 mL/h. The
elution was monitored by UV at 280 nm. Fractions (12 mL) that
corresponded to the major peak were collected and lyophilized
twice to eliminate the volatile salt. A second chromatographic
step on CM-23 resin was achieved with a pH and ionic gradient
obtained by the addition of 0.12 M pH 7.5 to 0.005 M pH 5.9 at
a flow rate of 700–1000 mL/h. In the third purification step, the
semi-purified VIP was injected on a partition chromatography
column packed with Sephadex G-50 resin and equilibrated with
the solvent system 1-butanol, acetic acid, and 0.5%-pyridine
(5:10:3). The flow rate was set to 20 mL/h, and 5-mL fractions
were collected. Final purification (Fig. 9) was carried out on
HPLC using a semipreparative Waters µBondapak C-18 column
under isocratic conditions: methanol ammonium acetate 0.10 M,
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Figure 9 HPLC purification of partially purified VIP. Taken from Fournier
et al. (52).

pH 5.2 (70:30). The flow rate was adjusted to 1.2 mL/min,
and the peptide was detected at 246 nm by UV. Two-hundred
fifty µL of 40 mg/mL peptide solution were injected. The main
peak was collected and lyophilized, which gave an overall yield
of 4%.
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Hypothalamic peptide hormones

Corticotropin-releasing factor (CRF or CRH)
CRF is a 41-amino-acid peptide first isolated from ovine hy-
pothalamic extracts and characterized by Vale et al. (54) in
1981. It has a high potency for stimulating the secretion
of corticotropin-like and β-endorphin-like immunoactive sub-
stances.

The sequence of ovine CRF is as follows: Ser-Gln-Glu-Pro-
Pro-Ile-Ser-Leu-Asp-Leu-Thr-Phe-His-Leu-Leu-Arg-Glu-Val-
Leu-Glu-Met-Thr-Lys-Ala-Asp-Gln-Leu-Ala-Gln-Gln-Ala-His-
Ser-Asn-Arg-Lys-Leu-Leu-Asp-Ile-Ala-NH2.

Vale et al. (54) also synthesized the peptide, but they did not
provide details of the synthesis. In 1982, Sueiras-Diaz and Coy
(55) published the first detailed synthesis of ovine CRF using
N α-Boc solid-phase synthesis techniques. The amino acids were
assembled on a 1% cross-linked BHA resin (2.1 g; 0.49-mmol
amino groups/g) using a Beckman 990 automatic synthesizer
(Beckman Instruments, Fullerton, CA). The symmetric anhy-
dride procedure in DMF was used for the coupling of amino
acids, and DIC was the coupling reagent. In the case of Asn
and Gln, they were coupled with an equimolar amount of HOBt.
N α-Boc protection was removed at each stage by two treatments
with 33% TFA in DCM for 1 minute and 25 minutes. Reactive
side-chains protections were as follows: Ser and Thr were pro-
tected by Bn groups; Lys by a 2-Cl-Cbz group; His and Arg by
Tos groups; Asp and Glu by 4-Cl-Bn groups. Coupling reactions
were monitored at each step by the ninhydrin test and repeated
if incomplete after 60 minutes. If free amino groups persisted,
they were acetylated with acetylimidazole (5% in DCM, 50 min-
utes). (Refer to the section on “Motilin synthesis” and “Secretin
synthesis” for details.)

The completed, protected peptide resin, with its N -terminal
Boc group removed to avoid alkylation of Met during HF
cleavage steps, was deprotected and liberated from the resin
support (1 mM) by a treatment with 60 mL anhydrous HF that
contained 10% anisole for 1 hour at 0 ◦C. After removing the
HF under nitrogen, the peptide was precipitated with ether, then
filtered and extracted with 50% acetic acid. After reduction
in volume, the solution was applied directly onto a column
(2.5 × 95 cm) of Sephadex G-50 and eluted with 2 M AcOH.
Fractions were collected and aliquots were examined by TLC
in the solvent system of 1-butanol:pyridine:acetic acid:water
(15:10:3:12). The peptide was visualized with ninhydrin, and
then pooled and lyophilized to a constant weight of 3.92 g.
This material was examined by HPLC on a column (0.4 ×
25 cm) of Synchropack RP-18 (l0 µm, 300 Å pore size) using a
gradient of 25–35% isopropanol in 0.1% TFA over 30 minutes.
Absorption at 215 nm revealed a major peak (Fig. 10) that
contained contaminants at its leading and trailing edges.

Part of this material (340 mg) was purified even more by
reversed-phase medium-pressure liquid chromatography pro-
cedure using a column (2.5 × 45 cm) of Whatman LRP-I
(C-l8-bonded silica gel, 13–24 µm) eluted with a gradient from
15–60% acetonitrile in 0.1% TFA. Aliquots from the main peak
were pooled and lyophilized to give 75 mg of almost pure pep-
tide, which counted a 18.5% yield based on resin incorporation.
The final purification was achieved by a preparative RP-HPLC

0 30

Minutes

Figure 10 HPLC of 100 µg of crude CRF after Sephadex chromatography
on C-18 Synchropack (10 µm, 300 A◦)(0.4 × 25 cm) using a gradient of
25–35% isopropanol in 0.1% TFA over 30 minutes. Flow rate 1 mL/min.,
absorption at 215 nm. Taken from Sueiras-Diaz et al. (55).

procedure using a C-18, 10 µm, 300Å Synchropack column
(1 × 25 cm), loaded with 11.7 mg and eluted with a gradient of
23–36% isopropanol in 0.1% TFA developed over 1 h. Fractions
were collected manually and aliquots were checked by HPLC.
Those fractions judged pure, favoring purity rather than quan-
tity, were then pooled, concentrated in vacuo and lyophilized to
a constant weight of 4.55 mg, which gave a 7% overall yield.

Gonadotropin-releasing factor (GnRF or GnRH)
GnRH, which was originally known as luteinizing hormone
(LH) and follicle-stimulating hormone (FSH) releasing
hormone, is a 10-residue polypeptide isolated from porcine
hypothalami by Schally et al. (56) in 1971. It acts on the go-
nadotrope to control the release of LH and FSH.

The sequence of porcine GnRH is as follows: (pyro)Glu-His-
Trp-Ser-Tyr-Gly-Leu-Arg-Pro-Gly-NH2.

Matsuo et al. (57) also have prepared this peptide via
solid-phase peptide synthesis. The protected decapeptide resin
ester (N α-Boc-Gln-His-Trp-Ser(OBzl)-Tyr(OBzl)-Gly-Leu-Arg
(NO2)-Pro-Gly-resin ester) that corresponds to the amino acid
sequence of LH-RH/FSH-RH was synthesized using N α-
Boc chemistry by the method described by Stewart and Young
(38), which starts with N α-Boc-Gly-resin ester (1.0 g: 0.35
mmole). The side-chain protections were as follows: Ser and
Tyr were protected by Bn groups, Gln by a Np group, Arg by a
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NO2 group. Coupling was achieved with DCC with the single
exception that Gln was coupled by means of its p-nitrophenyl
ester. Stepwise synthesis was carried out in the DCM and/or
DMF using a glass shaker at room temperature. The removal
of the N α-Boc groups in the first seven steps was performed
by treatment with 50% TFA in DCM for 20 minutes. After the
incorporation of the Trp residue, 1 N HCI in acetic acid that con-
tained 1% 2-mercaptoethanol was used for the removal of the
N α-Boc group as described by Marshall (58). The neutralization
was carried out by shaking with 10% triethylamine in CHCl3. In
every DCC coupling step, 4 equivalents of N α-Boc-amino acid
(4 × 0.35 mmole) for every equivalent of the starting glycine
resin ester was used in the presence of 4 equivalents of DCC
for 5 hours. An additional reaction with the same reagents was
performed for another 5 hours. For the incorporation of His
residue, 5 equivalents of N α-Boc-His were used, and the same
reaction was carried out twice as above. Nitrophenyl ester cou-
pling of N α-Boc-Gln was performed with 10 equivalents of the
active ester for 5 hours, followed by an additional treatment for
5 hours in the presence of 5 equivalents of imidazole. The yield
of the protected decapeptide resin ester was 1.38 g (about 78%
based on dry weight and amino acid analysis).

To achieve cyclization of N -terminal glutaminyl group on the
resin to the pyroglutamyl-ring after removal of N α-Boc group,
the N α-Boc-glutaminyl-peptide resin ester was treated with 1 N
HCI in acetic acid that contained 1% of 2-mercaptoethanol for 1
hour at room temperature. The peptide was cleaved by stirring
in 20 mL of absolute methanol saturated with ammonia for 3
days at room temperature. After filtration, evaporation of the
methanolic filtrate yielded 368 mg of the corresponding amide
as a yellow semi-solid material. All protecting groups were
removed by treatment with liquid HF in the presence of 2 mL
of anisole for 1 hour at 0 ◦C.

After evaporation, the residual material was dissolved in
5 mL of acetic acid that contained 1% of 2-mercaptoethanol and
heated in an evacuated sealed tube at 100 ◦C for 10 minutes for
the completion of cyclization to the pyroglutamyl-group (59,
60). After addition of 50 mL of water, followed by lyophiliza-
tion, the residual solid was dissolved in 0.2 N acetic acid and
lyophilized. The resulting slightly yellow solid was purified by
the counter-current distribution (CCD) in the solvent system
of 0.1% acetic acid:butanol:pyridine (11:5:3) for 400 trans-
fers. Lyophilization of fractions No. 282–343 (K = 2.0) after
CCD afforded 153 mg of purified LH-RH as a white fluffy
solid, which showed about 25% of the biological activity of
natural porcine GnRH. On paper-chromatography (Whatman
No. 1) in 1-butanol:pyridine:acetic acid:water (15:10:3:12), this
material showed two spots, positive to Pauly’s reagent and
negative to ninhydrin, with Rf = 0.67 and 0.79, respectively.
Paper-electrophoresis (pH 6.4 pyridine acetate, 2,500 volts, 1
hour) also exhibited two spots with RLVP

2 0.95 and 0.76, re-
spectively. The main spot with Rf = 0.67 and RLVP

2 = 0.95
was found to be identical with natural porcine LH-RH. Addi-
tional purification of 9-mg portions of the CCD-purified material
was carried out on a column of carboxymethylcellulose (1 ×
60 cm) using 0.1 M ammonium acetate pH 7.0 for elution. This
process yielded 2 mg of essentially pure synthetic GnRH, which

was identical chromatographically and electrophoretically with
natural porcine GnRH.

Growth hormone releasing factor (GRF or GRH)
GRF has been isolated and characterized from a human tumor of
the pancreas (61) as well as from rat (62), porcine (63), bovine
(64), caprine (65), ovine (65), and human (65) hypothalamus
stalk-median eminence. It is a 40–44–amino-acid peptide hor-
mone produced in the arcuate nucleus of the hypothalamus and
released from neurosecretory nerve terminals of these arcuate
neurons, and it is carried by the hypothalamo–hypophysial por-
tal circulation to the anterior pituitary gland where it stimulates
growth hormone (GH) secretion (66).

The sequence of human GRH is as follows: Tyr-Ala-Asp-Ala-
Ile-Phe-Thr-Asn-Ser-Tyr-Arg-Lys-Val-Leu-Gly-Gln-Leu-Ser-
Ala-Arg-Lys-Leu-Leu-Gln-Asp-Ile-Met-Ser-Arg-Gln-Gln-Gly-
Glu-Ser-Asn-Gln-Glu-Arg-Gly-Ala-Arg-Ala-Arg-Leu-NH2.

Ling et al. (65) have described the synthesis of hGRH in 1984
after they isolated and characterized the peptide from human
hypothalamic tissues. The peptide was prepared by solid-phase
methodology on a Beckman model 990 peptide synthesizer
(Beckman Instruments, Fullerton, CA) using N α-Boc chemistry.
The MBHA resin (6 g, 0.6 mmol/g) was used, and the side-chain
protections were as follows: Ser, Glu, Asp, and Thr were
protected by Bn groups; Arg by a Tos group; Lys by a 2-Cl-Cbz
group; Tyr by a 2,6-Cl-Bn group. The C -terminal amino acid
was loaded to the MBHA resin using the symmetric anhydride
method, and DCC was the coupling reagent. The subsequent
amino acids were coupled according to the schedule in Table 6.

After the last amino acid had been incorporated, the N α-Boc
protecting groups were removed before 1 g of the peptide-resin
conjugate was treated with a mixture of 14 mL of HF, 1.5 mL
of anisole, and 0.25 mL of methylethyl sulfide at −20 ◦C for 0.5
hour and at 0 ◦C for 0.5 hour. The HF was removed in vacuo
at 0 ◦C, and the resulting peptide and resin mixture was washed
twice with ether and twice with CHCl3 and ether alternately.
The peptide was extracted five times with 2 M CH3COOH, and
the extract was lyophilized.

The first purification was done by loading the lyophilized
product on a column of Sephadex G-50 developed in 30%
CH3COOH to remove the truncated fragments and salt. The
next step of purification was by CM-32 carboxymethylcellu-
lose cation-exchange chromatography developed with a gradient
generated by adding 2.5 volumes of 0.4 M NH4OAc at pH 6.5 to
1 volume of 0.01 M NH4OAc at pH 4.5. Final purification was
achieved by partition chromatography on Sephadex G-50 using
the solvent system 1-butanol:ethanol:pyridine:0.2 M CH3COOH
(4:1:1:7). The chromatographic fractions were monitored by UV
at 280 nm and TLC on 0.25-mm-thick precoated silica gel 60
plates with the solvent system 1-butanol:pyridine:CH3COOH:
water (6:6:12:4.8), and the spots were detected with ninhydrin
spray. Four-hundred twenty-six milligrams of hGRF was ob-
tained after final purification with an overall yield of 2.3%.

Thyrotropin-releasing factor
TRF was isolated from porcine hypothalamus by Schally et al.
(67, 68) and from ovine hypothalamus by Guillemin et al. (69) It
is a tripeptide amide with the structure of pyroGlu-His-Pro-NH2.
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Table 6 Schedule of events for assembling the peptide p-MBHA resin

Step Reagents or solvents and operations Time (min)

1 DCM wash (× 2) 1
2 55% TFA/5% 1,2-ethanedithiol in DCM wash, (× 1) 0.5
3 Deprotect with 55% TFA/5% 1,2-ethanedithiol in DCM 20
4 DCM wash, (× 3) 1.5
5 CH3OH wash, (× 2) 1
6 10% triethylamine in DCM wash, (× 2) 1
7 CH3OH wash, (× 2) 1
8 Repeat step 6, 7
9 DCM wash (× 2) 1

10 Couple with symmetric anhydride∗ of Boc-amino acid (1 mmole/g
of resin) in DCM, Leu, Arg Asn and Gln were coupled in 30%
DMF in DCM∗∗

120

11 DCM wash, (× 1) 0.5
12 50% DMF-DCM wash, (× 2) 1
13 10% triethylamine in DCM wash 0.5
14 CH3OH wash, (× 2) 1
15 DCM wash, (× 2) 1
16 Acetylate unreacted N α-amino group with 25% acetic anhydride

in DCM
20

17 DCM wash, (× 2) 1
18 CH3OH wash, (× 2) 1

∗The symmetric anhydride was formed with one equivalent amount of DCC.
∗∗In the cases of Asn and Gln, a 1.2 equivalents of HOBt were included.

Classic synthesis of the peptide has been reported in 1970
(70); solid-phase synthesis was envisaged 1 year later, and
Rivaille et al. claimed they successfully prepared the target
with a better yield (71). N α-Boc chemistry was used in the
synthesis, and N α-Boc was introduced into the amino acid by
reacting amino acids with Boc-azide at a constant basic pH.
The His side chain was protected with an o,p-dinitrophenyl
group. Protected His was coupled to the proline linked on the
chloromethylresin by the symmetric anhydride method using
DCC (refer to the sections on “Somatostatin synthesis” and
“Angiotensin II synthesis” for details). The glutamyl residue
was introduced in two ways: 1) N α-Boc-pyroglutamic acid was
condensed in the presence of DCC and 2) N α-Boc-glutamine
dinitrophenylester was reacted with the dipeptide linked to
the resin in DMF. The tripeptide was split from the resin by
aminolysis, the imidazole protecting group was removed by
thiolysis at pH = 8 (72), and the glutamine converted into
pyroglutamic acid by boiling acetic acid (73).

The tripeptide was purified by Sephadex G10 filtration fol-
lowed by silica-gel chromatography. The pure material did not
react with ninhydrin because of the presence of N -terminal py-
roglutamic acid. After silica-gel thin layer chromatography in
several solvent systems, the product gave a single spot when
detected with Pauly’s reagent with overall yield of 73%.

Liver peptide hormones
Angiotensin II
Angiotensin II is an octapeptide derived from biologically inac-
tive decapeptide angiotensin I, which comes from angiotensino-
gen through the cleavage by the kidney enzyme renin. It is

responsible for essential hypertension through stimulated syn-
thesis and for the release of aldosterone from adrenal cells.

The sequence of horse Angiotensin II is as follows: Asp-Arg-
Val-Tyr-Ile-His-Pro-Phe-OH.

Several syntheses of the peptide have been reported by
solution methods (74–76). After the introduction of solid-phase
peptide synthesis, Marshall and Merrifield conducted the first
study of the synthesis of the peptide by using the new technique
(77). N α-Boc chemistry was used, and Merrifield resin was
selected as the solid support. The side chain protections were
as follows: His, Arg, and Asp were protected by Bn groups;
Arg by a NO2 group. The Phe was esterified onto the resin
in ethanol with the presence of 1 equivalent of triethylamine.
The symmetric anhydride method was used for the coupling
of the amino acids, and DCC was the coupling reagent. The
following cycle of reactions was used to introduce each new
residue (Table 7):

Amino acid analysis showed the average value of the eight
amino acid residues to be 0.13 mmol/g of peptide resin or
0.16 mmol/g of unsubstituted copolymer. Removing the pro-
tecting groups was achieved by suspending the peptide resin
in 20 mL anhydrous TFA and bubbling a slow stream of HBr
through the fritted disk of the reaction vessel at 25 ◦C. The sus-
pension was filtered, and the resin was washed 3 times with
10 mL portions of TFA. The filtrates were evaporated in vacuo.
The product was redissolved in TFA and re-evaporated. The
syrupy product was then dissolved in acetic acid and lyophilized
to give 1.47 g.

Purification of the peptide was done by countercurrent distri-
bution method. A 300-mg portion of the crude octapeptide was
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Table 7 Scheme of peptide assembling for angiotensin II

Step Reagents or solvents and operations Time (min)

1 Glacial acetic acid wash (× 3) 1
2 Deprotect with 1 N HCl in glacial acetic acid 30
3 Glacial acetic acid wash (× 3) 1
4 C2H5OH wash, (× 3) 1
5 DMF wash, (× 3) 1
6 Neutralize the HCl with 3 mL of triethylamine in DMF 10
7 DMF wash, (× 3) 1
8 DCM wash, (× 3) 1
9 Add 3.83 mmol of the appropriate BOC amino acid in

20 mL of DCM and allowed to mix
10

10 Add 3.83 mmol of DCC to couple∗ 120
11 DCM wash, (× 3) 1
12 C2H5OH wash, (× 3) 1

∗For the im-benzyl-L-His and nitro-L-arginine cycles, step 8 was deleted, and DMF was
substituted for DCM in steps 9–11.

purified by 100 transfers in a 1-butanol:acetic acid:water (4:1:5)
system. Over 80% of the Sakaguchi-positive material was lo-
cated in one peak which matched closely a theoretical curve
with distribution constant, k = 0.30. The material in the peak
was collected and the organic phase was removed by evapora-
tion. The residual aqueous phase was removed by lyophilization;
193 mg of product was obtained, which was equivalent to a yield
of 56%.

Pancreatic peptide hormones

Amylin

Amylin is a 37-residue peptide hormone first discovered inde-
pendently by two research groups in 1987 (78, 79). Amylin
is secreted by pancreatic β-cells at the same time as insulin
(in a roughly 100:1 ratio), and it is the major component of
diabetes-associated islet amyloid deposits. It inhibits basal and
insulin-stimulated glucose uptake as well as glycogen synthe-
sis by soleus muscles (80). Thus, amylin is also known as a
diabetes-associated peptide.

The sequence of human amylin is as follows: Lys-c(Cys-Asn-
Thr-Ala-Thr-Cys)-Ala-Thr-Gln-Arg-Leu-Ala-Asn-Phe-Leu-Val-
His-Ser-Ser-Asn-Asn-Phe-Gly-Ala-Ile-Leu-Ser-Ser-Thr-Asn-
Val-Gly-Ser-Asn-Thr-Tyr-NH2.

One solid-phase synthesis of amylin has been reported in
1991 by Balasubramaniam et al. (81). Standard N α-Boc chem-
istry was used for the synthesis, and MBHA resin was selected
as the solid support. The coupling was done by using the
symmetric anhydride method except for Arg, Asn, and Gln,
which were coupled as their HOBt esters (refer to the section
on “Corticotropin-releasing factor synthesis” for details). After
completing the chain elongation, the peptide was cleaved from
the resin using HF at 0 ◦C. The residue was then oxidized with
K3Fe(CN)6 to form the disulfide bond, followed by purification
on semipreparative reversed phase column. The overall yield of
the synthesis was between 10–20%.

Glucagon

Glucagon is a 29-residue polypeptide secreted by pancreas
α-cells. It increases lipid mobilization and glycogenolysis to
increase blood glucose levels. It was first discovered by Kimball
and Murlin in 1923 (82) when studying pancreatic extracts, but
the sequence was not determined until 1957 (83).

The sequence of mammalian glucagons is as follows: His-Ser-
Gln-Gly-Thr-Phe-Thr-Ser-Asp-Tyr-Ser-Lys-Tyr-Leu-Asp-Ser-
Arg-Arg-Ala-Gln-Asp-Phe-Val-Gln-Trp-Leu-Met-Asn-Thr-OH.

Early attempts to synthesize glucagons proved to be diffi-
cult because of the unusual structure, and successful examples
were not reported until Wünsch’s classic solution-phase syn-
thesis (84). Mojsov and Merrifield (85) reported the first step-
wise solid-phase synthesis of glucagon in 1981, in which
they used biphenylisopropyloxycarboxyl amino-acid derivatives
and t -Bu based side-chain protections, which were unstable.
They improved that to N α-Boc strategy and benzyl-based side
chain protections by using their newly developed PAM resin
in 1984, which gave a rapid, convenient synthesis (86). The
aminomethyl-resin was prepared according to Mitchell et al.(87,
88). The first amino acid Thr was loaded to the resin through
2 steps: 1) N α-Boc-Thr(Bzl)-OH was treated with powdered
KF.2H2O and [4-(bromomethyl) phenyl]acetic acid phenacyl
ester to produce N α-Boc-Thr(Bzl)-OCH2C6H4CH2COOH and
2) the product was then dissolved in DCM and allowed to cou-
ple with aminomethyl-resin at the presence of 1 equivalent of
DCC, and unreacted amino groups were blocked by acetyla-
tion. The peptide chain was then elongated by the symmetric
anhydride coupling method. In all, 8 eq. of amino acid and
4 eq. of DCC were used for each coupling, except for Leu
and Gly in 1.6 eq and 1.2 eq., respectively. Asn and Gln were
coupled with presence of HOBt; Arg at positions 17 and 18
were coupled twice each. The side-chain protections were as
follows: Ser and Thr were protected by Bn groups; His and
Arg by Tos groups; Asp by a cHx group; Tyr by a Br-Cbz
group; Lys by a Cl-Cbz group; Trp by a For group. One syn-
thetic cycle consisted of the following steps: 1) DCM wash,
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1 minute, × 3; 2) deprotection with 50% TFA/ DCM wash, 1
minute prewash + 20 minutes; 3) DCM wash, 1 minute, × 6; 4)
neutralization with 5% iPr2EtN/DCM wash, 1 minute, × 3; 5)
DCM wash, 1 minute, × 6; 6) performed symmetric anhydride
coupling in DCM (4 eq.), 60 minutes; 7) DCM wash, 1 minute,
× 6; 8) neutralization with 5% iPr2EtN/DCM wash, 1 minute, ×
3; 9) DCM wash, 1 minute, × 6; and 10) repeat steps 6) and 7).
After the completion of the peptide assemblies, the final depro-
tection and cleavage of the peptide was done in a Teflon vessel
using the HF procedure (80). The crude peptide was then puri-
fied by preparative HPLC using C-18 column, the eluant from
the major peak was collected and desalted on Sephadex G-10,
obtaining pure synthetic glucagon with 48% overall yield.

Insulin
Insulin is a polypeptide hormone produced by β-cells of the
pancreas; it contains two disulfide bonded peptide chains: an
A chain of 21 residues and an intra-disulfide bridge and a B
chain of 30 amino acids. Insulin is well known for regulating
carbohydrate metabolism as well as increasing glucose uptake
and utilization.

The structure of insulin is shown in Fig. 11. Insulin became
one of the most demanded drugs after finding its power to
treat Type 1 diabetes in the 1920s. However, it was thought
almost impossible to be chemically synthesized at that time
after the structure was elucidated by Sanger in 1955 because
it involved three disulfide bridges, complicated higher-level
structures, and so on. But these complications did not stop it
from becoming one of the hottest targets for synthetic chemists.
Several independent syntheses of insulin have been reported
in the 1960s (89–91) using classic peptide-synthesis methods,
which usually required several months to finish, and yields were
low. Merrifield et al. (92) reported a fast and efficient synthesis
later on by employing solid-phase peptide synthesis technique
that only took several days with good yields. N α-Boc chemistry
was used for the synthesis. The assembling of the fully protected
insulin B chain started with l.9 mmol of N α-Boc-Ala esterified
to 8 grams of the supporting cross-linked polystyrene resin.
The following 29 cycles of coupling were completed by using
the symmetric anhydride method and DCC as the coupling
reagent. The side-chain protections were as follows: Glu, Cys,
Ser, Tyr, and His were protected by Bn groups; Lys by a
Cbz group; Arg by a Tos group. Cleavage of the peptide
from the resin was done by firstly bubbling HBr through a
solution of resorcinol in TFA and then into a suspension of the
peptide resin in TFA that contained Met (92). The peptide was

precipitated from water to remove the Met. The yield of partially
protected peptide was 64%, which was based on the amount of
Ala originally esterified to the resin. The partially protected
peptide was thoroughly dried and then treated with sodium in
liquid ammonia as described by Niu et al. (93), except that the
stable light blue end point was limited to exactly 15 seconds
to prevent excessive cleavage of the Thr–Pro bond. Under
these conditions, this cleavage was only 20–25%, whereas
80% was lost during a 60-second treatment. The shorter time
was adequate for complete debenzylation of His and Cys and
complete detosylation of Arg. The deprotected triacontapeptide
was converted to the S-sulfonate. On electrophoresis, a major
Pauly-positive spot existed with the same mobility as that of the
B-chain S-sulfonate (BSSO3) obtained by sulfitolysis of natural
bovine insulin, and a minor contaminant probably caused by
B1-27. The overall yield from the first Ala residue was 21%.

The A chain was synthesized by the automated solid-phase
procedure (94). Three grams of N α-Boc-Asn resin was carried
through 20 reaction cycles as described for the B chain except
that the reagents used for all deprotection and neutralization
steps were 4 M HCl in dry dioxane and triethylamine in CHCl3,
respectively (95). The peptide was cleaved from the resin as
described above (yield, 69%). The total time required was
8 days. The S-benzyl protecting groups were removed by
treatment with sodium in liquid ammonia (96), and the four
cysteine residues were converted to the S-sulfonates (ASSOB)
(over all yield, 37%).

The synthetic A- and B-chain sulfonates (ASSO3 and BSSO3)
were combined with each other and with the complementary
natural chains. The mixtures were first reduced to the thiol
derivatives with thioglycolic acid at 25 ◦C by a modification
of the method of Du and colleagues (91, 97, 98). The reduced
chains were precipitated together at pH 3.8, washed, and then
oxidized in air at pH 10.0 to form insulin. The molar ratio
of ASSO3:BSSO3 at the beginning of reductions was 4:1. The
oxidation mixtures were extracted once by the method of Du et
al. (97), and the extracts were lyophilized. On electrophoresis,
these insulin preparations appeared as Pauly-positive spots with
the same mobility as standard bovine insulin, and both synthetic
chains could participate in the formation of biologically active
insulin when they were combined with the natural chains or
with each other.

Pancreatic polypeptide
Pancreatic polypeptide is a peptide hormone secreted by pan-
creatic polypeptide-producing cells in the islets of Langerhans

Figure 11 The structure of insulin.
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in the pancreas. It consists of 36 amino acids and has a molecu-
lar weight about 4200 Da. It suppresses the pancreatic secretion
and stimulates gastric secretion.

The sequence of human pancreatic polypeptide (hPP) is as
follows: Ala-Pro-Leu-Glu-Pro-Val-Tyr-Pro-Gly-Asp-Asn-Ala-
Thr-Pro-Glu-Gln-Met-Ala-Gln-Tyr-Ala-Ala-Asp-Leu-Arg-Arg-
Tyr-Ile-Asn-Met-Leu-Thr-Arg-Pro-Arg-Tyr-NH2.

Regular solid-phase synthesis of hPP has been reported by
Meyers and Coy (99). The peptide was assembled on BHA
resin using N α-Boc chemistry. Amino acids were coupled as
symmetric anhydrides with DIC except for Asn and Gln, which
were coupled as HOBt ester. The side-chain protections were as
follows: Ser and Thr were protected by Bn groups; Glu and Asp
by Cl-Bn groups; Arg by a Tos group; Tyr by a 2-Br-Cbz group.
Deprotection of the N α-Boc groups was done via treatment with
25% and 50% TFA in DCM. Couplings were monitored by the
ninhydrin test, and they were repeated if not complete after 1
hour (refer to the sections on “Motilin synthesis” and “Secretin
synthesis” for details). Free amino group found after double
couplings were acetylated by acetylimidazole in DCM. After
completing the synthesis, the peptide resin was treated with HF
with 10% anisole; deprotected crude peptide was released from
the resin and precipitated in ether. The material was applied on a
column of Sephadex G-25, which was followed by a column of
CM-cellulose; fractions from the major peak were collected and
lyophilized. Final purification was done on a partition column
of Sephadex G-50, which resulted in pure hPP that showed a
single peak on HPLC. The overall yield of this synthesis was
6% based on the moles of amino groups on the resin.

Pituitary peptide hormones
Adrenocorticotropin (ACTH)
ACTH is a 39-amino acids polypeptide hormone cleaved from
a precursor peptide called pro-opiomelanocortin, which is re-
leased from corticotrope cells of the anterior pituitary gland.
ACTH acts through the stimulation of cell surface ACTH recep-
tors, which are primarily located on the adrenocortical cells. It

stimulates the cortex of the adrenal gland and increases the syn-
thesis of corticosteroids. ACTH is also related to the circadian
rhythm in many organisms.

The sequence of human ACTH is as follows: Ser-Tyr-Ser-
Met-Glu-His-Phe-Arg-Trp-Gly-Lys-Pro-Val-Gly-Lys-Lys-Arg-
Arg-Pro-Val-Lys-Val-Tyr-Pro-Asn-Gly-Ala-Glu-Asp-Glu-Ser-
Ala-Glu-Ala-Phe-Pro-Leu-Glu-Phe-OH.

The total synthesis of ACTH attracted many researchers in
the 1960s and 1970s. Schwyzer and Sieber (100) first synthe-
sized porcine ACTH by using a conventional solution-phase
peptide synthesis method. After the development of solid-phase
synthesis by Merrifield (92), Yamashiro and Li (101) extended
the scope of how to prepare this important biomolecule. N α-Boc
chemistry was used throughout Yamashiro and Li’s synthesis.
Phe was esterified to the resin by reacting the tetramethylam-
monium salt of N α-Boc-Phe to Merrifield resin (0.72 mmol of
Cl/g) in DMF with triethylamine at ambient temperature for 24
hours (102). The symmetric anhydride method was used for as-
sembling the peptide chain, and DCC was the coupling reagent.
The attachment of Glu was purposely limited to 0.28 mmol/g to
reduce the loading on the resin and to select the most sterically
favorable sites. Unreacted amines were blocked by acetylation.
The remaining 37 cycles of couplings were accomplished by
using a regular DCC coupling procedure, except that the de-
protection of the Trp N α-Boc group was achieved by treating
with 25% TFA in DCM for 30 minutes followed by treating
with the 50% reagent for 6 minutes. The side-chain protections
were as follows: Asp, Ser and Glu were protected by Bn groups;
His by a Boc group; Arg by a Tos group, Lys by a 2-Br-Cbz
group; Tyr by a 2,6-Cl-Bn group (refer to the sections on “So-
matostatin synthesis” and “Angiotensin II synthesis” for details).
After completing the synthesis, a portion (1.00 g) of the peptide
resin was cleaved and deprotected with HF in the presence of
anisole. The resulting peptide material was purified on a column
of Dowex 1-X4 (acetate form), lyophilized, followed by chro-
matography on Sephadex G-10 in 1 N acetic acid in which only
one peak of 346 mg peptide material was obtained. It was then
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Figure 12 Carboxymethylcellulose chromatography of crude synthetic hACTH. Taken from Yamashiro et al. (101).
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Figure 13 Partition chromatography of Sephadex G-50 of Natural hACTH (left) and highly purified synthetic hACTH (right). Taken from Yamashiro et al.
(101).

subjected to gel filtration on Sephadex G-25, which gave a ma-
jor peak of 202-mg peptide material. The material was treated
with dithiothreitol in 0.1 N acetic acid for 21 hours at 50 ◦C to
convert any Met-sulfoxide to Met and then chromatographed on
carboxymethylcellulose (Fig. 12) to give a major peak of 68-mg
peptide material, which was very similar to that of the natural
ACTH. This 32 mg of the purified material was purified even
more by partition chromatography on Sephadex G-50 with a
solvent system of 1-butanol:pyridine:0.1% aqueous acetic acid
(5:3:11) to give 12-mg highly purified synthetic hACTH with
almost the same Rf as natural hACTH (Fig. 13).

Melanocyte-stimulating hormones
(melanotropins, MSHs)

MSHs consist of three peptide hormones: α-MSH, β-MSH, and
γ-MSH, which are secreted by intermediate lobe of the pituitary
gland. They are cleaved from the same precursor peptide as
ACTH. Their basic function is stimulation of melanocytes to
darken skin and stimulation of melanin synthesis to darken
the skin and hair. They also have been found to be released
in the brain affecting appetite, sexual arousal, and many other
functions.

The sequence of α-MSH is as follows: N -Acetyl-Ser-Tyr-Ser-
Met-Glu-His-Phe-Arg-Trp-Gly-Lys-Pro-Val-NH2.

The sequence of human β-MSH is as follows: Ala-Glu-Lys-
Lys-Asp-Glu-Gly-Pro-Tyr-Arg-Met-Glu-His-Phe-Arg-Trp-Gly-
Ser-Pro-Pro-Lys-Asp-OH.

The sequence of porcine β-MSH is as follows: Asp-Glu-Gly-
Pro-Tyr-Lys-Met-Glu-His-Phe-Arg-Trp-Gly-Ser-Pro-Pro-Lys-
Asp-OH.

The sequence of γ-MSH is as follows: Tyr-Val-Met-Gly-His-
Phe-Arg-Trp-Asp-Arg-Phe-Gly-OH.

Solid-phase synthesis of α-/β-MSH were achieved in our
group in 1980 (103), both using N α-Boc chemistry. In the prepa-
ration of α-MSH, amino acids were coupled successively to
valine-BHA resin with threefold excess of N α-Boc amino acid
and 2.4-fold excess of DCC in 1–15 hours. Removal of the
N α-Boc protecting group was achieved by a treatment of 45%
TFA in DCM that contained 2% anisole. The side-chain protec-
tions were as follows: Ser and Asp were protected by Bn groups;

Tyr by a 2,6-Cl-Bn group; Lys by a 2,6-Cl-Cbz group; Arg and
His by Tos groups; Trp by a For group. After completing all
coupling cycles, the amino terminal end of the peptide was
acetylated with threefold excess of N -acetylimidazole (refer to
the sections on “Motilin synthesis” and “Secretin synthesis” for
details). The peptide was cleaved from the resin, and all pro-
tecting groups were removed with anhydrous liquid HF with
the exception of the For group on Trp. The residue was purified
by gel filtration on Sephadex G-15, followed by deformylation
with 4 N NaOH at pH 11.5 for 3 minutes. The reaction was
quenched by addition of glacial AcOH to a final pH of 4.5.
Cation exchange chromatography was used for the purification
of α-MSH, followed by gel filtration on Sephadex G-25. Porcine
β-MSH was prepared similarly but on Asp-Merrifield resin.

The total synthesis of γ-MSH was reported by Ling et al.
(104). N α-Boc chemistry was used for the synthesis. The cou-
pling was started from loading N α-Boc-Gly to the Merrifield
resin. The rest of the amino acids were coupled subsequently to
the resin using DCC as coupling reagent for 1 or 2 hours, ex-
cept 8 hours for Asn, which was coupled as Np ester. After each
coupling was done, the unreacted amino group was blocked by
acetylation with Ac2O. Peptide was cleaved and deprotected
by a treatment of HF with presence of anisole and methylethyl
sulfide. The residue was purified by cation-exchange chromatog-
raphy on CM-32 carboxylmethyl cellulose and followed by gel
filtration on Sephadex G-25. The overall yield of the synthesis
was 10.3%.

Oxytocin

Oxytocin holds a special place in the development of modern
hormone and neurotransmitter chemistry and biology. It was
the first peptide hormone (neurotransmitter) to be isolated, its
structure determined, and prepared by total synthesis. Oxytocin
is a 9-amino-acid polypeptide made in magnocellular neurose-
cretory cells of the hypothalamus, and is released into the blood
from the posterior lobe of the pituitary gland. It causes uterine
contraction and milk ejection in lactating women as well as
facilitates birth and breastfeeding. It is also involved in social
recognition and bonding, aspects of sexual function, and might
be involved in the formation of trust between people.
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The sequence of oxytocin is as follows: c(Cys-Tyr-Ile-Glu-
Asp-Cys)-Pro-Leu-Gly-NH2. The synthesis of oxytocin has
drawn significant interest to chemists. It was first made by
du Vigneaud et al. (105, 106), and many other syntheses have
been reported since then in 1950s, 1960s, and beyond. One
of the most high-yield and rapid syntheses was done by Man-
ning (107). The protected nonapeptide was synthesized in a
stepwise manner using N α-Boc chemistry. The symmetric an-
hydride method was used for the couplings, and DCC was the
coupling reagent, except that Asn and Gln were coupled as
their p-nitrophenyl esters. The side-chain protections were as
follows: Trp and Cys were protected by Bn groups. Final Cys
was coupled as N-benzyloxycarbonyl-S -benzyl derivative. After
completing the synthesis, the dried resin was weighed, giving
a yield of 81%. The protected nonapeptide was cleaved from
the resin by ammonolysis, which was achieved by suspending
the peptide resin in anhydrous methanol and bubbling with a
stream of ammonia from a refluxing solution of dry ammonia
at −5 ◦C for 2.5 hours, at 4 ◦C for overnight, and at 23 ◦C for 2
hours. The overall yield of the protected nonapeptide was 59%
based on the amount of Gly originally esterified to the resin.
Sodium and liquid ammonia reduction was used to remove the
Bn protecting groups on Cys and Tyr and the disulfide bond
was formed by K3Fe(CN)6 oxidation (108). The residue was
then purified by gel filtration on Sephadex G-15, and the pure
oxytocin was obtained in an overall yield of 27%.

Vasopressin

The presence of vasopressin has been known for more than
100 years when people found pressor activity in extracts of the
posterior lobe of the pituitary gland (109). However, it took
almost a half-century before du Vigneaud and his colleagues
figured out what it is (110, 111). Arginine vasopressin is a
9-amino-acid human hormone that is responsible of reducing
plasma volume and increasing plasma osmolality by inducing
the kidneys to conserve water.

The sequence of arginine vasopressin (human) is as follows:
c(Cys-Tyr-Phe-Gln-Asn-Cys)-Pro-Arg-Gly-NH2. The sequence
of lysine vasopressin (porcine) is as follows: c(Cys-Tyr-Phe-
Gln-Asn-Cys)-Pro-Lys-Gly-NH2.

The first syntheses of human and porcine vasopressin were
done in du Vigneaud’s lab using solution-phase chemistry (112).
Many other syntheses have been reported since then. More
recent solid-phase syntheses of [8-Arg]/[8-Lys]-vasopressin
through crystalline-protected nonapeptide intermediates were
achieved by Meienhofer et al. (113, 114). Solid-phase N α-Boc
chemistry was employed for those syntheses. In the case of
[8-Lys]-vasopressin, the symmetric anhydride method was used
for coupling, and DCC was the coupling reagent. Lys, Asn,
and Gln were introduced into the preloaded N α-Boc-Gly-resin

as their p-nitrophenyl esters. The side-chain protections were
as follows: Cys was protected by a Bn group; Lys by a Tos
group. Deprotection of the N α-Boc groups was done by a
treatment with anhydrous TFA. After completing the peptide
assembling, the protected peptide was cleaved from the resin
by ammonolysis, and was crystallized from DMF as colorless
needles. The crystalline-protected peptide was deprotected by
sodium liquid-ammonia reduction, followed by air oxidation to
form the disulfide bridge. The crude [8-Lys]-vasopressin was
desalted on Amberlite IRC-50 column and lyophilized to give
a powder with an overall yield of 24.7%. The synthesis of
[8-Arg]-vasopressin used essentially identical methods.

Placental peptide hormones

Relaxin

Relaxin is a peptide hormone produced in the corpora lutea of
pregnant mammals and is responsible for the widening of the
birth canal to provide for the passage of the offspring. Human
relaxin contains two peptide chains, an A chain of 24 amino
acids, and a B chain of 29 amino acids, which are linked to
each other by two disulfide bridges.

The structure of human relaxin is shown in Fig. 14. Tregear
and colleagues (115–119) have done many studies on the syn-
thesis of relaxin, but results were mainly published in meeting
papers, which do not provide synthetic details. An interesting
total synthesis of human relaxin was reported by Büllesbach
and Schwabe (120). The highlight of this synthesis was their
use of cysteine-protecting groups in the selective synthesis of
the three disulfide links. The most stable disulfide link, the in-
trachain disulfide loop between A10 and A15, was synthesized
first. The liberation of the cysteine side chain in position A24
and the subsequent thiolysis of the S -activated cysteine in posi-
tion B23 directed the formation of the interchain disulfide bond
A24–B23. The third disulfide bond was formed by oxidative re-
moval of the corresponding protecting groups in positions A11
and B11.

N α-Fmoc solid-phase chemistry was used for the synthesis
of the A chain. HMP resin was selected as solid support, and
standard DCC/HOBt coupling protocol was used to elongate the
peptide chain. The side-chain protections were as follows: Glu,
Asp, Tyr, Ser, and Thr were protected by t -Bu groups; His by
a Trt group; Lys by a Boc group; Arg by a Pmc group. The
Cys side chains were protected by S -Trt groups in positions
A10 and A15, by an Acm group in A11, and by a methyl-Bn
group in A24. Deprotection of the N α-Fmoc groups was done
in 20% piperidine in DMF. After finishing the peptide chains
synthesis, the peptide was cleaved from resin and deprotected
with TFA using thiophenol as a scavenger to yield an A chain
with two free thiol groups (A10, A15) and two differently

Figure 14 The structure of human relaxin.
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protected cysteines. The formation of the intrachain disulfide
loop was achieved by titration with iodine in 50% acetic acid.
After purification with HPLC, the chain was stored in this form
and the methyl-Bn group was removed prior to reaction with
the corresponding B chain by HF, and the resulting A chain that
contains one thiol group (A24), one disulfide link (A10/A15),
and one Acm group (A11) was about 95% pure.

The B chain was synthesized using N α-Boc chemistry.
PAM-resin was used as the solid support, and standard DCC/
HOBt coupling protocol was used to elongate the peptide chain.
The side chain protections were as follows: Glu, Ser, Thr, and
Asp were protected by Bn groups; Arg by a Tos group, Lys
by a Cl-Cbz group, Trp by a For group; Met was protected
as a sulfoxide (refer to the section on “Glucagon’s synthesis”
details). Cys was protected by an Acm group in position B11
and by a 2-nitropyridinesulphonyl group in position B23. After
completing the synthesis, the peptide was cleaved and partially
deprotected with HF, followed by purification on Sephadex
G-50. Trp(formyl) and Cys(Npys) remained untouched.

The formation of the interchain disulfide link A24/B23
was achieved in 8 M guanidinium chloride at pH 4.5 using
monothiol-A chain and thiol-activated B chain in a molar ratio
of 1:1.1 for 24 hours at 37 ◦C. The third disulfide bond was
synthesized by oxidation with iodine in aqueous AcOH. Final
deprotection of the partially protected relaxin was achieved by
reducing Met-sulfoxide in aqueous TFA that contained NH4I
and removed the For group with NaOH. The resulting human
relaxin was purified by reverse phase HPLC.

Thyroid peptide hormones

Calcitonin

Calcitonin is a 32-amino-acid polypeptide hormone that was
first purified in 1962 by Copp and Cheney (121). It was
originally thought as a product from parathyroid glands, but later
it was discovered to be made by the C cells of the thyroid gland.
Calcitonin participates in calcium and phosphorus metabolism,
lowers plasma calcium and phosphate levels, and it has been
used as a drug for bone and mineral disorders for a long time.

The sequence of human calcitonin is as follows: c(Cys-Gly-
Asn-Leu-Ser-Thr-Cys)-Met-Leu-Gly-Thr-Tyr-Thr-Gln-Asp-
Phe-Asn-Lys-Phe-His-Thr-Phe-Pro-Gln-Thr-Ala-Ile-Gly-Val-
Gly-Ala-Pro-NH2.

Synthesis of human calcitonin was first carried out by Sieber
et al. (122–125) in 1968 using solution-phase chemistry. More
recently, Shi and Rabenstein (126) reported a convenient and
high-yield synthesis by using N α-Fmoc solid-phase chemistry.
Fmoc-PAL-PEG-polystyrene resin was selected as the solid sup-
port. The CID/HOAt combination was used as the coupling
reagent, and 20% piperidine in DMF was used to deprotect the
N α-Fmoc group. The side-chain protections were as follows:
Cys, Gln, Asn, and His were protected by Trt groups; Ser,
Thr, Tyr, and Asp by t -Bu groups; Lys by a Boc group. Af-
ter completing the synthesis, the peptide resin was cleaved and
deprotected by 81% TFA with phenol, thioanisole, ethanedithiol
dimethylsulfide, and water, and Met sulfoxide was also reduced
during the cleavage (as Met was oxidized during the synthe-
sis). The deprotected crude peptide was then oxidized with

trans-[Pt(en)2Cl2]2+ to form the intramolecular disulfide bond
and to obtain human calcitonin.

Calcitonin gene-related peptid (CGRP)

Human CGRP (hCGRP) is a 37-residue polypeptide isolated by
Morris et al. (127) from human medullary thyroid carcinoma.
It acts as a vasodilator and stimulates the formation of cAMP.

The sequence of hCGRP is as follows: Ala-c(Cys-Asp-Thr-
Ala-Thr-Cys)-Val-Thr-His-Arg-Leu-Ala-Gly-Leu-Leu-Ser-Arg-
Ser-Gly-Gly-Val-Val-Lys-Asn-Asn-Phe-Val-Pro-Thr-Asn-Val-
Gly-Ser-Lys-Ala-Phe-NH2.

The peptide has been made using a conventional solution-
phase method (128). Improved synthesis on solid support has
been reported later by Smith et al. (129), who have prepared
hCGRP using N α-Boc chemistry and MBHA resin as solid
support. All amino acids were coupled as HOBt active ester
by using DCC/HOBt, the deprotection of the N α-Boc groups
was done by treating with 30% TFA in DCM. The side-chain
protections were as follows: Asp, Thr, and Ser were protected by
Bn groups; His by a Bom group; Arg by a mesitylene-2-sulfonyl
group; Lys by a 2-Cl-Cbz group. When the coupling yield was
greater than 99%, the unreacted amino groups were acetylated
by Ac2O; when the yield was lower than 99%, another coupling
cycle was performed before acetylation (refer to the section
on “Corticotropin-releasing factor synthesis” for details). After
completing the synthesis, the peptide was cleaved with TFA, and
the disulfide bond was formed by oxidation with K3Fe(CN)6

in NH4OAc solution. The crude hCGRP was purified by gel
filtration on a column of Bio-Gel P6, followed by ion-exchange
column chromatography on CM-Sephadex C25. Fractions that
correspond to the hCGRP were collected and lyophilized, and
final purification was achieved on HPLC using a Vydac C18
semipreparative column, obtaining pure hCGRP with 4.4%
overall yield.

Peptide Neurotransmitters

Opioids

Dynorphin

Dynorphins are a class of endogenous opioid peptides produced
by many different populations of neurons. They function primar-
ily as a κ-opioid receptor agonist; therefore, they may act as
antidote against addiction to cocaine. However, they also have
µ- and δ-opiod receptor agonist activities. Dynophin A, which
is a 17-residue peptide, and Dynophin B, which is a 13-residue
peptide, are found in nature.

The sequence of dynophin A (1-17) is as follows: Tyr-Gly-
Gly-Phe-Leu-Arg-Arg-Ile-Arg-Pro-Lys-Leu-Lys-Trp-Asp-Asn-
Gln-OH.

The sequence of dynophin B (1-13) is as follows: Tyr-Gly-
Gly-Phe-Leu-Arg-Arg-Gln-Phe-Lys-Val-Val-Thr-OH.

Dynorphin A with a diiodotyrosine at position 1 was syn-
thesized by using N α-Boc solid-phase chemistry (130), and
many other syntheses of the peptide and its analogs also
were reported. An optimized N α-Fmoc chemistry synthesis
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of [8-Ala]-dynorphin, which is a dynorphin-A analog partic-
ularly potent in an opiate receptor-binding assay (131), was
reported by Solé and Barany (132). Fmoc-PAL-Nle-MBHA
resin was selected as the solid support, which has a
tris(alkoxy)-benzylamide linker that acts as side-chain anchor
to prevent alkylation of the deprotected protecting groups to
the peptide residues such as Cys, Met, Tyr, and Trp. Coupling
was achieved by using DIC/HOBt as the coupling reagent, and
the deprotection of the N α-Fmoc groups was done by treatment
with 20% piperidine in DMF. After completing the synthesis,
several cleavage cocktails were tried, and the best one turned out
to be TFA with phenol, water, and triisopropylsilane (88:5:5:2),
which gave more than 95% cleavage yield. The crude peptide
was then purified by RP-HPLC, giving pure [8-Ala]-dynorphin
A in 58% overall yield.

Synthesis of dynorphin B also has been reported by using
fragment condensation in solution-phase (133).

Endorphin

Endorphins are endogenous opioid peptides produced by the
pituitary gland and the hypothalamus in vertebrates. They are
known as “natural pain killers” because of their analgesic effect.
The best-known endorphins are α-, β-, and γ-endorphin, of
which β-endorphin seems to be most implicated in pain relief.

The sequence of α-endorphin is as follows: Tyr-Gly-Gly-Phe-
Met-Thr-Ser-Glu-Lys-Ser-Gln-Thr-Pro-Leu-Val-Thr-OH.

The sequence of human β-endorphin is as follows: Tyr-Gly-
Gly-Phe-Met-Thr-Ser-Glu-Lys-Ser-Gln-Thr-Pro-Leu-Val-Thr-
Leu-Phe-Lys-Asn-Ala-Ile-Ile-Lys-Asn-Ala-Tyr-Lys-Lys-Gly-
Glu-OH.

The sequence of γ-endorphin is as follows: Tyr-Gly-Gly-Phe-
Met-Thr-Ser-Glu-Lys-Ser-Gln-Thr-Pro-Leu-Val-Thr-Leu-OH.

Many syntheses of β-endorphin have been achieved in the
past, either in solution or on solid-phase. For example, an
N α-Fmoc synthesis on solid-phase was reported by Atherton et
al. (134). p-Alkoxybenzyl ester resin was selected as the solid
support; coupling was done by using the symmetric anhydride
and HOBt active ester method, except that Asn and Gln were
coupled as p-nitrophenyl esters. The N α-Fmoc groups were
deprotected by 20% piperidine in DMF. After completing the

synthesis, the peptide was cleaved from the resin, and the
side-chain protection groups were removed with anhydrous TFA
in the presence of excess Met. The peptide was purified by
CM-52 chromatography, with an overall yield of 41%.

α-/γ-Endorphin have been synthetically prepared by Ling
(135). An N α-Boc strategy was used for the synthesis. In
the case of α-endorphin, N α-Boc-Thr(OBn) was loaded on a
chloromethyl-resin. The rest of the amino acids were coupled
to the resin by using DCC as coupling reagent, and the de-
protection of the N α-Boc groups was done using 50% TFA in
DCM. After incorporation of the Met, the TFA deprotection
step was modified with the inclusion of 5% 1,2-ethanedithiol.
The side-chain protections were as follows: Thr, Ser, and Glu
were protected by Bn groups; Tyr by a 2,6-Cl-Bn group, Lys
by a 2-Cl-Cbz group. After the completion of the chain elon-
gation, the peptide was cleaved by HF with 10% anisole at
−5 ◦C. The crude peptide was purified by using a CM-32 car-
boxymethyl cellulose column first, followed by gel filtration
on Sephadex G-25F column and partition chromatography on a
Sephadex G-25F column. The pure α-endorphin was obtained
with an 18% overall yield. γ-Endorphin was prepared in the
same manner with a 30% overall yield.

Enkephalin

Enkephalins are endogenous opioid peptides that have analgesic
effects. Met-enkephalin and Lys-enkephalin are found in nature,
and they are pentapeptides that share the same first four residues.

The sequence of Met-enkephalin is as follows: Tyr-Gly-Gly-
Phe-Met-OH.

The sequence of Leu-enkephalin is as follows: Tyr-Gly-Gly-
Phe-Leu-OH.

Both peptides have been prepared in solution for the last
30 years (136, 137), and many solid-phase syntheses also
have been reported. In addition, syntheses of these peptides
have employed enzymatic methods, which could be done in
low-water content systems on a preparative scale (138). N α-Cbz
and N α-Boc protected Met-enkephalin and Leu-enkephalin were
prepared by means of α-chymotrypsin, papain, thermolysin, and
bromelain adsorbed on Celite. α-Chymotrypsin has a primary
specificity for bulky and hydrophobic amino acids (Phe, Tyr,
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Figure 15 Enzymetic synthesis of Cbz-Enkephalin[Leu] and Nα-Boc-Enkephalin[Met]. Cam = carboxamidomethyl acyl-donor esters. Taken from Clapés et
al. (138).
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Trp, Leu, Met), and it was selected for making the Tyr–Gly,
Phe–Leu, and Phe–Met peptide bonds. Papain was selected
for Gly–Gly and Gly–Phe peptide bonds. Bromelain is very
similar to papain as far as its specificity. All these proteases are
serine or cysteine type, and the peptide bond formation can be
done under kinetically controlled conditions. Thermolysin is an
asparyl protease, and it was selected mainly for Phe–Leu and
Gly–Phe bonds. MeCN, EtOAc, and methyl caproate were used
as solvents with a controlled amount of buffer or at fixed water
amount.

The synthetic scheme is shown in Fig. 15 (138), which was
based on 4 + 1 enzymatic fragment condensation. N α-Cbz-Tyr-
Gly-Gly-Phe-Leu-NH2 and N α-Boc-Tyr-Gly-Gly-Phe-Met-NH2

were prepared in good yield.

Leumorphin

Leumorphin is a 29-amino-acid peptide first predicted by Ya-
mamoto et al. (139, 140) when sequencing the cloned DNA
complementary to porcine hypothalamic mRNA. They synthe-
sized this peptide and found that it has potent opiate activity
as predicted (140), and they also proved the existence of this
peptide in humans (141).

The sequence of procine leumorphin is as follows: Tyr-Gly-
Gly-Phe-Leu-Arg-Arg-Gln-Phe-Lys-Val-Val-Thr-Arg-Ser-Gln-
Glu-Asp-Pro-Asn-Ala-Tyr-Tyr-Glu-Glu-Leu-Phe-Asp-Val-OH.

Porcine leumorphin was synthesized by a solid-phase tech-
nique with N α-Boc strategy. The peptide chain was elongated
on a chloromethylated resin with use of a peptide synthesizer
(Beckman Model 990B). The side-chain protections were as fol-
lows: Asp, Glu, Thr, and Ser were protected by Bn groups; Tyr
by a 2,6-Cl-Bn group; Lys by a 2-Cl-Cbz group; Arg by a Tos
group. After the completion of the synthesis, the peptide was
deprotected and cleaved from the resin with HF in the presence
of anisole and ethane dithiol (refer to the sections on “Somato-
statin synthesis” and “Angiotensin II synthesis” for details). The
crude peptide was purified by gel chromatography on Sephadex
G-10, followed by reverse-phase HPLC.

Tachykinin

Tachykinins are peptides characterized by the C -terminal ami-
dated pentapeptide Phe-X-Gly-Leu-Met-NH2

Neurokinin A and B

Neurokinin A and B are both decapeptides discovered by
Kimura et al. (142) from the porcine spinal cord. Both have very
similar amino acid composition and sequence homology to the
undecapeptide substance P, and they also have similar biological
activities as substance P. They are potent bronchoconstrictors,
constrict smooth muscle, and activate the micturition reflex.

The sequence of neurokinin A (substance K) is as follows:
His-Lys-Thr-Asp-Ser-Phe-Val-Gly-Leu-Met-NH2.

The sequence of neurokinin B is as follows: Asp-Met-His-
Asp-Phe-Phe-Val-Gly-Leu-Met-NH2.

These peptides were synthesized by solid-phase method using
standard N α-Boc chemistry (143), and the couplings were
performed with a Beckman Model 990 peptide synthesizer
(Beckman Instruments, Fullerton, CA). The BHA resin was used

as a solid support, and the amino acids were coupled to the resin
using the symmetric anhydride method; DCC was the coupling
reagent. The side-chain protections were as follows: Asp, Ser,
and Thr were protected by Bn groups; His by a Tos group; Lys
by a Cl-Cbz group (refer to the sections on “Motilin synthesis”
and “Secretin synthesis” for details). After the completion of
the synthesis, the peptide was cleaved and deprotected by HF,
and the crude peptide was purified by gel filtration on Sephasex
G-25. HPLC elution was applied as the second purification, and
followed by desalting on a column of Sephadex G-10, obtaining
more than 98% pure peptides.

Eledoisin, physalaemin, and kassinin
These peptides have only been reported and prepared by tra-
ditional solution-phase syntheses (144–146). However, because
their structures are not complicated, they can be readily prepared
by modern solid-phase techniques.

Others
Gastrin-releasing peptide (GRP)
Gastrin-releasing peptide is a 27-amino acid-containing peptide
first isolated and sequenced by McDonald et al. (147) from
porcine gastric mucosa. As the name itself implies, it stimu-
lates the release of gastrin from gastric mucosa. It is also called
mammalian bombesin as it has an identical C -terminal decapep-
tide with the exception of one residue as bombesin, which gives
GRP similar biological activity as bombein. It lowers body tem-
perature and increases plasma levels of epinephrine and glucose
(148).

The sequence of GRP is as follows: Ala-Pro-Val-Ser-Val-Gly-
Gly-Gly-Thr-Val-Leu-Ala-Lys-Met-Tyr-Pro-Arg-Gly-Asn-His-
Trp-Ala-Val-Gly-His-Leu-Met-NH2.

Synthesis of this peptide has been achieved by Märki et al.
(149). N α-Boc solid-phase synthesis techniques were employed,
and MBHA resin was selected as the solid support. All the
amino acids were coupled as symmetric anhydrides using DCC
as the coupling reagent except for Asn, which was coupled
as N α-Boc-Asn-ONp ester with HOBt. After completing each
residue for one or two coupling cycles, unreacted amino groups
were acetylated. The side-chain protections were as follows:
His and Arg were protected by Tos groups; Thr and Ser by
Bn groups; Tyr by a 2,6-Cl-Bn group; Lys by a Cl-Cbz group.
After the completion of the synthesis, the crude peptide was
cleaved from the resin and the side-chain protection groups
were deprotected by treating with HF (refer to the section
on “Corticotropin-releasing factor synthesis” for details). Gel
filtration on Sephasex G-25 was applied as the first purification
of the peptide, followed by semi-preparative reverse phase
HPLC and lyophilization to give the TFA-peptide salt in a 5%
overall yield.

Neurotensin
Neurotensin is a tridecapeptide discovered by Carrawy and
Leeman (150) from bovine hypothalami in 1973. Neutotensin
is distributed mainly in the central nervous system and in some
regions of the digestive tract in various mammals. It has a broad
spectrum of biological activities, including kinin activities such
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as inducing hypotension, contraction of ileum and uterus, and
relaxation of the duodenum; it also can cause a rapid increase
of glucose levels in blood.

The sequence of neurotensin is as follows: Glu-Leu-Tyr-Glu-
Asn-Lys-Pro-Arg-Arg-Pro-Tyr-Ile-Leu-OH.

Carrawy and Leeman also sequenced (151) and synthesized
(152) this peptide. Standard solid-phase synthesis using N α-Boc
chemistry was employed for the synthesis, and the Merrified
chloromethylated resin was selected as the solid support. Amino
acids were coupled as symmetric anhydrides using DCC as
the coupling reagent, except that Asn and Gln were coupled
as p-nitrophenyl esters. The side-chain protections were as
follows: Glu and Tyr were protected by Bn groups; Lys by
a Cbz group; Arg by a NO2 group. The deprotection of the
N α-Boc groups was achieved by 50% TFA in DCM. After
completing the synthesis, the peptide was cleaved and partially
deprotected by treatment with HBr-TFA, and the remaining NO2

group was removed by hydrogenation (refer to the sections
on “Somatostatin synthesis” and “Angiotensin II synthesis”
for details). The crude peptide was first purified on Sephadex
LH-20 column, followed by cation exchange chromatography
on sulfoethyl-Sephadex column. Pure neurotensin was obtained
with 7% overall yield.

Bradykinin

Bradykinin is a 9-residue peptide discovered by Silva et al.
(153). It is found to be a potent endothelium-dependent va-
sodilator, to cause contraction of nonvascular smooth muscle,
and to increase vascular permeability; it also is involved in the
mechanism of pain.

The sequence of bradykinin is as follows: Arg-Pro-Pro-Gly-
Phe-Ser-Pro-Phe-Arg-OH.

Bradykinin has been prepared synthetically many times in the
1960s (154–156). The first solid-phase synthesis was achieved
by Merrifield (157) using N α-Boc chemistry. More recent mod-
ifications of bradykinin synthesis were reported by Khan et al.
(158), who also used N α-Boc solid-phase synthesis technique.
Amino acids were coupled as active esters to the preloaded
N α-Boc-Arg(NO2)-OCH2-resin. Phe and Gly were coupled as
O-Tcp esters, Pro was coupled as O-Pcp ester, and Ser was
coupled as an O-NSu ester. The side-chain protections were
as follows: Ser was protected by a Bn group, Arg by a NO2

group. After completing the synthesis and before removing
the last N α-Boc protecting group, the peptide resin was sub-
mitted to hydrogenation using Pd(OAc)2 as catalyst, which
resulted in only the N α-Boc protected crude peptide. Deprotec-
tion of the N α-Boc groups with TFA followed by purification
on carboxymenthyl-cellulose column gave bradykinin in 20%
overall yield.

Summary and Conclusions

The total synthesis of peptide natural products, especially hor-
mones and neurotransmitters, is a highly developed area of or-
ganic synthesis. Although peptides with numerous β-substituted
amino acids, highly constrained peptides, highly hydrophobic

peptides, and N-alkyl substituted amino acids can present syn-
thetic challenges, numerous synthetic strategies have been de-
veloped to overcome these problems. Furthermore, despite all
the mythology about the applications of peptides as drugs for
a wide variety of diseases, peptide drugs are becoming increas-
ingly important in medicine because of their general lack of
toxicity and their high efficacy especially for hormones and
neurotransmitters. These trends are likely to accelerate into the
future as numerous alternative methods of drug delivery are de-
veloped and optimized even more. This trend will be especially
true for hormones and neurotransmitters, in which oral delivery
is often a very poor choice for numerous reasons. Further-
more, the cost of peptide synthesis has decreased dramatically
in recent years, and several companies have been developing
increasingly efficient syntheses of peptides for use as pharma-
ceutical reagents in up to metric ton quantities.

As outlined in this article, several very effective solution-
and solid-phase synthetic methods have been developed for the
total synthesis of peptides. We have covered most synthetic
strategies and tactics that have been developed and found to
be useful. In general, successful peptide synthesis depends on
careful attention to the details of the synthesis and careful
analytical monitoring of the progress of the synthesis. If this
care is taken, then successful synthesis of most peptides can
readily be accomplished by a competent synthetic chemist.

Additional readings about peptide synthesis and its practical
and mechanistic considerations can be found in many books,
chapters in books and reviews. A good starting point for the
interested person includes the items listed within the Further
Reading section.
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Signal transduction in cells has been an area of intense study for many
years. However, until recently, the focus was on interactions between
individual components rather than on the global behavior of the cell
signaling networks. New experimental technologies, such as protein and
DNA microarrays, high-throughput screening instrumentation, and diverse
compound libraries, allow for many interactions to be examined
simultaneously. Along with new experimental methods, quantitative
models with mathematical methods, such as deterministic, stochastic, and
statistical analyses and graph theory, have been useful in the mapping and
analysis of intracellular signaling networks. Here we describe current
experimental and computational approaches that are used to develop a
global understanding of the complex behavior of intracellular signaling
networks. We also discuss important applications of signaling network
analysis, including the discovery of new drug targets, the identification of
the signaling components responsible for the side (off-target) effects of
drugs, and the development of combination therapies.

Currently it is estimated that the human genome contains 25,000
protein-encoding genes (1), which correspond to several hun-
dred thousand possible protein species resulting from alternative
splicing and posttranslational modifications. Of these presumed
protein species, the functions and interactions of only a fraction
are well understood. Among the well-studied proteins, many
interactions result in complex networks that often form the ba-
sis for the complex physiologic functions. Moreover, protein
expression levels vary among individuals and different cell or
tissue types, and the distribution of proteins varies in the subcel-
lular regions of each cell. Therefore, it is important to develop
tools to analyze these systems as a whole.

Despite the growing need for global analysis of signaling
networks, mapping individual pathways has been the main ap-
proach in studying signal transduction. Studies focused on defin-
ing how these pathways interact to form networks are relatively
new. By mapping out signaling networks within cells, we can
get an initial description of the rules that are applied in the de-
velopment of these networks and the discovery of new trends
or network properties. This review article discusses the inter-
actions that comprise intracellular networks, the mechanisms

∗Both authors have contributed equally and share credit as first authors.

underlying them, their conserved trends, and the emerging tools
being developed to understand networks as a whole.

Cell Signaling Networks

When a cell receives stimuli, the signals are propagated from
one component to another, eventually fanning out to form a
network of signals that produces physiologic responses (phe-
notypes). Interactions within a set of interconnected signaling
pathways can be represented as a network composed of com-
ponents and connections. Many natural and engineered systems
can be described as networks. These systems include the World
Wide Web (2), networks of coauthors of scientific papers (3),
and other social networks (4). Biochemical interactions within
cells can also be described as networks (5–7), and in this re-
view we consider two intracellular networks, one involved in the
stimulation of cell proliferation by the epidermal growth factor
(EGF) and the other involved in the initial immune response to
pathogens through the toll-like receptor (TLR) (Fig. 1a and 1b,
respectively).
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Mechanisms of Cellular Signaling

Signal initiation

The initial stimulus for a signaling pathway can be intracellu-
lar or extracellular. Intracellular stimuli typically are the result
of changes in the cellular environment, such as the formation
of reactive oxygen species or DNA damage. For extracellular
signaling events, the process is initiated by a ligand binding
to a receptor, often transmembrane proteins, such as the EGF
receptor (EGFR) or the TLR (Fig. 1a and 1b). Ligands can
either be small molecules (hormones and neurotransmitters),
peptides (insulin), or small proteins (growth factors). The nat-
urally occurring ligands that have an affinity for EGFR are
EGF, transforming growth factor (TGF-α), and β-cellulin (8),
all of which are small proteins, whereas the natural ligand for
TLR is a macromolecule, lipopolysaccharide (LPS). Extracel-
lular ligands can be secreted by other cells or generated by
the cleavage of a larger precursor protein within the signal-
ing cell. For example, EGF is generated by the proteolytic
cleavage of the membrane-bound precursor, heparin-binding
EGF-like factor (HB–EGF), by a matrix metalloproteinase
(MMP) (9).

Biochemical reactions involved with
signal propagation

Signal propagation within cells occurs by binding and en-
zymatic interactions that involve proteins, ions, and/or small
molecules. Binding interactions typically occur between two
or more proteins, proteins and lipids, or proteins and small
molecules. Enzymatic reactions involved in signal propagation
include phosphorylation, dephosphorylation, ubiquitination and
sumoylation, controlled protein cleavage, and the generation of
small, signaling molecules such as cyclic adenosine monophos-
phate (cAMP), diacylglycerol (DAG), and inositol triphosphate
(IP3). Many signaling reactions in intracellular networks are
reversible chemical reactions, catalyzed in the forward direc-
tion by one enzyme and in the reverse direction by a different
enzyme. One example of a reversible signaling reaction is the
phosphorylation of a protein by a kinase and the subsequent
dephosphorylation by a phosphatase. For instance, in the TLR
pathway (Fig. 1b), the activated kinase Tak1 (TGFβ activated
kinase 1), phosphorylates IKK (IκB kinase), whereas the pro-
tein phosphatase 2C (PP2C) dephosphorylates phospho-IKK. In
nonenzymatic signaling reactions, adaptor proteins act as medi-
ators between the activated receptor and signaling enzymes by
recruiting other signaling molecules to form a complex, which
propagates the signal to downstream targets. For instance, al-
though Grb2 (growth factor receptor bound-2) is not an enzyme
itself, it acts as an adaptor protein by mediating the interaction
between activated EGFR (a receptor tyrosine kinase) and Sos
(Son-of-Sevenless, a guanine nuclear exchange factor, GEF)
that in turn regulates Ras (R-RAS related family member, a
GTPase). It is the combination and dynamic balance of these
enzymatic and binding processes that make up an intracellular
network.

Patterns of signal flow: propagation,
amplification, and loops

Signals propagate through cells in signaling cascades. In the
EGFR pathway (Fig. 1a), several cascades potentially can be
activated, depending on the specific ligands that bind EGFR
and on the identity of its dimerization partner. One cascade,
which begins with the recruitment of Grb2 to activated EGFR,
in turn activates Sos, which facilitates the exchange of GDP for
GTP by the small GTPase, Ras. Activated GTP-bound Ras (a
kinase) activates the protein kinase Raf-1 (v-raf-leukemia vi-
ral oncogene 1), which induces the kinase cascade (boxed in
Fig. 1a) that leads to the activation of MAPK (through MAP
kinase-ERK kinase, MEK), which goes on to activate transcrip-
tion factors such as Elk and Myc in the nucleus (5, 10). A
different signaling cascade also begins with Grb2 binding to
the phosphorylated EGFR and, in turn, recruiting adaptor pro-
teins Gab1 (growth factor receptor bound protein 2-associated
protein 1). Gab1 is phosphorylated by EGFR, whereby it acti-
vates phosphatidylinositol-3 kinase (PI3K), which then activates
the kinase Akt (v-akt murine thymoma viral oncogene homolog
1) that mediates cell survival signaling (5, 10).

Signal transduction from the membrane to the nucleus occurs
in the TLR network via interactions between signaling compo-
nents. For example, one TLR pathway (Fig. 1b) starts with
the activation of TLR3 by the binding of viral dsRNA. Next,
the adaptor protein, TRIF (Toll/IL-1 receptor domain-containing
adaptor inducing IFNβ), is recruited, and TRIF mediates the
phosphorylation of TANK-binding protein kinase 1 (TBK1)
by an unidentified kinase. Phospho-TBK1 in turn phosphory-
lates the transcription factor, IFN-regulatory factor-3 (IRF3), at
five distinct sites. The phosphorylated IRF3 homodimerizes and
translocates to the nucleus to regulate transcription (11, 12).

Cellular signals generally are not propagated through sin-
gle, linear pathways. Instead, the signals have the tendency
to branch or fan out into several or many pathways, which
lead to one or several possible outcomes. An activated protein
may have more than one protein that it activates or interacts
with, such as Grb2 (Fig. 1a) and TRAF6 (tumor necrosis factor
receptor-associated factor 6) and Tak1 (Fig. 1b). Nonlinearity
increases the complexity of the network and introduces crosstalk
between pathways or networks. Networks for the EGFR path-
way (5) and the TLR pathway (6) have been constructed and
have resulted in highly detailed, complicated schematics that
represent the networks in their entirety; hence, a portion of each
network is depicted in Fig. 1 to create a meaningful visual rep-
resentation of the network. It is notable in complete networks
that patterns of signal propagation and amplification exist.

Signal flow within networks often is controlled and/or am-
plified by regulatory loops (Fig. 1c). The connectivity within
regulatory loops has multiple configurations. For example, con-
sider an upstream protein A that activates downstream protein
B that in turn activates protein C. In a feed forward loop (FFL),
protein A also activates protein C. In a positive feedback loop
(PFBL), protein C in turn activates protein A. In a negative
feedback loop (NFBL), protein C inhibits protein A. In the
TLR pathway, a FFL is found within the MAPK cascade that
activates ATF2 (activating transcription factor 2) through both
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Figure 1 Signaling networks and loops. Schematic interaction maps that represent the major components in the signaling networks emanating from (a)
the epidermal growth factor receptor and (b) the toll-like receptor are shown. (c) Schematics that represent several types of regulatory loops that are found
in intracellular signaling networks.
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p38-MAPK and JNK (cJun NH(2)-terminal kinase) (13–16).
A PFBL is created by PI3K activity in the EGFR pathway
(represented as a thick, curved arrow in Fig. 1a). Once indi-
rectly activated by EGFR (through phosphorylation of Gab1),
PI3K generates phosphatidylinositol (3–5)-trisphosphate that fa-
cilitates the recruitment of additional Gab1 (17). In a larger
PFBL, EGFR signaling causes the transcription of its ligands
HB-EGF and TGFα, through the Ras-MAPK pathway (18). A
PFBL is found where the ligand, interferon β (IFNβ), activates
a TLR pathway that leads to its transcription (Fig. 1b) (19).
An example of a NFBL is where SHP, a phosphatase, is re-
cruited to EGFR through Gab1 and Grb2 but inhibits EGFR
signaling by dephosporylation of the receptor (5, 20). Another
example of a more distal NFBL is EGFR activation of Ras-GAP
(Ras-GTPase activating protein), which inhibits Ras signaling
by facilitating Ras-mediated GTP hydrolysis to GDP (5).

All these regulatory mechanisms play a crucial role in main-
taining signal amplification and cellular homeostasis. PFBLs
amplify signal and NFBLs reduce signal, which maintains a
balance. Properties of signaling networks such as redundancy
and robustness have been identified through the examination of
reconstructed signaling networks (21, 22). Redundancy, such as
that provided by FFLs, is a mechanism of maintaining home-
ostasis because the same outcome can be achieved by several
different paths. If one path fails, another route is available to
the same outcome, which leads to network robustness.

Multiplicity in signaling pathways forms
a complex network

Families of signaling receptor proteins most often include sev-
eral isoforms that have varying affinities for ligands and adaptor
proteins. Usually several to many ligands have affinity for one
or more receptor. Once all possible ligand–receptor combina-
tions and the multiplicity of recruited adaptor and signaling
protein combinations are taken into account, the complexity of
signaling networks becomes apparent. Take for example the
ErbB signaling network. Four members exist: ErbB1/EGFR,
ErbB2/Her-2/Neu, ErbB3, and ErbB4 (Fig. 1a does not depict
all receptors, ErbB1-4, and ligands involved in the ErbB net-
work). Also, several ligands are involved in the ErbB network;
some are promiscuous, and others have affinity for only one
receptor. For example, EGF specifically binds EGFR of all the
ErbB receptors, but neuroregulin-1 has affinity for ErbB3 and
ErbB4 (8).

As depicted in Fig. 1a, an abundance of adaptor proteins
signal in the ErbB network. Ligand binding induces a con-
formational change that allows the ErbB receptors to homo-
or heterodimerize and crossphosphorylate at the C-terminal
region of the intracellular domains (23, 24). The potential of
the receptors to homo- or heterodimerize with one another
varies because of the expression level of the receptor, their
affinities, and the amount and identity of ligand(s) present
(8, 10). The phosphorylated region provides a docking site for
adaptor proteins, which have varying affinities for the differ-
ent ErbB receptors. Specifically, the Src homology-2 (SH2)
or phosphotyrosine binding (PTB) domains of adaptor proteins
including Vav, Shc, Grb2, small heterodimers partner (SHP),

and phospholipase-Cγ (PLCγ), have affinity for the intracel-
lular tyrosine-phosphorylated EGFR region (Fig. 1a). Many
possible combinations of ligands, receptors, and recruited adap-
tor proteins can form the final signaling complex. Therefore,
complexity in the signaling network is introduced early, at the
level of the ligand. Further, the ligand governs the nature of
the dimerized receptors which, in turn, modulate the mode and
magnitude of the signal. At the ligand–receptor level, the
TLR network (Fig. 1b) is similar to the EGFR network with
respect to ligand specificity. Some TLR ligands are specific for
one TLR, and others are not. In contrast to the EGFR network,
one main adaptor protein MyD88 (myeloid differentiation pri-
mary response gene 88) has similar affinity for all TLR family
members, with the exception of TLR3. Therefore, in the TLR
pathway the nature and magnitude of the signal depends highly
on the expression level of the receptors and the nature and rel-
ative amount of ligand(s) present. Because of the variation in
the identity and level of expressed receptors across various cell
types, different cells will respond differently to stimulation with
particular ligands. The distribution of different receptors reflects
the interplay of the signaling capacity of the receptor and its
significance in the specialization of the cell type. For example,
immune cells, such as dendritic cells, have a relatively high ex-
pression level of TLRs, whereas epithelial cells have relatively
high expression levels of growth factor receptors (25, 26).

Experimental Approaches to
Understanding Signaling Networks

The majority of published, reconstructed cellular signaling net-
works are built on the data that describe individual interac-
tions and loops through classical biochemical techniques, such
as immunoblot analysis, coimmunoprecipitation, binding, and
enzymatic assays. However, to obtain global perspectives on
interaction networks, new experimental approaches to obtain
high-content data sets on interactions that make up cellular
signaling networks recently have been developed. These fields
serve two distinct but complementary purposes: First, to catalog
and inventory genes, mRNAs, and proteins and their functions;
second and more pertinent, to develop signaling networks, to
parse, on a global scale, the properties of signaling networks
in cells under different conditions, such as stress, native lig-
and treatment, non-native agonist/antagonist treatment, or other.
Also, to observe differences in different cell types, including
healthy/normal cells and those in a disease state. Often, be-
cause of the heightened possibility of false positive or negative
results because of their high-content nature, results from these
high-content experiments are validated by single experiments
that use more classical techniques. The experimental method-
ologies and examples of experiments in these fields will be
discussed here; whereas, the mathematical and computational
approaches including the analyses of the resultant large data
sets will be discussed in the section entitled “Computational
approaches that facilitate the understanding of intracellular net-
works.”
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Genomic and proteomic methods

Genomics entails cataloging genes and genetic mutations and
observing changes in gene expression levels under various con-
ditions. Genomics can be used to catalog genetic mutations,
polymorphisms, or amplifications that may play a role in disease
by comparing gene sequences or levels from disease and normal
genetic samples. The overall changes in gene expression or ge-
netic mutations in a disease can help identify a critical signaling
protein or pathway as a therapeutic target. Genetic analysis of
cells that have undergone treatment to activate a specific signal-
ing pathway can lead to signaling information, which provides
a basis for the construction and analysis of the cell signaling
network. For example, after treatment with an agent known to
affect exclusively a pathway of interest, all the genes that are
upregulated or downregulated by the pathway can be analyzed
by genomics. This type of analysis may lead to information on
the genetic programs that are outcomes of signaling pathways.

The technology to detect gene expression, coined DNA
microarrays or DNA chips, was developed over the past
decade (27). Recently, methods such as ChIP-chip (chromatin
immunoprecipitation-microarray) (28), DamID (DNA adenine
methyltransferase ID) (29), and PBM (protein binding microar-
rays) (30), allow for a more mechanistic understanding of gene
regulation (and chromosome structure). With transcription fac-
tor microarrays, one can detect transcription factors that are
activated or inhibited under various conditions and/or different
cell types.

Proteomics focuses on obtaining an inventory of proteins
and their functions, as well as unfolding interaction networks
and posttranslational modifications, such as phosphorylation
(phospho-proteomics). Further, proteomic experiments can yield
quantitative information such as rates and relative concentra-
tions. A range of methodologies are used to generate proteomic
data, ranging from low-throughput methods such as Western
blotting and immunoprecipitaiton to high-throughput methods
such as protein microarrays, yeast two-hybrid screens (31), and
SILAC (stable isotope labeling by amino acids in culture) com-
bined with quantitative tandem mass spectrometry (32). Impor-
tant advances in the technologies involved in proteomic studies
allow for a more detailed, global understanding of interaction
networks.

A protein microarray study by Jones et al. (33) was designed to
test the affinity of all proteins that contain SH2 and PTB domains,
which specify binding to the phosphorylated domains of all four
ErbB family members. The study uncovered that some ErbB fam-
ily members were more promiscuous than others, which has im-
portant implications for the ErbB signaling network in general
and specifically in that the promiscuous ErbB family members
are much more commonly overexpressed in several cancer cell
types. Furthermore, 116 new ErbB interaction partners were dis-
covered. Another study by Schulze et al. (34) was also designed
to identify all interaction partners for the phosphorylated ErbB
family members but using a novel methodology that combines
SILAC and LC-MS/MS. This study defined the specific ErbB
sites where the interaction partners bind.

Many of these studies have resolved the temporal and spatial
aspects of signaling networks. The dynamics of EGF stimulation

was examined by Blagoev et al. (35) in a phospho-proteomics
study by examining the phosphorylation pattern of EGFR after
different periods of EGF treatment. The spatial aspects of sig-
naling can be captured by analyzing different fractions of the
cell such as the nucleus, organelles, vesicles, membrane-bound
proteins, or cytoplasmic proteins. Several recent studies have
analyzed holistically the signaling components of purified cel-
lular organelles, such as synaptic vesicles (36) and the ER-Golgi
apparatus (37).

Chemical genetic approaches
Chemical genetics (38, 39) can be considered a combination of
chemistry and genetics or proteomics because it is based on the
use of small molecules to modulate protein or gene function.
This method is similar to pharmacology, except that the exper-
iments are designed in a similar fashion to “omics” experiments,
in which an entire set of genes, proteins, or phenotypes are exam-
ined simultaneously. The effects of modulating protein function
with a small molecule or library of small molecules are examined
either phenotypically or at the signaling level. Chemical genetic
experiments are instrumental in understanding how signaling net-
works are effected by the down- or upregulation of one or more
signaling proteins by a drug or other small molecule(s).

The two types of chemical genetic methods, “forward” and
“reverse,” lead to different results. In a “forward” experiment,
small molecules are used to probe for a desired phenotype,
and the protein that binds the small molecule and induces the
phenotype can be subsequently identified. In an example of
a “forward” chemical genetic experiment, the small molecule
necrostatin-1 was discovered by screening a 15,000-compound
library for an inhibitor of a novel type of cell death that is
unique from apoptosis or necrosis, coined “necroptosis” (40).
Other forward chemical genetic experiments have led to infor-
mation on the ground state of neural stem cells (41) and on the
role of copper and lysyl oxidase in notochord morphogenesis
during development (42). Furthermore, forward chemical ge-
netic experiments have been used to identify unknown targets
of clinically approved drugs and can lead to the identification
new potential drug targets (38, 39, 43).

In a “reverse” chemical genetic experiment, a protein with
a known function is modulated with small molecules, either to
simply discover a small molecule modulator of the protein or
to examine the downstream effects of modulating the protein
to further dissect the mechanism of its function. In an example
of a “reverse” chemical genetic experiment, a protein kinase
of interest is mutated to be specifically inhibited by a bulky,
synthetic ATP analog, which cannot bind all other protein ki-
nases. These “reverse” chemical genetic experiments have led
to the elucidation of numerous signaling pathways including
the cell cycle pathway by inhibiting CDK-activating kinase 7
(cdk7) (44), cJun NH(2)-terminal kinase (JNK) signal trans-
duction pathway (45, 46), G protein-coupled receptor kinases
(GRK)-regulated receptor regulation pathway (47), the actin as-
sembly process by inhibiting v-Src (48), and mitosis and cell
division by inhibiting Plk-1 (49). The consequences or poten-
tial off-targets of modulating a protein with a small molecule
or drug can be elucidated by using reverse chemical genetics.
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Collaborative research initiatives for the use of chemical ge-
netics to facilitate discovery of potential cancer (or other) ther-
apeutics by the Initiative for Chemical Genetics at the National
Cancer Institute (50) and to facilitate the discovery of new tar-
gets and drug candidates by the Chemical Genomics Center at the
National Institutes of Health (51) have been initiated. These ini-
tiatives will result in databases that contain information that most
likely will be valuable to the study of cellular signaling networks.

The design and synthesis of chemical
compound libraries
The synthesis, collection, and development of chemical libraries
are essential for the global analysis of intracellular signaling
networks, chemical genetics, and drug discovery. Commercial
sources of compound libraries are available and often catego-
rized by the type of compounds they contain. Library categories
include natural product, drug-like, various molecular weight
ranges, various inhibitor classes, and peptide or peptide-like (38,
52). Many institutions have a screening facility where purchased
libraries and/or libraries obtained from archives of compounds
synthesized in-house are available for assaying.

Most commonly, a commercial library, containing a subset of
compounds that matches a desired set of properties (if known),
is screened in an initial study. Once hits are obtained and veri-
fied, a small library of compounds is synthesized to produce a
set of compounds in the same chemical-structural space as the
original hit structure. This process allows for hits with higher
potency and elucidates information of the structure–activity re-
lationship within the system of interest. Such synthetic libraries
of chemically diverse compounds have been made possible
through combinatorial chemistry (52–56) and diversity-oriented
synthesis (52).

There continues to be is a strong motivation in the chemical
biology field to synthesize new libraries and build on existing
ones, as well as to improve combinatorial chemistry approaches.
The data collected from chemical genetic experiments adds to
the delineation of the proteome and a complete cell signaling
network and promotes the discovery of new therapeutic targets.
To make a compilation of the data generated, Chembank (affil-
iated with the Initiative for Chemical Genetics by the NCI) was
created. Chembank is an initiative to create a public database
containing all data obtained from screening compound libraries
for various purposes.

Computational Approaches that
Facilitate the Understanding of
Intracellular Networks
In the past decade, computational analyses, based on mathemat-
ical methods and experimental data, have been recognized as
powerful tools to understand the complexity that is inherent to
biological systems. The integration of computational and exper-
imental approaches to construct and analyze cell signaling net-
works generally is a multistep process involving collaborative

efforts between the two fields. The major steps involved in the
development of mathematical models that yield systems-level
insights are outlined in Fig. 2.
The first step in constructing a cell signaling network model is

to generate an in silico interaction network. Signaling compo-
nents of interest are identified, and data on binary interactions
are extracted from the experimental literature. Often times, the
creation of an entire interaction map for a large network is be-
yond the scope of one laboratory; therefore, public databases
have been created in which newly discovered proteins and/or
protein interactions are deposited (57–63). However, often data
are included from studies that cover a broad range of pro-
tein interactions, such as proteomic studies or yeast two-hybrid
screens, and frequently contain many potential false positives
or negatives. Thus, it becomes necessary to critically examine
each reference to verify the interaction data reported, as this in
silico network is the basis of further study.

Once the reaction network is created, an appropriate math-
ematical approach is identified according to the information
available and the biological question(s) to be addressed. In this
section, some mathematical approaches that have been applied
successfully in the analysis of biological signaling networks
will be discussed. These methods are summarized in Table 1
(64–85).

Statistical approaches

High-throughput experiments such as those involved with ge-
nomic and proteomic studies (e.g., microarray studies and
SILAC-mass spectrometry studies, discussed in the section en-
titled “Experimental approaches to understanding signaling net-
works”) are useful for understanding the interdependence of
signaling components in the network. However, these types of
experiments generally yield large-scale data sets that often are
analyzed by computational algorithms, based on statistics. The
basic concept behind this computational statistical analysis is to
identify clusters or groups of signaling components that show
similar trends. This analysis is used to extract the relationships
between different signaling components in a network from these
large-scale data sets. These kinds of analyses have been used
for analyzing microarray data to identify patterns that corre-
late with distinct physiologic and pathophysiologic states. For
example, an hierarchical algorithm has been used to identify
different types of cancers in human soft tissue tumors (86), and
K-mean clustering has been used to identify molecular subtypes
of brain tumors (87). However, these types of statistical clus-
tering analysis do not exclude the noise or artifacts induced
by the experimental techniques. To overcome this limitation,
singular value decomposition (a modified type of principal com-
ponent analysis) has been used to identify which clusters of
signaling components have a significant amount of influence
in changing patterns of biological behaviors (88–91). Another
statistical technique, partial least square regression analysis on
multidimensional experiments (signaling components, time, and
ligands), has been used to predict new interactions between
components in a network, regulating apoptosis (92).
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Identify key signaling components

New systems level understanding

Construct interaction network 
based on experimental data

Identify the appropriate 
mathematical representation

Analyze network using simulations
and make experimental predictions

Test predictions with experiments

Improve model based on 
experimental results

Figure 2 The process of integrating mathematical modeling and experimental data for analyzing intracellular networks. A flowchart that describes steps
involved in the use of computational modeling and experimental data to obtain a systems level understanding of cellular signaling networks.

Graph theory

Statistical analysis is a powerful tool for understanding interde-
pendence between groups of self-similar behaviors, especially
when a large data set is being analyzed. However, it does not
yield information about the topology of the interaction net-
work. Graph theory-based approaches have been developed to
study the topological properties of a large biological network.
In graph theory, each signaling component in the network is
represented as a node and identified by its degree, which rep-
resents the number of interacting partners. Within the context
of the entire signaling network, the relationship between the
degree of individual nodes and the degree of distribution of
the whole network can be characterized. This kind of analy-
sis has shown many intrinsic topological properties, such as
scale-free configuration, small world configuration, and modular
organization of networks across different cell types and species
(2, 7, 22, 93, 94).

Boolean analysis

Although it is possible to analyze the topological properties of
the network using graph theory, the states of the signaling com-
ponents (phosphorylated/dephosphorylated, bound/unbound) of-
ten are not accounted for in such analyses. Boolean analysis can
be used to understand such dynamics. In Boolean analysis, the
signaling components in the network are identified by strings of
0’s and 1’s. The activated state of the protein is denoted by ‘1’,
and the inactivated state is denoted by ‘0’. Changes in states of
components can be computed as a function of various pertur-
bations to the network.

To illustrate the concept of Boolean analysis in a biological
context, an example is taken from the TLR pathway (Fig. 1c).
To initiate the induction of the IFNβ gene in TLR signaling path-
way, it is necessary for three transcription factor complexes,

ATF2-cJun heterodimer, two IRF3 homodimers, and NF-κB,
to bind simultaneously at the promoter region. This biological
condition can be represented in the Boolean form in the fol-
lowing way: Each of the four transcription factor complexes,
ATF2-cJun, two IRF3 homodimers and NF-κB, and the gene
IFNβ is expressed as strings of five 0s and 1s that lead to 25

(or 32) combinations. For instance, the representation ‘11111’
denotes that all transcription factor complexes are bound to the
promoter regions and IFNβ gene expression occurs; ‘01000’
denotes that only one of two IRF3 homodimers are bound to
the promoter region and, hence, IFNβ gene expression does
not occur. A simulation is performed to analyze the effect of
the change of state of an upstream signaling component on
the downstream component in the signaling network, and rules,
based on Boolean operators, are applied (95, 96).

Boolean analysis has been used to understand the effect of
different states of signaling components on their downstream
signaling components under various conditions. For example,
Albert and Othmer (64) used Boolean analysis of a Drosophila
melanogaster network to validate results from previously pub-
lished microarray data and predicted the crucial role of the two
genes, wingless and sloppy paired , in segment polarity. Gonza-
les et al. (65) mutated different genes in silico and used Boolean
analysis to predict that the delay in the activation of two genes
Apterous and Notch is essential to maintain the dorsal-ventral
boundary of Drosophila melanogaster . Sarkar and Franza (97)
predicted that the costimulation of T-cell receptors (TCR) and
CD28 in T cells influences cell proliferation by providing a
greater diversity of paths in the network. Maayan et al. (67) has
used a combination of graph theory and Boolean analysis to
obtain a distribution of redundant pathways in a cell signaling
network.
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Table 1 Various computational methods that have been used in analyzing signaling networks

Computational methods Descriptions References

Deterministic analysis Coupled biochemical systems
• Reaction kinetics are represented by sets of ordinary differential

equations (ODEs).
• Rates of activation and deactivation of signaling components are

dependent on activity of upstream signaling components.

(64–70)

Spatially specified systems
• Reaction kinetics and movement of signaling components are repre-

sented by partial differential equations (PDEs).
• Useful for studies of reaction–diffusion dynamics of signaling compo-

nents in two or three dimensions.

Stochastic analysis • Based on Monte Carlo theory and probabilities of reactions.
• Facilitates modeling signaling components in small volumes and cap-

turing stochastic fluctuations within the network.

(71–73)

Graph theory • Describes topology of networks and subnetworks, based on quantifica-
tion of the number of nodes (signaling components) and links between
them.

• Dynamic properties of networks through Boolean analysis.
• Network analysis based on probabilities (Markov chain and Bayesian)

to identify paths and relationships between different nodes in the
network.

(75–81)

Statistical analysis • Clustering based on correlations to identify group relationships.
• Partial least square regression analysis to track pathways of signal

flow.
• Principal component analysis to identify significant signaling compo-

nents.

(82–85)

Determinstic analysis

Although large-scale network analysis using graph theory or
Boolean analysis can be very powerful in understanding the
overall topological properties of the network, these tools do not
take into consideration the rate of change of states of the signal-
ing components with respect to time, explicitly. To understand
the dynamics of activation or deactivation of a component in a
signaling network, the most commonly used approach is deter-
ministic analysis, which involves solving ordinary differential
equations (ODEs). For deterministic analysis of biological sys-
tems, the initial concentrations and the kinetic parameters (KM,
k cat, and Vmax) for enzymatic reactions and binding reactions
(Kd and kon or koff) are required and need to be determined ex-
perimentally.

Numerous examples exist in which deterministic analysis
has provided critical insights into the dynamic behavior of a
protein in a network under various conditions. One early ef-
fort in computational modeling, which uses a system of ODEs,
is the EGF–EGFR reaction kinetics and internalization of the

receptors (98–102). Bhalla and Iyengar (103) predicted the im-
portance of feedback loops in a signaling network by illustrating
bistable behavior of output proteins. Moreover, the sensitivity
of the MAPK activity in response to a stimulus has been studied
in detail by using systems of ODEs (104, 105). Bentele et al.
(106) have studied apoptosis induced by the CD95 receptor by
using deterministic analysis.

Stochastic analysis

The deterministic analysis provides the average behavior of
signaling components in a network but does not include the
results of fluctuations in the activation states of the signaling
components (noise). Such analysis becomes essential when the
volume of interest becomes in the scale of femtoliters because
of the limitingly small number of molecules contained in such
a small volume (1 fL of a 0.1 µM solution is equivalent to 60
molecules). Small volumes such as these are biologically rele-
vant and present in cellular systems quite often, for example,
in the spines of dendrites and endosomal regions. Moreover,
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stochastic analysis becomes important in studying gene regula-
tion where many genes have less than 10 copy numbers.
Stochastic analyses, based on Monte Carlo theory and prob-

abilities, have been used to capture the effects of fluctuations
of an upstream signaling component on the kinetics of a down-
stream signaling component in the network. The most popular
method for stochastic analysis is the Gillespie method (107),
which is based on the probability of which reaction will take
place within a defined time period. This type of simulation can
give insights into the characteristics of signaling events at the
single-molecule level. For example, in the analysis of an indi-
vidual cell, noise introduced in enzymatic futile cycles can be
strong enough to switch the system from one state of the cell
to another (108). This technique has not gained much popu-
larity over deterministic approaches, even though it is the only
appropriate mathematical representation for certain cellular phe-
nomenon. This lack of popularity primarily is because of the
following reasons: 1) Stochastic models need information at the
molecular level as building blocks to construct the model prop-
erly and to validate simulation results obtained from the model.
Experimental methods that yield molecular-level data have not
been developed for biological systems, and 2) Stochastic sim-
ulations of a relatively small model, which contains less than
10 signaling components and their interactions, can pose large
computational demands. However, application of the Gillespie
method in small volume can reduce computation time to be
comparable to that of deterministic simulation.

The Importance of Signaling
Networks in Understanding
Mechanisms that Underlie Disease
and Drug Discovery
Cellular signaling networks are useful for drug discovery in
three ways: 1) To develop an understanding of the biochemical
mechanisms that underlie disease, which aids the discovery of
novel drug targets, 2) To explain how current drugs affect the
on-target (leading to therapeutic effect) and off-target (causing
side effects and/or drug resistance) signaling pathways, which
may lead to more informed prescribing methods and improved
therapies, and 3) To lay out the interplay between signaling
pathways in such a way that explains or facilitates the success
of combination therapies.

A dynamic relationship exists between the understanding of
the biochemical mechanisms that underlie disease and drug
discovery (Fig. 3). The compilation of data into a detailed, sig-
naling network is central in properly choosing a drug target
(109). Many network models are in place, such as those de-
scribed for the EGFR and TLR networks in this review, which
can be applied to drug discovery (110). Before pursuing a drug
target, it is important to understand as thoroughly as possible
the consequences of regulating the target of choice because of
the sheer expense involved with drug development and clinical
trials. This understanding may be gained by analyzing a compu-
tational model of the signaling network involved, generating a

knockout mouse, examining the chemical genetics of the target,
and critically examining the current data on the drug target in
the literature and databases (i.e., Chembank).

Of the total number of proteins that have a function we cur-
rently understand, only a small fraction is drug targets. The pool
of drug targets is evolving with the introduction of new drug
discovery technologies, such as the cell signaling network anal-
yses described in this review, combinatorial chemistry, chemical
genetics, molecular informatics, and advanced high-throughput
screening technologies. With a new direction in the medical
field toward personalized therapy regiments, it is increasingly
important to expand the “druggable” network, and the enhanced
global knowledge of signaling networks and the new drug dis-
covery technology are indispensable in achieving this goal.

Although signaling network analysis is essential to uncover
new drug targets and aid in subsequently validating their po-
tential, it also plays a role in studying roadblocks for ap-
proved/pipeline drugs, such as developed drug resistance or
off-target effects. Network analysis combined with carefully de-
signed proteomic experiments aid in the understanding of the
mechanisms of resistance and in developing methods to over-
come the resistance. For example, a study by Chen et al. (111)
combined signaling network analysis and a carefully designed
proteomic experiment to illuminate the signaling network in-
volved with the resistance of ovarian cancer cells to cisplatin
treatment.

In the light of the abundant data on drug resistance in dis-
ease, many therapies are dosed in combinations to affect several
pathways at once and/or gain a therapeutic advantage that stems
from synergistic effects between drugs (112). An assembly of
the data on the pathophysiology and biochemistry of cancer will
allow treatment regimens to evolve toward targeting a network
rather than a single protein (113). Efforts are currently under-
way to use a network analysis approach in understanding the
effects of treatment with more than one drug (114). Alterna-
tively, the combination of effects of two or more drugs can be
used to uncover information about how the networks that each
drug targets are connected (114). Combined with advances in
high-throughput screening technologies, these approaches will
be the powerhouse in the discovery of numerous novel therapeu-
tic drug combinations and the most effective dosing schedules.

Perspective and Future Directions

Cell signaling networks are a rich source of targets for drug.
A vast majority of drugs today are targeted to receptors or sig-
naling components inside the cell such as protein kinases. The
understanding that individual signaling pathways come together
to form networks is very useful in looking for new drug targets
not solely as individual components but also as pairs and triplets
in interacting pathways for combination therapy for complex
diseases. The convergence of computational approaches with
high-throughput experimental analyses and chemical libraries
offers substantial new opportunities not only to understand in
depth the regulatory complexities within cells but also to design
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Figure 3 Intracellular signaling networks, disease, and drug discovery. A schematic is shown that represents the ways in which intracellular signaling
networks play a role in the drug discovery and development process.

and identify drugs that can be used as therapeutic agents for dis-
eases that arise from alterations in the regulatory capabilities of
cell signaling networks.
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Lipid bilayers supported on solid substrates were developed almost a
quarter century ago as a new model membrane system to study
fundamental properties of biological membranes and their constituent lipid
and protein molecules, as well as for numerous practical applications. In this
review, we summarize the development of supported bilayer-based model
membrane systems of increasing complexity while always keeping in mind
their primary purpose, which is to reproduce the complex fluid structure of
biological membranes to mimic cell membrane-based molecular processes
as close to physiological reality as possible. This process must include
maintaining the structure and fluidity of the lipid bilayer, as well as the
structure and function of reconstituted membrane proteins. We start the
review with a general description of a contemporary picture of a generic
biological membrane and proceed with an account of how supported
membranes recapture different physiological aspects of biological
membranes, such as membrane fusion, cell adhesion, or membrane
permeability. Supported membranes are particularly good models for
reproducing the fluidity of cell membranes even when different liquid lipid
phases coexist. They are also superb models for measuring ligand-receptor
interactions between membrane-bound receptors and soluble or
membrane-bound ligands. The chemical biology of these and many other
lipid–lipid, lipid–protein, and protein–protein interactions that have been
investigated in supported bilayers are summarized in several sections that
form the main body of this review. The article closes with summaries of
practical procedures to prepare and characterize supported bilayers.

Since the lipid bilayer was accepted as the basic principle of
design for biological membranes more than 40 years ago, re-
searchers have developed model systems to study numerous
aspects of biomembrane structure and function. Large multi-
lamellar liposomes have been used frequently in early X-ray
diffraction and calorimetric studies that characterize the struc-
ture and thermodynamic properties of lipid bilayers. Sonication
of these structures leads to small unilamellar vesicles, which are
excellent model systems for numerous spectroscopic and bind-
ing studies with model membranes. Other experiments require
larger or even “giant” unilamellar vesicles, produced by extru-
sion through filters or swelling from solid lipid deposits with

or without applied electric fields. For some applications, such
as recording electrical currents across membranes or measuring
the mobility and lateral organization of membrane constituents,
planar bilayer geometry is advantageous. To this end, single
unsupported planar bilayers are suspended with or without sol-
vent in a small orifice in a Teflon septum that separates two
chambers that are electrically connected to equipment that can
record currents from single molecular channels (1, 2). A wealth
of information on the molecular properties of ion channels, tox-
ins, and other membrane-interactive proteins and substances has
been obtained using such planar bilayer recordings.
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A different planar model membrane design was developed
in the early 1980s mainly from research conducted in Harden
McConnell’s laboratory at Stanford University—the supported
lipid bilayer. The biological motivation driving these early stud-
ies was to provide planar model membranes for observation
by epi-fluorescence microscopy and to use them as surrogate
target membranes to study molecular interactions in immuno-
logical synapses between antigen-presenting cells and T-cell
receptor-bearing lymphocytes. A precursor of the supported
lipid bilayer has been the supported lipid monolayer, in which a
lipid monolayer is deposited on a long-chain alkylated substrate
(3). This early design using silane chemistry for alkylation was
later superseded with sulfur chemistry on slides with thin evap-
orated gold surfaces. However, because these systems mimic
only half a bilayer and cannot accommodate integral membrane
proteins, which provide so many key functions to biological
membranes, they are not considered in this article.

In a quest to produce a model system that more faithfully
resembles biological membranes and that also allows the func-
tional reconstitution of integral membrane proteins, we have
developed the supported bilayer as a new model membrane sys-
tem (4, 5). Supported bilayers have since become widely used in
many different areas of chemical, biological, and materials re-
search. Applications range from fundamental studies of bilayer
and membrane properties to their phase behavior; membrane
protein binding; membrane protein structure; electrophoresis
and microanalysis of membrane components; functional stud-
ies of membrane receptors, pores and channels; interactions with
components of bound cells, viruses, and cellular organelles; and
so on. This article is organized in four main sections: We will
first briefly review current concepts of cell membranes and how
supported bilayers can serve as models for cell membranes. We
will next describe biophysical properties and chemical interac-
tions that govern the structure, stability, and use of supported
bilayers in chemical and biological analysis. The article will
close with two sections on procedures that are commonly used
to prepare and characterize supported bilayers.

Supported Bilayers as Models
for Cell Membranes
Biological membranes are formed by a lipid bilayer with embed-
ded proteins. The bilayer-forming lipids have polar headgroups
that face the aqueous surroundings of the membrane as well as
two hydrophobic tails that face the interior of the membrane.
A key feature of cell membranes is that they are both fluid but
still highly ordered in the membrane plane, as has been captured
in the early conception of the fluid mosaic model of biological
membranes (6). Lipids move laterally at a fast rate with a lat-
eral diffusion coefficient on the order of 1 µm2/s, but they cross
the membrane by flip-flop only once every few hours (7). The
slow kinetic rate of lipid flip-flop allows the cell to establish
asymmetry across the bilayer, which, with the input of energy,
can be maintained for the entire lifetime of a cell. Membrane
proteins come in different varieties. Some have sequences that
cross the membrane, and therefore they are called integral mem-
brane proteins. Other membrane proteins, such as the peripheral

membrane proteins, are attached to the membrane surface either
electrostatically or by means of covalent linkage to single or
multiple lipid tails. A third class of membrane proteins dip into
only one leaflet of the bilayer, where they are stabilized by hy-
drophobic interactions with the lipids in the bilayer. Regardless
of the specific nature of membrane attachment and incorpora-
tion, membrane proteins can diffuse relatively rapidly in the
plane of fluid membranes. However, they never cross the lipid
bilayer except during biogenesis, which requires specialized
machines called translocons that translocate newly synthesized
polypeptide chains across cell membranes in a complicated and
still poorly understood energy-requiring process (8).

The notion of a biological membrane represented by a uni-
form sea of lipids with proteins freely floating in this envi-
ronment has been significantly revised in the last decade or so
(Fig. 1a) (9). It has become increasingly clear that biological
membranes are laterally structured even if they are still predom-
inantly fluid with regard to in-plane diffusion of protein and
lipid components. First and foremost, membranes are highly
crowded with proteins. Although the crowding varies greatly
between different biological membranes (e.g., being very high
for energy-converting membranes in mitochondria and photo-
synthetic organelles and rather low for membranes of myelin
sheaths that wrap around and electrically insulate neurons),
it is clear that membrane proteins do not act independently
in membranes but often form clusters of interacting species.
In a typical average cell membrane, about a quarter to half
of the total cross-sectional area may be occupied by protein.
If one considers proteins that have larger extramembraneous
domains than transmembrane domain cross-sections, the area
fraction covered with protein may reach half to three quarters
of the entire membrane surface. Thus, membrane proteins and
lipids are both solvents and solutes at the same time. An al-
loy of hydrophobic proteins and lipids may describe the true
nature of biological membranes more accurately than a dilute
two-dimensional solution of proteins in a vast sea of lipids.
Second, unlike commonly prepared model membranes, biolog-
ical membranes contain thousands of different lipid species
(10). The lipid species distinguish themselves by many different
headgroup classes and chain compositions as well as an expan-
sive combinatorial diversity of these structural elements. A very
large amount of data has been accumulated over the past four
decades on the structures, energetics, and phase properties of
pure single and two- or three-component lipid bilayers as sum-
marized in two monographs (11, 12). We know from this data
that high- and low-melting lipids tend to separate into different
phases and that the lipid phase properties are often dramatically
modulated by cholesterol.

Even though cholesterol (substituted by other sterols in
plants) is chemically classified as a lipid, the molecule is bet-
ter grouped it into a special category, which is distinct from
membrane proteins and (phospho- and sphingo-) lipids, when
discussing its role in biomembrane structure and function.
Cholesterol constitutes between 25% and 40% of the total lipid
plus cholesterol fraction of most typical cell membranes. These
numbers translate into a 33–66% fraction of the noncholes-
terol lipids, or considering its smaller size, about a 10–20%
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(a)

(b) (c)

Figure 1 Modeling cell membranes with supported bilayers.
(a) Contemporary model of a biological cell membrane. The lipid bilayer is
heterogeneous across and in the plane of the membrane. The outer leaflet
(bottom pink) is enriched in sphingomyelin and the inner cytoplasmic
leaflet (top yellow) is enriched in phosphatidyl-serine and
phosphatidyl-ethanolamine. Cholesterol and phosphatidyl-choline are
distributed more evenly between the two leaflets. Cholesterol-rich lipid
domains (‘‘rafts’’) are present in register in both leaflets. Transmembrane
and monotopic (partially inserted) membrane proteins (larger structures
green) occupy much of the available membrane area and are also clustered
into functional complexes in many cases. Lines (brown) on the top
symbolize interactions with the cytoskeleton, and branched lines (orange)
on the bottom of the membrane symbolize carbohydrates of the
glycocalix. (b) Supported bilayer with inserted proteins directly supported
on a hydrophilic inorganic substrate (gray). (c) Supported bilayer with
inserted proteins supported on a (tethered) polymer cushion (purple) that
increase the space between the membrane and the support.

area fraction of the lipid-occupied area of a biological mem-
brane. Therefore, biological membranes should be considered
two-dimensional liquid alloys of three major component classes:
lipids, proteins, and cholesterol.

Although some membrane proteins are known to interact
with cholesterol, cholesterol interactions with other lipids have
been studied much more thoroughly. Most notably, choles-
terol interacts strongly with sphingomyelin, perhaps by form-
ing complexes, which results in a liquid–liquid phase separa-
tion of cholesterol-rich and cholesterol-poor phases (13). The
cholesterol-rich phases exhibit more chain order and there-
fore are referred to as liquid-ordered (l o) phases, whereas the
cholesterol-poor phases are called liquid-disordered (l d) phases.

In the cell-biological literature, l o phases have often been re-
ferred to as “lipid rafts” mostly because certain membrane
proteins that are functionally linked are coextracted by mild
detergent treatment from complex cell membranes. Despite the
functional linkage of membrane proteins that are involved, for
example, in cell signaling and the observation that they appear in
the same biochemical fraction as cholesterol and sphingolipids
(14), larger platforms of phase-separated cholesterol-rich lipid
phases, or “lipid rafts,” that could assemble these proteins have
never been observed directly in cell membranes. Their exis-
tence is mainly based on inference from studies with pure
lipid-cholesterol systems in which cholesterol-rich l o-phase do-
mains can be observed. Therefore, the concept of “lipid rafts” as
a means of organizing cell membranes remains highly contro-
versial. Several excellent reviews critically illuminate the status
of this sometimes-confusing field of membrane biology (15, 16).

Another important component of cell membrane structure and
function is not integral to the membrane but is adjacent. Cell
membranes are often linked to elements of the cytoskeleton
and the extracellular matrix via specialized embedded proteins.
Actin networks on the inside of cell membranes and extracellu-
lar proteins on the outside confine diffusive and directed motions
of many integral membrane proteins either by direct and indirect
attachment to these structures or simply by putting up fences on
the already crowded membrane surface (17). The effect of these
extramembraneous protein networks is often manifested in ir-
regular hop-diffusion or anomalous diffusion when analyzed in
cell membranes with sufficient time and spatial resolution. Such
membrane-attached protein networks may be less significant in
the case of many intracellular organelle membranes, although
for some of these structures (e.g., for clathrin- or COP-coated
endocytic vesicles), similar restrictions on protein motion may
apply.

Supported bilayers with and without embedded membrane
proteins offer new opportunities to study several of the afore-
mentioned aspects of biological membranes (Figs. 1b and 1c).
Because of their planar geometry and stability provided by the
solid support, lateral diffusion of membrane components can
be measured in a straightforward manner by fluorescence re-
covery after photobleaching (FRAP) or single particle tracking
(SPT). It has been known since the inception of supported bi-
layers that phase transitions of lipids are preserved in these
systems as evidenced by abrupt changes in lateral diffusion
coefficients and morphological changes (4). Lateral phase sep-
arations between l o and l d phases and lipid asymmetry may
also be conveniently studied in supported bilayers (18, 19).
Supported bilayers continue to contribute to the current under-
standing of the effect of cholesterol on complex lipid mixtures,
and interesting new insights may be expected in the near future.
Secondary structures and orientations of secondary structure el-
ements of membrane proteins and membrane-bound peptides
are conveniently measured by polarized Fourier-transform in-
frared (FTIR) spectroscopy in supported bilayers (20). More
recently, helix–helix interactions of signaling proteins have been
measured in supported membranes (21). Helix interactions, for
example in receptor dimerization, are thought to be important in
transmembrane signaling of activated receptors, but relatively
few techniques can measure such interactions in membrane
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environments. Another area where supported bilayers offer dis-
tinct advantages is studies of the kinetics of ligand binding to
membrane-bound receptors (22). Supported membranes have
also been used successfully to measure protein-mediated fusion
of vesicles, for example in virus entry (23) or exocytosis (24).

On the analytical practical side, there is much interest in us-
ing supported membranes with incorporated ion channels as
biosensors for various analytes (25–27). Another interesting
application is to separate membrane components in situ by
electrophoresis in supported membranes (28, 29). Such tech-
niques could have a significant future impact on the proteomics
of membrane proteins, that is, an area that is currently under-
developed because of difficulties with appropriately separating
membrane proteins in complex mixtures by more standard tech-
niques. Finally, supported membranes continue to provide very
interesting engineerable substrates that mimick natural cell sur-
faces to trigger the differentiation of adjacent cells such as in
the previously mentioned immunological synapses (30).

Interactions Between Lipid
and Protein Components
in Supported Bilayers

A key feature of biological membranes is their graded fluidity.
Any useful membrane model system must strive to preserve the
characteristic fluidity of lipid and protein components. This con-
cept clearly has been a great challenge in this field. Although it
is relatively easy to maintain the fluidity of the lipid components
and peripherally attached protein components as demonstrated
already in the earliest publications on supported bilayers (5, 31),
to achieve the same result with integral membrane proteins has
proven to be much more difficult. It is known that the gap be-
tween supported membranes and solid glass or quartz supports
is on the order of 1 to 2 nm (32, 33), and this gap is filled
with a layer of water that is sufficient to lubricate the lower
leaflet of the bilayer to permit rapid lipid diffusion (Fig. 1b).
However, this gap is not large enough to accommodate in-
tegral membrane proteins with significant extramembraneous
domains. Such proteins are generally immobilized by interac-
tion with the glass support. Much research activity has been
directed in the last decade to uncouple such unwanted non-
physiological interactions, by increasing the gap distance with
intercalated water-soluble polymers, either by simple physisorp-
tion or covalently attached to one or both surfaces by forming
tethers between the substrate and the membrane (Fig. 1c). In the
following section, we summarize strategies that have been suc-
cessful for creating polymer-supported bilayers. The subsequent
sections proceed in turn to brief summaries of lipid–lipid in-
teractions, lipid–protein interactions, and protein–protein inter-
actions in supported bilayers, and then to studies of membrane
fusion and cell adhesion using supported membranes as a model
for one membrane in these membrane–membrane interactions.
The final sections summarize recent advances in patterning sup-
ported membranes and using supported membranes as novel
analytical tools in chemical biology. Depending on the partic-
ular application, bilayers directly supported on solid substrates

or (tethered) polymer-supported bilayers are preferred as will
be mentioned in each case.

Polymer-supported bilayers
with and without tethers
The idea of using polymer-supported bilayers has been around
for more than a decade (34), but it became practical for chemical
and biological applications only more recently. Early versions
have used relatively short tethers to link the membranes to the
solid substrate and thereby increase their durability for practical
applications (25, 35). Because these approaches do not increase
the gap distance between substrate and membrane and therefore
have not been used to reconstitute integral membrane proteins
functionally, they will not be discussed here.

Our group has developed a polyethylene glycol (PEG)-based
polymer support for bilayers on glass, quartz, or oxidized silicon
(36). PEG that consists of 77 subunits bridges a phospholipid
on one end and a silane group on the other end, which al-
lows the covalent tethering of the lipopolymer to free silanols
on the silicon dioxide surface. In all, 25% of the reconstituted
integral membrane protein cytochrome b diffused freely in sup-
ported bilayers that contained 3% of the lipopolymer in the
proximal leaflet. Integral membrane SNARE proteins were 80%
mobile with a diffusion coefficient of 0.8 µm2/s in this sys-
tem (37). The distance between the substrate and membrane
increased from 2 to 4 nm without and with the polymer, respec-
tively (33). A similar approach was introduced by Naumann’s
group, who used dioctadecylamine(poly(ethyloxazoline)-8988)
and octadecyl(poly(ethyloxazoline)-5822) with 85 and 56
monomer units, respectively, as lipopolymers in their bilayers
(38). In this case, the lipopolymers were photo-cross-linked to
the glass via a benzophenone silane photocoupling agent. The
tethered polymer obstructs lipid diffusion at high concentrations
but not at low concentrations (39). The increased stability of
the monolayer that faces the substrate allows the preparation of
asymmetric supported bilayers that contain separated regions of
liquid-ordered and liquid-disordered phases. Lipid raft mixtures
in the substrate-proximal layer induce registered raft domains
in the distal layer (40, 41). Sackmann’s group used lipopoly-
mers that contain polymerized 2-methyl-2-oxazoline of different
lengths to integrate the large transmembrane cell receptor inte-
grin αIIβ3 (42). In all, 20% of the integrins were mobile with
a relatively low diffusion coefficient of 0.03 µm2/s. A different
approach to form a cushion between the solid support and mem-
brane uses the Langmuir-Blodgett technique to transfer several
layers of trimethylsilyl cellulose onto a glass substrate. When
supported bilayers were formed on this substrate by direct vesi-
cle fusion, 25% of the reconstituted integrins were mobile with
a diffusion coefficient of 0.6 µm2/s (43).

Studies of raft-like lipid domains
in supported bilayers
Substantial literature has been published on studies of lipid do-
mains in supported bilayers. Many have investigated lipid mix-
tures with coexisting gel and liquid-crystalline phases by atomic
force (AFM), epifluorescence, and near-field fluorescence mi-
croscopy (NSOM) (see, for example, References (44–47)).
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Other studies have focused on (“raft”) lipid mixtures that form
coexisting l o and l d phase domains in the presence of cholesterol
(19,48–50). AFM studies are usually carried out on mica sub-
strates, which have the advantage of being atomically flat but are
less hydrated than glass or quartz substrates that are commonly
used in fluorescence microscopic studies. Although higher res-
olution is achieved by AFM than by optical microscopy, the
bilayers are more tightly coupled to the substrate and are not
always fluid on mica. Fluorescence has the advantage that dif-
ferent molecular fluorescent dyes can be used to probe different
aspects of complex lipid bilayers, such as diffusion, order, and
phase partitioning, but it has the obvious disadvantage that the
behavior of the probe is observed, which may or may not re-
flect the behavior of the host lipids accurately. Judicial choices
must be made when selecting lipid probes for different purposes.
Typical “raft” lipid mixtures contain about equimolar sphin-
gomyelin, phosphatidylcholine, and cholesterol. Studies have
shown that the area of l o phases in such bilayers depends lin-
early on the cholesterol concentration and that a percolation
threshold exists at about 25 to 30 mol % cholesterol, where
l o domains become connected and l d domains become dis-
connected (19). Because this mixture is at about physiological
concentrations of cholesterol, cells may use shifts in choles-
terol concentration as a switch to connect different groups of
membrane proteins and thereby regulate their function.

An exciting new development in supported bilayer technol-
ogy is that bilayers with asymmetric lipid distributions can be
prepared. Although it is not so difficult for gel phase lipids
with very low diffusion coefficients, it is much more challeng-
ing with fluid phase bilayers. However, these challenges have
been solved recently (18). It is now possible to study phase
coupling across the mid-plane of bilayers with coexisting l o

and l d phases (40, 41). The observation that l o phases can be
induced in lipid mixtures that mimick the inner leaflet of cell
membranes that do not exhibit such phases on their own has
important potential consequences on signal transduction in cell
membranes. Although they do not prove the raft-hypothesis of
signal transduction in cells, these experiments provide the first
experimental evidence that fluid lipid bilayers with physiologi-
cal lipid compositions can transmit signals across the mid-plane
of membranes by inducing new lipid phases on the other side.

Protein–lipid interactions
in supported bilayers

Protein–lipid interactions and particularly peptide–lipid interac-
tions have been studied in supported bilayers by attenuated total
reflection (ATR) FTIR spectroscopy. A slightly dated, but still
valid comprehensive review on this method applied to supported
bilayers has been published (20). Because IR light probes the
vibrational properties of different classes of covalent bonds, this
method is useful to examine lipids, peptides, and interactions
between the two in the same sample. The most common pa-
rameter for assessing lipid structure and order is to study the
stretching vibrations of the lipid acyl chains, for example as a
function of peptide concentration or temperature. Such studies
have lead to the conclusion that fusion peptides from viruses
increase the lipid chain order of fluid phase bilayers and that

this property correlates with the biological activity of the viral
peptide sequences (51). Another prominent band in the FTIR
spectra of lipids develops from the ester carbonyl vibration.
This band is sensitive to the hydrogen-bonded structure and
thus hydration properties of the bilayer interface. The carbonyl
ester band has been shown to change during interaction with
some fusion peptides (52). Lipids also have an effect on pep-
tide structure. For example, influenza and HIV fusion peptides
are induced to form α-helices in bilayers at low concentration,
but they transition into β-sheets at higher concentration (53, 54).
Such structural transitions are readily followed by monitoring
the amide I band of the peptide bonds, which is highly sensitive
to peptide conformation and secondary structure.

Phospholipases bound to supported bilayers hydrolyze dis-
tinct paths through the bilayer substrate as observed by AFM
(55). The membrane-embedded portions of integral membrane
proteins are protected from amide hydrogen exchange, which
can be measured by a shift in the amide I and II IR bands
when the system is changed from an H2O to a D2O buffer (56).
Binding of proteins to supported bilayers may be studied quan-
titatively by total internal reflection fluorescence microscopy
(TIRFM), as shown, for example, in binding studies of antibod-
ies to lipid haptens (57, 58). Fast kinetics of antibody fragment
binding and unbinding to supported bilayers have been studied
in detail by combining fluorescence correlation spectroscopy
with TIRFM (59).

Another aspect of lipid–protein interaction that is conve-
niently studied in supported bilayers is the lateral diffusion of
proteins and lipids and their influence on each other. The regu-
latory lipid phosphatidyl-inositol-biphosphate (PIP2) slows the
diffusion of syntaxin in supported bilayers (37). Conversely, in-
creasing syntaxin concentrations decrease the diffusion of PIP2

and to a lesser extent that of phosphatidylserine. In another
system, in which the transmembrane domain of the fibroblast
growth factor receptor was incorporated into supported bilay-
ers, lipid and protein diffusion were measured (60). Although
protein diffusion was slow (0.006 µm2/s), lipid diffusion was
fast (2.6 µm2/s).

Protein–protein interactions
in supported bilayers
Much current interest exists in lateral interactions between two
or more integral membrane proteins. Several membrane-bound
receptors are activated by such interactions during ligand bind-
ing. In addition, the interaction between individual transmem-
brane helices is key to membrane protein folding and has thus
received a lot of attention. Although these kinds of interac-
tions are more often studied in nonsupported model membranes,
the Hristova group has recently used supported bilayer for-
mats to examine helix–helix interactions between the transmem-
brane domains of the human fibroblast growth factor receptor
(21). Fluorescence resonance energy transfer measurements of
fluorescein- and rhodamine-labeled peptides in supported bilay-
ers show that these transmembrane domains dimerize with a
sequence-specific dimerization energy of ∼3.6 kcal/mol. Mean-
ingful measurements of such interaction energies require that
the proteins are laterally mobile in the supported membranes,
which was verified in this system (60).
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Membrane fusion with supported
bilayers

Membrane fusion is a key process in cell biology that takes
center stage in membrane biogenesis, fertilization, virus entry,
and other events. Our group began studying membrane fusion
in supported bilayers 14 years ago. Influenza virus hemagglu-
tinin (HA) (i.e., the protein that mediates virus entry into cells
by membrane fusion) was reconstituted into supported bilayers.
The physiological pH-dependent fusion of liposomes to the pla-
nar HA-containing membranes was demonstrated (23). Several
fusion-related structural transformations of HA were recorded
by FTIR spectroscopy (61, 62). The fusion of single virions to
supported bilayers has also been reported recently (63).

Recently, SNARE-mediated fusion (i.e., the process that leads
to neurotransmitter release in synaptic transmission) has been
reconstituted in a supported bilayer format in four different
laboratories including our own. The general design of these
experiments is illustrated in Fig. 2. Fix et al. (24) observed that
15% of the docked vesicles fused within 15 seconds, which
yielded a fusion rate of ∼7 × 10−5 s−1 in POPC bilayers at
a coexpressed syntaxin1/SNAP25 protein/lipid concentration of
1:300. The fusion probability increased 40-fold after Ca2+ addi-
tion. Bowen et al. (64) observed thermally induced fusion with
syntaxin (protein/lipid ratio 1:14,000) in lipid bilayers composed
of eggPC and brainPS. In all, 5–15% of docked vesicles fused
with a rate of 0.07 s−1 within 120 sec after triggering. Liu et al.
(65) showed that 77% of the reconstituted synaptobrevin vesi-
cles fused within 100 ms after docking (rate, 40 s−1) to syntaxin
or syntaxin1/SNAP25 complexes in POPC/DOPS bilayers at a
protein/lipid ratio of 1:30,000. The results of these three groups
are different from each other, and each of these experiments
had several problems, some of which may be caused by the im-
mobile reconstitution of the SNARE proteins in the supported
bilayers (66). The independence of fusion on the presence of
SNAP25 in the reconstitutions of Bowen and Liu is puzzling
because it contradicts in vivo as well as in vitro fusion results.
Preliminary work from our laboratory is in much better agree-
ment with the biological literature on this process.

Cell adhesion and signaling in supported
bilayers

Supported bilayers have been used since their inception as
surrogate cell surfaces to stimulate immune cells in artifi-
cially created immunological synapses. For example, Brian and
McConnell (67) have reconstituted major histocompatibility
complex (MHC) proteins into supported bilayers and used these
planar membranes to stimulate cytotoxic T-cells via specific
T-cell receptor interaction. Antigen presentation and signaling
through the T-cell receptor have been studied in this system
in several follow-up papers as summarized by Watts and Mc-
Connell (68). The approach of these early studies (and several
others that followed) has experienced a recent renaissance be-
cause of improved imaging technologies and because we have
learned in the interim how to manipulate supported mem-
branes to form specific controllable spatial patterns (see the
next section). These newer approaches are exciting because they

Figure 2 Studying membrane fusion with supported bilayers. A
supported bilayer is suspended from a quartz substrate (top, gray
background) and illuminated by the evanescent wave of a totally internally
reflected laser beam (angled cylinders red). A membrane vesicle is
observed to approach, hemifuse, and then fully fuse with the supported
membrane. Vesicle contents, lipids, or proteins may be labeled
fluorescently to monitor this process.

have allowed investigators to manipulate spatial patterns in the
immunological synapse and thereby ask biologically important
new questions with regard to the mechanism of cell-induced
cell signaling. Mossman et al. (30). have used laterally con-
strained bilayers to induce novel patterns of T-cell receptor
and intracellular adhesion molecule (ICAM) distribution in
MHC-stimulated cells. The authors used a GPI-linked version
of the MHC in the supported bilayers to circumvent problems
of lateral mobility of the native integral membrane protein in
un-cushioned bilayers. Wu et al. (69) demonstrated the compart-
mentalization of IgE-receptors in rat basophilic leukemia cells
when they stimulated these cells with lipid-hapten bound IgE
in nano-fabricated bilayer patches.

Adhesion of different immune cells to one another or to epi-
thelial cells has also been studied using planar bilayer models.
For example, lymphocyte function-associated protein-1 (LFA-1)
promotes cell adhesion in inflammation [i.e., a reaction that
can be mimicked by binding to purified ICAM-1 in supported
membranes (70)]. Similarly, purified LFA-3 reconstituted into
supported bilayers mediates efficient CD2-dependent adhesion
and differentiation of lymphoblasts (71). This work was fol-
lowed by a study in which transmembrane domain-anchored
and GPI-anchored isoforms of LFA-3 were compared (72). Be-
cause this research occurred before the introduction of polymer
cushions and because the bilayers were formed by the simple
vesicle fusion technique, the transmembrane domain isoform
was immobile, whereas the GPI isoform was partially mobile.
By comparing results with these two isoforms at different pro-
tein densities in the supported bilayer, the authors showed that
diffusible proteins at a sufficient minimal density in the sup-
ported membrane were required to form strong cell adhesion
contacts in this system.

In another study, endothelial cells were bound via their
integrin receptors to supported bilayers that presented the
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RGD-peptide, which is the classic integrin ligand (73). The
cells spread on RGD presenting membranes but not on con-
trol membranes that lacked this peptide. In a similar approach,
a laminin-derived peptide was presented on supported bilayers
and shown to mediate the spreading and partial differentiation
of neuronal subventricular zone progenitor cells (74). The au-
thors observed a strong nonlinear relationship between surface
concentrations of the peptides and conclude that this approach
may provide novel conditions for growing stem cells with only
a limited and controlled amount of differentiation induction.

Patterning supported bilayers

To use supported bilayers as platforms for screening assays,
different approaches have been taken to pattern the membrane
on the surface. One goal is to observe the membrane interac-
tion of substances simultaneously with supported bilayers of
different composition. Bilayers can be subdivided into different
areas by diffusion barriers erected on the substrate or by blot-
ting patches of membrane with polydimethylsiloxane (PDMS)
stamps (75). A combination of these techniques may be used
to form patterned membranes of different composition. Barriers
may be formed from metal or metal oxides by standard litho-
graphic techniques or by stamping proteins onto the substrate
(76). Originally, homogeneous supported membranes have been
patterned photolithographically using deep-UV light (77). Us-
ing photolithography in combination with a polymer lift-off
technique, patterned lipid bilayers with patches measuring 1
to 76 µm may be formed (78). Another approach uses the flow
of vesicle suspensions within microfluidic devices to deposit
membranes of different compositions at the same time (75).
Supported membranes of different compositions on the same
substrate are conveniently addressed with different solutions of
analytes flowed through micro-channels in PDMS (79).

Using supported bilayers as platforms for
chemical sensing and analysis

Because of their planar geometry, supported bilayers are pre-
destined for biological and chemical sensor applications. The
basic concept is to couple the high specificity and sensitiv-
ity of molecular membrane receptors to substrates that inte-
grate opto-electronic circuits (25–27). In combination with the
described patterning techniques, supported membranes should
provide a nearly ideal physiological environment for high-
throughput sensing with biological membrane receptors or chan-
nels in chip-based arrays. However, despite their great promise,
economically viable commercial applications have so far not yet
been used because of a series of obstacles that still must be over-
come. Nanoscopic and microscopic defects in fluid supported
lipid bilayers most often lead to low electrical resistance and
therefore make them unsuitable for high-sensitivity electronic
detection. In some approaches, this problem has been overcome
by linking the lipid bilayer with very short and dense tethers to
the substrate. However, doing so prevents the incorporation of
larger membrane receptors and channels.

Another approach is to prepare black lipid membranes with
solvent over microscopic or nanoscopic holes in the substrate

(80–82), or by using giant vesicles that adhere to the sub-
strate (83). Although high-resistance seals have been obtained,
long-term stability has not yet been achieved with these systems.
In cases where highly insulating membranes are established, the
conductivity of ligand-gated ion channels or larger pores may be
recorded (25, 84). Alternatively, the conductivity may be probed
by measuring the impedance (26) or with metal-free field-effect
transistors that have the advantage of avoiding electrochemical
perturbations (83). Optical detection is suitable for applications
such as immunoassays when the molecules of interest can be
addressed by fluorescent- or gold-labeled antibodies (79). As is
true for electronic biosensors, optical biosensors designed for
routine practical applications must be robust and stable for a
long time. Lipopolymers that stabilize supported bilayers against
air exposure are also helpful in this case (85).

Procedures to Prepare Supported
Bilayers

Supported lipid bilayers with or without reconstituted membrane
proteins are prepared by one of three methods described below
and illustrated in Fig. 3. Methods details can be found in
Reference 86.

Langmuir-Blodgett/Langmuir-Schäfer
(LB/LS) technique (4, 5)

This technique is historically the first method to prepare sup-
ported bilayers. A lipid monolayer is spread from a desired
lipid solution in organic solvent onto a pure water surface in a
Langmuir trough. After evaporation of the solvent, the mono-
layer is compressed slowly to reach a surface pressure of 32
mN/m (thought to be the equivalence pressure of a bilayer) and
equilibrated. A carefully cleaned hydrophilic substrate (glass,
quartz, oxidized silicon, etc.) is then rapidly submerged into the
trough and slowly withdrawn with a dipper mechanism while
a constant surface pressure is maintained. This step transfers
a single monolayer of lipids known as the LB layer onto the
substrate. A second monolayer known as the LS layer is then
spread and compressed on the trough in the same fashion. The
LB-coated substrate is attached to a suctioning tip, and its face
is gently lowered to contact the LS monolayer at the air/water
interface for a few seconds. To complete the bilayer, the slide
is then pushed through the interface and placed on a cover
slip fitted with two spacers of water-resistant double-sided tape
that had been previously placed at the bottom of the trough.
After removal of the supported bilayer sandwich from the
trough, the water between the surfaces may be exchanged by
flow-through with any desired buffer while always maintaining
full hydration of the bilayer. Some investigators have prepared
peptide-containing supported bilayers by placing peptides in the
first or second monolayer.

Vesicle fusion (VF) technique (67)

This technique is the simplest method for forming supported
bilayers. Much literature is available on the mechanism and
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(a)

(b)

(c)

(d)

Figure 3 Methods for supported bilayer formation and membrane protein reconstitution. (a) and (b) LB/LS method. A lipid monolayer is spread at the
air-water interface of a Langmuir trough and transferred to a solid substrate while keeping the surface pressure constant. A second monolayer is transferred
by horizontal apposition of the first transferred monolayer and collection of a counter-piece with spacers. (c) Direct VF method. Membrane vesicles are
flown into a chamber with a clean surface substrate on top. After about an hour of incubation, they form a supported bilayer on the substrate and excess
vesicles are flushed out. (d) LB/VF method. The procedures depicted in panels (a) and (c) are combined leading to an asymmetric bilayer with an
asymmetric protein distribution. Although this method can also be performed without a polymer, it is shown here with the polymer transferred during the
LB step.

kinetics of vesicle spreading on hydrophilic substrates, which
is not reviewed here. Although it is simple, the method tends
to result in bilayers with more defects, and the orientation of
membrane proteins cannot be controlled in this method. Small
or large unilamellar pure lipid vesicles or proteoliposomes are
prepared by standard liposome preparation or membrane protein
reconstitution methods. A clean hydrophilic substrate is placed
in a flow-through chamber, and the vesicles are injected and
incubated with the surface for 30–60 minutes. Excess vesicles
are washed out by extensive rinsing with a buffer. This method
has also been used to make polymer-supported bilayers, in
which case the surface of the support is pre-treated with the
polymer using conditions that depend on the particular polymer
being used.

Langmuir-Blodgett/vesicle fusion
(LB/VF) technique (87)
This method is a combination of the other two methods. In
our opinion, it is the most gentle method to reconstitute mem-
brane proteins into supported bilayers and to prepare supported
bilayers with fragile coexisting liquid phases of lipids. A LB
monolayer is prepared on a hydrophilic substrate as described
above. To prepare tethered-polymer supported bilayers, a suit-
able lipopolymer may be included at a concentration of a few

mol % at this stage. With some lipopolymers, it is neces-
sary to cure the slide (by light, temperature, zero humidity,
etc.) at this stage. The monolayer-coated slide is then placed
in a custom-built flow-through chamber, and vesicles or pro-
teoliposomes are injected and incubated with the surface for
30–60 minutes (pure lipid vesicles) or 60–120 minutes (pro-
teoliposomes). Excess vesicles are washed out by extensive
rinsing with buffer. Because the second monolayer is com-
pletely vesicle derived and because membrane proteins are
introduced as proteoliposomes only in the second step, they
tend to be unidirectionally oriented in the supported bilayer
as can be verified with quenching antifluorophore antibodies
(23, 37) or by FLIC microscopy (33).

Procedures to Characterize
Supported Bilayers

Microscopy

The simplest way to examine the quality and integrity of sup-
ported membranes is to include a fluorescent lipid probe such as
nitrobenzoxa-diazol (NBD)-PE or rhodamine-PE and to look for
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their uniform appearance on a standard epifluorescence micro-
scope. Many artifacts can be detected readily and eliminated
with this very simple test. Higher-resolution images can be
obtained by AFM or NSOM. These techniques are useful to de-
tect small defects in the 10 to 500 nm range that might escape
detection by standard wide-field optical microscopy. Because
supported bilayers are only stable under water, these imaging
modalities must be carried out under water. AFM probes height
profiles, but NSOM and epifluorescence microscopy permit the
labeling of specific chemical structures or physical properties
of the structures by using different fluorescent probes. It is of-
ten necessary to discriminate surface from bulk fluorescence,
for example when measuring the binding of fluorescent ligands
to supported membranes. This result is conveniently achieved
with TIRFM, which has a typical 1/e illumination depth of 50 to
100 nm from the surface, which depends on refractive indices,
angle of incidence, and wavelength of light. Brewster angle and
surface plasmon microscopies are also surface-selective optical
imaging techniques, which do not require the fluorescent label-
ing of the membrane, but rather depend on lateral changes of
refractive index in the sample.

Lateral diffusion
A next and very important level of characterization of supported
bilayers is the measurement of the lateral mobility of their
constituents. Because biological membranes and their proper
function are defined by their fluidity, to recreate this charac-
teristic is imperative for biology-motivated work. In addition,
lateral diffusion measurements on supported bilayers can easily
detect many artifacts that may go unnoted by simple micro-
scopic inspection. For example, deposited membranes may look
completely uniform but may not show any long-range lateral
diffusion when vesicles or membrane fragments that are smaller
than the resolution of the light microscope are densely packed
on the substrate surface. Two techniques are common to deter-
mine the diffusion of fluorescently labeled lipids or proteins in
supported bilayers: FRAP and SPT. The lateral diffusion coeffi-
cient and fraction of mobile molecules are obtained from either
measurement.

In FRAP, a brief pulse of intense laser light is used to
photobleach fluorophores partially in a small area of the sample.
The recovery of fluorescence caused by diffusion of labeled
molecules into the bleached area is then observed over time,
while care is taken to minimize additional photobleaching. In
spot photobleaching the light is focused to a circular spot,
which reflects the Gaussian beam profile of the laser. During
recovery, the half-width of the bleached area decreases whereas
the intensity increases. The diffusion coefficient and mobile
fraction are extracted from the time course and the amplitude,
respectively, of the recorded recovery curve (88). In a variant
called periodic pattern photobleaching, the bleach pulse projects
a stripe pattern of a Ronchi ruling onto the sample, which
permits integration over a larger area and therefore an increased
signal/noise (89).

SPT is the preferred technique when more detail on different
populations of moving particles in a heterogeneous system is
required. Although the information content of SPT is much
higher than that of FRAP, it is much more demanding on

instrumentation and statistical evaluation procedures. SPT has
been introduced to the characterization of supported bilayers in
1995 (90) and has been used frequently since then. In practice,
the technique is best used in combination with TIRF microscopy
and high-sensitivity charge-coupled devices. Typical labeling
ratios of the lipid bilayer are 1:108 fluorescent probes:lipids.
The reconstructed particle trajectories and appropriate statistics
can be analyzed to distinguish between diffusion, anomalous
diffusion, confined diffusion, and directed motions.

Bilayer structure

Neutron reflectivity has been used to characterize the transverse
organization of supported bilayers structurally (32, 91). The lat-
eral structure of lipid bilayers on solid supports may also be
characterized by grazing incidence X-ray diffraction, although
this technique has so far been mainly used on monolayers at the
air-water interface. Vibrational spectroscopies open interesting
windows to look at details of lipid structure in supported bilay-
ers. FTIR spectroscopy has several bands that are characteristic
of the state of lipid order and hydration in supported bilayers
(20). An interesting relatively recent method to study the orga-
nization of supported bilayers, particularly with respect to their
asymmetry, is sum frequency vibrational spectroscopy (SFVS)
(92). Signals develop in this nonlinear form of vibrational spec-
troscopy only when symmetry is broken (i.e., when the type,
structure, and number of lipids is unequal across the mid-plane
of the supported bilayer). A complementary technique to study
lipid asymmetry, or more specifically fluorescent probe asym-
metry, is FLIC microscopy, in which the average distance of
fluorophores from an oxidized silicon mirror surface is mea-
sured interferometrically (18).

Protein secondary structure and
orientation

Two methods have been used to determine the secondary
structure and orientation of membrane proteins in supported
bilayers: polarized ATR-FTIR spectroscopy and oriented CD
spectroscopy. SFVS may also be applied to study peptide and
protein structures in supported bilayers. Polarized ATR-FTIR
spectroscopy is sensitive enough that high-quality spectra can
be obtained from a single bilayer. Beta-sheet structures are
readily distinguished from α-helical and random structures, and
the orientations of α-helices are determined from the linear
dichroism of the peptide amide I bands (20). Multiple stacks
of supported bilayers have to be used to gain enough sensitivity
to determine the structure and orientation of α-helices in lipid
bilayers by oriented CD spectroscopy (60, 93).

Conductance and impedance

Pure lipid membranes are electrical insulators with a specific
capacitance of ∼1 µF/cm2, which separate two electrolytic
compartments. The conductance of biological membranes is
mainly determined by highly specialized proteins that act as
ion channels. For supported membranes to mimic the electrical
properties of a biological membrane, it is necessary to measure
its electrical characteristics. Even very small defects that are not
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visible by microscopy increase the conductance significantly. If
the membrane is supported by a conductive substrate like gold
or indium tin oxide, then it is possible to measure the impedance
by applying A/C voltages with frequencies up to 100 kHz and
by measuring the magnitude and phase of the current. The
conductance and capacitance of the supported membrane is
determined from the evaluation of the entire electrical circuit,
which includes resistance and capacitance of the electrode and
if necessary alternative electrical paths around the membrane
(94). A similar approach uses metal-free field effect transistors
that probe the electrical potential at the transistor gates that
face the cleft beneath the supported membrane. The electrical
membrane parameters are extracted from the voltage transfer
from the electrolyte bath to the transistor gates (83).

Conclusion

In conclusion, supported bilayers have evolved into a reli-
able model membrane system since their first inception almost
a quarter century ago. Numerous basic research questions re-
garding the structure and function of biological membranes and
applications that range from biosensing to proteomic analyses
of membrane components have been addressed with this sys-
tem. We anticipate more growth and an even more prominent
role of this tool in basic and applied membrane research in the
decades to come.
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Lipids constitute one of the main classes of molecules in biological systems.
They are involved in numerous cellular functions either as individual
molecules or as lipid aggregates with varying sizes and morphologies. For
example, lipids are a crucial component of cellular membranes that
surround and protect cells. Lipids comprise membrane domains that
provide membrane proteins with a well-defined environment to carry out
their functions. Lipids also interact specifically with some proteins, which
render their functions possible. Lipids play the role of drugs and enzymes,
and our skin and lung surfactant lining lung epithelial cells are composed
largely of lipids. What is more, lipids are used in delivery vehicles to
encompass drugs and other molecules. These functions and many others
develop in part from lipids’ specific properties relevant on molecular scales
and also from the assembly of lipids as fascinating structures observed over
a multitude of scales beyond molecular size. Here, we discuss the functions
of lipids and lipid structures together with their structural and dynamic
properties, including examples and highlights of recent studies.

Lipids (see Fig. 1) (1) constitute one of five classes of molecules
that can be considered as crucial in biological systems. Together
with proteins, nucleotides (DNA), carbohydrates, and water,
lipids can be thought of as one of the basic building blocks
of living systems.

For some reason, lipids cause a lot of emotions among
the people. One often talks about “bad” and “good” fats,
and in terms of health, this view is partly understandable.
In a similar manner, it is common to talk about “bad” and
“good” cholesterol; although in this case, most common people
probably do not even know that only one type of cholesterol
molecule exists, which is crucial for life. It is one of the most
common and the most important lipids in eukaryotic cells. The
“bad” and “good” cholesterols refer to the carrier particles
(lipoproteins) that transport cholesterol molecules, and their
effects on our health depend on the lipoprotein in question
(2). Meanwhile, when a great deal of recent discussion has
dealt with the genetic code and the proteomics of proteins, it
seems that far less attention has been paid to the importance of
lipids. In part, this attention is because no genes code lipids.
Yet undoubtedly lipids are a crucial component of cells: They
would not survive without lipids. It has been observed that
polyunsaturated lipids that have several double bonds in their

hydrocarbon chains are involved in the functioning of the eye,
and DHA (perhaps the most important polyunsaturated fatty
acid) is vital for normal brain development for infants and for
the maintenance of normal brain function throughout life (3).
Furthermore, we all appreciate the importance of lipids as a
major source of energy, which may even be critical for survival
under extreme conditions. In summary, lipids and fat are good.
Those who love good food, such as sushi and fish in general,
probably appreciate this view.

Appreciating the importance of lipids in a variety of biolog-
ically important cases, one is tempted to understand how they
actually function and how that is affected by the structures of
their assemblies. The answers to these questions are far from be-
ing resolved, but we do have some insight into the related issues.
What is remarkable and deserves to be stressed here is that lipids
are characterized by fascinating structures over a multitude of
scales, which range from the size of individual molecules to the
sizes of colloidal systems that comprise large amounts of lipid
molecules (3): Lipids are the main component of lipoproteins
that carry cholesterol, vesicles that transport molecules inside
them, cell membranes that surround cells, lung surfactant that
keeps us alive by allowing us to consume oxygen, and skin
that protects us from the outside (4). Beautiful examples of the
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Figure 1 Examples of lipids found commonly and used in cells. (a) DPPC;(b) 1-palmitoyl-2-(1-pyrenedecanoyl)-sn-glycero-3-phosphocholine (PyrPC);
(c) Palmitoyl-SM; (d) Cholesterol; (e) Dipalmitoylphosphatidylethanolamine; (f) 1,2-di-O-palmitoyl-3-O-β-D-galactosyl-sn-glycerol (DPGALA). Of these
lipids, PyrPC is a pyrene-linked lipid probe and DPGALA is a glycolipid. The first four lipids are represented by a united-atom description, and the last two
lipids are represented by a full-atom description.

various lipid structures that range from micelles to vesicles and
considerably more complicated morphologies are illustrated in
References 3–7. It is truly fascinating to realize the remarkable
diversity of lipid structures and to use that as a basis for the
understanding of lipid functionality in biological systems.

Our aim in this article is to provide the reader with some
flavor of the various structures and functions related to lipids.
Rather than presenting an exhaustive description of the topic,
however, we prefer a down-to-earth approach on a level in
which we combine many relevant views and methods with sev-
eral instructive examples and highlights of recent studies. The
concise list of references at the end of this article follows this
idea, in accord with the style of this review series. The emphasis
will be on lipid membranes because of their abundance in nu-
merous biological systems, which include cellular membranes,
liposomes, and other delivery vehicles.

Biological Relevance and Scales
of Lipid Systems
The biological applications in which lipids are involved are
numerous and profoundly important. Let us here consider some
relevant applications.

Functions of lipids

No strict definition exists for the term “lipid” that is generally
accepted. In a broad sense, lipids are compounds of low or
intermediate molecular weight with a substantial proportion of
hydrocarbons (1). Lipids have also been defined as “fatty acids
and their derivatives, and substances related biosynthetically
or functionally to these compounds” (4). Sometimes, it is
also expected that molecules considered as lipids have some
biological function . Many molecules based on fatty acids are
lipids, but some vitamins and hormones are based on fatty acids
as well. They serve many functions in living organisms, and the
broad scope of these functions is truly fascinating.

The lipid membrane provides shelter for membrane proteins
to do their functions. However, instead of working alone,
membrane proteins such as ion channels work together with
the membrane, such that the lipid composition around the
protein actually affects the activation and the functioning of
the protein. This idea is largely the essence of the lipid raft
model (8), which highlights the importance of lipids in a variety
of cellular functions. It has been observed, for example, that
rhodopsin, which is the light sensitive membrane protein, favors
interactions with polyunsaturated lipids (9).
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Lipids are the main component in lipoproteins known as
carriers of cholesterol (2). HDL (high-density lipoprotein, which
is the “good” cholesterol) transports cholesterol and its esters
from cells to liver for recirculation, whereas LDL (low-density
lipoprotein, which is the “bad” cholesterol) carries cholesterol
and cholesterol esters to the cells. The ratio of the two carrier
particles partly determines one’s risk for diseases such as
atherosclerosis, although the understanding and the overall view
of the related issues is still incomplete in many ways.

Some lipid species serve as second messengers that pass on
signals and information in the cell, such as in programmed cell
death in which a lipid known as ceramide has been proposed
to be the messenger (10). The same lipid is often found in hair
conditioners. Lipids also play the role of enzymes, receptors,
and drugs, and our skin is largely composed of lipids. In a
similar manner, a major amount of molecules that comprise the
pulmonary surfactant, which is a thin liquid film that lines lung
epithelial cells, are saturated lipids (11) characterized by a lack
of double bonds in the chains. The lung surfactant stabilizes
the alveoli during expiration, when lungs undergo compression,
and reduces the re-expansion work during inhalation. Lipids are
also used widely for storing energy in terms of triglycerides,
and recently, disorder in the lipid spectrum of cells has been
related to, for example, atherosclerosis and major psychiatric
diseases. As for applications, lipids are used by nature as novel
micro-encapsulation devices—which is an exciting application
nowadays used for drug and gene delivery (12).

Scales of lipid systems

Temperature scales

The relevant temperature range for functions that deal with
lipids is the physiologic temperature, which is about 310 K.
The phase behavior of lipid systems should then be consid-
ered with respect to this value. Particular attention is usu-
ally paid to the main transition temperature TM defined for a
one-component lipid bilayer (see Fig. 2). Above TM, one finds a
fluid (liquid-disordered) phase characterized by a lack of trans-
lational order in the bilayer plane and weak ordering of the
lipid hydrocarbon chains. Below TM in the gel phase, in turn,
the lipids in the membrane plane position themselves to fol-
low hexagonal packing, besides which the hydrocarbon chains
are strongly ordered (all-trans) and tilted with respect to the
membrane normal direction. These transitions in lipid confor-
mational and translational order can be characterized readily by
order parameters such as the second-order Legendre polynomial
and the in-plane structure factor (13, 14). The second-order Leg-
endre polynomial is used often because it can be exploited to
provide insight into the orientation of lipid hydrocarbon chains,
their tilt as well as the orientation of a lipid head group, and
it can be accessed rather easily through simulations as well as
experiments [nuclear magnetic resonance (NMR), see below].
The main transition temperature varies from one lipid to an-
other and is largest for lipids with saturated and long chains.
For example for a dipalmitoylsphosphatidylcholine (DPPC) bi-
layer, it is 314.5 K. For comparison, for polyunsaturated lipids
typical main transition temperatures are below 273 K. In a sim-
ilar manner, other lipid systems such as droplets of triglycerides

have distinctly different phases, usually crystalline at low tem-
peratures and fluid above the transition point. For most of the
physiologically important lipids T M is below 310 K, which im-
plies that the physiologically more important phase is the fluid
phase.

However, natural membranes are not one-component bilay-
ers but rather are comprised of a variety of different lipid
components. This matter is discussed below in more detail.
Consequently, the presence of many lipid types develops a for-
mation of membrane domains with varying composition, and
hence the main phase transition temperature is not well de-
fined for a many-component membrane. Of particular interest
are membranes with a large concentration of cholesterol, be-
cause cholesterol drives the formation of a new phase. The
liquid-ordered phase (3), as it is commonly called, is character-
ized by a lack of translational order in the membrane plane, like
in a fluid phase, and by a strong conformational order among the
lipid hydrocarbon chains, which in turn is reminiscent to the gel
phase. Currently, it is thought that the liquid-ordered phase and
cholesterol in particular play a prominent role in the functions
of lipid rafts, which are strongly ordered membrane domains
involved in a variety of cellular functions such as signal trans-
duction and protein sorting; see below for additional discussion.
However, despite their significant ordering, rafts are essentially
fluid-like membrane domains, which highlight the importance of
fluidity for membrane functions under physiologic conditions.

Length scales
To understand cellular functions that deal with single-molecule
properties, we must achieve deeper knowledge about the struc-
ture and the molecular organization of lipid membranes on the
nanometer scale. This knowledge is particularly important in
the context of membrane proteins, because studies indicate that
some membrane proteins favor certain specific lipids in their
vicinity (9). Recent crystallographic studies of membrane pro-
tein structures have also revealed how lipids may be an integral
part of the protein structure (15). However, as biological func-
tions take place over a multitude of scales, one must also under-
stand how structures and functions at larger scales emerge from
corresponding ones at smaller scales. For example, membrane
protein functions can be regulated by the (large-scale) elastic
properties of membranes (16). Also, lipid aggregates such as
micelles and vesicles are involved in intracellular transport and
range in size from a few nanometers to micrometers; the size of
a cell is typically about 30 micrometers. Therefore, no length
scale would be specific to lipid structures.

Time scales
Time scales of dynamic processes in lipid systems are wide and
range from picoseconds to hours or even months. Examples
are discussed below. Here, we just refer to rotational motions
as the fastest dynamical events and cell death as the slowest
event. What is relevant to stress here is the lack of any specific
time scale.

In summary, lipids play a prominent role in numerous cellular
functions. Yet lipids and the structures composed of lipids are
not characterized by any specific length or time scale. However,
just like soft matter in general, there is one specific scale in
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(a)

(b)

Figure 2 Lipid bilayer composed of DPPC lipids in two different phases. (a) Gel phase below the main transition temperature; (b) Fluid phase above the
transition temperature. Water is not shown for clarity.

common: the well defined energy scale given by the thermal
energy kBT .

Lipids in Various Forms

The classification of lipids is largely arbitrary. It can be based
on water solubility (hydration) or swelling of a lipid system at
the air-water interface, for example. Here, we approach lipids in
terms of increasing complexity and focus on those lipids that are
found mostly in cells, see Fig. 1. A more thorough discussion
of the topic is given by Hauser and Poupart (1) and Larson (4).

From fats to fatty acids and lipids
Fats are easy to recognize on the basis of our every-day
experience. Usually, they are considered as frozen oils and
used in cooking (17). The main component of a fat is a
hydrocarbon moiety that is typically a long hydrocarbon chain,

with a varying number of carbon atoms attached to each
other through single (saturated) or double (unsaturated) bonds.
Depending on the number of double bonds, the chains are called
monounsaturated (one double bond), diunsaturated (two), or
polyunsaturated (more than two). Fatty acids are obtained by
attaching a carboxyl group at the end of a chain. Although
hydrocarbons do not dissolve readily in water, fatty acids
dissolve more easily because of the hydrophilic –COOH group.
Yet fatty acids are not found free in the cell often. The rather
few exceptions include the intercellular transport of fatty acids
inside lipoproteins and the chemical reactions such as hydrolysis
because of enzymes acting on lipids, in which a lipid is broken
down into smaller pieces (one of them is a hydrocarbon chain).
Fatty acids are linked more commonly to a chemical group
that acts as the backbone of complex lipids. One of the most
general groups is glycerol, which can form ester bonds in up
to three positions. By doing so, one can form nonpolar lipids
such as tri-acylglycerols (frequently also called triglycerides)
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with three ester bonds and di-acylglycerols with two ester
linkages. Triglycerides are the major components of dietary fats
and a common hydrophobic storage means of fat. They are
also transported between cells via lipoproteins. Di-acylglycerols
function as second messengers in signal transduction.

Another common backbone for fatty acids is sphingosine,
which is a long-chain amine. Through an amide linkage, it is
bound to a fatty acid, which forms the ceramide found often
in skin and hair conditioners. As mentioned above, ceramide is
also one of the signaling molecules involved in processes such
as apoptosis, which is the programmed cell death.

Polar lipids
The above molecules are nonpolar and therefore hydrophobic.
The polarity of lipids can be promoted by binding polar groups
to glycerol- or sphingosine-based molecules. For example, the
vacant –OH group in the glycerol moiety of di-acylglycerols can
be linked to a polar group such as phosphatidylcholine (PC),
phosphatidylethanolamine (PE), phosphatidylserine (PS), phos-
phatidylglycerol (PG), or phosphatidylinositol (PI). PC and PE
groups are neutral and zwitterionic, whereas PS, PG, and PI are
anionic. Using glycerol as a backbone, one obtains glycerophos-
pholipids, in which one of the above polar moieties usually is
acting as the head group. The best known exception is cardi-
olipin, in which two glycerophospholipids, which start from the
phosphate group, are linked to one another through a glycerol
group. Such a dimeric anionic lipid has usually four hydrocar-
bon chains. In a manner similar to glycerophospholipids, the
free –OH group in ceramide (as the end group of sphingosine)
can be linked to one of these head groups and one obtains
sphingophospholipids. A common lipid of this group is sphin-
gomyelin with a PC moiety as the head group.

One of the most complex classes of lipids in terms of their
head group is glycolipids. Glycoglycerolipids are di-acylgly-
cerols linked to a monosaccharide or a disaccharide such as
galactose or lactose, respectively. In turn, glycosphingolipids are
sphingolipids with a carbohydrate head group; the most com-
mon types are cerebrosides and gangliosides based on ceramide
as the fundamental structure. Another subclass complementing
the above ones is lipopolysaccharides. The complexity of gly-
colipids is caused not only by their structural diversity, but also
by the stereo-chemistry that plays a major role in their proper-
ties. Carbohydrates in general are characterized by the lack of
a well-defined structure-function relationship, which means that
the details do matter and often turn out to be very important.
For example, recent studies have shown that glycolipid bilayers
with either a galactose or glucose head group yield substantially
different membrane properties (18). Yet galactose and glucose
differ only in chirality.

Nonetheless, the most fascinating and complex lipid type is
sterols. They have a rigid steroid ring structure, which is a
simple hydroxyl group as their polar head and a short flexible
tail at the other end of the molecule. Of the many sterols found,
two sterols exist whose significance in cells is above the others.
Cholesterol is abundant in eukaryotic cells, and ergosterol is
abundant in fungi. The reasons why nature has chosen these
two specific sterols are not well understood. One is tempted
to think that the properties of all sterols should be similar,

because the structural differences between them are seemingly
negligible. However, it has turned out that the details do matter.
For example, adding just one double bond to the structure of
cholesterol changes its membrane properties substantially (19).
Consequently, cholesterol is the sterol in eukaryotic cells, and
cholesterol esters are the form of cholesterol by which it is
transported in lipoproteins.

Lipid composition of biological
membranes and lipoproteins

The composition of lipids varies markedly in a cell, and
biomembranes and lipoproteins provide crisp examples about
the diversity of different lipids.

In the plasma membrane of animals (1), the amount of
cholesterol is usually around 20–30 mol%. The rest of the
lipids are mainly PC, PE, and sphingomyelin (SM) lipids, with
smaller amounts of PS, PI, and glycolipids. These lipids are
distributed asymmetrically across the membrane, because most
cholesterol, PC, and glycolipids are located in the extracellular
(outer) leaflet, whereas PS and PE lipids are located mainly
in the intracellular (inner) monolayer. The lipid composition
can be highly different in other organelles, however, as is the
case in mitochondria (1), in which the mitochondrial membrane
is composed of two (inner and outer) membranes. There, the
amounts of cholesterol, SM, and PS are negligible; most lipids
are PC and PE. The major difference compared with plasma
membrane is the concentration of cardiolipins. They are actually
found only in bacterial and in mitochondrial membranes, where
their numbers are significant; even in mitochondria they are
located mainly on the inner membrane.

In lipoproteins, one finds essentially the same types of lipids
but with somewhat different concentrations. In order of de-
creasing numbers, low density lipoproteins contain (2) mainly
cholesteryl esters, (unesterified) cholesterol, phosphatidylcho-
lines, SM, triglycerides, and lyso-PC, and smaller numbers of
PE, PI, and ceramide. In HDLs, one finds the same lipid types
but in a different order, as HDLs are abundant in phospholipids
and are complemented by cholesterol esters, cholesterol, and
triglycerides.

Besides their head group, also other features differentiate
lipids from one another. Among phospholipids, which is the
main group of lipids in cells, about 10% are charged. Except
for sphingosine, which is cationic, all other charged lipids
are anionic. What is even more striking is the diversity of
unsaturation and chain length. The number of double bonds per
hydrocarbon chain ranges from zero to six, and the chain length
ranges typically from 14 to 22 carbons per chain. Usually the
sn-2 chain in a glycerophospholipid is unsaturated, whereas the
sn-1 chain is saturated, and these two chains may be asymmetric
in terms of chain length. Furthermore, in addition to ester
lipids, ether lipids such as plasmalogens exist, in which the
hydrocarbon chain is linked to glycerol by an ether bond instead
of an ester bond. For example, ether lipids act in cell signaling.

The above examples highlight the extraordinary diversity of
lipids. On a cellular level, any single membrane may contain
more than 100 different lipid species, each assumed to have
some particular function. Because nature always has a reason,
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a reason must exist for having all these lipids. Although we
do not understand the roles of all lipids at the moment, it is
rather obvious that each one participates in some specialized
functions.

Methods Commonly Applied
to Lipid Systems

An extensive toolbox is often applied to lipid systems. Here, let
us discuss some of the most important techniques, considering
both experimental as well as computational ones. Although the
description here is inevitably brief, it hopefully provides some
flavor to the techniques in question.

Experimental techniques

One of the most versatile methods for studies of lipid systems
is NMR (13, 20). In NMR, an applied magnetic field is used
together with an alternating electromagnetic field to probe
changes in molecular alignment. NMR can provide detailed
information on the topology, the dynamics, and the structure of
molecules. In the context of lipids, it allows determination of the
orientation of a lipid or a group of atoms in a lipid, such as the
head group region or a single C-H bond in a hydrocarbon chain.
The latter in particular is often used to determine the ordering of
lipid hydrocarbon chains by selective deuteration of acyl chains,
as it provides one with a solid understanding of fluidity inside
a membrane. As for dynamics, NMR is commonly employed to
explore the rotational motion of atom groups in lipids and the
diffusion of lipids in the plane of a membrane.

Small angle X-ray scattering (SAXS) (13, 21) is used increas-
ingly in biological sciences to determine dynamic structures of
various molecular systems. The X-ray sources with high in-
tensity allow the observation of weak scattering features that
are associated with the internal structures of molecules studied.
In the context of lipids, SAXS is often used to measure lipid
system structures and their phase behavior.

Differential scanning calorimetry (DSC) (22) is based on
measuring changes in heat capacity because the temperature
of a system is varied monotonically. As heat capacity is a
thermodynamic response function, it is expected to exhibit
critical behavior close to a phase transition boundary, which in
turn can be detected by DSC. Consequently, DSC is a common
way to detect phase behavior.

Considering techniques that allow the imaging of lipid sur-
faces, scanning probe microscopes such as the atomic force
microscope (AFM) (13, 23) have become very appealing.
The AFM allows measurements of native lipid samples under
physiologic-like conditions and while biological processes are
at work. It is hence often used to determine lipid membrane
structures, structural defects in membranes, domain formation,
and even the behavior of lipid rafts with high nanometer-scale
lateral resolution.

Another appealing technique used often to image lipid struc-
tures is fluorescence microscopy and imaging (24). By using
fluorescent probes attached covalently to lipid molecules, the
fluorescence microscopy provides a wealth of spatially resolved

information of individual lipid aggregates instead of averaging
over a large number of them, see Fig. 3. Hence, fluorescent
probes provide detailed information of structure as well as dy-
namics, and this information is often exploited to investigate
phenomena such as trafficking and membrane dynamics in the
spirit of single-particle tracking and single-molecule detection
(14, 25). The downside is that probes inevitably perturb the sys-
tem (26, 27), thus their use and the interpretation of the results
warrant particular care.

Computational modeling

Unlike simulations of proteins and protein complexes, modeling
and simulations of lipid systems is relatively “easy” in the
sense that lipid molecules and (smallest) lipid aggregates are
reasonably small, and the time scales related to many processes
that take place in lipid systems are of the order of nanoseconds.
Consequently, even atomistic modeling of lipid aggregates is
feasible for reasonably complex systems. Here, we discuss
briefly the three main levels of modeling associated with lipids.

Quantum-mechanical (QM) modeling

QM methods (28) are crucial in studies of processes in which
one must account for electronic degrees of freedom, such
as the action of sphingomyelinase acting on sphingomyelin.
Such enzymes hydrolyze lipids, which cuts them into pieces.
To describe the hydrolysis process fully, one should treat the
action center in a QM manner. The problem is that QM
techniques are feasible only to small scales, typical system
sizes are a few hundred atoms and time scales range up to
tens of picoseconds. Obviously, these scales are short com-
pared with most biologically relevant processes. Consequently,
QM techniques are often bridged to classical simulations in
a manner in which the region of interest (such as the re-
action center) is described in a QM fashion, whereas the
rest of the system follows classical equations of motion us-
ing molecular mechanics (MM) force fields. Such QM/MM
methods have gained increasing popularity in the field, but
their wider use is limited to difficulties of treating the in-
terface accurately between QM and classical regions. How-
ever, recent studies have shown that the QM/MM techniques
work well, and the prospects for broader applications are
promising (29).

Classical atomistic simulations

The most popular technique to deal with lipid systems has by
far been classical molecular dynamics (MD) (28, 30). In MD,
all interactions are classic, and the time evolution of the sys-
tem is described by integrating Newton’s equations of motion.
The particles can represent atoms or clusters of atoms; the most
typical choice is the full-atom description in which all atoms in-
cluding hydrogens are described explicitly, and the united-atom
description in which each methyl and methylene group is de-
scribed by a single particle. The particle–particle interactions
are usually determined from QM calculations and tuned even
more in an iterative manner by fitting system properties to ex-
periments until simulation results and experimental data match
sufficiently well. Usually, the largest system sizes are hundreds
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Figure 3 Liposomes of varying lipid and protein composition visualized using fluorescence microscopy with different fluorescent probes. The typical size
of a liposome is approximately 40 micrometers. Pictures are by courtesy of Luis Bagatolli and are available at the MEMPHYS website (Science In Your Eyes):
www.memphys.sdu.dk.

of thousands of atoms over hundreds of nanoseconds, which ren-
ders possible studies of various relevant processes. Examples are
presented below. However, considering a practical example for
a lipid membrane, the largest systems considered to date have
been about 20 nm × 20 nm in size in the membrane plane, which
is rather small compared with typical membrane domain sizes.
This finding implies that atomistic MD simulations currently
are not the method of choice for many-component membrane
systems, in which time scales of mixing and domain forma-
tion are far beyond the limits of atomistic simulations. To reach
such scales, efficient ways are needed to treat the dynamics
or the models that are simpler than the atomistic ones. The
first idea can be conducted by, for example, Monte Carlo sim-
ulations (28, 30, 31). Instead of integrating the equations of
motion in a deterministic manner, one employs random noise
to evolve the system from one configuration to another in a
random fashion. Despite the fact that Monte Carlo simulations
(usually conducted with the Metropolis scheme) do not yield
natural dynamics, they gauge equilibrium properties that are
not functions of time. What is more, the Monte Carlo approach
allows the use of nonphysical moves, which usually provides a
major speed-up, hence facilitating studies of very large systems.
The second idea to deal with simplified (coarse grained) models
is more common, however, because it allows one to consider
dynamic quantities and nonequilibrium properties.

Coarse-grained models
The key idea of coarse-grained (CG) models (32, 33) is to
get rid of all details that are not relevant for the properties

one is interested in. Replacing CH2 groups by a united-atom

particle can be considered coarse graining. In a similar fashion,

one can replace several (say, four) methyl groups in a lipid

hydrocarbon chain by a coarse-grained particle. Because the

number of interacting beads is reduced, the computational

burden decreases as well, which allows one to consider larger

systems and time scales. This strategy is used more and more

often in simulations of lipid systems, and the results have

been very encouraging. The main challenges associated with

CG models are the choice of the coarse-grained molecular

description, for which one can employ systematic techniques

such as self-organizing maps (34) together with plain intuition,

and the choice of the interactions used in the CG model.

For the latter issue, several approaches have been proposed.

Perhaps the most promising approach is presented by Marrink

et al. (35, 36), who used thermodynamic quantities such as

solvation free energies to determine interaction strengths for

different molecular groups. Another means to improve coarse

graining is to get rid of the solvent (37, 38). This solvent-free

approach can provide a major speed-up for dynamics, although

it also has obvious limitations because of the absence of full

hydrodynamics.
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Structure of Lipid Membranes
and Importance of Cholesterol

One of the main functions of lipids is to serve as the main
structural components of cell membranes (7). Membranes re-
semble thin elastic sheets with a total thickness of about 5 nm.
The membrane is composed of two lipid monolayers. The lipids
in a membrane typically include two nonpolar and hydrophobic
(water hating) acyl chains connected to one another close to the
head group, which in turn is usually polar and hydrophilic (water
loving) and therefore can form hydrogen bonds with neigh-
boring water molecules. This “schizophrenic” nature of lipid
molecules causes them to self-assemble as closed objects such
as liposomes, such that the head groups face water molecules
while the hydrophobic hydrocarbon chains are protected from
the water phase.

The essential structure of membranes is captured by the
single-component lipid bilayer shown in Fig. 2. Although this
view is a highly simplified description of an actual biologi-
cal membrane, it readily demonstrates the importance of lipids
on membrane structure and dynamics. Native biological mem-
branes found in living systems are composed of lipids in
terms of a lipid bilayer; although in those cases, it is not a
single-component but rather is a many-component membrane
that consists of hundreds of different types of lipids that dif-
fer from one another in several ways such as size, unsaturation
level, chemical composition in the polar head group region,
number of hydrocarbon chains, and charge. The bilayer in na-
tive membranes also acts as a soft fluid-like environment for
integral and peripheral proteins embedded in or attached pe-
ripherally to the membrane. In addition, the membrane proteins
are involved in a dynamic rubber-like network known as the cy-
toskeleton attached to the inner surface of the membrane. The
cytoskeleton moves the cell, gives even more rigidity to the
membrane, and also allows the membrane to adjust its shape to
varying nonspherical shapes. Moving on, also the outer leaflet
of the membrane is covered by a network, which in this case is
made of carbohydrates. The glycocalyx network, as it is called,
is involved in cell–cell recognition and adhesion to other cells,
among other functions.

In eukaryotic cells, one of the most important, or even
the most important, lipid is cholesterol. Cholesterol constitutes
about 30–40 mol% of the plasma membrane, and in the ocular
lens membrane, its amount can be as large as about 80 mol%.
Therefore, the role of cholesterol deserves the particular atten-
tion discussed below.

Influence of cholesterol

Cholesterol affects a large variety of membrane properties in
animal cells (39). It is involved in modifying dynamical mem-
brane properties by reducing passive permeation, slowing down
the lateral diffusion of molecules in fluid-like membranes, and
speeding up diffusion in gel-phase membranes. It also affects
bilayer properties by condensing the bilayer, which changes
its elastic properties and promotes the order of phospholipid
acyl chains in the hydrophobic membrane core. In this man-
ner, cholesterol develops the formation of the liquid-ordered

phase (3), which is characterized by significant conformational
order in the lipid hydrocarbon chain region and the absence of
translational long-range order in the membrane plane. Through
the formation of the liquid-ordered phase, cholesterol governs
membrane fluidity and is associated with membrane domain for-
mation, in particular the formation of lipid rafts (8). The role of
cholesterol in rafts perhaps best underlines the biological im-
portance of cholesterol, see below for discussion. What is more,
cholesterol seems to have a unique structure-function relation-
ship because many cells do not do well without cholesterol. For
example, desmosterol, which differs from cholesterol only by
one double bond in the short hydrocarbon tail, cannot substitute
for cholesterol (19).

The ordering capability of cholesterol is illustrated by Fig. 4,
which shows the effect of increasing cholesterol concentration
on the ordering of lipid hydrocarbon chains in a fluid DPPC
bilayer (39). In the absence of cholesterol, the NMR order pa-
rameter, SCD, indicates reasonable conformational order close
to the membrane-water interface, and monotonically decreasing
order toward membrane center. For increasing cholesterol con-
centration, the conformational order increases significantly. For
the largest cholesterol concentration of 50 mol%, the order pa-
rameter is close to its maximal value of 0.5, in which case the
chain would be in a full-trans conformation standing along the
membrane normal direction. The enhanced ordering of hydro-
carbon chains because of increasing cholesterol concentration is
coupled to stronger packing, which in turn reduces the amount
of free volume and changes the shape and size distributions
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Figure 4 Order parameter profiles (39) for the lipid hydrocarbon (a) sn-1
and (b) sn-2 chains in a binary membrane mixture of DPPC and
cholesterol. The cholesterol concentrations are 0 mol% (open circle),
5 mol% (full circle), 12 mol% (open square), 20 mol% (full square),
30 mol% (open diamond), and 50 mol% (full diamond), and the index n
for carbons in a hydrocarbon chain increases toward the membrane center.
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of free volume pockets inside the membrane (40). It is readily
clear why cholesterol plays such a strong role in many dynamic
membrane processes. Yet the biological relevance of cholesterol
in cells is related largely to lipid rafts.

Lipid rafts

In 1997, Simons and Ikonen (8) proposed that strongly ordered
membrane domains rich in cholesterol and sphingolipids would
be involved in a variety of cellular processes such as signal

transduction, protein sorting, and programmed cell death. Ever
since, the research that focuses on lipid rafts (see Fig. 5), as
they are commonly called, has been very intense (41). Although
the studies have demonstrated the role of rafts in numerous
processes, the definition and the structure of rafts are still under
debate. The uncertainties regarding the structure of rafts is
largely caused by the small length and time scales, because
the sizes of rafts seem to range from a few nanometers to
hundreds of nanometers, and the time scales are short because of

Figure 5 Snapshot of a lipid raft system studied through atomistic molecular dynamics simulations (42). Water is shown at the top and at the bottom in
light color, while the membrane is in the middle of the figure. In the bilayer, rigid cholesterol molecules are shown in light grey, POPC in dark grey, and
sphingomyelin in intermediate grey.
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cholesterol and the selected chain carbons, respectively.
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the transient nature of rafts. These conditions pose a challenge
to gauge raft systems through experiments, thus the precise
understanding of the structure within rafts has remained limited.

Recent atom-scale simulations have complemented experi-
ments and have shed some light on the matter (42). As Fig. 6
shows, cholesterol strongly orders the lipids in its vicinity,
which condenses the membrane. The interplay of cholesterol
with sphingolipids develops domains that are particularly highly
packed, which in turn slows down the lateral diffusion rate sub-
stantially compared with other membranes with large amounts
of cholesterol. Cholesterol plays a role in the lateral pressure
profile that acts on proteins embedded in a membrane. Recent
simulations have shown that lipid rafts have distinctly differ-
ent pressure profiles compared with other membrane systems,
and that the contribution of the pressure profile for the free en-
ergy barrier for membrane protein activation (using a model of
MscL as an example) can be considerable compared with the
total free energy barrier (42). All together, the results highlight
the distinct nature of rafts and the importance of cholesterol
in membranes overall. However, whereas the understanding of
rafts and their role in cellular functions has made considerable
progress during the last decade, major gaps remain to be cov-
ered by a combination of novel experimental and theoretical
efforts.

Dynamics of Lipid Systems

The dynamics of lipids and lipid aggregates is driven mainly
by thermal fluctuations through kBT . This finding is truly
fascinating because it implies that nature uses random walks
in essentially all dynamic processes: The diffusion of lipids
in membranes is a random walk, the growth of microtubulin
follows a random-walk line pattern, and the (passive) diffusion
inside a cell overall is caused by the thermal forces that
act on lipid systems (43). To complement thermal diffusion,
active dynamic processes occur in which the chemical energy
contained in ATP is converted into mechanical work done
by motor proteins. These active processes are also involved
partly in the dynamics of lipids, such as in the one-dimensional
diffusion of motor proteins that drag cellular cargo inside a lipid
droplet along a tubulin. However, we focus here on the passive
dynamic processes driven by thermal energy.

Considering dynamic processes in fluid membranes as an
example and starting from the fastest dynamical processes, one
may first consider rotational diffusion of individual carbon-
hydrogen bonds in CH2 groups in lipid hydrocarbon chains.
The time scale of these rotational motions is on the order
of picoseconds. The rotational motion of whole lipids around
their principal axes of rotation is a slower process and usually
takes place over a scale of nanoseconds. Lateral diffusion,
in turn, involves diffusion of matter and hence longer time
scales. This time scale is characterized by the diffusion length
λ = (2d D τ)1/2, where d is the dimensionality, D is the
diffusion coefficient (∼10−7 cm2/s in fluid membranes), and τ

is the time scale considered for diffusion. On average, a lipid
in a fluid membrane diffuses over a distance of its own size
(∼0.8 nm) in about 15–20 ns. The mixing of different lipid

components and domain formation requires longer times and
depends on the length scale. Assuming a membrane domain with
a radius of 100 nm, an individual lipid would cross this length
on average in about 250 microseconds. In a similar manner,
assuming a roughly constant diffusion coefficient in all regions
in a membrane, the average time scale for diffusion from one
point in a plasma membrane (surrounding the cell) to the other
side of the cell would be about a minute. One minute–is this a
lot? No. It is vanishingly small compared with the time scales of
many cellular functions or, say, protein folding. Diffusion over
cellular scales along the membrane plane is an efficient means
to transport molecules, and for a cell this comes for free. No
ATP is wasted. Instead, thermal fluctuations drive the motion.

All dynamic events are not so rapid, however. Lipid flip-flop,
in which a lipid translocates from one leaflet to another in a
membrane, is usually a profoundly slow process and occurs in
a time scale of minutes or even hours. As for the longest time
scale associated with biological lipid systems, the typical life
time of a cell ranges from a few days to several months, which
depends on the tissue type.

The above estimates are for fluid-like systems. In gel-like
systems with features of frozen order, the time scales are much
longer. For example, the lateral diffusion coefficient in a gel-like
one-component membrane is about 10−16–10−10 cm2/s (43),
whereas in a fluid membrane it is usually ∼10−7 cm2/s. In a
similar manner, the diffusion of matter inside lipid droplets is
a much slower process compared with lipid interfaces caused
by entanglement effects, as the situation is largely similar to
a polymer melt. This effect is the case inside LDL. It has
been estimated that the diffusion coefficient for cholesterol
esters inside LDL particles is roughly 10−9 cm2/s (44) and is
intermediate to diffusion in fluid- and gel-like membranes.

Overall, the mechanisms associated with dynamic processes
in lipid systems are complex and are understood rather poorly,
although the combination of experiments and computer simula-
tions has improved the situation recently. As an example, let us
consider a more concrete situation, the formation of pores in a
cell membrane and its significance for cellular functions.

Pore formation in lipid membranes

Transient water pores in cellular membranes are involved in sev-
eral relevant processes, such as maintenance of osmotic balance,
drug and antibody delivery into cells, and ion transport across
the membrane. Understanding ion transport across membranes
is especially important, because membranes strive to maintain
a cationic electrochemical gradient used for ATP synthesis. Yet,
ions leak through lipid membranes, and understanding the mech-
anisms associated with ion leakage would allow one to control
membrane properties better in related applications.

Figure 7 illustrates the complexity of transient pore forma-
tion (45) under conditions that closely resemble physiologic
conditions. The initial ion concentration imbalance across the
membrane develops a strong local electric field that induces the
formation of a pore. The pore formation starts with the creation
of a single water defect in terms of a chain of water molecules,
which spans the entire membrane. The defect then expands
within less than 1 ns through redistribution of lipid head groups
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(a) (d)

(b) (e)

(c) (f)

Figure 7 Snapshots of pore formation and the resulting ion leakage
across a lipid membrane (45). The plots (a)–(f) demonstrate the process at
different times after the initial electric field has been established: (a) 20 ps;
(b) 450 ps; (c) 1000 ps; (d) 1070 ps; (e) 9180 ps; (f) 60 ns. The membrane
is not shown for clarity, whereas water is shown in intermediate grey and
Na+ ions as light spheres.

close to the defect. Despite its transient nature, the pore is rel-
atively stable and facilitates the transport of ions through the
pore along the ion concentration gradient, which in turn leads
to a reduction of the transmembrane electric field. When the
ion concentration imbalance has reduced below some threshold
value, the pore becomes unstable and eventually closes. Usu-
ally, the lifetime of the pore ranges from about 50 ns to a few
hundred ns, highlighting the very rapid nature of the process.

The pore formation mechanism presented in Fig. 7 (45) is
appealing for many reasons. It illustrates the significance of
thermal fluctuations, because the pore is indeed induced by
fluctuations in spontaneous salt ion concentrations in the vicinity
of the membrane. Furthermore, the pore mediated ion leakage
mechanism is very rapid, and it occurs in a collective manner
through redistribution and diffusion of lipids around the pore.
Also, recent data indicate that the pores also mediate flip-flop
events across a membrane (46), which provides one plausible
mechanism for lipid translocation, which in turn is of central
importance in processes such as programmed cell death. Other
dynamic processes in lipid systems are expected to be equally
complex, which highlights the importance to understand the
interplay between thermal fluctuations, physiologic conditions,
and collective phenomena.

Influence of Probes

Often, experimental studies of lipid systems are based on spec-
troscopic approaches, which in turn frequently employ probes
for enhancement of sensitivity and resolution. For example,
in NMR, hydrogen atoms of lipids are replaced with deu-
terium, and in fluorescence spectroscopy and imaging, native
lipid molecules are replaced with lipids in which one of the
hydrocarbon chains is linked covalently to a fluorescent marker
such as pyrene or diphenylhexatriene. Fluorescent markers al-
low one to follow numerous cellular processes in real time,
such as intracellular trafficking of molecules and formation of
domains within a biomembrane, see Fig. 3. The downside is
that the probes tend to perturb their environment and affect the
thermodynamic state of the system. Experiments have shown,
for example, that probes may change the main transition temper-
ature of a lipid membrane, and that the dynamics of probes may
deviate considerably from the dynamics of corresponding native
molecules (see discussion in Reference 27). Therefore, we wish
to pose several questions. What is the range of perturbations
induced by the probe? How significant are these perturbations
actually?

Figure 8 shows a plot of a fluid-like DPPC bilayer, in which
a small fraction of the lipids are replaced by a pyrene-containing
PyrPC probe, see Fig. 1 (26). The study has demonstrated that
the perturbations in the vicinity of the probe are substantial, as
the conformational order parameter (SCD) of lipid hydrocarbon
chains close to the probe may change as much as about 100%.
However, what is also found is the short range of perturbations,
because the perturbations are negligible beyond a distance of
about 1.5 nm. In practice, this finding implies that about 20–30
lipids around the probe are affected by the marker, but the global
properties averaged across the membrane are affected only little.

This brief example highlights the possible problems asso-
ciated with using fluorescent probes and antibodies and with
interpreting the results obtained through probes. However, flu-
orescent labels are one of the most appealing means to follow
a variety of intriguing dynamic processes in biological matter.
Although there is a reason to be cautious, there is even more
reason to develop better probes that mimic the properties of
native molecules as closely as possible.
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42. Niemelä P, Ollila S, Hyvönen MT, Karttunen M, Vattulainen I.
Assessing the nature of lipid rafts. PLoS Comput. Biol. 2007;3:
304–312.

43. Vattulainen I, Mouritsen OG. Diffusion in membranes. In: Diffu-
sion in Condensed Matter: Methods, Materials, Models.
Heitjans P, Kärger J, eds. 2005. Springer-Verlag, Berlin.

44. Heikela M, Vattulainen I, Hyvonen MT. Atomistic simulation
studies of cholesteryl oleates: model for the core of lipoprotein
particles. Biophys. J. 2006;90:2247–2257.

45. Gurtovenko AA, Vattulainen I. Pore formation coupled to ion
transport through lipid membranes as induced by transmembrane
ionic charge imbalance: atomistic molecular dynamics study. J.
Am. Chem. Soc. 2005;127:17570–17571.

46. Gurtovenko A, Vattulainen I. Molecular mechanism for lipid
flip-flops. J. Phys. Chem. B 2007;111:13554–13559.

Further Reading
Bloom M, Evans E, Mouritsen OG. Physical properties of the fluid

lipid-bilayer component of cell membranes: a perspective. Q. Rev.
Biophys. 1991;24:293–397.

Cevc G, Marsh D. Phospholipid Bilayers: Physical Principles and
Models. 1987. Wiley, New York.

Finegold L, ed. Cholesterol in Membrane Models. 1993. CRC Press,
Boca Raton, FL.

Lipowsky R, Sackmann E, eds. Structure and Dynamics of Membranes:
From Cells to Vesicles. 1995. Elsevier, Amsterdam, The Netherlands.

Merz KM Jr, Roux B, eds. Biological Membranes: A Molecular
Perspective from Computation and Experiment. 1996. Birkhäuser,
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Fear and anxiety can be a normal adaptive reaction to help cope with stress
in the short term, but when the emotional, cognitive, and physical
manifestations are long lasting, extreme, and disproportionate to threat,
whether real or preceived, anxiety is maladaptive and has become a
disabling disorder. Anxiety disorders may be deconstructed to elementary
behaviors/symptoms that can be conceptualized as quantitative characters
determined by the combined effects of several risk genes and nongenetic
factors (e.g., early-life adversity). Progress in neurogenetics, molecular and
cellular neuroscience, and neuroimaging is beginning to yield significant
insights of how genetic and nongenetic factors contribute to specific
manifestations of anxiety disorders. The aim of this overview is to
summarize and integrate the current knowledge on anxiety-related
macromolecular pathways and mechanisms initiated by genetic risk and
envionmental factors. These pathways interact with each other, often
during specific periods of development, and could lead to alterations in the
formation and function of neuronal circuits that encode emotional
behavior.

Anxiety is a state characterized by feelings of fear, apprehen-
sion, and worry. Emotionally, anxiety causes a sense of dread or
panic, and behaviorally, it can be associated with both volun-
tary and involuntary behaviors such as escaping or avoiding
the source of anxiety. Also, anxiety is associated with spe-
cific physical manifestations including increased heart rate and
blood pressure. Although anxiety is clinically different from
depression, the two disorders are often comorbid. Indeed, it is
generally difficult to find individuals with pure anxiety and pure
depression. Here we focus on anxiety exclusively but will men-
tion and discuss depression when the separation is not clear.
Anxiety, similarly to other psychiatric disorders, has a signifi-
cant genetic basis, and it is relatively stable during lifetime (trait
anxiety). Recent studies implicated candidate genes, each with
a small contribution to the risk of anxiety disorders (1). Several
of these candidate genes encode proteins that regulate neuro-
transmitter synthesis and metabolism or correspond to neuro-
transmitter receptors. Studies implicate an equally important
role for environmental factors, including early-life adversity and
maternal care, in the development of anxiety and anxiety-like
behavior in animals (2–4). Some of these environmental ef-
fects also converge on neurotransmitter systems. Because the
risk genes or environmental factors individually represent only

a small contribution to anxiety, the current view is that interac-
tions between several risk genes and environmental effects are
necessary to lead to the symptoms of anxiety. This overview
focuses on molecular systems related to anxiety such as neu-
rotransmitters, their receptor, and, when known, downstream
intracellular signaling pathways that ultimately regulate the de-
velopment and/or function of neuronal networks that underlie
the behavioral anxiety response.

Neuroticism and Anxiety

Neuroticism is a personality trait characterized by an enduring
tendency to experience negative emotional states. Personality
traits are underlying characteristics of an individual that can
explain the major dimensions of human behavior. Neuroticism
represents a continuum between emotional stability and insta-
bility, and most people fall in between the extremes (5–9).
Neuroticism has a wide individual variability, but it is relatively
stable in individuals over time (10). People with a high level of
neuroticism respond more poorly to stress and are more likely
to interpret ordinary situations as threatening and frustrating.
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In addition, autonomic arousal is an integral part of neuroti-
cism characterized by increased heart rate and blood pressure,
cold hands, sweating, and muscular tension. Extroversion and
openness, two other personality traits, are also part of the NEO
Personality Inventory (NEO-PI) and the revised (R) NEO-PI
(11), and Gray and McNaughton (12) argued that anxiety prone-
ness is primarily captured by measures of neuroticism, together
with a smaller contribution from the dimension of extroversion.
Specifically, rotating the dimensions of neuroticism and extro-
version by 45◦, two new dimensions, anxiety (N+, E−) and
impulsivity (N+, E+), were proposed (12).

Although neuroticism is not a disease per se, it predisposes
individuals to anxiety disorders (12, 13). Neuroticism is a vul-
nerability factor for all forms of anxiety (14–16). A system
established by the Diagnostic and Statistical Manual for Psychi-
atric Disorders in the United States , currently in its 4th edition
(DSM-IV) text revision (TR) (American Psychiatric Associa-
tion, 2000), sets the boundary at which a particular level of
behavior becomes an anxiety disorder—a level often based on
the number and the duration of symptoms. DSM is a categorical
system based on the qualitative separation of disease states from
the state of well-being. The DSM-IVTR category of anxiety dis-
orders currently includes generalized anxiety disorder (GAD),
simple phobia, posttraumatic stress disorder (PTSD), panic dis-
order, social phobia, and obsessive compulsive disorder (OCD)
as discrete anxiety disorders. The International Classification of
Diseases-10 (IC-10) is a similar system, but it is less frequently
used in research (17).

Although DSM-IV and IC-10 are widely used for the clinical
diagnosis of anxiety disorders, these categorical models are not
based on the underlying biological pathophysiology and may
not be optimal for the identification of genetic and environmen-
tal factors involved in anxiety disorders. The main reason is the
complexity and heterogeneity of anxiety disorders that makes
the association of genetic and/or environmental effects with
overt anxiety phenotypes difficult. An alternative approach is
to deconstruct anxiety disorders to elementary behavioral mani-
festations or specific symptoms that may represent less complex
biological traits and/or environmental influences. The rationale
is that a specific phenotype that consists of few elementary be-
haviors is likely linked to a more limited number of genes and
environmental effects than complex disease phenotypes. These
elementary behaviors are primarily state-independent (manifest
in an individual regardless of whether illness is active). Similar
to this principle is the term “endophenotype,” although it usu-
ally refers to an internal phenotype along the pathway between
the genotype and disease. Evidence suggests that elementary
behaviors/endophenotypes of psychiatric disease may be under-
stood as quantitative traits. This model is based on the notion
that risk gene variants carried by a given individual in combina-
tion with various nongenetic factors such as early-life adversity
and nutrition produce anxiety symptoms with variable onset and
severity depending on the strengths of the genetic and environ-
mental factors (Fig. 1).

Range of “variability” in the population

Emotional
stability

Neuroticism Anxiety

Threshold between normal and pathological behavior

Risk genes

Environmental factors

Clinical
symptoms

Figure 1 The quantitative trait model of neuroticism and anxiety.

Genes, Their Protein Products,
and Associated Biological
Pathways Implicated in Anxiety
and Anxiety-Like Behavior
Using the techniques of quantitative behavior genetics, it be-
came clear that roughly 20–60% of the variation in most per-
sonality traits has a genetic base, and broad personality traits
are under polygenic influence (18, 19). Similarly, genetic epi-
demiological studies estimate that heritability in anxiety varies
between 23 and 50% (1, 20, 21). Recently, genome-wide link-
age studies have been performed by using Eysenck personality
questionnaire (EPQ) (22, 23) to identify chromosomal regions
associated with neuroticism. A two-point and multipoint non-
parametric regression identified 1q, 4q, 7p, 8p, 11q, 12q, and
13q (24), whereas another similar study using multipoint, non-
parametric allele sharing and regression identified 1q, 3centr, 6q,
11q, and 12p (25), which confirms some links in the previous
study. Still another study using a broad anxiety definition instead
of the DSM-IV classification identified a linkage at chromosome
14 between 99 and 115 cM (26), and this finding replicated a
linkage for a broad anxiety phenotype in a clinically based study
(27). However, these studies have not yet identified specific
genes.

So far, the candidate gene approach has been more productive
than linkage and association studies in implicating gene poly-
morphisms related to neuroticism and anxiety disorders. The
candidate gene approach relies on prior biochemical studies that
implicate various molecules, primarily neurotransmitters, their
receptors, and signaling in anxiety. Anxiety disorders tradition-
ally have been viewed as disturbances in neurotransmitter sys-
tems including the serotonin (5-HT), gamma-aminobutyric acid
(GABA), and corticotropin releasing hormone (CRH) systems,
among others. Many of these neurotransmitters and their recep-
tors have also been identified as sites of action for anxiolytic
drugs. Neurotransmitter systems and corresponding neurobio-
logical pathways that are well established in anxiety both in
human studies and animal experiments are discussed below.

Animal studies, especially rodent studies, significantly con-
tributed to the current knowledge on how genes, the environ-
ment, and their interaction may produce anxiety. As people
with a high level of neuroticism respond more poorly to stress,
certain inbred, selectively bred (28, 29), and knockout rodent
strains (see below) have increased emotional reactions to stress
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(emotionality). These behavioral responses include avoidance,
hypoactivity/freezing, and autonomic arousal among others. Al-
though substantial similarities are found between human and
murine stress responses, complex anxiety phenotypes cannot
be reproduced in animals. Nevertheless, emotional stress reac-
tions in animals represent relatively simple behaviors that are
evolutionarily conserved and quantifiable. A multitude of tests
can measure emotionality in rodents (30–34). Although all be-
havioral tests use a novel environment and/or fearful situation
to produce avoidance, hypoactivity/freezing, and/or autonomic
arousal, it seems that the underlying pathophysiology is test
specific. Indeed, data with recombinant inbred mouse strains
indicate that open field and elevated plus maze behaviors are
linked to specific but partly overlapping sets of quantitative
trait loci (35, 36). Furthermore, even these relatively simple be-
haviors can be dissected to more elementary behaviors with a
smaller assembly of quantitative trait loci (36). However, it is
not clear currently if mouse QTL data can be directly extrapo-
lated to humans.

Many recently developed genetically manipulated mouse
strains exhibit increased emotionality, often referred to as
anxiety-like behavior. Most strains have constitutive genetic
inactivation, but some strains are also available with a condi-
tional allele. Although constitutive gene inactivation may elicit
compensatory processes that can complicate the phenotype, this
occurrence is not necessarily a disadvantage. Indeed, genetic
risk in humans is also constitutive and present from early life.
Probably more important is that polymorphisms in risk genes
do not cause a complete functional loss; therefore, it may be
more appropriate to analyze the behavioral phenotype of mice
with a heterozygous inactivation of the risk gene.

The 5-HT pathway and associated genes
involved in anxiety

5-HT has long been associated with emotion and anxiety (37).
5-HT is synthesized from tryptophan by the rate-limiting en-
zyme tryptophan hydroxylase (TPH) in serotonergic neurons in
the raphe. Release of 5-HT is controlled by the 5-HT1A and
5-HT1B autoreceptors located at the somatodendritic compart-
ment and axon terminals, respectively. In addition, the synaptic
and extracellular levels of 5-HT are regulated by the 5-HT trans-
porter (5-HTT). Genetic risk for anxiety has been associated
with all of these macromolecules.

Tryptophan hydroxylase

The two isoforms of TPH are as follows: 1) the classical TPH
isoform, now termed TPH1, that is detected in the periphery, es-
pecially in the duodenum and in blood but not in the brain, and
2) the relatively recently identified TPH2 expressed exclusively
in the brain (38). Several common single nucleotide polymor-
phisms are found around the transcriptional control region of
TPH2. T allele carriers of a functional polymorphism in the up-
stream regulatory region of TPH2 (G-703 T) were found to be
overrepresented in individuals with anxiety-related personality
traits (39, 40). In agreement with these data, T carriers have been
shown to exhibit relatively greater activity in the amygdala than
do G-allele homozygotes to affective facial expressions (41).

Activation of the amygdala, indicated by increased blood flow,
is a typical reaction to stress and to unpleasant and potentially
harmful stimuli.

The serotonin transporter

The transporter removes 5-HT after its release into the synap-
tic cleft and returns it to the presynaptic terminal, where it is
metabolized by monoaminoxidases or stored in secretory vesi-
cles and results in the termination of postsynaptic serotonergic
effects (42). 5-HTT is the target of the selective serotonin re-
uptake inhibitors (SSRIs) that have been shown to be effective
in certain anxiety disorders and depression (43).

The 5-HTT transporter belongs to the family of Na+/Cl−-
dependent transporters, which shows a certain degree of similar-
ity with the GABA and the dopamine transporters (42, 44). The
5-HTT has 12 transmembrane domains (TM) with a large extra-
cellular loop between TMs 3 and 4. Both the N- and C-termini
are located within the cytoplasm. Growing evidence suggests
that 5-HTT forms a homomultimer in the plasma membrane,
although most studies suggest an autonomous function for each
monomer (45). Amino acid substitution experiments indicate
the importance of TM1 as an important contributor to substrate,
ion, and inhibitor interactions (46). In addition to TM1, TM3 has
also been shown to play a role in substrate and inhibitor bind-
ing (47). Recently, it has been demonstrated that Tyr-95 and
Ile-172 in transmembrane segments 1 and 3 of human 5-HTT
interact to establish the high-affinity site for antidepressants
(48). Although SSRIs have a rapid action on the transporter,
their anxiolytic and antidepressant actions are delayed. It is be-
lieved that one factor involved in this delay is the activation of
5-HT1A autoreceptors on serotonergic neurons that effectively
reduces neuronal firing and 5-HT release rebalancing extracel-
lular 5-HT levels (43). As the SSRI treatment is prolonged,
the 5-HT1A autoreceptor desensitizes, and firing activity is re-
stored. The notion that an adaptive change underlies, at least
partly, the delayed therapeutic effect of SSRIs is supported by
the acceleration of the anxiolytic and antidepressant response
by the concomitant administration of the 5-HT1A autoreceptor
antagonist pindolol (49). Once 5-HT levels are significantly in-
creased during chronic SSRI administration, it is assumed that
the elevated 5-HT levels act on specific 5-HT receptors to elicit
anxiolytic and antidepressant effects. Although at least 13 differ-
ent types of 5-HT receptors exist in mammals, a recent report
using a specific behavioral test (novelty induced suppression
of feeding) showed that the presence of postsynaptic 5-HT1A

receptors is necessary for the anxiolytic effect of the SSRI flu-
oxetine (50).

Lesch et al. demonstrated that a functional 5-HTT promoter
polymorphism is associated with the factor “neuroticism” in the
revised NEO personality inventory (51). Specifically, individ-
uals who carry the s/s (short promoter repeat) alleles of the
5-HTT, as compared with individuals with s/l (long) or l/l al-
leles, have increased neuroticism. Extension of these genetic
studies to anxiety disorders by the same authors showed no
differences in 5-HTT genotype-distribution between anxiety pa-
tients and comparison subjects, but among anxiety patients, car-
riers of the s/s alleles exhibited higher neuroticism scores (52).
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Figure 2 Anxiety pathways and their interactions. Two fundamentally different mechanisms involved in anxiety and anxiety-like behavior are proposed.
The first mechanism is developmental, and its consequences are manifested later in life. Both genetic and environmental factors linked to anxiety can have
a developmental origin, as illustrated by the example of the s allele of the 5-HTT, the deficiency in the 5HT1A receptor, and variability in maternal care. The
second possible mechanism is not developmental but based on ‘‘acute’’ or current molecular abnormalities that result in anxiety or anxiety-like behavior.
Examples include deficiencies in GABAergic neurotransmission and abnormalities in the central CRH system, which have the direct behavioral output of
anxiety. It is also proposed that the developmental mechanisms lead to anxiety by converging on the ‘‘acute’’ mechanisms.

Several later reports found association between the 5-HTT pro-
moter polymorphism and anxiety-related traits (53–55). Also,
recent meta-analyses of several prior studies found a small but
significant association between 5-HTT polymorphism and some
but not all measures of neuroticism/anxiety (56–58). Interest-
ingly, imaging data found a significant increase in amygdala
activity in subjects who carry the s allele, which indicates a
functional link between 5-HTT polymorphism and anxiety (59).
Consistent with these data, genetic inactivation of the 5-HTT
gene in mice results in an increased anxiety-like phenotype (60).

The s allele is associated with reduced 5-HTT mRNA expres-
sion in vitro and in lymphoblasts (51), but functional imaging
studies and postmortem samples generally show no effect of the
5-HTT genotype on 5-HTT expression in adult subjects (61, 62).
To resolve this discrepancy, it has been hypothesized that the
s allele acts primarily during development and less so in adult
brain and would primarily affect brain development leading to
anxiety in later life (Fig. 2). Consistent with this idea, pharma-
cological blockade of the 5-HTT in rats and mice during early
postnatal life (that mostly corresponds to the third trimester
in human) results in changes in emotional behavior (63, 64).
However, it is not known how increased 5-HT levels during
development lead to lifelong anxiety nor what 5-HT receptors
are involved.

The 5-HT1A receptor

The G-protein-coupled 5-HT1A receptor emerged as another
candidate gene in anxiety as early studies indicated a deficit
in the receptor in panic disorder patients (65, 66). These data
seem to be consistent with the anxiolytic effect of partial 5-HT1A

receptor agonists in the treatment of generalized anxiety dis-
order, but the pharmacological inhibition of the receptor in
animals does not elicit anxiety (67). Then in 1998, it was
shown that the genetic inactivation of the 5-HT1A receptor in
mice results in enhanced anxiety-like behaviors (68–70) along-
side reduced immobility in the forced swim test (70) and tail
suspension test (68, 69). Anxiety-related tests in these and
follow-up studies included open field, elevated plus maze, zero
maze, novelty-induced suppression of feeding, and some fear
conditioning paradigms (68–71). More recently, human studies
strengthen the association between a 5-HT1A receptor deficiency
and certain forms of anxiety. A preliminary neuroimaging study
reported a significant negative correlation between 5-HT1A re-
ceptor binding in the dorsolateral prefrontal, anterior cingulate,
parietal, and occipital cortices and indirect measures of anxiety
in healthy volunteers (72). Then, reduced receptor levels were
reported in the anterior cingulate, posterior cingulate, and raphe
by positron tomography in patients with panic disorder (73). No
such association was found in posttraumatic stress disorder (74).

5-HT1A receptors are expressed at both postsynaptic locations
in 5-HT target areas (including the amygdala, hippocampus,
and cortex) and presynaptic sites on 5-HT neurons in the raphe
nuclei as somatodendritic autoreceptors. Because autoreceptors
control neuronal firing and consequently 5-HT release, and be-
cause an increase in extracellular 5-HT levels during develop-
ment (see previous section) has been implicated in anxiety, it
initially was believed that the anxiety-like phenotype of 5-HT1A

receptor-deficient mice was because of increased 5-HT release.
However, basal 5-HT levels are not altered, as measured by in
vivo microdialysis, in 5-HT1A receptor-deficient mice, presum-
ably because of the compensatory action of presynaptic 5-HT1B
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receptors (75–77), and expression of 5-HT1A receptors in fore-
brain regions rescued the anxiety phenotype of 5-HT1A receptor
knockout mice (78), which suggests that the behavioral pheno-
type results from the absence of postsynaptic rather than the
presynaptic 5-HT1A receptors. The anxiety-like phenotype of
5-HT1A receptor-deficient mice has been shown to be associated
with genetic background-specific perturbations in the prefrontal
cortex GABA-glutamate system and in GABAA receptor sub-
unit expression in this region as well as in the amygdala (79, 80)
(Fig. 2). Our recent studies implicate hippocampal abnormalities
in some manifestations of the anxiety-like phenotype in 5-HT1A

receptor-deficient mice (unpublished data). Presumably the lack
of 5-HT1A receptors during development at these postsynaptic
areas leads to neuronal network abnormalities that underlie the
exaggerated behavioral responses in anxiogenic environments.

Considering the many studies with 5-HTT polymorphism
(see above), it is surprising that relatively little is known about
5-HT1A receptor alleles in the context of anxiety. Although the
common genetic polymorphism (–1019 C/G) in the promoter
region of the 5-HT1A receptor gene has been associated with
panic disorder (81), more is known about the link of this poly-
morphism to depression/suicide (82) (but see Reference 83) and
to antidepressant treatment response (84, 85). Nevertheless, the
–1019 C/G polymorphism has been found to have functional
effects on gene expression. Specifically, the 5-HT1A G(-1019)
allele fails to bind Deaf-1 and Hes5, two transcriptional re-
pressors, in raphe-derived cells leading to upregulation of au-
toreceptor expression. Consistent with these data, an increase
in 5-HT1A autoreceptor expression in individuals with the G/G
genotype has been observed (86, 87). However, as mentioned
earlier, autoreceptors may not be implicated in anxiety-like phe-
notype, at least not in the mouse model. Deaf-1 has an opposite
effect in neurons that model the postsynaptic site as it enhances
5-HT1A receptor promoter activity, and this enhancement is at-
tenuated in the presence of the G allele (88). This cell-specific
activity of Deaf-1 in 5-HT1A gene regulation could account for
the region-specific decrease of receptor level in postsynaptic
5-HT1A receptor described in anxiety and mood disorders (see
above).

The GABA pathway
Abnormalities in GABA levels have been noted in subjects
with anxiety disorders. Magnetic resonance spectroscopy studies
have shown lower occipital cortex GABA concentrations in sub-
jects with panic disorder (89) and with major depression (90),
compared with healthy controls. GABA is synthesized from
glutamate by glutamic acid decarboxylase (GAD). Its two iso-
forms, GAD65 and GAD67, are products of two independently
regulated genes, GAD2 and GAD1 , respectively. GAD65 is re-
sponsible for the synthesis of a small pool of GABA associated
with nerve terminals and synaptic vesicles and can be rapidly
activated in times of high GABA demand (91, 92). In contrast,
GAD67 is responsible for the majority of GABA synthesis, and
it is important in developmental processes (92). GABA interacts
with the ionotropic GABAA and metabotropic GABAB recep-
tors. GABAA receptors in particular have been associated with
anxiety as they control neuronal excitability. The GABAA re-
ceptor is a pentameric ion channel composed of subunits from

seven families (α1-6, β1-3, γ1-3, δ, ε, θ, and ρ1-3)(93). Recep-
tors that express α1 and α2, together with a β subunit and the
γ2 subunit, are the predominant forms in the central nervous
system.

GAD and anxiety
GABA neurotransmission has been linked to anxiety disorders,
and therefore genes that encode GAD are reasonable candi-
date susceptibility genes for these conditions. In a multivariate
structural equation model, several of the six single-nucleotide
polymorphisms tested in the GAD1 region (encoding GAD67)
formed a common high-risk haplotype that contributed to in-
dividual differences in neuroticism and impacted susceptibility
across a range of anxiety disorders, including generalized anxi-
ety disorder, panic disorder, agoraphobia, and social phobia, and
also major depression (94). No such association was found with
single-nucleotide polymorphisms in GAD2 (encoding GAD65)
in this study. Nevertheless, genetic inactivation of GAD65 re-
sults in anxiety-like behavior in mice (95). These mice also
show increased seizure sensitivity, but otherwise they show no
overt developmental phenotype (91). It is not possible to study
anxiety in GAD67−/− mice because they die of severe cleft
palate during the first morning after birth (92). The less severe
and more specific phenotype of GAD65−/− mice is probably be-
cause the overall GABA content is normal in GAD65−/− tissues
and only the K+ stimulated GABA release is reduced, whereas
in GAD67−/− mice a severe depletion of GABA occurs.

GABAA receptors and anxiety
A deficit in GABAA receptors has been identified in the hip-
pocampus and parahippocampus of patients with panic disorder
and generalized anxiety disorders (96–98). Also, GABAA re-
ceptor antagonists elicit anxiety in patients with panic disorder,
which suggests an underlying deficit in receptor function in
these individuals (99).

Animal studies suggest that a reduction in GABAA receptors
that contain α4 subunits is associated with withdrawal-induced
anxiety (100, 101). Genetic inactivation of some other subunit
genes has a similar effect. For example, heterozygote γ

+/−
2 mice

have reduced numbers of GABAA receptors and display anxiety
phenotype in the elevated plus maze and the dark-light box tests
(100, 102). In addition, γ

+/−
2 mice show increased responses

in the passive avoidance paradigm. These behavioral alter-
ations are associated with a lower single channel conductance,
a pronounced deficit of functional receptors, and a reduction in
α2/gephyrin containing postsynaptic GABAA receptor clusters
in cortex, hippocampus, and thalamus. Transgenic mice over-
expressing either the mouse γ2L or γ2 S subunit of the GABAA

receptor showed no difference in anxiety-related behavior as
compared with wild-type littermates (103). Compensation at
the level of GABAA receptor subunit expression and assem-
bly often occurs when subunit expression is disturbed, which
may explain the lack of phenotype in these mice. In contrast
to the γ2 subunit, the deletion of the also abundant α1 sub-
unit (104) does not increase anxiety or elicit other behavioral
abnormalities (105–107), probably because lack of the α1 sub-
unit is compensated and substituted by other α subunits (105).
Although α2 subunit-deficient mice have been generated and
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a point mutation in this subunit (H101 R) abolishes the anx-
iolytic effect of diazepam (108, 109), it is not entirely clear
whether these mice have a change in anxiety-related behavior.
Mice deficient for the α2 subunit show a faster habituation to
a novel environment, which is not a typical measure of anxi-
ety (110). As mentioned earlier, a strain of 5-HT1A receptor−/−

mice have reduced expression of both the α1 and α2 subunits
that could explain, at least partly, their increased anxiety pheno-
type (79)(Fig. 2). “Knock-in” mice in the α5 subunit (H105 R)
display enhanced trace fear conditioning to threat cues (102).
More analysis showed that these knockin mice exhibit a 33%
reduction in hippocampal (CA1 and CA3) α5 receptor subunits
(102); thus, the phenotype may be simply because of a partial
knockout. Finally, the genetic inactivation of β2, a predominant
β subunit, resulted in a more than 50% reduction in the total
number of GABAA receptors and increased locomotor activity
in open field, which suggests that these receptors may control
motor activity (106). Taken together, these studies in general
support the notion that a deficiency in GABAA receptors re-
sults in anxiety and anxiety-like behavior, but it is difficult to
assign specific subunit-containing receptors to anxiety.

The BDNF pathway in anxiety

BDNF is a secretory protein that belongs to the neurotrophin
family. A large proportion of neuronal BDNF is secreted in the
proform (proBDNF), which is subsequently converted to ma-
ture (m) BDNF by extracellular proteases such as plasmin or
matrix metalloproteinases (111). A functional single nucleotide
polymorphism that produces a valine-(Val)-to-methionine (Met)
substitution at aa. 66 in pro-BDNF, first described as altering
the intracellular trafficking and activity-dependent secretion of
BDNF (112), has been studied extensively in association stud-
ies. The outcome of these studies has been variable. One study
found that the Met 66 may be a risk allele for anxious tem-
perament as measured by the Tridimensional Personality Ques-
tionnaire (113). Another study however concluded that the Val
66 allele is associated with greater neuroticism (114), whereas
still another has shown no difference in neuroticism between
the Val and Met genotypes (115). A more definitive outcome of
the Val–Met polymorphism was reported with mice. Because the
mouse does not have the Met allele, it was generated by knockin
(116). BDNFMet/Met mice exhibited increased anxiety-related
behaviors in a variety of behavioral paradigms including the
elevated plus maze, open field, and novelty-induced hypopha-
gia tests (116). Although BDNF expression in BDNFMet/Met

mice is equivalent to that in BDNFVal/Val mice, a ∼30% deficit
in activity-dependent release of BDNF from neurons occurs.
This deficit suggests that the anxiety phenotype of BDNFMet/Met

mice can be linked to the activity-dependent release of BDNF.
Similarly to the BDNFMet/Met mice, BDNF+/− mice have an
anxiety-like phenotype and have BDNF levels lower than nor-
mal (by 50%); thus, it seems that a partial deficit in BDNF is
sufficient to elicit anxiety. The receptor for m-BDNF is trkB, a
receptor tyrosine kinase (117). Consistent with the increased
anxiety-like phenotype of BDNF+/−, conditional BDNF−/−,
and BDNFMet/Met mice (116, 118), transgenic mice overexpress-
ing trkB in postmitotic neurons in a pattern similar to that of

the endogenous receptor display less anxiety in the elevated plus
maze test (119).

Similarly to the serotonin-related genes and their polymor-
phisms, the Met allele of BDNF causes developmental brain
abnormalities. Humans heterozygous for the Met allele have
smaller hippocampal volumes (120) and perform poorly on
hippocampal-dependent memory tasks (112, 121). Consistent
with these data, BDNF+/Met or BDNFMet/Met mice have a sig-
nificant decrease in hippocampal volume as compared with
WT mice (116). Also, a significant decrease in dendritic com-
plexity in dentate gyrus neurons occurs in BDNF+/Met and
BDNFMet/Met mice. These data raise the possibility that the Met
allele contributes to anxiety by modulating brain development
(Fig. 2).

The central CRH–CRH-R pathway
and anxiety

CRH is a 41-amino acid neuropeptide in mammals (122),
and it is an important mediator of the central stress response
(122, 123). The biological function of CRH is determined by
the aminated end of the peptide’s C-terminus that binds to
the extracellular binding pocket of the receptors CRH-R1 and
-R2, whereas its N-terminus contacts other sites on the receptor
to initiate signaling (124, 125). CRH-R1 in the anterior pitu-
itary is thought to be the subtype through which hypothalamic
CRH primarily initiates its effect on pituitary ACTH release
(123, 126). ACTH then induces the secretion of corticosteroids
in the adrenal. CRH via CRH-Rs, however, has functions out-
side the hypothalamic–pituitary–adrenal (HPA) axis, in par-
ticular in the amygdala. Indeed, data support the notion that
extrahypothalamic CRH, presumably via the central noradren-
ergic systems, is significantly involved in anxiety (127), whereas
dysregulation of the HPA axis via hypothalamic CRH seems to
be more characteristic for depression (128).

CRH

An association between behavioral inhibition and three single
nucleotide polymorphisms in the CRH gene, including one
in the coding sequence of the gene, was found in children
at risk for panic disorder (129). Behavioral inhibition is a
trait that involves the tendency to display fearful, avoidant,
or shy behavior in novel situations. In animal experiments,
the central administration of CRH produces behavioral effects
that correlate with anxiety, such as reduced exploration in
a novel environment or enhanced fear response (130). Also,
an anxiety-like phenotype has been described in transgenic
mice overexpressing CRH (131, 132). However, mice with a
deleted CRH gene, although they had significantly decreased
basal corticosterone levels, showed no anxiety (133, 134).
One possible explanation is that the central CRH system is
redundant. Indeed, CRH-like peptides, urocortin 1–3 (that also
bind CRH-Rs), are present in the CNS (135–138). Two groups
have generated mice with a deletion of the urocortin 1 gene
(139, 140), but only one of these studies found an increased
anxiety-like phenotype (139). Currently, no obvious explanation
is found for the significant difference observed between the two
urocortin 1-deficient mice. Finally, deletion of the CRH binding
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protein, that normally binds and inactivates CRH, resulted in
increased anxiety (141). The authors hypothesized that the
inactivation of CRH–BP may increase the “free” or unbound
levels of CRH or urocortin that lead to anxiety.

As described earlier, hypothalamic CRH regulates the HPA
axis. Some reports have indicated the dysregulation of the
HPA axis in PTSD and panic disorders. Small but significant
decreases in plasma cortisol levels and increased HPA axis
sensitivity to low glucocorticoid negative feedback signals have
been reported in PTSD (142). In contrast, other studies showed
persistent increases in salivary cortisol levels in pediatric PTSD
patients (143) and significantly greater CRH-induced ACTH and
cortisol responses in women with chronic PTSD (144). In panic
patients, abnormal HPA axis regulation, including increased
basal cortisol secretion and overnight hypercortisolemia, have
also been documented (129). These HPA axis changes, however,
may not be specific for anxiety disorders but rather reflect the
presence of comorbid depression (145).

CRH-Rs
No significant association was found between an intron 2
polymorphism in CRH-R1 and the “neuroticism” dimension
of personality as assessed by the Revised NEO Personality
Inventory in healthy Japanese subjects (146). Similarly, three
CRH-R2 gene polymorphisms had no association with panic
disorder in another study (147).

The role of CRH-Rs in anxiety-like behavior has been stud-
ied extensively by using knockout mice. Whereas mice lacking
CRH-R1 display decreased anxiety in the light–dark box and the
elevated plus maze (148–150), CRH-R2-deficient mice, gener-
ated independently by three groups, exhibit varying degrees of
anxiety-related behavior. In one study, increased anxiety was
reported in the elevated plus maze and open field but not in
the light–dark box test (151); another study found anxious be-
havior in both the elevated plus maze and light–dark box, but
only in males (152). However, this latter study showed an in-
creased time spent by the knockout mice in the center of an
open field, which is more consistent with reduced anxiety. Still
another report found no significant change in anxiety behavior
in the elevated plus maze or open field (153). More recently, a
mouse with a conditional deletion of the CRH-R1 in forebrain,
hippocampus, and the amygdala, but with normal expression
in the anterior pituitary, showed markedly reduced anxiety-like
behavioral responses in two avoidance tests, and it exhibited
normal ACTH and corticosterone secretion to stress (154).

Taken together, some of behavioral data obtained with various
CRH and CRH-R knockout mice suggest that extrahypothalamic
CRH and/or urocortin mediate a dual modulation of anxiety be-
havior. Activation of CRH-R1 seems to be anxiogenic, whereas
activation of CRH-R2 is anxiolytic. Therefore, it may not be sur-
prising that dual CRH-R1/2 knockout mice have only a subtle
behavioral phenotype (155).

CRH signaling and anxiety
CRH-R1/2 are coupled to several signaling pathways, includ-
ing the adenyl cyclase-protein kinase A (PKA)-CREB and
the ERK-mitogen-activated protein kinase (MAPK) pathways
(156). These pathways can also be linked to anxiety. For

example, genetic inactivation of adenylyl cyclase type 8 results
in reduced anxiety-like behavior (157). Mice with mutations of
the PKA RIIβ subunit and CREB also exhibit abnormal anxiety
responses (158–160), and activation of CREB in amygdala pro-
duces anxiety-like behavior (160). Thus, anxiety-like responses
may be initiated and regulated by Gs-coupled CRH receptor
signaling, at least partly, via the cyclic AMP–PKA–CREB path-
way. The involvement of the ERK–MAPK pathway can also
be implicated in CRH-related anxiety-like behavior. ERK1/2
is strongly activated in hippocampal CA1 and CA3 pyramidal
cells and basolateral amygdala by the intracerebroventricular
administration of CRH (161), and CRH-induced phosphoryla-
tion of ERK1/2 was absent in mice with a conditional knockout
of forebrain and limbic CRH-R1 exhibiting a low level of anx-
iety (162). One may hypothesize that processing of anxiogenic
stimuli is altered in the amygdala, hippocampus, or other rel-
evant brain region as a result of abnormal CRH signaling that
consecutively leads to the behavioral manifestations of anxiety
(Fig. 2).

Environmental Factors and Related
Biological Pathways Involved
in Anxiety

Stressful life events and anxiety

Although most frequently associated with depression (163),
stressful life events have also been linked to anxiety disorders
(164–166). Kendler et al. attempted to determine if anxiety,
specifically GAD symptoms and depression, are associated with
different dimensions (humiliation, entrapment, loss, and danger)
of stressful life events associated with high contextual threat.
Onset of GAD symptoms was predicted by higher ratings
of loss and danger, whereas depression was associated with
the combination of humiliation and loss, which indicates that
event dimensions that predispose to pure GAD episodes versus
pure depression can be distinguished with moderate specificity
(164). Unfortunately, little is known about the molecular and
cellular mechanisms elicited by stressful life events and how
these events predispose an individual to anxiety or depression.
However, animal studies provided mechanistic insights of how
early-life events can contribute to the development of adult
anxiety (discussed below).

Maternal care and adult life anxiety in
rodents

Brief “handling” of rat pups results in a lifelong decrease to
behavioral and endocrine effects of stress, whereas animals
separated from their mothers/litters for longer periods of time,
for example, for several hours, exhibit increased anxiety (167).
Later studies determined that the critical effect of short-term
handling is the increase in maternal care (licking and grooming)
after the return of the pups to the nest (3).

More studies showed that rat pups nursed by mothers se-
lected for either a high or a low level of licking and grooming
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(LG) and arched-back nursing (ABN) exhibit a decreased and
increased level of anxiety-like behavior in adult life (open field,
novelty-suppressed feeding, and shock-probe burying assays),
respectively (3, 168–170). Offspring of high LG–ABN mothers
(as well as briefly handled pups) show increased glucocorticoid
feedback sensitivity, increased hippocampal GR mRNA expres-
sion, and decreased hypothalamic CRH mRNA levels (171).
Because the activity of the hypothalamic CRH and the func-
tion of the HPA axis may not be directly related to anxiety-like
behavior (128, 154), it is not clear whether these mechanisms
can explain the anxiety-related behavioral consequences of ma-
ternal care. Perhaps more plausible mechanisms are the numer-
ous neurochemical changes related to differences in maternal
care. For example, rat pups of high LG–ABN dams show al-
tered GABAA receptor subunit expression in the amygdala,
locus coeruleus, medial prefrontal cortex, and hippocampus that
could contribute to their reduced anxiety-like behavior as com-
pared with pups from low LG–ABN dams (172, 173) (Fig. 2).
In addition to the GABAergic system, other potential factors
mediating the environmental effects include the glutamatergic
system and neurotrophins such as BDNF. Liu et al. found that
increased LG–ABN of offspring resulted in increased hippocam-
pal mRNA expression of NR2A and NR2B NMDA receptor
subunits at postnatal day 8, a change that was sustained into
adulthood (174). Also, increased levels of BDNF, but not NGF
or NT-3, mRNA were observed in the dorsal hippocampus of
8-day old high LG–ABN pups (174). Neuronal network changes
that could directly explain the behavioral consequences of ma-
ternal care have also been found as adult offspring of high
LG–ABN dams show increased hippocampal synaptogenesis as
compared with low LG–ABN offspring, and it has been found
that this change could be normalized when low LG–ABN pups
are cross-fostered to high LG–ABN dams (174) (Fig. 2).

Interaction Between Genetic
and Environmental Factors
Although the interaction of genes and environment in shap-
ing behavior is well accepted, direct experimental evidence to
support their role in the pathogenesis of psychiatric diseases has
been difficult to obtain. However, recent association studies with
the 5-HTT polymorphism have indicated, at least in depressive
disorders, that genetic and environmental factors act together,
enhancing the phenotype beyond the level established by either
factor alone. In 2003, Caspi et al. reported that carriers of the
s , transcriptionally less active, allele of 5-HTT are more likely
to develop depression after stressful life events or childhood
abuse than individuals homozygous for the l allele (175). The
actual interpretation of these data was that the l allele moder-
ates the environmental effect. The majority of replication studies
have provided results consistent with such effect (176). It seems,
however, that this environment × gene interaction is specific for
depressive symptomatology as it was not identified for general-
ized anxiety disorder or anxiety symptoms (177, 178). However,
the combined effects of early-life adversity (nursery rearing as
opposed to maternal rearing) and 5-HTT polymorphism in anxi-
ety behavior have been found in primates. Rhesus monkeys have

a 5-HTT polymorphism similar to that of the human, and it was
shown that although both mother- and nursery-reared heterozy-
gote (l/s) animals demonstrate increased affective responding
(a measure of temperament) relative to l/l homozygotes (a geno-
type effect), nursery-reared, but not mother-reared, l/s infants
exhibited lower orientation scores (a measure of visual orien-
tation, visual tracking, and attentional capabilities) than their
l/l counterparts (an environment × genotype interaction) (179).
Also, monkeys with deleterious early-rearing experiences could
be differentiated by genotype in cerebrospinal fluid concen-
trations of the 5-HT metabolite, 5-hydroxyindoleacetic acid,
whereas monkeys reared normally were not (180).

In rodents, several environment × gene interaction studies re-
lated to anxiety behavior have been conducted. For example,
early-life handling or cross-fostering of genetically highly
neophobic BALB/c mice to less neophobic C57BL/6 mice
equalizes both the behavioral and the benzodiazepine receptor
expression differences between these two strains (170, 181–184)
and, thus, indicates the moderating effect of the environment
on genetic disposition to anxiety-like behavior. Also, 5HT1A

receptor-deficient mice have increased ultrasonic vocalization
(USV) when reared by 5HT1A receptor−/− instead of 5HT1A

receptor+/+ dams (185), which indicates that the maternal envi-
ronment, presumably in interaction with the offspring genotype,
alters offspring behavior. However, contrary to the expecta-
tion, 5HT1AR+/− offspring reared by 5HT1AR−/− mothers have
decreased measures of anxiety in the elevated plus maze as
adults when compared with 5HT1AR+/− offspring raised by
5HT1AR+/+ dams. Although it is difficult to consolidate these
conflicting results, it seems that the level of anxiety in 5HT1A

receptor-deficient mice can be altered by the maternal environ-
ment.

In addition to early environmental influences, later-life or
adult environment can also influence the expression of a ge-
netic effect on emotionality, as demonstrated in mouse models.
Lack of the nociceptin/orphanin FQ gene leads to an enhanced
anxiety phenotype in mice (186, 187), but the degree of this
phenotype is dependent on environmental influences such as
social interactions. Ouagazzal et al. found that homozygous mu-
tant animals, when housed alone, performed similarly to their
wild-type controls on tests of emotional reactivity. Enhanced
emotionality became apparent only when the singly-housed an-
imals were introduced to group housing (five animals/cage) that
induced greater levels of aggression and increased anxiety re-
sponses (188).

Convergence of Anxiety-Related
Pathways and Mechanisms

Two fundamentally different mechanisms associated with anx-
iety and anxiety-like behavior seem to exist: one that has a
developmental origin with the cause and the adult manifesta-
tions of the phenotype separated in time and another mechanism
that presents itself in “acute” settings (Fig. 2). Typical examples
for developmental anxiety are those caused by the s allele of
the 5-HTT, the deficiency in the 5HT1A receptor and BDNF,
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and the variability in maternal care. All of these produce their
effect in adults only when present during prenatal and/or early
postnatal life. Indeed, genetic inactivation of the 5HT1A recep-
tor during adult life is not accompanied by anxiety. Because
the individual genetic risk factors mentioned above have sub-
tle effects, a combination of them may be necessary to lead
to a significant level of anxiety. For example, BDNF+/− and
5-HTT+/− double mutants show a more pronounced anxiety
phenotype as compared with singly heterozygous mice (189).

In other anxiety forms and models, developmental mech-
anisms do not seem to play a role. A typical example is
represented by a deficient GABAergic neurotransmission (as
a result of less GABA availability or altered composition of
the GABAA receptor) that results in reduced neuronal inhibi-
tion and increased excitation. The direct behavioral output of
these neuronal and neuronal network changes is anxiety (Fig. 2).
Another example is the central CRH system as its pharmacolog-
ical manipulation acutely alters anxiety levels. Because many
developmentally relevant anxiety genes and environmental ef-
fects and their corresponding mechanisms (see above) modulate
GABAergic and glutamatergic transmission as well as central
CRH signaling, it is possible that the developmental mecha-
nisms converge on and are interconnected sequentially to the
“acute” mechanisms that ultimately lead to the anxiety behavior
(Fig. 2).

In summary, it seems that anxiety in many cases has a devel-
opmental origin whether it is elicited by genetic polymorphisms
or environmental effects. Because individual genetic influences
have small effects, it is believed that multiple genetic risk genes,
together with adverse environment, are required to have a large
enough impact to cause anxiety. Although some early signs of
anxiety may be manifested during childhood, anxiety becomes
more apparent in predisposed individuals as the brain and be-
havior mature during adolescence. Although relatively little is
known about how early developmental mechanisms lead to anx-
iety in later life, data suggest that long-lasting alterations in
neurotransmitter systems (GABA, glutamate, and CRH) and/or
the morphology and function of neuronal networks (amygdala,
hippocampus, etc.) are involved. Additional environmental in-
fluences during adolescence and adulthood can increase the
incidence and severity of anxiety.
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Many diseases are caused by defects in protein trafficking. Protein
trafficking diseases occur when a mutant protein is recognized by the
endoplasmic reticulum (ER) quality control system (ERQC), retained in the
ER, and degraded in the cytosol by the proteasome rather than being
trafficked to its correct site of action. Among these diseases are cystic
fibrosis, lysosomal storage diseases (Fabry, Gaucher, and Tay-Sachs),
nephrogenic diabetes insipidus, oculocutaneous albinism, protein C
deficiency, and many others. A characteristic of many of these diseases is
that the mutant protein remains functional, but it cannot escape the
stringent ER quality-control machinery, and it is retained in the ER. This
characteristic suggests that pharmacological interventions that promote
the correct folding of the mutant protein would enable its escape from the
ER and ameliorate the symptoms of the disease. In this review, we focus on
specific examples of protein trafficking diseases in pharmacological or
chemical chaperones have been shown to rescue trafficking of the mutant
protein.

The etiology of several diseases can be traced to defects in pro-
tein trafficking. Recent studies on several different disease mu-
tants have shown that chemicals and small molecules can cor-
rect trafficking of these mutants. As these compounds promote
correct folding in a fashion analogous to the action of molec-
ular chaperone proteins, these compounds have been termed
“correctors” or “chaperones.” Several different classes of chap-
erones can be designated based on their mechanisms of action.
Chemical chaperones are the least specific and the least potent,
and which often require millimolar concentrations to function.
Pharmacological chaperones are small-molecule correctors that
can be subdivided into two classes based on their specifici-
ties. Specialized pharmacological chaperones are protein- or
mutation-specific small molecules that interact directly with the
mutant protein to provide a folding template, such as enzyme
active-site inhibitors. Generalized correctors are less specific
and are likely to function on the endoplasmic reticulum (ER) re-
tention machinery, ER-associated degradation (ERAD), or other
signaling pathways involved in trafficking rather than through
a direct interaction with mutant proteins. We will begin with
a brief overview of ER quality control, followed by specific
examples of protein trafficking diseases and then discuss the
different classes of correctors below.

Quality Control in the ER

Proteins that travel along the secretory pathway are subject
to many quality-control checkpoints. Inside the ER, proteins
must fold into their proper conformation before being sorted
into vesicles destined for the Golgi apparatus. Once proteins
have translocated into the ER through the translocon (Fig. 1),
molecular chaperones, which include the heat shock chaperone
family (e.g., Hsp70, BiP), the lectins calnexin and calretic-
ulin, and the oxidoreductases (e.g., PDI), act on the nascent
chain to promote the correctly folded conformation. Together
with the oxidoreductase ERp57, the lectin chaperones act on
the nascent protein in cycles of binding and release through
the recognition of a monoglucosylated N-glycan. These cy-
cles are controlled by N-glycan-modifying proteins includ-
ing UDP-glucose:glycoprotein glucosyltransferase (UGGT) and
glucosidases I and II (Fig. 1). Once the protein is correctly
folded, the N-glycan is further modified by glucosidase II and
proceeds along the secretory pathway. If several cycles of lectin
binding do not result in a correctly folded protein, then the
α(1–2)-ER mannosidase I (ManI) modifies the N-glycan, which
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Figure 1 Protein folding in the ER is schematicized. Folding pathways that lead to secretion are depicted in the upper half of the ER. Nonproductive
folding and its consequences are depicted in the lower half of the ER. For simplicity, some pathways have been omitted, and some proteins are indicated
by text alone. Once a protein enters the ER through the translocon, it undergoes N-glycosylation and is acted on by several chaperones including BiP.
Glucosidases I and II (GI/GII) remove the terminal glucoses on the N-glycan moiety which enables recognition of the protein by calnexin (CNX) or
calreticulin (not shown). The oxidoreductase ERp57 is bound to CNX and also acts on the protein. If the resulting protein has a non-native fold, then
UGGT recognizes it and adds a terminal glucose to enable rebinding with CNX. Once the protein has folded properly, the N-glycan is modified even more
by GII and can be recognized by the Sec24 protein for COPII-dependent secretion. If the protein cannot be folded natively after several cycles of CNX
binding, then ManI removes the terminal mannose on the N-glycan which prevents UGGT from reglycosylating it and targets it for destruction through
ERAD in a process that involves the EDEMs, Derlin, and VCP. The mutant protein is retrotranslocated out of the ER, ubiquitinated, and degraded by the 26S
proteasome. In some cases, misfolded proteins have a propensity to aggregate, which overwhelms the ER folding capacity and triggers the unfolded
protein response (UPR) through ER stress-sensor kinases. Correction of ER-retained mutant protein trafficking can occur through several steps of the folding
pathway as indicated by numbered stars and described in the text. Pharmacological chaperones interact directly with the mutant protein (1) to stabilize its
fold. Inhibitors of glucosidases (2) alter the processing of the N-glycan moiety to prevent the recognition of mutant proteins by CNX and calreticulin.
Proteasomal inhibitors (3) can directly increase levels of mutant proteins and in some cases this permits some of the protein to escape ERQC. Inhibitors of
SERCA calcium channels (4) correct trafficking for many different proteins by lowering the calcium levels in the ER.

prevents it from re-entering the lectin-binding cycle and tar-

gets it for degradation through ERAD in a process that in-

volves the ER degradation-enhancing α-mannosidase-like pro-

teins (EDEMs), Derlin and the p97/valosin-containing protein

(VCP) (1). In some cases, the misfolded protein aggregates and

accumulates in the ER, which triggers the unfolded protein re-

sponse.

Three different classes of ERAD-targeting components func-
tion depending on the location of the lesion: a cytosolic group,
a lumenal group, and a transmembrane group. These proteins
somehow sense the folding status of their substrates and triage
those with defects for degradation. However, the mechanisms
that regulate the decision to undergo ERAD instead of forward
transport in the secretory pathway are not known. It is known
that to be recruited to coat protomer II (COPII) vesicles that
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leave the ER, proteins must be recognized by the Sec24 machin-
ery, either directly through an ER exit code or through another
receptor that can then interact with Sec24. Several different
ER exit codes have been identified, including cytosolic diacidic
codes such as the one found in the cystic fibrosis transmem-
brane conductance regulator (CFTR) protein (2), dihydrophobic
motifs like that in ER–Golgi intermediate compartment pro-
tein 53 (3), and various hydrophobic signals that are found in
G-protein coupled receptors (GPCRs) (4). In yeast, simply in-
hibiting ERAD genetically does not permit ER-retained proteins
to enter COPII vesicles, which suggests that some other level of
recognition by the ERQC exists. However, even when folding of
substrates has improved as judged by trypsin-sensitivity assays,
inhibition of ERAD still does not permit entry into COPII vesi-
cles (5). This discrepancy could be explained by the masking
of the ER exit signal in the misfolded protein. In yeast, car-
boxypeptidase Y mutants whose ER exit signal is not obscured
can escape ERAD even though other parts of the protein are
misfolded (6). For many ER-retained disease mutant proteins,
the ERQC performs its function too well and retains otherwise
functional proteins. Small molecules that function in any pro-
cess described above could potentially correct the trafficking of
these ER-retained proteins and would be useful therapeutics.

Protein Trafficking Diseases

As many ER-retained mutant proteins are functional, rerouting
them to their appropriate subcellular localization would restore
the phenotype caused by their mislocalization. In some cases,
it is estimated that only a small amount of functional protein
(10–15%) is necessary to maintain health. Indeed, for some
diseases a critical threshold seems to exist (7). Patients who
express functional protein above this threshold have mild or
no symptoms of the disease (7, 8), which suggests that even a
modest increase in protein rerouting would improve the quality
of life for many patients with these diseases. This finding
provides the impetus for identifying correctors, even those with
modest effects.

Properties of correctable protein
trafficking disease mutants

Mutations that destroy protein activity such as those that abolish
enzyme active sites are not amenable to rescue with correctors.
However, mutations that alter the stability or folding of the pro-
tein, but that do not abrogate its activity, are good candidates
for rescue by correctors. Most ER-retained missense mutations
identified to date fall in this class. Frequently, these mutations
are temperature sensitive and show some degree of correction
at permissive temperatures (usually <30◦C). Another important
feature of diseases that are amenable to rescue with correctors is
the degradability of accumulated substrates or byproducts. For
example, the lysosomal storage diseases Fabry, Gaucher, and
Tay-Sachs all result in substrate accumulation in the lysosome;
however, after treatment with pharmacological chaperones and
rerouting of the enzymes, the corrected proteins reduce these
substrate stores (9–12). In contrast, ER-retention diseases that

result in the deposit of toxic or non-native proteins, such as fib-
rils associated with amyloidoses, likely would not be amenable
to rescue with correctors because of the cell’s inability to de-
grade the non-native deposits, unless treatment with the correc-
tor begins before irreversible damage is done. Several examples
of trafficking diseases and their correctors are described below.

CFTR delta F508

One of the best-studied examples of a mutation that is amenable
to rescue is the deltaF508 mutation in the chloride chan-
nel CFTR, which is the gene responsible for cystic fibro-
sis (13). Cystic fibrosis (CF) is the most common autosomal
recessive genetic disease that affects the Caucasian popu-
lation. It is a lethal disease characterized by severe dehy-
dration of the cells lining the lung, intestine, and exocrine
tissues (13). Most cases of CF can be attributed to a single
mutation resulting in the deletion of a phenylalanine codon
at position 508 in the protein, which is known as deltaF508.
DeltaF508 CFTR can be rescued by incubation at permis-
sive temperature (i.e., 27–30◦C), by the addition of chem-
ical chaperones such as sodium 4-phenylbutyrate, or other
osmolytes such as glycerol, dimethyl sulfoxide, and trimethy-
lamine N-oxide (Fig. 2a) (14–16). Modulation of ER calcium
levels with curcumin and thapsigargin (Fig. 2b) has also been
shown to correct deltaF508 CFTR trafficking; however, these
results remain controversial (17, 18). Recent high-throughput
screens have identified several classes of small-molecule cor-
rectors of protein trafficking, which include aminobenzoth-
iazoles, aminoarylthiazoles, quinazolinylaminopyrimidinones,
bisaminomethylbithiazoles, quinazolinones, khivorins and sub-
stituted 1-phenylsulfonylpiperazines (19–22).

Three different assays were used to screen for correctors.
One assay measured directly the amount of protein that traf-
ficked to the cell membrane using immunofluorescence against
an extracellular epitope tag in deltaF508 CFTR (19). The sec-
ond assay monitored deltaF508 CFTR function by iodide influx
with a halide-sensitive-YFP construct as readout (20). The third
assay also monitored function but through fluorescence en-
ergy transfer between a membrane-soluble voltage-sensitive dye
bis-(1,2-dibutylbarbituic acid)trimethine oxonol [DiSBAC2(3)]
and a plasma membrane localized fluorescent coumarin-linked
phospholipid CC2-DMPE (22). The compounds identified in
these screens are likely to function at different steps of
the deltaF508 CFTR folding pathway. Corr4a, which is a
bisaminomethylthiazole, was shown to increase the folding effi-
ciency of deltaF508 CFTR (20). Both Corr4a and the quinazoli-
none VRT-325 were shown to delay ERAD of deltaF508 CFTR
(20, 22). Compounds of the aminoarylthiazole class were found
to act after ER folding as no increase in folding efficiency was
detected, but the stability of deltaF508 was increased at the cell
surface (20). VRT-325 also increased the stability of deltaF508
CFTR at the cell surface (22). This compound was shown to
correct other CFTR mutants and even a mutant in the human
ether-a-go-go-related gene (hERG) (see below). Derivatives of
some of these compounds are now in clinical trials.
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Figure 2 Structures of selected chemical (a) and pharmacological (b) chaperones are shown.

Lysosomal storage diseases

The lysosomal storage diseases, such as Tay-Sachs, Sand-
hoff, Gaucher, and Fabry disease, are autosomal recessive
loss-of-function disorders. The mutant enzymes fail to de-
grade their respective lysosomal substrates because of their
retention in the ER and subsequent degradation. This result
leads to an accumulation of substrates and a variety of phe-
notypes including enlargement of affected organs, skeletal le-
sions, neurological abnormalities, and premature death. The
current therapies for these diseases include inhibition of sub-
strate production and enzyme-replacement therapy. However,
enzyme-replacement therapy is not suitable for neurological
phenotypes associated with some types of these diseases be-
cause of the impermeability of the blood–brain barrier; hence,
other treatments are necessary. Recently, pharmacological chap-
erones for these diseases have been identified. As these proteins
are enzymes, the pharmacological chaperones identified tend
to be competitive active-site inhibitors. This finding may seem
counterintuitive, but inhibitors are frequently trafficking cor-
rectors at subinhibitory doses (see below). The rationalization
is that inhibitors stabilize the fold of the mutant proteins at the
neutral pH of the ER and allow them to evade the ERQC. When

the proteins reach the lysosome, the high concentration of the
substrates successfully compete away inhibitor binding thereby
enabling degradation of the substrates to occur. Some examples
of correctors for each of these diseases are discussed below.

Several active-site specific chaperones have been identified
for beta-hexosaminidase A, which is the multisubunit enzyme
responsible for Tay-Sachs and Sandhoff diseases (9, 11, 23).
The screening assays monitor inhibition of purified enzyme
activity fluorometrically using the fluorescent artificial sub-
strate 4-methylumbelliferyl-β-N -acetylglucosamine. These as-
says are then followed by cell-based assays to determine the
amount of functional protein that traffics to the lysosome. Sev-
eral distinct structural classes of pharmacological chaperones
have been identified for these diseases including aza-sugars,
pyrimethamine (Fig. 2b), and substituted bicyclic and tricyclic
nitrogen-containing heterocycles (9, 11, 23).

Gaucher disease is caused by a deficiency in lysosomal
beta-glucosidase activity. Deoxynojirimycins are known in-
hibitors of several enzymes, which include beta-glucosidase.
Several alkylated deoxynojirimycins were screened for correc-
tion of N370S Gaucher mutant lysosomal beta-glucosidase ac-
tivity in an intact cell assay (10). N -(n-nonyl)deoxynojirimycin
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(Fig. 2b) was found to be the most potent corrector, but con-
sistent with its activity as a competitive inhibitor, it inhibited
beta-glucosidase activity at higher concentrations. Because this
deoxynojirimycin was shown to inhibit alpha-glucosidase at the
effective concentrations for beta-glucosidase correction, other
structural variants were tested and alpha-1-C -octyl-deoxynojiri-
mycin was shown to have the most promise (24). Miglustat,
which is the deoxynorijimycin derivative N -(n-butyl)deoxyno-
jirimycin (Fig. 2b), corrected trafficking of several mutants in-
cluding N370S in one cell type, but not in another (25). Several
alkylated iminosugars, which include morpholine, piperazine,
isofagomine, and 2,5-dideoxy-2,5-imino-D-glucitol, were cor-
rectors for both N370S and G202R mutants in cell culture
(26). The addition of an adamantyl cap on the alkyl chain
also increased the amount of correction achieved with the de-
oxynojirimycin compounds and improved the activity of the
other iminosugar derivatives as well (26–28). Interestingly,
the carbohydrate portion of these compounds was shown to
be sufficient for chaperone activity (29, 30). Mutation-specific
correctors have also been identified. The synthetic carbohy-
drate mimic N -octylvalienamine specifically corrects the traf-
ficking of the F213I mutant, but not the N370S mutant,
which suggests that subtle differences may exist between these
two mutants (31). Recently, a high-throughput screen for in-
hibitors of beta-glucosidase identified three classes of corrector
compounds: aminoquinolines, sulfonamides, and triazines (32).
These compounds were shown to be potent inhibitors and cor-
rect trafficking of the N370S mutant. In addition to active-site
inhibitors, the hydroxymethylglutaryl (HMG)-CoA reductase
inhibitor mevastatin (Fig. 2b) was recently shown to correct
beta-glucosidase trafficking by altering the levels of free unes-
terified cholesterol in severe Gaucher mutant cells (33). Recent
work on three lysosomal storage disease proteins, including
beta-glucosidase, has shown that altering the intracellular cal-
cium levels with the voltage-gated calcium channel inhibitors
diltiazem and verapamil can upregulate the ER folding capacity
and correct the trafficking of these mutants (34).

Fabry disease is caused by mutations in the gene-encoding
lysosomal alpha galactosidase A. Treatment of R301Q Fabry
mutant cells with subinhibitory concentrations of the potent
competitive inhibitor 1-deoxygalactonojirimycin results in ef-
ficient folding and stabilization of the mutant protein (35).
Several derivatives of this compound were also shown to cor-
rect trafficking of Fabry mutants, but they were less effective
than 1-deoxygalactonojirimycin (36). Several other mutations,
including A97V, R112H, R112C, A143T, and L300P, were also
corrected by treatment with 1-deoxygalactonojirimycin (37). No
high-throughput screens for other correctors of Fabry mutants
have been performed.

hERG

hERG encodes the pore-forming subunit of the rapidly acti-
vating delayed rectifier potassium channel. Mutations or drug
treatments that cause retention of hERG in the ER result in car-
diac arrhythmias that can lead to sudden death. Hence, drugs
are now routinely screened for their effects on hERG func-
tion before being pursued in clinical trials. Several ER-retained

hERG mutants can be rescued by chemical and pharmaco-
logical chaperones. The G601S and N470D mutations can be
rescued by growth at permissive temperature or incubation with
known hERG channel blockers E-4031, cisapride, and astemi-
zole (Fig. 2b) (38, 39). hERG G601S has recently been used
in a small molecule screen to identify correctors of hERG traf-
ficking (40). This assay measured the amount of hERG G601S
that trafficked to the cell surface by chemiluminescent detection
of an extracellular epitope tag. Several different hERG blockers
were found to rescue the ER retained mutant, which is con-
sistent with their action as pharmacological chaperones. Other
compounds have also been shown to rescue the trafficking of
certain hERG mutants selectively. For example, the sarcoplas-
mic/ER calcium ATPase (SERCA) inhibitor thapsigargin can
rescue the trafficking of G601S and F805C mutants, but not
N470D, whereas E-4031 rescues G601S and N470D mutants
but not F805C mutants (41).

G protein-coupled receptors

Many diseases caused by mutations in GPCRs are also the result
of ER retention. Mutations in the vasopressin 2 receptor result in
nephrogenic diabetes insipidus, which is a disease characterized
by the kidney’s inability to concentrate urine. Trafficking of
several different ER-retained mutants can be corrected by small
nonpeptide V2R and V1R antagonists (42–46). The V206D
mutation can also be corrected with glycerol, DMSO, SERCA
inhibitors thapsigargin and curcumin, and the calcium ionophore
ionomycin (44). This mutation cannot be corrected by growth at
permissive temperature or with the addition of 4-phenylbutyrate
(44). In contrast, the A98P, L274P, and R113W mutations can
be corrected with the osmolytes trimethylamine N-oxide and
DMSO, as well as with growth at permissive temperature (47).
However, glycerol treatment does not correct the trafficking of
these mutations.

Mutations in another GPCR, which is the gonadotropin-
releasing hormone receptor, result in hypogonadotropic
hypogonadism. Seventeen mutations in this gene have been
characterized as misfolding or misrouting mutants, and most
of these can be rescued by incubation with peptidomimetic an-
tagonists (48). These pharmacological chaperones are indoles,
quinolones, and erythromycin macrolides. Another example
of a GPCR with ER-retained disease mutations is rhodopsin,
which when mutated causes retinitis pigmentosa (49). A mild
rhodopsin mutant P23H associated with night blindness can be
rescued by treatment with 11-cis-retinal, which is its covalently
bound chromophore (49).

Alpha-1-antitrypsin Z variant

Alpha-1-antitrypsin mutations are associated with early-onset
emphysema and liver disease that results in early death (50).
The Z-variant of the disease is the most common and is
present in over 95% of cases. This variant has been shown
to be rescued in vitro by treatment with proteasome inhibitors
(50). Several chemical and pharmacological chaperones have
also been shown to correct the secretion of the mutant pro-
tein, which include the glucosidase inhibitor castanospermine,
as well as the mannosidase inhibitors kifunensine (Fig. 2b)
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and 1,4-dideoxy-1,4-imino-D-mannitol hydrochloride (51). In-
cubation with the chemical chaperone 4-phenylbutyrate also
results in increased trafficking. However, growth at permissive
temperature does not result in trafficking correction, although
it does decrease the amount of mutant protein that becomes
degraded (52).

Correctors of Protein Trafficking

Chemical chaperones
Several different classes of chaperones can be designated based
on their mechanisms of action. Chemical chaperones are those
that act nonspecifically. Although these chaperones are nonspe-
cific, their use as therapeutics may be limited because of the
high concentrations required to achieve correction. The mech-
anisms of correction employed by chemical chaperones may
include the induction of molecular chaperone transcription or
the nonspecific stabilization of proteins through masking of hy-
drophobic domains. For example, 4-phenylbutyrate (4-PBA) is
a histone deacetylase inhibitor that activates transcription of dif-
ferent genes including the heat shock proteins (53). Studies on
deltaF508 CFTR suggest that 4-PBA reduces the protein levels
of the constitutive Hsc70 chaperone (54). This in turn reduces
the amount of deltaF508 CFTR that interacts with Hsc70. The
decrease in Hsc70 protein levels induces an increase in Hsp70
levels, which has been proposed to be a more effective chap-
erone, thus helping deltaF508 CFTR to fold and enabling it to
escape from the ERQC (55). Interestingly, other phenyl-fatty
acids have also been shown to correct trafficking, and their effi-
cacy is not correlated with their efficacy as histone deacetylase
inhibitors, which suggests that they function through another
mechanism (56), perhaps through their ability to bind and mask
hydrophobic regions. Although 4-PBA corrects trafficking of
many misfolded proteins, its use as a therapeutic may be limited.
For instance, although it corrects trafficking of Fabry disease
mutants, the mutant protein is not functional (57).

Specialized pharmacological chaperones
Pharmacological chaperones can be divided into two subclasses
depending on their mechanisms of action. Specialized pharma-
cological chaperones are correctors that interact directly with the
mutant protein to stabilize correct folding and enable it to escape
ER retention mechanisms. This subclass of chaperones is the
most specific and is mainly composed of inhibitors. Specialized
pharmacological chaperones may also show mutation-specific
profiles. For example, two common mutations in Gaucher dis-
ease N370S and G202R are both localized to the catalytic
domain of the protein and are both corrected by active-site
directed inhibitors. However, the L444P mutation, which is
located in another domain, cannot be corrected with these chap-
erones. However, it can be corrected by incubation at permissive
temperature, which suggests that simply another class of phar-
macological chaperone is necessary to achieve correction (26).

Examples of specialized pharmacological chaperones in-
clude the competitive inhibitors of the lysosomal storage dis-
ease enzymes, the potent hERG channel blockers, and the

cell-permeable nonpeptide antagonists of the vasopressin recep-
tor described above. Enzyme substrates can also act as phar-
macological chaperones by providing a scaffold on which the
native fold can be formed. For example, the R402Q mutant
of tyrosinase, which causes oculocutaneous albinism, can be
rescued by the addition of its substrate (L-tyrosine) or its sub-
strate/cofactor L-Dopa (58). Some specialized pharmacological
chaperones are not inhibitors, such as the VRT-325 and Corr4a
correctors of deltaF508 CFTR (20). VRT-325 is an interesting
compound as it has also been shown to correct trafficking of
P-glycoprotein, a protein related to CFTR, and the structurally
unrelated G601S mutant of the hERG potassium channel. This
compound has not yet been demonstrated to interact directly
with hERG.

Generalized pharmacological chaperones

Another subclass of pharmacological chaperones includes com-
pounds that act through other mechanisms. This subclass in-
cludes generalized chaperones—those that rescue the trafficking
defects of many or all ER-retained proteins through a univer-
sal mechanism. Many different mechanisms of correction are
possible. Examples of this subclass of chaperones are described
below.

One might expect that simply inhibiting ERAD with pro-
teasome inhibitors would be the most generalized form of
correction (Fig. 1, star 3); however, this strategy gives incon-
sistent results with different ER-retained mutants. The hERG
Y611H mutant is not corrected, deltaF508 CFTR is only weakly
corrected and alpha-1-antitrypsin Z variant is corrected as visu-
alized by confocal microscopy (50, 59, 60).

As discussed above, for many ER-retained proteins, altering
the intracellular calcium levels with SERCA inhibitors or with
calcium ionophores corrects trafficking of the mutant proteins,
presumably by altering the ER’s capacity for folding (Fig. 1,
star 4), because several ER chaperones require calcium for func-
tion. Interestingly, for lysosomal storage diseases, trafficking
correction occurs through changing the levels of calcium in the
cytosol and not in the ER. These two different mechanisms
of correction highlight the importance of calcium signaling in
protein trafficking.

Another common mechanism of correction is ER glucosidase
inhibition (Fig. 1, star 2), which prevents the recognition of
misfolded proteins by calnexin and calreticulin and presumably
allows them to escape the ERQC. Inhibition of glucosidase
with castanospermine and miglustat were shown to correct
the trafficking of deltaF508 CFTR and alpha-1-antitrypsin (51,
61). Whether this mechanism also works on other ER-retained
mutants remains to be determined.

For other small molecules, the mechanism of action is still
unclear. For example, sildenafil and structural analogs have
recently been shown to correct trafficking of deltaF508 CFTR
mutants (19, 21). Sildenafil is an inhibitor of phosphodiesterase
activity; however, the link between this function and CFTR
trafficking correction remains to be elucidated.
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Conclusions

The etiology of many genetic diseases can be traced to defects
in protein trafficking. Several mutants are functional but are
retained in the ER because of the overly stringent ERQC. Cor-
rector compounds that permit the escape of ER-retained mutant
proteins from the ERQC have great potential as therapeutics.
Several types of trafficking correctors have been identified.
Chemical chaperones are nonspecific and require high con-
centrations to be effective, which thereby limits their potential
as therapeutics. Pharmacological chaperones function at much
lower concentrations and show greater promise for drug de-
velopment. Pharmacological chaperones can be classified into
specialized chaperones that are protein or mutation-specific or
generalized chaperones that can correct the trafficking of many
ER-retained mutants. The identification of a generalized phar-
macological chaperone that can correct all ER-retained disease
mutants without grossly affecting normal proteins would en-
able treatment of many different protein trafficking diseases.
Defining the mechanisms of action for this class of pharma-
cological chaperones will be the next milestone in trafficking
disease research.

Additive effects of correctors have recently been shown for
the deltaF508 CFTR mutant (62), which suggests that treatments
that combine two or more chaperones may be a good option
if no single potent corrector can be identified for a particular
trafficking disease. Indeed combinatorial studies are likely to
be the next key area of screening for correctors of protein
trafficking diseases.
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Electron paramagnetic resonance (EPR) is a versatile tool for chemical
biology research. A remarkable wealth of information about the
mechanistic enzymology has been obtained by EPR experiments. As an
analytical method, EPR can obtain these two useful pieces of information in
a study of enzymatic reaction mechanisms: 1) detection and complete
description of free radicals and 2) characterization of the electronic
structures of paramagnetic metal ions and their response to changes of the
protein environment or substrate binding. The first feature has spurred the
development of the new field known as radical enzymology; the second
has enhanced the understanding of the mechanisms of metalloenzyme
action. The potential of EPR spectroscopy to serve as an important
biophysical tool for the future development of enzymology is highlighted
by several selected examples.

Introduction

This article does not intend to be a survey of electron para-
magnetic resonance (EPR) spectroscopy in chemical biology,
but rather the focus is to provide an entry-level introduction to
chemists who are interested in the research opportunities that
EPR may provide for enzymology studies. The principles of this
technique will be briefly described, as well as the breadth of the
technique’s applicability to free radicals and metallocenters in
enzymology. Potential applications in the future will also be
outlined.

History

EPR was first applied to biological materials in 1954 (1), 10
years after the discovery of an experimental approach to detect-
ing electron spin resonance by the Russian physicist Zavoisky in
1944 (2, 3). This technique became useful for studying enzymes
when a spectrometer that was capable of detecting about 10−10

moles of unpaired (nonbonding or “free”) electron spins in sam-
ples that contained about 0.15 milliliter of liquid water was
developed by Townsend and colleagues in 1957 (4). The first
successful application of this technique to elucidating the struc-
ture of substrate radicals in enzymatic reactions was in 1958
(5–7). In the ensuing 50 years, numerous seminal and classical
contributions have been made to the development of enzymol-
ogy by scientists employing EPR spectroscopy analytically.

Application

It is an advantage to analyze EPR samples of aqueous solu-
tion directly because the buffered solution is the most physi-
ologically relevant condition. However, EPR samples are not
restricted to samples in the solution state, gaseous and solid
samples and single crystals can also be analyzed directly by
EPR spectroscopy. The only absolute requirement for preparing
an EPR sample is that it must contain unpaired electron spins or
that such status can be achieved before EPR measurements by
oxidation/reduction reactions. EPR spectroscopy can determine
unambiguously free radicals that are present in the sample or
radicals produced by oxidation or irradiation with light, X-rays,
and γ-rays. Because paramagnetic transition metals contain un-
paired electrons, EPR spectroscopy can determine the detailed
geometric and electronic environment of the metal centers. This
technique can also indicate the degree of molecular motion in
a sample with unpaired electrons and analyze the populations
in a heterogeneous sample that has two or more paramagnetic
species. Its ability to focus on the paramagnetic active sites
without interference from the rest of the diamagnetic species
makes this technique an ideal method for mechanistic studies.
Therefore, it is commonly employed in studies of the structure
of enzyme active site, interactions between enzyme and sub-
strate, conformational dynamics, electron transfer, and reaction
kinetics.
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Electron Paramagnetic Resonance in Enzymology

EPR Basics
As an analytical spectroscopic technique, EPR is similar in
concept to the more widely used nuclear magnetic resonance
(NMR) spectroscopy [see NMR: Overview of Applications in
Chemical Biology]. In fact, EPR and NMR are complementary
to each other. Both techniques detect magnetic moments, but
NMR determines the chemical structures in solution, whereas
EPR describes more precisely the electronic and chemical
structures of a particular region of the biological system, such
as electron transfer centers, metal ions, and an intermediate state
of the enzyme or substrate. It is not possible to present a full
description of the theory of EPR in an article with this scope.
Therefore, only sufficient information is provided here to enable
the readers to understand the practical aspects of this analytical
tool in enzymology.

Resonance and the Zeeman effect
Electrons have “spin,” and when they are unpaired (or “free”),
this “spin” gives them a measurable magnetic moment. In the

absence of an external magnetic field, the electron’s magnetic
moment will orient randomly. The electron with a spin quantum
number S = 1/2 can have two orientations (ms = ±1/2) in a
magnetic field (B0). Therefore, the electrons will align either
parallel or antiparallel to the external magnetic field (Fig. 1).
The orientation of unpaired electrons causes discrete energy
levels (Fig. 2). The orientation antiparallel to B0 is energetically
higher than the parallel. The displacement of discrete energy
levels is known as the Zeeman effect.

The two spin states (Ms = ±1/2) of an S = 1/2 electron have
the same energy when B0 is 0. In the presence of an exter-
nal magnetic field, two discrete energy levels occur, and the
electronic-Zeeman energy diverges linearly as the strength of
the magnetic field increases. In the event that a constant elec-
tronmagnetic radiation frequency is present, peak absorption of
the energy will occur when the magnetic field strength is varied
and tuned to the two spin states so that the electronic Zeeman
energy matches the energy of the allowed spin transitions. At
this point, resonances are observed. The detection of the first

(a) (b)

B0 = 0 B0 > 0

NS

Figure 1 The orientation of electron’s magnetic moment in the absence a) and presence b) of an external magnetic field.
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Figure 2 Acquisition of an EPR spectrum for an unpaired S = 1/2 electron. a) Energy-level diagram as a function of magnetic field, b) absorption/emission
of microwave energy because of the field of resonance, and c) first derivative of the energy absorption profile, for example, an EPR spectrum.
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derivative of energy absorption of the radiation for transitions
results in an EPR spectrum (Fig. 2).

For a spin S > 1/2 system, such as a system with 5 unpaired
electrons each occupying an orbital, and all 5 pointing upward
(i.e., in high symmetry), application of an external magnetic
field yields uniformly spaced multiplet splitting of energy levels
at Ms =± 1/2, ± 3/2, and ± 5/2. These energy differences
are predominately because of the interaction of the sample’s
unpaired electrons with the external magnetic field, and each
Ms converges to a common origin at zero field. If the electrons
are in an asymmetry environment, for example, some point
upward and some downward, then the energy levels may not be
uniformly spaced. A measurable parameter, zero-field splitting,
has been introduced to describe the energy-level splittings of an
electron spin (S > 1/2) in the absence of an applied magnetic
field (see the materials in the Further Reading section).

g-factor

The difference between the energies of the unpaired electron in
the initial and final spin states of an allowed transition is ∆E ,
which can be described by the fundamental equation of EPR
spectroscopy:

∆E = hν = gµBB0 (1)

where h is Planck’s constant (6.62606896× 10−34 J . s), ν is
the electromagnetic wave of frequency, µB is Bohr magneton
(9.27400949× 10−24 J•T−1), and g is the electron Zeeman
factor. Equation 1 shows that ∆E is proportional to B0. Gauss,
tesla (T), and millitesla (mT) are commonly used units for
magnetic field B0 (1mT = 10 Gauss) in presenting an EPR
spectrum. For a free electron, the electron Zeeman factor g is
2.0023193. However, g-factor can vary considerably, depending
on the molecule in which the unpaired electron resides. In most
EPR experiments, the frequency value ν is known, and the B0

values for various EPR resonance components can be obtained
from EPR spectra. Therefore, the g-factor can be calculated
directly from Eq. 2, which is derived from Eq. 1.

g = 0.07144775 (T/GHz)
ν (GHz)

B0 (T)

= 714.4775 (Gauss/GHz)
ν (GHz)

B0 (Gauss)
(2)

In principle, EPR spectra can be generated by varying the
frequency of the electromagnetic radiation incident on a sam-
ple while holding the magnetic field constant. In practice, it
is the frequency that is kept constant and the magnetic field
that is swept or varied. The so-called conventional EPR spec-
trometer operates at 9–10 GHz region (X-band). The majority
of EPR measurements are conducted in this frequency in a
continuous-wave mode. Other commonly used frequencies in-
clude L-band (1–2 GHz), S-band (∼ 3 GHz), K-band (∼ 25
GHz), Q-band (∼ 35 GHz), W-band (∼ 94 GHz), and very
high-field EPR spectrometers operating at 180–600 GHz (8, 9).

At 9.5 GHz, which is in the X-band frequency range, the
magnetic field where the EPR signal should occur for a free

electron can be calculated from Eq. 3, for example, B0 =
714.4775 ÷ 2.002 3193× 9.5 ≈ 3390 Gauss.

B0 (Gauss) = 714.4775 (Gauss/GHz)

g
ν (GHz) (3)

The value of g-factor is a measure of the coupling between
the spin of an unpaired electron and an external magnetic
field. It is not only dependent on the spin species but also on
its environment. A single numerical value of g is applicable
only to systems that behave isotropically. With anisotropic
systems, a modified term that accommodates the variability of
g with orientations relative to the external field is introduced as
g-tensor. Three values, gx, gy, and gz, which represent principal
gxx, gyy, and gzz values of the g-matrix, are important EPR
parameters.

Hyperfine coupling

The actual field at each spin species is not necessarily only
the externally imposed magnetic field. In addition to this field,
local fields from nearby nuclei may add to the external field.
Nuclei can also have spins, and they possess an intrinsic spin
angular momentum. It is common practice to represent the
total angular momentum of a nucleus by the symbol I and
to call it “nuclear spin.” Nonzero nucleus spins affect the
local magnetic field where the unpaired electrons are located
in a sample during an EPR measurement. The interaction
between the electron and the nearby nuclei is called hyperfine
interaction or hyperfine coupling. Such an interaction would
cause additional splitting of the energy levels of unpaired
electrons and, in turn, would produce multiplicity in EPR
spectrum that requires spin Hamiltonian terms to describe the
coupling of the spin system (see the Further Reading section).
However, the number of the spectral lines in the EPR spectrum
can be predicted by the following simple formula:

Hyperfine splitting lines = 2nI + 1 (4)

where n is the number of the equivalent nuclei, that are being
coupled to and I is the nuclear spin number. Table 1 summarizes
the nuclear spin of common elements that may be used in
analyzing EPR data.

For an organic free radical with a single unpaired electron,
the EPR spectrum would consist of a single line as shown in
Fig. 2. However, this situation is often not the case in natural
systems. If the unpaired electron of the radical interacts with an
I = 1/2 nucleus, such as a proton, then the single line could split
into two identical lines (2I + 1 = 2 × 1/2+ 1 = 2) as illustrated
in Fig. 3a. This possibility is because the nucleus (a proton in
this case) has two allowed values: MI =± 1/2. If the unpaired
electron interacts with an I = 1 nucleus, such as 14N, then three
lines (2I + 1= 2 × 1+ 1= 3) are expected in the EPR spectrum
of the radical (Fig. 3b). In some cases, the hyperfine interactions
originate from two distinct nuclei, one with a nuclear spin I 1,

and the other with I 2. Then, the number of spectral lines in
the EPR spectrum is expected to be (2I 1 + 1)(2I 2 + 1). Fig. 3c
depicts a nitrogen-based free radical with a single unpaired
electron interacting with a proton in its vicinity. In this case,
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Table 1 Nuclear spin data of common elements and isotopes

Isotope Spin (I ) Natural abundance (%) Isotope Spin (I ) Natural abundance (%)

1H 1/2 99.99 63Cu 3/2 69.20
2H 1 0.01 65Cu 3/2 30.80
12C 0 98.89 59Co 7/2 100
13C 1/2 1.11 60Co∗ 5 0
35Cl 3/2 75.77 53Cr 3/2 9.50
37Cl 3/2 24.23
14N 1 99.63 54Fe 0 5.85
15N 1/2 0.37 55Fe∗∗ 3/2 0

56Fe 0 91.72
57Fe 1/2 2.15
58Fe 0 0.28

16O 0 99.95 55Mn 5/2 100
17O 5/2 0.04
18O 0 0.01
33S 3/2 0.75 61Ni 3/2 1.13
31P 1/2 100 95Mo 5/2 15.90

97Mo 5/2 9.60
19F 1/2 100 50V 6 0.25

51V 7/2 99.75

*Radioactive.
**Half-life: 2.7 years.
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Figure 3 Energy-level diagram and corresponding EPR signals at 9.6 GHz (X-band) with maximized resolution for an unpaired electron in an imposed
magnetic field that interacts with a) a proton (nuclear spin I = 1/2), b) a 14N nucleus (I = 1), and c) a 14N nucleus in which the energy levels are
additionally split by a nearby proton. The spectra were produced by the EPR simulation program SimFonia for illustration of the hyperfine splitting purpose.
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the hyperfine splitting lines = (2 × 1 + 1)(2 × 1/2 + 1) = 2 ×
3 = 6. These spectral lines are not always fully resolved. They
could partially overlap, which would result in an EPR signal
with a hyperfine structure.

An important EPR parameter, hyperfine coupling constant, A,
is required to describe the hyperfine interaction. The A values
can be obtained directly from EPR spectra when equally spaced
spectral lines are exhibited because of the hyperfine interactions
(Fig. 3). In many cases, a matrix, known as A-tensor, is required
to describe the A values for a more complex anisotropic system.
Because of the hyperfine interaction, EPR is very sensitive
to the local surroundings. From a chemical standpoint, this
property provides a wealth of information such as the identity
and number of atoms that makes up a molecule or complex
and their distances from the unpaired electron. This information
can often be translated, in favorable cases, into the molecular
structure of the sample.

Much of the information EPR provides about the compo-
sition, structure, and bonding of a paramagnetic metal cen-
ter is obtained through the analysis of the hyperfine coupling
constants that represent interactions between the spin of the
unpaired electron(s) and the spins of nuclei associated with
the metal center. These coupling constants are calculated from
splittings seen in the EPR spectrum. In many occasions, the
splittings are not resolvable in conventional EPR spectroscopy.
Advanced EPR spectroscopy, such as electron nuclear double
resonance (ENDOR) and electron spin echo envelope mod-
ulation (ESEEM) spectroscopy, are necessary to retrieve the
missing information (10). ENDOR and ESSEM provide an
NMR spectrum of those nuclei that interact with the elec-
tron spin of the paramagnetic center, and such spectra display
orders-of-magnitude-better resolution than the EPR spectrum of
the center. Resolved features in these NMR spectra are char-
acterized by frequencies, and these frequencies directly give
the electron-nuclear coupling constants (see the materials in the
Further Reading section).

Radical Enzymology

Life is in a sea of free radicals. In this aerobic world, dioxygen,
the essential molecule for sustaining life, is a radical because
it has two unpaired electrons with identical spins in separate
orbitals in its outer shell. Nitric oxide [see Nitric Oxide, Bio-
logical Targets of], a signaling molecule in the cardiovascular
system, is another biologically important free radical. The pro-
duction of deoxyribonucleotides for DNA replication also de-
pends on radicals—the protein-based radicals in enzymes. These
examples are but a few examples of the tremendous number of
free radicals that exist in the chemical biological world. In fact,
the net effect of many biochemical oxidation-reduction reactions
is the transfer of one or more electrons. If the electron transfer
takes place one at a time, then a great chance of observing free
radical intermediates occurs. To study these stable and transient
radicals, EPR spectroscopy is the most powerful tool.

Detection and characterization of
enzyme-based free radicals

In the past three decades, evidence for enzyme-based protein
radicals as the catalytic driving force or the key transient inter-
mediate in enzymatic reactions has strengthened (11). Spectro-
scopic data from EPR suggest that these highly reactive species
can be stored with remarkable stability inside an enzyme either
as a transient intermediate or as a paramagnetic center and cat-
alyze a wide range of biological reactions in electron transfer
and oxidation/reduction.

It was not known that a protein can harbor a stable free
radical derived from an amino acid residue until the discovery
of the first tyrosyl radical from the smaller R2 subunit of the
Escherichia coli ribonucleotide reductase (RNR) in the 1970s.
RNR catalyzes the first committed step in DNA synthesis by
reducing the hydroxyl group of all four types of ribonucleotide
to produce the corresponding deoxyribonucleotides (12). RNR,
thus, is an essential enzyme for all living organisms. The obser-
vation of an EPR signal with an asymmetric doublet centered at
g = 2.0047 in the EPR spectrum and a sharp absorption peak at
410 nm (ε= 3250M−1cm−1) of the optical spectrum led to the
identification of a protein-based radical (13). This free radical
has a half-life time of a matter of days at room temperature and
is an integral part of the R2 subunit. It is essential for the enzyme
activity. RNR, thus, has been introduced as “a radical enzyme”
(14). Later, it was discovered that a transient cysteine-based
thiyl radical is formed at the expense of the tyrosyl radical
during catalysis and that the transient thiyl radical is responsi-
ble for the catalytic reduction of the ribonucleotide substrates
(15, 16).

It would be expected that all tyrosyl radicals have simi-
lar spectroscopic properties; however, the characterized tyrosyl
radicals exhibit distinct spectral features. From a spectroscopic
point of view, at least three different EPR signals for tyrosyl
radicals are found (Fig. 4). The EPR signal shown in Fig. 4a
(trace a) is observed in the active form of E. coli RNR R2
protein, which exhibits a 1.8 mT hyperfine splitting (13). EPR
signals similar to trace b have been found in Mycobacterium tu-
berculosis and Salmonalla typhimurium RNRs, photosystem II
(PSII), and many other enzyme-based tyrosyl radical intermedi-
ates (16, 19, 20). The most complex spectrum, trace c, exhibits
the largest (ca. 2.1 mT) hyperfine splitting and is observed from
mouse, yeast, and higher plant RNR R2 proteins. These radi-
cals are the representative neutral tyrosyl radicals. The tyrosyl
radicals in R2 proteins are stable because the free electron is
delocalized to the phenyl ring and the radical center is shielded
from reaction by a hydrophobic pocket.

Most known protein-based tyrosyl radicals, either stable or
transient, exhibit a line shape that resembles one of the above
line shapes unless they are strongly spin-coupled with another
paramagnetic center, such as that found in galactose oxidase
(17, 18). Although the observed EPR spectra are distinct, the
differences in EPR spectral characteristics are mainly because
of the dihedral angles θH, defined by the locations of the
β-methylene protons, β-methylene carbon, ring carbon C1, and
its 2pz axis relative to the phenyl ring of the side chain (19).
These dihedral angles (Table 2) can be determined from the
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Figure 4 a) X-band EPR spectra of tyrosyl free radical in (i) E. coli, (ii) Mycobacterium tuberculosis, and (iii) mouse ribonucleotide reductase R2 proteins
(17). All spectra were obtained under nonsaturation conditions at 20 K. b) Spin density distribution of the unpaired electron obtained from
isotope-labeling EPR studies. c) The distances between the phenolic oxygen of tyrosyl radical and the nearest Fe ion deduced from the relaxation properties
of the tyrosyl radicals.

hyperfine coupling constants, for example, A values of the
β-methylene protons and spin density (ρ) according to the
following equations (20, 21):

Aβ1 = ρ(B0 + B1 cos2 β) (5)

Aβ2 = ρ[B0 + B1 cos2 (β + 120◦)] (6)

It should be noted that no structure analysis is available for
the radical-containing form in the above enzymes with the ex-
ception of one radical-containing form obtained by oxidizing
the existing crystals of E. coli R2 by H2O2 (22). It is rare to
obtain the crystal structure of a biological radical within its
catalytic site, although, indeed, some successes have been ac-
complished. One such case is the intermediate radical form of
hydroxyethylidene-thiamine pyrophosphate (HE-TPP), which is

visualized in a structure of the enzyme pyruvate ferredoxin oxi-
doreductase (PFOR) crystallized with HE-TPP (23). The radical
is present in the structure because the thiazole ring is apparently
puckered. Free radical intermediates are generally not suffi-
ciently stable to survive crystallization and X-ray diffraction,
thus EPR spectroscopy is often the most pertinent tool for com-
prehending the chemical properties of the radicals. Thus far,
the electronic structure and orientation of the tyrosyl radicals in
enzymes have all been determined by EPR-based techniques in
conjunction with isotope-labeling of the radicals.

The interaction between radical and
other paramagnetic species

EPR can often detect the interaction between radical and other
paramagnetic species. The tyrosyl radical in RNR is generated
by a nonheme di-iron cluster. It is visualized from the crystal

Table 2 Dihedral angles of β-methylene protons of tyrosyl radicals in
PSII and R2 and the hyperfine splitting in the EPR spectra

Tyr• H+ hyperfine (mT) θ1 (deg)1 θ2 (deg)

M. tb R2 1.0 52(± 6) 68(± 6)
E. coli R2 1.8 30(± 3) 90(± 3)
PSII 1.0 52(± 4) 68(± 4)
(YD•)2

1θ1 and θ2 represent the dihedral angles between the 2pz orbital at C1 and the
planes containing the C1–Cβ–Hβ1 bonds and the C1–Cβ–Hβ2 bonds,
respectively.
2YD• is one of the two tyrosyl radicals in PSII.
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structures of the enzyme that the phenolic oxygen of the tyrosine
is 5.3 Å away from the nearest iron ion in E . coli R2 and 6.8–6.9
Å in Salmonalla typhimurium and Mycobacterium tuberculosis
R2 proteins (24). This distance is unknown in the mouse R2
because the structure contains a partially occupied metal center
(25). It is also uncertain whether the differences of the distance
still exist in the tyrosyl radical-containing forms because the
structures were determined in the absence of the radicals. EPR
spectroscopy can be used to study these unresolved issues.
Although the di-ferric center in R2 proteins is diamagnetic
because of the antiferromagnetic coupling nature of the two
high-spin ferric ions, the interaction of the di-iron center with
the adjacent tyrosyl radical can be detected indirectly by EPR
spectroscopy. When the tyrosyl radical was found in E. coli
RNR R2 protein (a-type), it exhibited some unusual relaxation
properties relative to an organic free radical that is not part of
a protein. Later biochemical and biophysical studies attributed
these unusual relaxation properties to the magnetic dipolar
and to exchange interactions between the R2 free radical and
the iron center. The interaction between the iron-center and
tyrosyl radical in mouse R2 (c-type) is strongest, whereas
in Salmonalla typhimurium and Mycobacterium tuberculosis
R2 proteins (b-type), it is almost negligible. Therefore, the
iron-radical distance must be shorter in mouse and yeast R2
proteins.

The EPR relaxation behavior can be analyzed quantitatively
by measuring microwave power saturation profiles of the EPR
signal of the radical at various temperatures. The EPR signal
intensity increases in proportion to the square root of the
microwave power until the onset of saturation of the spin system
(26). The power saturation occurs when the rate of absorption
of microwave exceeds the rate at which the system returns to
equilibrium. A spectral parameter, P 1/2, is used to describe
quantitatively the microwave power saturation profile. In the
RNR tyrosyl radical case, the P 1/2 values at four representative
temperatures are given in Table 3. The most straightforward
interpretation for the easily saturated radical spectra with very
small P1/2 values, as seen in M. tuberculosis R2, is that the
tyrosyl radical is minimally influenced in its relaxation by the
di-ferric cluster. This finding is reverse in mouse and yeast
R2 proteins. To obtain the precise distance information in a
biological system, advanced techniques such as ESSEM would
be more pertinent than the continuous-wave EPR spectroscopy.

Enzyme-mediated radical chemistry

The past few decades have witnessed an explosive growth in
the number of enzymatic reactions found to proceed by mecha-
nisms that involve free radicals as intermediates. For example,
another rapidly growing superfamily of enzymes catalyzes free
radical-based reactions in an S -adenosyl methionine-(SAM-)-
dependent process (27, 28). These enzymes are named rad-
ical SAM (29). In the catalytic mechanisms proposed, a
protein-bound [4Fe-4S]+ cluster reduces SAM and produces
5′-deoxyadenosyl radical and methionine in a reversible ho-
molytic cleavage process. The 5′-deoxyadenosyl radical in-
termediate acts as a potent oxidant and initiates turnover by
abstracting a hydrogen atom from an appropriate substrate
and generating a substrate-related free radical (30). Lysine
2,3-aminomutase (LAM), which catalyzes the interconversion
of L-α-lysine and L-β-lysine, is the best characterized rad-
ical enzyme in this superfamily. This enzyme catalyzes the
interconversion of L-α-lysine and L-β-lysine. The catalytic
5′-deoxyadenosyl radical generates a lysyl radical at the active
site of the enzyme (28, 29). Isomerization of the lysyl radical
leads to the rearrangement of the substrate molecule and regen-
eration of the 5′-deoxyadenosyl radical. This entire process is
analogous to the mechanisms of adenosylcobalamin-dependent
enzymes (31, 32).

A special concern of the SAM-depended radical mechanism
is to detect the key catalytic intermediate 5′-deoxyadenosyl rad-
ical, which is too high in energy to exist in the active site of an
enzyme at concentrations detectable by EPR spectroscopy (29).
By creatively incorporating a sulfur atom or an adjacent allylic
group near the radical, Frey and Reed and colleagues have suc-
cessfully trapped and characterized the closely related analogues
of the 5′-deoxyadenosyl radical by EPR spectroscopy (reviewed
in Refs. 27–30). The enzyme mechanism of LAM thus is estab-
lished by combined bioorganic and EPR spectroscopic studies.
More importantly, these studies have produced an innovative
strategy for stabilizing a very short-lived radical intermediate in
the catalytic cycle for EPR characterizations, which is entirely
distinct from common approaches such as rapid freeze-quench
and nitrone-based spin trapping (i.e., the radical will be forming
an adduct with a spin trap reagent) techniques.

Table 3 The relaxation properties of the glycyl radical of anaerobic
L. lactis RNR and the tyrosyl radical of aerobic M. Tuberculosis RNR

Temperature (K)

10 77 100 273

P1/2 (mW) of Tyr• of M. tb R2 0.09 0.72 1.28 144∗
P1/2 (mW) of Gly• of L. lactis RNR < 0.01 0.10 0.14 7

*The estimated value for the half saturation because the full saturation did not occur
with the applied microwave power.
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EPR Characterization
of Metallocofactors

For the metalloenzymes [see Metallo-Enzymes and Metallo-
Proteins, Chemistry of] with a paramagnetic metal center, NMR
spectroscopy may have limitations because the lines of the
nuclei near the metal are often broad [see NMR for Proteins].
X-ray crystallography reveals the location of atoms when the
diffraction quality of crystals is obtainable; however, it does
not illustrate the electronic structure, the oxidation state of
the metal ion, and the charge distribution, which are the real
determinants of the activity of active site in metalloenzymes.
Therefore, even with the crystal structure, information about
transient or intermediary steps still is needed to understand
electron or atom transfer mechanisms and enzymatic reactions.
For this purpose, spectroscopy is unassailable, and for obtaining
information about paramagnetic centers, EPR-centered methods,
including pulse techniques and the technique of electron-nuclear
double resonance at high- and low-field, are uniquely suited.
The application of EPR spectroscopy for the characterization of
metalloenzymes has recently been reviewed in several elegant
articles (see the Further Reading section). In this section, three
examples will be described to highlight the potential of EPR
spectroscopy for characterization of metalloenzymes.

Electronic structure of paramagnetic
centers in enzymes and the response to
chemical, redox, and environmental
changes

In a recent combined biochemical and spectroscopic study,
the RNR R2 protein from Chlamydia trachomatis (Ct ), a hu-
man pathogen, is shown to employ a novel enzyme-bound
MnIVFeIII cofactor to initiate catalysis in the R1 protein (33).
This heterodinuclear cofactor exhibits an S = 1 ground spin
state, which resulted from antiferromagnetically coupling of the
MnIV (d3, S = 3/2) and FeIII (d5, S = 5/2) ions (34). It is re-
duced to an EPR-active MnIIIFeIII form when the Ct R2 protein
is treated with the substrate analog 2′-azido 2′-deoxyadenosine
5′-diphosphate (N3-ADP) in the presence of R1 and adeno-
sine triphosphate (ATP) (33). This observation suggests that
the MnIVFeIII cofactor can generate protein and substrate rad-
icals in the R1 site during the catalysis. The MnIVFeIII cluster
is proposed, therefore, to be a functional equivalent of the
FeIIIFeIII/Tyr• cofactor found in other aerobic RNR enzymes
(33–36). The EPR spectrum of the MnIIIFeIII form is centered
at g ≈ 2 region (S = 1/2), which is originated from antifer-
romagnetically coupling of the MnIII (d4) and FeIII (d5) ions.
Subsequent EPR and Mössbauer spectroscopic studies have sug-
gested that the catalytic MnIVFeIII form can be generated from
the oxidation of the MnIIFeII form of the protein by either O2 or
H2O2 (35, 36). The mechanism of formation of the MnIVFeIII

form is found to involve in an EPR-active form of a highly
oxidized MnIVFeIV cluster (Fig. 5). The EPR spectrum of this
MnIVFeIV cluster is also centered at the g ≈ 2 region. The
MnIV (d3) ion has a spin state of 3/2, and the FeIV (d4) ion
is believed to be at an unusually high spin state of 2 instead

MnIV FeIII

MnII FeII

MnIV FeIV

(S = 1/2)
MnIII FeIII

(S = 1/2)

e−e−

H2 O2

H2 O2O2

Figure 5 The heterodinuclear MnIVFeIII cluster of Chlamydia trachomatis
RNR R2 protein and its proposed formation mechanism from its MnIIFeII

form described in a recent combined biochemical, EPR, and Mössbauer
spectroscopic study (33–36).

of 1 (35). The two metal ions remains to be antiferromagnet-
ically coupled, which results in a total ground spin state of
1/2. The detection of the EPR signals of the MnIIIFeIII and
MnIVFeIV has contributed significantly to the awareness of the
existence and formation mechanism of the MnIVFeIII catalytic
cofactor (33–36). The fully reduced MnIIFeII form, with d5 and
d6 electrons in the two metal ions, respectively, may also be
EPR-active regardless of ferromagnetic, antiferromagnetic, or
noncouplings between the two metal ions. The full characteri-
zation of this reduced form has not yet been reported.

The catalytic 5′-deoxyadenosyl radical is also proposed to
be a key intermediate in pyruvate formate lyase (PFL) and
anaerobic RNR enzymes in which it produces a stable glycyl
radical for initiating catalysis. In PFL and RNR, the iron-sulfur
cluster that cleaves SAM is located in an activase protein. The
resting state of the activase contains a [4Fe-4S]2+, which is
diamagnetic and EPR-inactive. When the activase is reduced
by dithionite or a photochemical reductant, a typical low spin
(S = 1/2) EPR signal of a [4Fe-4S]+ cluster is observed at
temperatures below 20 K (Fig. 6). The line shape of the EPR
signals of the [4Fe-4S]+ cluster is sensitive to the reductants
added, which suggests that the reductants either modify the
structure of the protein or directly interact with the iron-sulfur
center. A prolonged chemical reduction by dithionite at high
concentrations, 10mM, for example, results in a fully reduced
EPR-silent activase (37). The fully reduced activase is proposed
to contain an all-ferrous [4Fe-4S]0 cluster because it is a
additional reduction of the [4Fe-4S]+ cluster. The putative
[4Fe-4S]0 can transform into a [3Fe-4S]+ cluster by direct air
exposure (Fig. 6). The fully reduced, EPR-inactive form of the
L. lactis activase is not obtainable by a mild reductant such as
ascorbic acid.

In the presence of SAM, the photochemically reduced ac-
tivase contains a protein-bound [4Fe-4S]+ cluster capable
of activating the corresponding PFL or RNR enzymes. The
SAM–[4Fe-4S]+ complex in the anaerobic L. lactis RNR dis-
plays a more rhombic EPR signal at low temperatures (Fig. 6).
This EPR signal has smaller principal g values (1.86, 1.92,
and 2.00). A similar observation of substrate/cofactor-induced
spectrum changes, for example, increased rhombicities and de-
creased g-values, has been found in many other enzymes such
as aconitase (38). Figure 6 suggests that SAM may coordinate
directly to the iron-sulfur cluster. Using advanced EPR spec-
troscopy, the direct coordination of the SAM molecule to the
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Figure 6 EPR spectra of the iron-sulfur cluster in the activase protein of
anaerobic RNR from L. lactis. a) (3Fe-4S)+ cluster in oxidized activase, b)
(4Fe-4S)+ cluster in photochemically reduced activase, and sample b in the
presence of SAM. Spectra were taken at 10 K (35).

iron-sulfur cluster has been established in LAM and verified by
crystallographic results. This example illustrates a general fea-
ture that the electronic structure of the metal center changes on
direct coordination to the substrate or inhibitor.

Electron transfer

EPR spectroscopy can serve as an efficient tool for study-
ing the delivery of electrons between biological systems. Ni-
trogenase, for example, consists of an iron protein and an
iron-molybdenum protein. N2-binding and reduction take place
at the iron-molybdenum protein, which contains a 7Fe-9S-Mo-
X-homocitrate cofactor (FeMo-co). During catalysis, FeMo-co
acquires electrons one at a time from the Fe-protein. Using
rapid freeze-quench EPR, Hoffman and Seefeldt et al. have
trapped and characterized several reactive intermediates of the
enzyme reaction (39). The relaxation properties of the inter-
mediates have been measured by an innovative step-annealing
approach, and the information obtained has helped to assign the
structure of the observed intermediates with proposed struc-
ture. The direct outcome of this work is a significant step
forward in understanding the nitrogenase catalytic mechanism.
The step-annealing approach employed in the nitrogenase study
includes rapidly warming a sample held at 77 K to 253 K by
placement for a fixed time in a methanol bath held at that tem-
perature, quench-cooling it back to 77 K, and then collecting
a 2 K EPR spectrum. These procedures are based on Davydov
and colleagues’ studies of the iron-oxygen intermediates that
are directly generated in an EPR sample at 77 K by radiolytic
cryoreduction (39).

Concluding Remarks

EPR data on enzymes and mechanisms have been accumu-
lating rapidly, and the knowledge learned from EPR-centered
techniques has significantly contributed to the development of
modern enzymology. In this article, the background and tech-
nique of EPR spectroscopy is introduced, and a few selected
topics are used to illustrate the potential of its application in
two areas of enzymology.

EPR spectroscopy has been a pivotal tool in the identification,
quantification, and characterization of both cofactor-derived
and protein-based radicals. With the assistance of EPR spec-
troscopy, several important enzymes are now known to be
radical enzymes, including the well-studied cytochrome c
peroxidase, galactose oxidase, photosystem II, prostaglandin
H synthase, pyruvate formate lyase, ribonucleotide reduc-
tase, quino-containing enzymes, and coenzyme B12- or
SAM-dependent superfamily of enzymes. Although as a ter-
minology “radical enzymology” was only formally introduced
in 2003 (11), it was recognized long before as a major area of
enzymology. EPR-centered techniques will continue to be the
primary tools in the future development of radical enzymology.

The oxidation state and electronic structure of protein-based
paramagnetic metal ions can also be described in great detail by
EPR spectroscopy, and the structural transitions in response to
substrate-binding and the redox and environmental changes can
be followed by EPR spectroscopy. Therefore, this technique
provides an experimental handle in the studies of metalloen-
zymes.

To solve more complex chemical and biological problems,
EPR spectroscopy has grown into a family of techniques. In ad-
dition to the conventional X-band continuous-wave EPR spec-
troscopy, ENDOR and ESEEM have become popular analytic
tools (see the Further Reading section). PELDOR is an emerging
new technique, and its value in enzymology has received con-
siderable attention (40, 41). EPR at a very high field (HF-EPR)
is expected to characterize integer spin systems with large
zero-field interactions, some of which are EPR silent at lower
fields. Examples of where such an approach would be useful are
Mn(III) in manganese enzymes; Fe(II) in hemoglobin; Fe(IV),
Co(I) in vitamin B12-binding enzymes; Ni(II), Mo(IV) in oxi-
dases; and W(IV) in dehydrogenases (42). The combination of
pulse EPR and multifrequency EPR techniques seems to be the
most promising use for enzymologists who are studying the dy-
namics and long-distance interactions in radical enzymes and
paramagnetic metalloproteins. The development and successful
application of these advanced EPR techniques will continue to
play an important role in the future development of enzymology.
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Schizophrenia is a chronic and severely debilitating mental disorder that
affects approximately 1% of the world’s population. Although
schizophrenia has been recognized for over 100 years, the causes and
pathophysiological mechanisms of this illness remained rather elusive until
recently. Evidence obtained during the last 3 decades suggests that
schizophrenia is a neurodevelopmental disorder that affects the structure
and function of distributed brain regions. Multiple neurotransmitter
systems have been implicated, as have both gray and white matter
abnormalities. These structural alterations result in synaptic
miscommunication at local neuronal circuits and long-distance functional
disconnectivity, with both genetic and environmental factors contributing
to these deficits. This article will discuss our current understanding of the
biological and neurochemical bases of schizophrenia and will describe new
pharmacological, genetic, and lesion models used for testing the
mechanisms that underlie this devastating disease.

Schizophrenia was first identified in 1893 by the German
psychiatrist Emil Kraepelin, who termed the disorder dementia
praecox because of its early onset and irreversible mental
decline. Then, 15 years later, the Swiss psychiatrist Eugen
Bleuler recognized that the illness affected both the judgment
and emotional state of the patient and referred to this disorder
as schizophrenia, from the Greek schiz- to split and phren-
mind. Bleuler identified the cardinal symptoms of the illness
as loosening of associations, flat affect, social withdrawal, and
ambivalence, and these criteria are still used for diagnostic
purposes today. The onset of symptoms characteristically occurs
during late adolescence and early adulthood. According to the
Diagnostic and Statistical Manual IV (American Psychiatric
Association, 1994), symptoms are categorized as positive or
negative, and patients manifest these symptoms at various
degrees during the course of their illness. Positive symptoms
are manifestations of psychosis and include unusual behaviors
such as paranoid or bizarre delusions, auditory hallucinations,
and disorganized speech and thinking. In contrast, negative
symptoms represent a loss of normal behaviors such as flat or
blunted affect and emotion, poverty of speech (alogia), inability
to experience pleasure (anhedonia), and lack of motivation
(avolition). In addition, patients exhibit unremitting cognitive
deficits. The clinical course and outcome of schizophrenia
shows great variability; however, typically, positive symptoms
fluctuate and negative symptoms remain more stable over time.

Alterations in Brain Structure
and Function

Unlike neurodegenerative disorders such as Alzheimer’s disease
and Parkinson’s disease, the brains of patients with schizophre-
nia reveal neither gross anatomical changes nor the presence
of pathological structures such as amyloid plaques or Lewy
bodies. Thus, for much of the 1900s, psychiatry textbooks clas-
sified schizophrenia as a “functional” psychosis, for example,
a condition that had no underlying physical brain disease. The
technological advances in the past 25 years made it possible for
investigators to re-evaluate the biological bases of schizophre-
nia systematically and provided evidence of subtle but con-
sistent neuropathological and molecular alterations. Although
most of these studies focused on the dorsolateral prefrontal cor-
tex (DLPFC) and hippocampus, other brain regions including
the thalamus, cerebellum, and its connecting white matter tracts
have been implicated in schizophrenia (Fig. 1).

Prefrontal cortex and anterior cingulate
gyrus

Both postmortem tissue and neuroimaging analyses of the brain
of patients with schizophrenia show small but reproducible gray
matter reductions. In the prefrontal cortex (PFC), these changes
were shown to be related to decreases in neuronal cell size and
neuropil volume but not to a reduction in cell numbers (1). In

WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc. 1



Schizophrenia, Biological Mechanisms of

DLPFC

ACG

Thalamus

HP/EC

Cerebellum

Figure 1 Schizophrenia affects the structure and function of distributed
brain regions. Multiple brain regions are affected in schizophrenia
including the dorsolateral prefrontal cortex, anterior cingulate gyrus,
thalamus hippocampus/entorhinal cortex, and cerebellum. Arrows show
the cortico–cerebellar–thalamic–cortical circuit, one of the networks
implicated in schizophrenia (22).

the PFC, lamina-specific reductions in dendritic spine density
were observed in the layer III pyramidal neurons (2) (Fig. 2).
Because these cells play a critical role in cortical–cortical
communications between adjacent and distant regions of the
neocortex, a reduction in spine density suggests an impaired
connectivity of the prefrontal cortex in the patients. Supporting
this idea, the levels of the synaptic protein synaptophysin
were shown to decrease in the PFC of patients along with
increases in the growth-associated protein GAP-43, a marker
of immature and/or “plastic” synapses (3, 4). The ratio of
synaptophysin to GAP-43 is considered a putative index of
synaptic maturation. Therefore, it is likely that this process
is impaired in schizophrenia. Interestingly, GAP-43 mRNA
levels were shown to be decreased in the PFC (5), which
suggests that the observed increases in GAP-43 protein may
be restricted to projections coming from other cortical and
subcortical brain regions. In agreement with these structural and
molecular alterations, patients with schizophrenia show signs
of “hypofrontality,” which is characterized by working memory
deficits and decreased cerebral blood flow in the frontal lobe
(6, 7).

An altered distribution of neurons and axons was also seen
in the anterior cingulate gyrus (8). Both within the prefrontal
cortex and the anterior cingulate gyrus, the number of spe-
cific subtypes of inhibitory gamma-amino butyric acid (GABA)
interneurons, such as the basket cells and chandelier neurons
depicted in Fig. 2, was found to be decreased (9). In contrast,
an increased number of interstitial white matter neurons were
found in deep layers of the prefrontal cortex and other brain re-
gions (10), which suggests the possibility of neuronal migration
defects in schizophrenia.

Hippocampus and entorhinal cortex

Convergent evidence from neuroimaging and neuropathological
studies indicates that the structure and function of the hippocam-
pus is compromised in schizophrenia. Patients with schizophre-
nia have decreased hippocampal volume (11, 12) and several
cytoarchitectural abnormalities in both the hippocampus proper
and entorhinal cortex (13). In addition, neuropathological exam-
ination of postmortem hippocampal tissue revealed a decreased
number of GABAergic interneurons and several synaptic protein
deficits in patients with schizophrenia (14–16). In contrast to
the PFC, the levels of GAP-43 protein and the ratio of GAP-43
to synaptophysin mRNAs was decreased in the hippocampus
of patients with schizophrenia (16, 17). These changes were
correlated with decreased levels of another marker of excita-
tory synapses, the synaptic protein complexin II (18). Along
with these structural and molecular alterations, patients with
schizophrenia exhibit reduced activation of the hippocampus
during the encoding and retrieval of episodic and relational in-
formation, two well-characterized hippocampal dependent tasks
(19–21).

Cerebellum and thalamus

Traditionally, most research performed in the field of schizo-
phrenia has focused on brain regions directly implicated in the
symptomatology of the disease, namely the PFC and limbic
areas. Work by Andreasen et al. (22) first implicated the cere-
bellum as an affected structure in schizophrenia through the
cortico–cerebellar–thalamic–cortical circuit (CCTCC, see ar-
rows in Fig. 1). Dysfunction in one area of this circuit such
as the thalamus (23) is thought to affect all other areas of
the circuit. As a component of the CCTCC, the lateral hemi-
spheres of the cerebellum have been implicated in cognitive and
emotional functioning (24). Retroviral tracing and neuroimag-
ing studies demonstrated cerebellar–prefrontal connections (25),
which may contribute to cognitive dysfunction in schizophre-
nia. Intrinsic to these connections, a forward modeling system
of the cerebellum has been proposed in which information from
the motor cortex or the PFC is transferred to the cerebellum,
and the cerebellum acts as a predictor of the outcome for both
motor and cognitive functioning (26). Clinically, patients ex-
hibit cerebellar neurological signs (27), deficits in eyeblink
conditioning (28), and shortfalls in response timing (29). Neu-
roimaging studies have shown increases in blood flow and in
glucose consumption in the cerebellum of schizophrenic patients
relative to that of other brain regions (7, 30–32). In accor-
dance with increased cerebellar activity, a recent study found
that the levels of GAP-43 and brain-derived neurotrophic factor
(BDNF), which are expressed in cerebellar granule cells in an
activity-dependent manner, are upregulated in the patients (33).
Additional molecular studies have shown decreased expression
of the developmental marker reelin and the GABA synthesiz-
ing enzymes GAD65 and GAD67 and increases in the axonal
chemorepellant protein semaphorin 3A (34–37). This finding is
interesting considering the fact that GABA dysfunction in the
cerebellum may lead to increases in granule cell firing and thus
account for the increases seen in blood flow, glucose use, and
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Figure 2 Neurochemical and morphological alterations in the prefrontal cortex of patients with schizophrenia. The diagram shows some of the cell types
in the layers I–VI of the dorsolateral prefrontal cortex, including glutamatergic pyramidal neurons (light gray) and GABAergic somatostatin-containing
neurons, basket/wide arbor neurons and chandelier interneurons (dark gray), along with the changes in cell structure, gene expression, and
neurotransmission observed in this region. These changes include decreased mRNA levels for several markers of GABAergic interneurons and reductions in
the GAT-1 GABA transporter immunoreactivity in axon cartridges from chandelier cells with increased levels of postsynaptic GABAA receptors in pyramidal
cells. Adapted from Ref. 9 and other references in the text.

the expression of activity-dependent genes. These changes ulti-
mately could impact cerebellar contributions to cognitive (and
motor) functioning in the patients.

White matter alterations
As described above and shown in Fig. 1, schizophrenia pathol-
ogy is not restricted to a single brain region but affects mul-
tiple distributed areas. Brain regions considered important in
the pathology of schizophrenia, such as the prefrontal cor-
tex and temporal lobe, are linked normally to one another by
tracts of dense and reciprocally afferent white matter, which
thus suggests that white matter alterations could have a role
in schizophrenia pathophysiology. Supporting this idea, white
matter volume reductions have been reported in patients with
schizophrenia (38–40). Analysis of frontal lobe white matter
and corpus callosum of patients with diffusion tensor imag-
ing revealed specific alterations in myelin structure (41). These
changes were also observed in children and adolescent with
schizophrenia (42), which indicates that white matter abnor-
malities may be present early in the disease. Postmortem tis-
sue analysis at the light and electron microscopic levels also
demonstrated the presence of myelin and oligodendrocyte ab-
normalities in schizophrenia (43–45). Along with these mor-
phological abnormalities, microarray analysis of PFC tissue
from subjects with schizophrenia also demonstrated downregu-
lation of myelin-related and oligodendrocyte-related genes in
the patients (46, 47). Finally, recent genetic studies identi-
fied polymorphisms in two important regulators of myelination,
the transcription factor OLIG2 and the RNA-binding protein

QKI, which are associated with increased risk for schizophrenia
(48, 49).

Neurodevelopmental Hypothesis
of Schizophrenia

As described above, the brains of patients with schizophrenia
show alterations in the levels of the developmental markers
reelin, GAP-43, and semaphorin 3A. In addition, evidence of
disrupted neuronal distribution was found in several cortical ar-
eas and the hippocampal formation. These findings together with
the absence of neuronal cell loss and concomitant reactive glio-
sis in these brain regions, both hallmarks of neurodegenerative
disorders, led investigators to propose the neurodevelopmental
hypothesis of schizophrenia (6, 50), which is still the prevail-
ing theory in this disorder (51, 52). This hypothesis states that
the illness is related to abnormal brain development and is
supported by several pieces of evidence, including increased
frequency of obstetric complications, viral infections, and other
developmental stressors in patients with schizophrenia (see the
sections below titled “Genetic and Environmental Factors” and
“Developmental Models”) and the presence of soft neurologi-
cal signs, cognitive impairment, and behavioral dysfunction in
children long before the first psychotic episode.
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Neurotransmitter Systems

As described in the previous sections, neuropathological stud-
ies demonstrated alterations in the levels of several synaptic
proteins in the PFC, hippocampus, and cerebellum of patients
with schizophrenia (13, 15, 53). These observations have lead
to the hypothesis that the clinical symptoms of schizophrenia
are manifestations of abnormal neural circuitry and dysfunc-
tional communication between different brain regions (22, 51).
These abnormalities affect multiple neurotransmitter systems.
Although dopamine dysfunction in schizophrenia is widely ac-
cepted, a growing body of evidence suggests the involvement of
glutamate, GABA, and other neurotransmitters in schizophrenia.

Dopamine

The discovery that the first antipsychotic drugs in the early
1950s, such as chlorpromazine, work in vitro by blocking
dopamine receptors led to the hypothesis that schizophrenia
was the result of excessive dopaminergic neurotransmission
(54, 55). Supporting this hypothesis, drugs that enhance dopa-
mine action (e.g., cocaine, amphetamines, and L-DOPA) worsen
the symptoms of schizophrenia. However, it is clear that
1) not all patients respond to neuroleptic treatment and 2) not
all symptoms are reversed by the medication.

Classical treatments for schizophrenia involve the adminis-
tration of typical antipsychotics, such as haloperidol and chlor-
promazine, which primarily bind to dopamine D2 receptors
with high affinity, and atypical antipsychotics, such as cloza-
pine and risperidone, which bind to a broader range of recep-
tors including serotonergic and noradrenergic receptors among
others. Although antipsychotics are effective at relieving the
positive symptoms via their actions on D2 receptors, they are
not effective in ameliorating the negative and cognitive symp-
toms. Interestingly, recent studies suggest that patients with
schizophrenia may have hypofunctional D1 dopamine receptors
in the prefrontal cortex (Fig. 2) and that agonists to this subtype
of receptor may be effective in treating the working memory
deficits associated with this illness (56, 57). In addition to drugs
that work on monoamine receptors, new drugs that target glu-
tamate, GABA, and cholinergic receptors are now being tested
for ameliorating the cognitive dysfunction in schizophrenia (58,
59).

Glutamate

The glutamate hypothesis of schizophrenia was derived from the
fact that drugs that block the N-methyl-D-aspartate (NMDA)
subtype of glutamate receptors, such as phencyclidine (PCP)
and ketamine, cause schizophrenia-like symptoms in humans
and animal models. Furthermore, these drugs mimic not only
the positive (psychotic) but also the negative and cognitive
symptoms of the disease, which suggests that they act on the
same basic pathophysiological mechanisms that are affected in
schizophrenia.

NMDA receptor dysfunction has been characterized in differ-
ent brain regions of patients with schizophrenia. Neuropatholog-
ical studies revealed altered expression of receptor subunits in

the prefrontal cortex (60), and single positron emission tomog-
raphy studies have shown decreased NMDA receptor binding in
the hippocampus of patients (61). Studies using NMDA recep-
tor antagonists such as PCP, ketamine, and MK-801 addition-
ally implicate hypofunction of these channels in schizophrenia
(62). NMDA receptor antagonists have been shown to block
NMDA channels located on GABAergic interneurons selec-
tively (63, 64), which suggests that NMDA receptor dysfunc-
tion in a specific subset of these interneurons may be central to
schizophrenia (62, 65).

GABA

GABA is the main inhibitory neurotransmitter in the brain, and
dysfunction in certain subsets of GABAergic interneurons is one
of the most consistent findings in the study of schizophrenia
(9, 37, 66–68). Reductions in mRNA and protein levels of
the 67 kD form of glutamic acid decarboxylase (GAD67), one
of the GABA synthesizing enzymes, have been observed in
the prefrontal cortex (69–71), the hippocampus (53, 72), the
cerebellum (34, 35, 37), and other brain regions (73). As
shown in Fig. 2, chandelier and basket interneurons in the
PFC show decreased mRNA levels for the GAT-1 GABA
transporter (74) and the calcium-binding protein parvalbumin
(70), whereas other subtypes of interneurons have reduced
levels of somatostastin (SST) mRNA (73). Postsynaptic changes
such as increases in GABAA α2 receptor density and GABAA

receptor radioligand binding in the PFC and anterior cingulate
cortex were also observed (75–77). In addition to these findings,
single nucleotide polymorphisms in the promoter region of the
GAD67 gene were shown to be associated with reductions
in gray matter in patients with childhood-onset schizophrenia
(78). Considering the role of GABAergic interneurons in the
modulation of excitatory output, it can be hypothesized that
dysfunction in these cells may mediate some positive, negative,
and cognitive symptoms seen in schizophrenia (79).

Other neurotransmitters: acetylcholine

Evidence of the involvement of acetylcholine in the pathophys-
iology of schizophrenia comes not only from the findings of
decreased availability of cholinergic muscarinic receptors in pa-
tients (80, 81) but also from genetic studies that link specific
polymorphisms in the gene for the alpha 7 nicotinic receptor
(CHRNA7) with this illness. The CHRNA7 receptor is one
of the ligand-gated ion channels that mediate fast choliner-
gic transmission at synapses. The CHRNA7 gene is located at
chromosome 15q13-14, a locus implicated in the genetic trans-
mission of schizophrenia (82, 83). Specific polymorphisms in
CHRNA7 promoter region were shown to correlate with sensory
gating alterations in patients with schizophrenia as measured by
the P50 inhibition in auditory evoked response (84, 85). Fur-
thermore, a recent study demonstrated that two additional single
nucleotide polymorphisms (SNPs) in the CHRNA7 gene corre-
late with patterns of brain activation in schizophrenia patients
during an auditory oddball task (86). The same study also linked
an SNP in the gene coding for choline acetyltransferase, the
acetylcholine synthesizing enzyme, with these abnormalities.
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Genetic and Environmental Factors

Although the etiology of schizophrenia is not completely un-
derstood, it is becoming apparent that schizophrenia is a neu-
rodevelopmental disorder that involves both genetic and envi-
ronmental risk factors. The contribution of genetic factors was
demonstrated by twin (87) and adoption studies (88) and by the
higher prevalence of schizophrenia-like personality disorders in
relatives of patients with schizophrenia (89). Other factors such
as season of birth (90) and prenatal or perinatal complications
such as ischemia (91) and viral infections (92) have also been
identified as risk factors, although to a much lesser degree.

The influence of genetic factors is evidenced by the find-
ings that about 50–75% of monozygotic twins with schizophre-
nia will have an affected twin and approximately 10% of
first-degree relatives are also affected (93). Several genes have
been associated with increased vulnerability for schizophrenia,
including those encoding proteins associated with NMDA re-
ceptor function, synaptic plasticity, mitochondria energy metab-
olism, oxidative stress, development, and myelination (94, 95).
Recent studies demonstrate that specific polymorphisms in some
of these genes correlate with cognitive and neuroimaging ab-
normalities in patients (96). The best example of these polymor-
phisms is an SNP coding for the substitution of a valine for a
methionine in position 108 of the short form (158 in long form)
of the catechol-O-methyltransferase (COMT, Val 108/158 Met
SNP) protein. The amino acid substitution results in a protein
that has increased stability and, thus, increased rate of dopamine
inactivation (97). This polymorphism has been associated with
impaired performance in working memory tests and abnormal
patterns of prefrontal cortex activation in both patients with
schizophrenia and healthy volunteers (98). In addition, polymor-
phisms in the genes for BDNF and the metabotropic glutamate
receptor 3 (GRM3), among others, have been associated with
subtle but consistent alterations in PFC and hippocampal struc-
ture and function (96).

Animal Models

Schizophrenia is a purely human disease, which makes it hard
to model the behavioral manifestations of this illness in animals.
Nonetheless, animal models have been shown to reproduce
specific aspects of the illness such as its effects on brain
structure and function. Currently, several animal models are
available to investigators. These animal models can be classified
as developmental, pharmacological, genetic, and lesion models.
Examples of these animal models are described below, and a
complete listing of current animal models can be found in a
recent review (99).

Developmental models

Given the evidence of perinatal stressors in some patients with
schizophrenia, animal models have been generated to examine
the influence of these factors in adult behavior. These studies
demonstrated that animals exposed to prenatal viral infections,

maternal deprivation, and other stressors exhibit several behav-
ioral abnormalities consistent with schizophrenia, including dis-
rupted prepulse inhibition, enhanced response to amphetamine,
and impaired social interactions (100–102). Furthermore, some
models show molecular and morphological deficits in the neo-
cortex and hippocampus that mimic the alterations seen in pa-
tients with schizophrenia (103).

Pharmacological models

Pharmacological models that exploit the GABA/glutamate sys-
tem have proven useful in studying the underlying pathophysi-
ology of schizophrenia. These models include the picrotoxin-
induced antagonism of GABAA receptors in rats (104) and
the antagonism of NMDA receptors in both rodents and
nonhuman primates (105–109). All these models affect the
GABA/glutamate balance in different ways, but only the phen-
cyclidine model has shown both the GABAergic and NMDA
receptor changes seen in patients with schizophrenia (108, 110,
111).

Because PCP administration leads to many symptoms in-
herent to schizophrenia, studies are now being conducted that
administer the compound to rodents and primates to induce
a schizophrenic-like phenotype (106, 112). Acute and chronic
dosing regimens show differential and often opposing effects in
rodents. Immediately after administration of PCP to rats, neu-
rons of the medial PFC show an initial excitation as seen by
activation of early immediate genes (113). This effect is likely
because of the preferential blockage of receptors in GABAer-
gic interneurons by PCP and other NMDA receptor antagonists
(64). This initial activation then is followed by a period of
cortical depression as described by glucose use studies (114),
presumably as a compensatory mechanism. Acute PCP adminis-
tration also produces schizophrenia-like symptoms including so-
cial withdrawal (115), impaired sensory motor gating (116), and
cognitive dysfunction (105, 107). Chronic intermittent exposure
to low dose of PCP in rodents results in decreased metabolic
activity in the prefrontal cortex, auditory cortex, hippocampus,
and reticular nucleus of the thalamus (109), all regions affected
in schizophrenia. Along with this decrease in metabolic func-
tion, decreases in parvalbumin expression were also seen (109),
which mirror the chandelier and basket cell dysfunction seen in
the prefrontal cortex of patients with schizophrenia (70). Taken
together, the data suggest that the chronic intermittent PCP
exposure model is one of the most functionally and neurochem-
ically relevant animal models of unremitting schizophrenia.

Genetic models

Like the pharmacological model presented above, a genetic
model also targets the NMDA receptor. This model was cre-
ated by knocking down the NR1 subunit of the NMDA recep-
tor, which is obligatory for receptor function, in mice so that
only 5% of the protein is expressed (117). These animals, also
known as NR1 hypomorphs, show NMDA receptor hypofunc-
tion and display several schizophrenia-like behaviors, such as
reduced social interactions, increased locomotion, stereotypic
movements, and sensorimotor gating deficits (117, 118). Inter-
estingly, treatment of these mice with the atypical antipsychotic
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clozapine ameliorates some of these abnormal behaviors (117).
Finally, similarly to schizophrenic patients, NR1 deficient mice
show decreased metabolism in the medial prefrontal and anterior
cingulate cortices (119).

Another well-characterized genetic model of schizophrenia
consists of mice with target mutations in the Disrupted-in-
Schizophrenia 1 (DISC1) gene. This gene was discovered in a
Scottish family with a high incidence of mental illness, includ-
ing schizophrenia (120), which has a balanced translocation in
this chromosome 1q42.1 locus. This protein is known to be criti-
cal for normal development (121), and mice that express mutant
DISC1 protein exhibit brain and behavioral abnormalities sug-
gestive of schizophrenia, such as impaired learning and memory
processes and altered neuronal development (122–125).

Lesion models
Although no clear indication of a brain lesion is found in
schizophrenia, developmental lesion models, such as the neona-
tal ventral hippocampal lesion (NVHL) and the neonatal amyg-
dala lesion models, have been shown to reproduce several
aspects of this illness (126, 127). For example, NVHL rats
exhibit increased responses to dopamine agonists and NMDA
receptor antagonists, which are manifested only after puberty.
These animals also show impaired social interactions, altered
sensorimotor gating, and cognitive deficits (128). At the molec-
ular level, these animals show decreased numbers of GAD67
expressing interneurons in the medial PFC, which is similar
to the findings observed in patients (71). Overall, this model
also reproduces multiple aspects of schizophrenia behavior and
pathophysiology.

Concluding Remarks
In summary, the work reviewed in the previous sections sug-
gests that schizophrenia is a neurodevelopmental disorder that
affects the structure and function of distributed brain regions
and their connecting white matter, with both genetic and envi-
ronmental factors contributing to these alterations. As shown in
Fig. 1, affected regions include frontal lobe and limbic sys-
tem structures involved in cognition and emotion and areas
that participate in sensorimotor integration such as the thala-
mus and cerebellum. Structural and molecular abnormalities in
these regions result in synaptic alterations at local neuronal
circuits and long-distance functional disconnectivity. Besides
dopamine, multiple neurotransmitter systems have been impli-
cated including glutamate, GABA, and acetylcholine. Based on
these findings, drugs targeting specific subtypes of these re-
ceptors are now being tested in animal models and patients. It
is expected that these new developments will help researchers
not only to understand the etiology and basic pathophysiologi-
cal mechanisms that lead to schizophrenia but also to develop
better treatment strategies for this devastating illness.
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Flavins react with oxygen and can form stable flavin peroxides in an aprotic
solvent or buried in a protein. It is this hydroperoxide or peroxide that is the
oxygenating agent in flavoproteins. This property is used in nature to carry
out aromatic hydroxylations, halogenations, Baeyer-Villiger oxygenations,
hydroxylation of xenobiotics and some metabolites, as well as light
emission from luciferase. Several groups of enzymes seem to have evolved
hydroxylating properties independently of each other. One group consists
of the two-component flavin-dependent hydroxylases that use many of the
same principles as the single component hydroxylases, although they also
have some special requirements. After a brief introduction to the reactivity
of flavins with oxygen, we examine p-hydroxybenzoate hydroxylase as the
paradigm for the chemistry and protein functions exhibited by these
enzymes. We then discuss unique features of each group of enzymes and
the exciting prospects for future research.

In the context of this section, hydroxylation refers to enzymatic
catalysis in which one atom of molecular oxygen is incorporated
into the structure of a substrate, which causes its oxidation. A
large variety of enzymes can carry out this type of reaction,
and they are called oxygenases or hydroxylases. They have
one common property: They use cofactors in catalysis that are
reactive with molecular oxygen. Flavoprotein hydroxylases are
a major subgroup of oxygenases, and they are found in all types
of aerobic organisms, although particularly in bacteria and fungi.
A more detailed overview of flavoprotein hydroxylases can be
found in References 1 and 2. These enzymes oxygenate various
aromatic compounds and ketones, electron-rich atoms in many
compounds, and halogen ions that then halogenate aromatic
compounds. However, the enzymes do not hydroxylate less
reactive compounds, such as hydrocarbons. We have chosen
to emphasize in this section the enzyme p-hydroxybenzoate
hydroxylase, because it has been the outstanding model for
the chemistry of these enzymes (3, 4) and has been studied
extensively. Most other enzymes can be understood as variations
on this model.

Reaction of Flavins with Oxygen
The chemistry and biological context of flavins are described
in the article, “Chemistry of Flavoenzymes.” Reduced forms of

flavins are usually very reactive with O2, which is somewhat
surprising because most organic compounds are not very reac-
tive with O2. Although reactions between dioxygen and most
organic molecules are extremely favorable in thermodynamic
terms (consider what happens in wild fires), the reactions are
usually slow. Reactivity is lacking because organic compounds
have singlet spin states, whereas O2 has a triplet spin state. How-
ever, in the case of reduced flavins and some other molecules,
this impediment can be overcome because one-electron reduced
states of flavins are readily accessible, and reactions with O2 to
form radicals is spin allowed (5). The accidental formation of
various reactive oxygen species by electron transfers from re-
duced flavins to oxygen in cells is generally avoided because
free flavins are usually present in very low concentrations. Hy-
droxylations can only occur if the formation and reaction of re-
active oxygen species are tightly controlled. This control comes
from the specific environments of enzyme active sites. One con-
trol strategy is to prevent the formation of the reactive reduced
cofactor until conditions are suitable for hydroxylation—many
flavoproteins use this strategy. Hydroxylases bind to and inter-
act with flavins to decrease the thermodynamic stability of the
free-radical form relative to the oxidized and reduced forms.
As a result, when the reduced flavin reacts with oxygen inside
the protein environment, the first electron is transferred to form
a flavin radical and a superoxide radical (O2

−) pair. This pair
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collapses via a much faster electron transfer to form a cova-
lent flavin peroxide or hydroperoxide (the protonated form) at
the C4a-atom of the flavin (see Fig. 1) in all flavin-dependent
oxygenases studied. In enzymes with known three-dimensional
(3-D) structures, there is a cavity suitable for covalent bonding
of oxygen to the C4a-position. This C4a-flavin derivative is only
stable in an aprotic environment (6) that must be provided by
each specific enzyme. It is this flavin peroxide/hydroperoxide
that is responsible for hydroxylations. In the absence of the
controlled environments of enzymes, reduced flavins react with
oxygen autocatalytically to form hydrogen peroxide and super-
oxide (5). Many flavoproteins that are not hydroxylases can
accidentally react in their reduced state with oxygen to form
such reactive oxygen species. Aerobic organisms have a battery
of defense mechanisms to prevent cellular damage from these
reactive oxygen species that frequently form to some extent in
a wide range of cellular redox reactions.

Model Hydroxylase–
p -Hydroxybenzoate Hydroxylase
(PHBH)
PHBH is a typical flavoprotein hydroxylase involved in the
breakdown of aromatic compounds that are used in general
energy metabolism and as intermediates for biosynthetic pro-
cesses (2). In general, these aromatic compounds are first
oxidized by oxygen insertions, and then broken down into
aliphatic compounds that can be incorporated into mainstream
metabolism. PHBH is found in many soil bacteria and fungi;
the PHBH enzymes that have been studied most extensively
come from the bacteria Pseudomonas aeruginosa and Pseu-
domonas fluorescens . These enzymes differ by only a few amino
acids that are not significant for function. The enzymes for
study are expressed routinely in Escherichia coli and have
the same molecular compositions as the enzymes from nat-
ural sources. The many high-resolution structures of PHBH
that have been determined have been essential to our exten-
sive knowledge of its function. Structures can be viewed in the
Protein Data Bank (important examples include 1pbe—enzyme
with p-hydroxybenzoate; 1phh—enzyme with 3,4-dihydroxy
benzoate; 1dod—enzyme with 2,4-dihydroxybenzoate; and
1k0 l—mutant enzyme R220Q).

PHBH in its native structure is a homodimer that contains one
FAD per monomer, and it has a monomer molecular weight
of 45,000. The active site of each monomer is constructed
from the flavin and amino acid residues in that monomer.
There is no clear evidence that a dimer is necessary for ac-
tivity. PHBH is one member of a large family of similar flavo-
proteins that probably have a common evolutionary descent,
based on structural and sequence similarities. This family is
often referred to as the one-component aromatic hydroxylases.
This aspect distinguishes them from another large and diverse
group of flavoprotein hydroxylases, which is the two-component
flavin-dependent hydroxylases that use two different proteins to
carry out the catalysis of hydroxylation. The latter group, which
is described in a separate section, has no common ancestry with
the one-component enzymes.

Catalytic cycle

PHBH catalyzes the reaction shown in Fig. 1 with a high
degree of specificity and a turnover rate of 50–60 s−1 at standard
conditions of optimum pH (7.5–8) and 25 ◦C. A characteristic
feature of PHBH and similar enzymes is the formation of some
hydrogen peroxide during catalysis when conditions are not
ideal for the enzyme (see Fig. 1, k8). This property, which
is called uncoupling, comes about when the unstable flavin
hydroperoxide (E Fl HOOH-S in Fig. 1) that is essential to
catalysis decomposes. All of these flavin-dependent oxygenases
function to limit the amount of toxic hydrogen peroxide formed
during catalysis.

Catalysis by PHBH occurs in two distinct half-reactions—the
reductive and the oxidative steps. The overall reaction is exer-
gonic and tightly controlled to limit the wasting of energy and
regulate the formation of reactive oxygen species. The enzyme
has evolved to employ complex molecular dynamic changes that
are highly coordinated in time and space to achieve efficient
catalysis. Over the last 15 years, extensive studies that involve
these structural dynamics have been reported (4, 7). PHBH is
one of only a few examples in which protein dynamics is un-
derstood. Catalysis begins with the binding of a molecule of
p-hydroxybenzoate (pOHB) to the enzyme. The reducing sub-
strate NADPH can also bind to the enzyme, but it does not
readily reduce the flavin without bound pOHB. The redox po-
tential difference between NADPH and FAD in the enzyme is
suitable for irreversible reduction of FAD, and this potential is
nearly the same with and without pOHB. However, the rate of
reduction of FAD is 105-fold faster with pOHB bound. When
the flavin is reduced, NADP dissociates relatively rapidly from
the enzyme, but pOHB remains bound to the active site; the re-
lease of pOHB from reduced enzyme is at least 104-fold slower
than from oxidized enzyme (8). The combination of the sub-
strate stimulating reduction and remaining bound to the enzyme
is vital because reactions with oxygen are only promoted when
substrate is present, which avoids formation of hydrogen per-
oxide by the unintended reaction of reduced flavin with oxygen
when the substrate is absent. This general regulatory process
is used by many of the flavoprotein oxygenases. PHBH can
be fooled into wasteful reduction of FAD by adding a molecule
that mimics the structure of pOHB, but cannot be hydroxylated.
Examples include 5-hydroxypicolinate and p-fluorobenzoate.

Molecular oxygen reacts with the complex of reduced enzyme
and pOHB in a fast second-order reaction with oxygen (de-
scribed in the previous section) to form a flavin hydroperoxide
(Fig. 1). If pOHB is not bound, then this reactive intermedi-
ate immediately decomposes to form H2O2 (8). Thus, pOHB is
part of the aprotic active site necessary for transient stabiliza-
tion of the hydroperoxide. Structural modeling of the enzyme
with substrate bound indicates that the distal oxygen of the
C4a-flavin hydroperoxide is perfectly oriented in the active site
for electrophilic attack on the 3-position of pOHB (9). After
oxygen transfer, the oxidized nonaromatic product tautomerizes
to the aromatic product, 3,4-dihydroxybenzoate (3,4 DOHB, see
Fig. 1), which leaves FAD as the flavin-C4a-hydroxide (E Fl
HOH-P). Catalysis is completed by dissociation of the prod-
uct and loss of water from FAD. Thus, one atom of oxygen
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Figure 1 Catalytic cycle of p-hydroxybenzoate hydroxylase. In the first step, pOHB and NADPH bind (k1) and the FAD becomes reduced (k2). NADP is
released (k3) and O2 reacts (k4) to form the C4a-hydroperoxy-FAD (E FlHOOH-S) in complex with substrate. Hydroxylation occurs via k5 to yield the
dienone form of product and the C4a-hydroxy-FAD (Int II). Tautomerization yields 3,4-dihydroxybenzoate in complex with the enzyme (E Fl HOH-P).
Dissociation of 3,4-DOHB and H2O via k7 leads to free enzyme (E Flox). Uncoupling occurs via the loss of H2O2 from the C4a-hydropeoxy flavin (k8).

is incorporated into pOHB, and the other is reduced to water.
Depending on the conditions, the primary rate-determining step
in catalysis is either the dissociation of NADP from the enzyme
after reduction, or the dissociation of 3,4 DOHB after oxidation
(or both). The transient chemical intermediates in this oxidative
half reaction were initially discovered and studied in the early
1970s by using stopped-flow spectrophotometry and fluorime-
try to track the changes in FAD (8). Reduced, oxidized, and
C4a-substituted flavins have unique absorption spectra (Fig. 2),
and sometimes have unique fluorescence characteristics. For
example, the C4a-hydroperoxyflavin and C4a-hydroxyflavin
species often have very similar UV-visible spectra. However,
the hydroxyflavin is often very fluorescent whereas the hy-
droperoxyflavin is not. These properties, which make it possible
to study the kinetics directly of the chemical changes in catalysis
with considerable specificity and sensitivity, are an enormous
help to mechanistic investigations of flavoproteins.

Role of proton exchanges and
electrostatics in catalysis

As is the case with most enzymes, catalysis by PHBH is
sensitive to pH because proton associations and dissociations
are important to the overall process. The structure of PHBH
shows that the isoalloxazine in the active site is in a positive
electrostatic field (10, 11). When pOHB is bound in the active
site, its 4-OH group is linked into a chain of hydrogen bonds to
the surface of the protein (Fig. 3 Reference 12). These structural
features are highly conserved in PHBH. This enzyme was an

Figure 2 Spectra of reduced (no symbols) m C4a-hydroparoxyflaxin
(triangles-dark grey, lower intensity spectrum with max at ∼395 nm),
C4a-hydroxyflavin (triangles-light grey higher intensity spectrum with max
at ∼380 nm), C4a=hydroxyflavin plus the product diemone (filled circles)
and oxidized flavin (light grey, spectrum with peaks at ∼380 and 655 nm).
These spectra are intermedials observed by stopped-flow
spectrophotometry using 2, 4-dihydroxybeneoate as substrate.

excellent model to study the effects of proton exchanges because
pH-dependent changes occur to the spectra of both FAD and
pOHB in the protein, and it is feasible to make specific stable
mutants that involve the hydrogen bond chain and other residues
in the enzyme.

When pOHB binds to the oxidized enzyme at neutral pH in
the positive electrostatic field of the active site, the phenolic
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Figure 3 Reprinted from Biochem. Biophys. Res. Commun. 2005; 338,
Ballou, DP, Entsch, B, Cole, LJ., Dynamics involved in catalysis by
single-component and two-component flavin-dependent aromatic
hydroxylases, Pg. 593, (2005) with permission from Elsevier.

proton dissociates through the hydrogen bond network, which
culminates with the loss of a proton from histidine-72 at the sur-
face of the protein (Fig. 3 and Reference 13). Formation of the
substrate dianion (with the carboxylate and phenolate) triggers a
conformational change in the structure of the protein that leads
to the reduction of FAD by NADPH (see next sub-section).
This particular exquisite control mechanism with PHBH prob-
ably does not occur in all flavoprotein hydroxylases. Among
the known flavoprotein hydroxylases, PHBH has evolved to be
exceptional in the level of control that prevents unwanted side
reactions with oxygen.

In the positive electrostatic field of the active site, reduced
FAD, which is formed by hydride transfer from NADPH, exists
primarily as its anion (Fig. 1), which is ideal for its reaction
with oxygen. The reaction of O2 with the anionic reduced
flavin results in a peroxide that must be protonated to form
the hydroperoxide for the subsequent electrophilic attack on
pOHB. This protonation is extremely fast and has only been
detected at high pH with a mutant form of PHBH (14). It is
not known what is the source of the proton, but it is likely
to be delivered through a water channel on the re side of
the isoalloxazine ring. The hydrogen bond network also has
an important function during the oxidative half-reaction. With
the formation of the neutral flavin hydroperoxide, the 4-OH
proton of pOHB can be removed and transferred to the hydrogen
bond network; this transfer promotes electrophilic attack of the
distal hydroxyl of the C4a-hydroperoxide on the 3-position of
pOHB (14). Thus, the enzyme activates the substrate aromatic
ring toward electrophilic attack. This effect was demonstrated
by the >100-fold decrease in the rate of the hydroxylation
step in the mutant, Tyr201Phe, which cannot release the 4-OH
proton (15). The positive electrostatic field in the active site
is also important to the catalysis of hydroxylation. It was
shown that making the field more positive increases the rate

of hydroxylation, and making the field more negative decreases
the rate of hydroxylation (16). These observations are consistent
with the fact that the flavin hydroperoxide has a limited ability
to carry out electrophilic attacks. For example, PHBH fails to
hydroxylate either the less reactive benzoate or p-fluorobenzoate
substrate analogs, even though they bind appropriately in the
active site. After formation of the 3,4 DOHB product in the
active site, the hydrogen bond network can again promote
dissociation of the proton from the 4-OH position of 3,4 DOHB
as part of a controlled conformational change in the protein that
results in release of the 3,4 DOHB product and loss of water
from the flavin (see the next section).

Protein dynamics in catalysis
The role of protein dynamics in catalysis has to be inferred
from several pieces of mostly indirect evidence, which includes
important kinetic observations. For example, why does NADPH
reduce FAD in the enzyme 105-fold faster with pOHB bound
than without, when the thermodynamics are essentially the same
for each reaction? Under specific conditions, the 3-D structure of
the enzyme is significantly different (10, 17), and these different
structures can be logically ascribed to catalysis. For example,
individual mutant forms of PHBH stabilize the structure in
one or another particular conformation with specific dramatic
effects on catalysis. Recently, single molecule fluorescence
studies of PHBH have been used to demonstrate a specific
conformational change in PHBH and to suggest a possible
role of the protein dimer in promoting binding of pOHB (18).
The accumulated evidence has provided the following minimum
picture of functional protein dynamics.

The enzyme forms at least three highly interactive conforma-
tions during catalysis—named the in, out , and open conforma-
tions. Without ligands bound, the enzyme is in rapid equilibrium
between the in and open conformations (which were measured
in single-molecule studies) (18). It has been suggested that
because of this dynamic equilibrium, the native protein fails
to form high-resolution crystals without substrates bound. The
open conformation has a more open active site and permits
solvent access. This conformation has been illustrated by the
structure of the Arg220Gln variant of PHBH, which gives a
high-resolution crystal structure without any substrate bound
(17). To form the open conformation, the highly conserved pep-
tide loop that includes a strained peptide bond between Arg44
and Ala45, and that covers the si side of isoalloxazine ring, ro-
tates to open partially to solvent the active site, which enables
pOHB to bind. After binding, the equilibrium shifts toward the
in conformation, where the active site is more closed and in-
accessible to solvent (Fig. 3). The crystal structure with pOHB
bound is the in conformation (19). With NADPH bound, the
formation of the phenolate anion of pOHB facilitated by the
hydrogen bond network triggers the enzyme into a third con-
formation, the out form (10). The phenolate anion repels the
backbone carbonyl of Pro293, which triggers a structural change
that is propagated through the highly conserved protein loop on
the re side of the isoalloxazine ring. The critical feature of the
out conformation is the position of the isoalloxazine ring, which
has been shifted by rotation around the ribityl side chain to a
solvent-exposed position at the surface of the protein in just the

4 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



Flavin-Mediated Hydroxylation Reactions

right orientation and distance from the C4 of the nicotinamide of
the bound NADPH to foster rapid hydride transfer and reduction
of the flavin. In PHBH, this chemically productive orientation
is associated with the formation of a charge-transfer complex
between flavin and NADPH that can be monitored spectrally at
long wavelengths (20). Similar conformational control of reduc-
tion is probably common to many one-component hydroxylases.
However, the mechanism for triggering the change is likely to
be different with each enzyme.

After FAD is reduced, the enzyme reverts to the in confor-
mation, probably because of the electrostatic attraction between
the newly formed reduced flavin anion and the positive elec-
trostatic field of the active site after protonation of pOHB by
the hydrogen bond network (14). The conformational change
is somehow linked to the dissociation of NADP, which is the
rate-determining step in catalysis under optimal conditions for
catalysis. The reaction with oxygen and the subsequent hydrox-
ylation occurs with the protein in the in conformation. As with
all of these hydroxylases, the enzyme reacts rapidly with oxygen
in the enclosed hydrophobic active site. For PHBH, a hydrox-
ylase with average reactivity with oxygen, the rate constant is
2 × 105 M−1 s−1 at 4 ◦C, which is at least 103-fold faster than
the reaction of oxygen with free reduced flavin. A structural
explanation probably existed for this reaction. PHBH has a hy-
drophobic pocket on the re face of the flavin with just the right
space for oxygen to contact the isoalloxazine ring for reaction.
Because the redox potential for the first electron transfer to oxy-
gen (forming O2

−) is not favorable, the electron transfer occurs
over a short distance to oxygen, which is in the pocket; thus,
the O2

− that is initially formed as a caged pair with the flavin
radical rapidly collapses to form the peroxide. This property of
short-range electron transfer may help to avoid the formation
of free superoxide that might otherwise escape to solution. In
the in conformation, the flavin hydroperoxide has sufficient sta-
bility to execute hydroxylation of pOHB with 100% efficiency
under the right conditions (pH between 6 and 7). The ring of the
product, 3,4 DOHB, is rotated in the active site by comparison
to pOHB, which helps trigger a conformational shift to the open
form, permitting product dissociation and loss of water from the
flavin to complete the catalytic cycle. PHBH, like most of these
hydroxylases, is subject to substrate (pOHB) inhibition. Kinetic
analysis has shown that mM concentrations of pOHB rapidly
bind to PHBH after dissociation of the 3,4 DOHB product and
thus stabilize the in conformation with the flavin trapped as the
flavin-C4a-hydroxide (Fig. 1). This dead-end complex inhibits
catalysis.

For PHBH to function as an efficient catalyst, the series
of four conformational changes in a catalytic cycle have to
be fast and coordinated compared with the chemical reactions
of catalysis. For example, the observation that the reduction
of flavin under optimal conditions for catalysis exhibits a full
primary deuterium isotope effect (13) implies that the rate of
reduction of flavin is limited by hydride transfer and not by
conformational rearrangements. However, when the enzyme is
stabilized in the in conformation (as with the mutant form,
Ala45Gly), then a large fraction of flavin reduction becomes
much slower under the same conditions and shows only a small
deuterium isotope effect (21).

Two-Component Flavin-Dependent
Hydroxylases

The one-component hydroxylases like PHBH have been rec-
ognized since the process of biological oxygenation was first
demonstrated in the 1960s. Many similar enzymes have been
discovered over the years. For example, although phenol hy-
droxylase from yeast has very little sequence similarity to
PHBH, it has a 3-D structure with the same folding pattern
as PHBH (22), and almost certainly undergoes similar protein
dynamics in catalysis. In the 1990s, another completely dif-
ferent group of flavin-dependent hydroxylases was found in
bacteria—the two-component enzymes. These two-component
hydroxylases consist of one protein that catalyzes the reduc-
tion of flavin and an oxygenase that binds the reduced flavin
product and carries out the hydroxylation step. These en-
zyme systems are often called two component-flavin diffusible
monooxygenases (TC-FDM). In this section, we examine briefly
p-hydroxyphenylacetate hydroxylase as a model for a large
subset of this group of enzymes that, like PHBH, hydrox-
ylate aromatic compounds. Another group of two-component
enzymes has evolved with a different function—to halogenate
substrates. We use tryptophan halogenase as an example of this
expanding group. Finally, we refer to bacterial luciferase. This
unique enzyme was the first two-component flavin-dependent
hydroxylase to be recognized about 40 years ago. In the past 15
years, hydroxylations that involve catalysis by two-component
enzymes of a huge diversity of substrates have been found.
A summary of these can be found in Reference 2. The special
case of epoxidation reactions should be noted. The best example
is styrene monooxygenase (23, 24). As a two-component en-
zyme, it is similar to other enzymes of this type and uses a
C4a-hydroperoxyflavin as a hydroxylating intermediate (24).
However, the oxygenase component has no sequence similarity
to other equivalent oxygenase components (23). We look for-
ward to detailed mechanistic studies on hydroxylation by this
enzyme because it may provide new insights into the process of
oxygen insertion into double bonds by flavinperoxides as well
as aromatic hydroxylations.

Para-hydroxyphenylacetate hydroxylase
(HPAH)

This enzyme system, which has been isolated from several
different organisms, subdivides into two distinct groups. The
enzyme system from Acinetobacter baumannii is a model for
one group, and the enzyme system from Pseudomonas aerugi-
nosa is a model for the other. The P. aeruginosa hydroxylase is
very similar to HPAH from E. coli (25), but it is more amenable
for mechanistic studies.

HPAH from A. baumannii is isolated as a reductase that con-
tains flavin mononucleotide (FMN) and an oxygenase without
flavin. The reductase is a homodimer with monomer molecu-
lar weight of 35,000, whereas the oxygenase is a homotetramer
with monomer mass of 47,000 Da. The two proteins together
carry out a catalytic reaction analogous to that of PHBH; cu-
riously, no detectable complex formation exists between the
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reductase and oxygenase proteins (26). The reductase reaction is
almost identical to the reductive half-reaction of PHBH. NADH
reduces the bound FMN slowly unless p-hydroxyphenylacetate
(HPA) is present. However, when HPA is bound, the reductase
binds NADH tightly and rapid reduction of the FMN ensues
(27). The reduced FMN (FMNH−) is bound much less tightly to
the reductase than is the oxidized FMN. In contrast, the oxyge-
nase binds FMNH− tightly and then catalyzes a reaction similar
to the oxidative half-reaction of PHBH. Nevertheless, notable
differences from PHBH are observed. Without HPA, the oxy-
genase forms a stable flavin hydroperoxide, then binds HPA
to form the product, 3,4-dihydroxyphenylacetate, and finally
liberates FMN into solution (28). To complete catalysis, the sep-
arate proteins must coordinate their functions. It has been shown
that when FMN is reduced by the reductase in the presence of
HPA, FMNH− dissociates into solution with a rate constant of
80 s−1 at 4 ◦C (26). FMNH− binds very rapidly to the oxy-
genase and reacts with oxygen with a rate constant of 1.1 ×
106 M−1 s−1 at 4 ◦C. Because these events are so fast, the re-
action of oxygen with free FMNH− in transit between the two
proteins is negligible, providing that the oxygenase is in ex-
cess over the available FMN, which is generally the case (25).
This two-component system is most effective with no external
flavin added and with a slight excess of oxygenase active sites
over reductase sites. Under these conditions, coupling of reduc-
ing equivalents from NADH to hydroxylation is maximal. How
does the performance of this system compare with PHBH? Un-
der the same conditions, turnover of HPAH is ∼2 s−1 compared
with ∼50 s−1 for PHBH. Moreover, HPAH always generates a
small amount of H2O2, but PHBH generates almost none.

The HPAH from P. aeruginosa consists of a reductase that
is a homodimer with monomer molecular weight of 19,000 and
is isolated with only some protein that contains FAD. The oxy-
genase is isolated as a colorless homotetramer with monomer
mass of 58,500. In this system, in contrast to the A. baumannii
HPAH, the reductase does not bind HPA, and it catalyzes reduc-
tion of FAD by NADH and release of FADH− into solution with
no regulation of catalysis by HPA. Thus, for this HPAH to be ef-
fective, regulation of the reaction with oxygen must reside with
the oxygenase. The reductase that is present reduces any free
FAD for immediate uptake by the oxygenase, which, as estab-
lished in E. coli (25), is present in cells at higher concentrations
than the reductase. It has been found that the oxygenase forms a
very stable C4a-hydroperoxyflavin, and this species is probably
the predominant form of the enzyme in cells (25, 29). When
the C4a-hydroperoxyflavin form of oxygenase binds HPA, it
rapidly converts the HPA to product and releases it into solu-
tion. The release of FAD from the oxygenase follows and is
the rate-determining step in catalysis (29). This HPAH has a
turnover rate similar to the enzyme from A. baumannii . The
structures of the oxygenases from the two types of HPAHs are
different in detail (particularly the active sites) but have similar
core scaffolds (30). A great deal of research must be performed
to understand the unique dynamics of the P. aeruginosa-type
oxygenase that probably do not occur in the A. baumannii -type
oxygenase.

Tryptophan-7-halogenase (TH)
Many thousands of halogenated metabolites in nature become
halogenated by reactions catalyzed by flavoproteins. To date,
only a couple of enzymes have been studied in any detail. TH
has now become the model for these enzymes. TH catalyzes the
chlorination of the 7-position of tryptophan for the synthesis of
pyrrolnitrin, which is an antifungal agent from P. fluorescens ,
and for the synthesis of rebeccamycin, which is an anticancer
agent from Saccharothrix aerocolonigenes . TH consists of a
flavin reductase and a halogenase. The reductase is similar to
the simple reductase of HPAH from P. aeruginosa , whereas
the halogenase has structural similarity to PHBH (31). Thus, in
general terms, TH is a two-component system with FAD that
diffuses between two proteins, but TH has evolutionary links to
the one-component hydroxylases.

Recent transient-state kinetic analysis of the reaction of the
halogenase component of TH has been very revealing (32).
The halogenase binds FADH− and reacts with oxygen to form
a stabilized C4a-hydroperoxyflavin. With Cl− present, this in-
termediate converts to a fluorescent C4a-hydroxyflavin, which
finally decomposes to FAD and water. Tryptophan has no in-
fluence on the kinetics of the flavin reactions. The implication
of these observations is that Cl− is hydroxylated by the hy-
droperoxide to form HOCl, which is subsequently used in the
chlorination of tryptophan. The details of the regiospecific chlo-
rination remain an outstanding question, although it is known
from the crystal structures of TH from both P. fluoresens (PrnA)
and from S. aerocolonigenes (RebF) that tryptophan is separated
from FAD by ∼10 Å, and they are connected by a channel in
the active site. Chlorination is a slow reaction (first-order with a
rate constant of 0.05 s−1 at 25 ◦C) and inefficient—only ∼38%
of starting reduced FAD equivalents result in chlorinated prod-
uct (32). A static crystal structure is probably inadequate for a
complete understanding of the details of the catalytic process.
Unlike other hydroxylases, the halogenase undergoes some dy-
namic changes in the oxygen reactions that are not understood.
For example, if the halogenase binds FADH− anaerobically,
then the subsequent reaction with oxygen fails to form the flavin
hydroperoxide, and only FAD and H2O2 are produced. In con-
trast, if reduced flavin is added to RebH and O2, full formation
of the flavin C4a-hydroperoxide is observed. Recently, it was
shown that when RebH, FADH−, Cl−, and O2 react in the ab-
sence of tryptophan, a long-lived intermediate (t1/2 = 63 h at
4 ◦C) formed that could halogenate tryptophan (33). This re-
sult suggested that the initially formed HOCl reacted with a
group on the enzyme to produce an intermediate, such as a
chloramine, that was responsible for halogenating tryptophan.
Lysine 97, which is required for catalysis, is a likely candidate,
and it is in a position that could halogenate tryptophan in the
7-position.

Bacterial luciferase
A luciferase is an enzyme that catalyzes chemiluminescence.
This property is widespread in marine environments (partic-
ularly deep-sea), in which many higher organisms cultivate
specific bacteria for the production of light. All known bacte-
rial luciferases are homologous. Although this enzyme has been
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studied for decades, its mechanism is still partly a mystery. Like
the enzymes just discussed, luciferase is composed of a reduc-
tase and an oxygenase. These proteins are usually expressed
from a single operon similar to other two-component enzymes
(34). The reductase catalyses an unregulated reduction of FMN
by NADH (34). The oxygenase, which is usually referred to as
luciferase, is structurally and functionally unique. It catalyses
the hydroxylation of a fatty aldehyde to form a fatty acid in
a manner similar to the Baeyer-Villiger enzymes discussed in
the next section. However, mysteriously, the free energy liber-
ated in the reaction is captured in an excited-state flavin. The
usual intermediates in an oxygenase reaction are observed (35,
36)—formation of a flavin-C4a-peroxide, followed by a flavin
hydroxide, return to oxidized flavin, and release of flavin from
the enzyme. It is the excited-state C4a-hydroxyflavin that is the
light emitter. Hypotheses put forward for the capture of an ex-
cited state can be found in Reference 37. Currently, we do not
even know how FMN is bound in luciferase. When we have a
clear picture of the active site of this enzyme (showing the inter-
actions between protein and FMN in different oxidation states)
and the complex dynamics that seem to be part of the process,
we may finally understand this chemistry.

Other One-Component
Hydroxylases

Although the one-component aromatic hydroxylases (repre-
sented by PHBH above) are a major group of flavoproteins, they
are not the only one-component flavin-dependent oxygenases.
Many flavoproteins oxygenate aliphatic compounds that are sus-
ceptible to nucleophilic attack by flavinperoxides. Oxygenation
of aldehydes and ketones is a common reaction catalyzed. The
mechanism is considered to involve a Baeyer-Villager rear-
rangement. We briefly examine the model enzyme cyclohex-
anone monooxygenase, which oxygenates the carbonyl of cyclo-
hexanone and forms a lactone (cyclic ester) via a Baeyer-Villiger
rearrangement. Another group of flavoproteins is important in
the defensive armory of animals against electron-rich foreign
compounds, and it is also involved in some metabolic path-
ways in animals and plants. An appropriate model for this
group of enzymes is mammalian flavin monooxygenase. We
finish with an example of a recently discovered enzyme BluB
that although structurally unrelated to other flavoprotein hy-
droxylases, it catalyzes the oxygenation and conversion of FMN
to dimethylbenzimidazole using flavin C4a-intermediates. Other
novel flavoprotein hydroxylases/oxygenases are yet to be dis-
covered.

Cyclohexanone monooxygenase
(CHMO)

The CHMO that has been studied most extensively comes from
a strain of Acinetobacter calcoaceticus . The monomeric form
of the enzyme contains one FAD and has a molecular weight of
62,000. The structure of a homolog of this enzyme (phenylace-
tone monooxygenase) has been published (38). The structure

and kinetic analysis of CHMO show that the overall catalytic cy-
cle is similar to that of PHBH, although there are important dif-
ferences (39). In contrast to PHBH, the reductive half-reaction
is not regulated by substrate. Thus, the formation of cellular
reactive oxygen species is prevented by a different mechanism.
After NADPH binds and reduces the FAD, independently of cy-
clohexanone, the NADP product remains bound to the enzyme,
and the resultant reduced enzyme reacts rapidly (>106 M−1s1)
to form a stable NADP-flavin C4a-peroxide complex. In fact,
it is this species that is the predominant form of the enzyme
in the cell. The bound NADP has a critical role in stabilizing
the flavin peroxide. When cyclohexanone binds to the enzyme,
it is converted rapidly to the 7-membered ring, ε-caprolactone,
with the ring-oxygen coming from the peroxide, which leaves
the flavin in the form of a C4a-hydroxy-FAD. After it loses wa-
ter to form oxidized FAD, the rate-determining step in catalysis
is the dissociation of NADP. Kinetic and structural evidence
suggests that the mechanism involves a nucleophilic attack of
the flavin peroxide on the carbonyl carbon to form a Criegee
intermediate that collapses to form product and flavin hydrox-
ide (Fig. 4). These enzymes avoid producing reactive oxygen
species because the C4a-peroxy-FAD is very stable until sub-
strate binds and reacts rapidly with it. There is great potential
for research into the relationship between the protein structure
and function of these enzymes that use C4a-flavin peroxides.

Flavin monooxygenase (FMO)

The first known enzyme of this class was isolated from pig
liver and was described as liver microsomal FAD-containing
monooxygenase (40). It has several properties similar to CHMO,
but it mainly oxygenates a wide range of heteroatom-containing
soft nucleophiles, which are generally electron-rich compounds.
Mammalian FMOs participate with cytochrome P450s in the
oxygenation of hydrophobic xenobiotic compounds, which in-
cludes many drugs, making them more water soluble and ready
for coupling with glutathione and other compounds so they
can be excreted. Extensive rapid and steady-state kinetics stud-
ies have been carried out on pig liver FMO (40–42). FMO is
first reduced by NADPH and, like CHMO, the enzyme retains
the NADP product. The reduced flavin reacts with O2 to form
a stable NADP-C4a-hydroperoxyflavin. Its return to oxidized
FAD with release of H2O2 occurs over a period of many min-
utes, which depends on the conditions. However, if a suitable
heteroatom-containing substrate is present, FMO reacts quickly
to oxygenate that substrate, which forms hydroxy amines,
sulfenic acids, and so on. The resulting C4a-hydroxyflavin re-
leases water to reform the oxidized FAD in what is often the
rate-determining step of catalysis. Therefore, the turnover num-
bers for most substrates are very similar. In the absence of
NADP, the C4a-hydroperoxide is so unstable that it is almost
undetectable. Five documented functional genes and some pseu-
dogenes for FMO are observed in the human genome (43).
FMOs also exist in plants (44) where they participate in nu-
merous activities, which include the biosynthesis of the plant
hormone, auxin.
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Figure 4 Chemistry of the oxygenation of cyclohexanone by cyclohexanone monooxygenase—a Baeyer-Villager rearrangement. In the first stage,
NADPH binds and reduces the FAD to form E Flred –NADP. The NADP remains bound to the enzyme during the ensuing reactions. Oxygen reacts to form a
C4a-peroxy-FAD (E Fl HOO−). In the next phases, cyclohexanone binds and reacts with the peroxyflavin to form a Criegee adduct, which breaks down to
form the lactone product and the C4a-hydroxy-FAD (E Fl HOH–P). When the NADP dissociates, the hydroxy-flavin loses H2O to reform the oxidized FAD
(E Flox).

BluB—A protein that converts FMN into
dimethylbenzimidazole

The biosynthesis of vitamin B12 has intrigued some of the most
famous chemists, and research on this topic has resulted in four
Nobel prizes. Yet until recently, the synthesis of dimethylben-
zimidazole (DMB), which is the alpha-axial ligand to B12, has
remained a mystery, except that it was known to derive from
FMN. It has now been demonstrated that the BluB proteins
from Sinorhizobium meliloti (45) and Rhodospirillum rubrum
(46) catalyze the reaction of FMNH− with O2 to form DMB
and erythrose-4-phosphate. The C1’ from the ribityl moiety of
FMN becomes the C2 of DMB, and the dimethyl-diamino ben-
zene portion comes from the isoalloxazine ring of the flavin.
This amazing reaction is unprecedented, and clearly, it must in-
volve some unusual chemistry. Recent unpublished studies (D.
Ballou and M. Taga) have shown that BluB binds FMNH−, and
this complex reacts with O2 with a rate constant ≥ 106 M−1s1 at
4 ◦C to form a C4a-hydroperoxy-FMN. This species oxygenates
itself and decays in several steps to form ∼50% DMB with the
remaining product being FMN. Thus, BluB is a special case of
a flavin oxygenase. Future identification of intermediates along
the pathway to DMB will surely provide some novel chemistry.
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Further Reading

The further reading list is incorporated into the References list above
(especially Refs. 3–5) in the form of review articles and book
chapters. Breaking news about the field of flavoproteins can be
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found in Flavins and Flavoproteins 2008, which will be published in
2008. This book will contain proceedings from the 16th International
Symposium on Flavins and Flavoproteins to be held in Spain in June
2008.

See Also
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Enzyme Catalysis, Roles of Structural Dynamics in
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Airway obstruction in chronic obstructive pulmonary disease (COPD) is
caused by narrowing of small airways as a result of inflammation and
fibrosis and the disruption of their alveolar attachments as a result of
emphysema. COPD is characterized by a complex inflammatory disease
process that increases as the disease progresses, which leads to increasing
airflow limitation. Many inflammatory cells and mediators have now been
implicated in the pathogenesis of COPD. Increased numbers of
macrophages, neutrophils, T-lymphocytes (particularly CD8+ cells) and
B-lymphocytes have been observed, as well as the release of multiple
inflammatory mediators (lipids, chemokines, cytokines, growth factors).
Macrophages seem to play an important role in orchestrating the
inflammatory process, which includes the recruitment of neutrophils and
T-cells into small airways and lung parenchyma and the secretion of
proteinases that lead to emphysema. A high level of oxidative and nitrative
stress may amplify this inflammation through the reduction in histone
deacetylase-2, which also results in corticosteroid resistance.

Chronic obstructive pulmonary disease (COPD) has now be-
come a major global epidemic, and it is predicted to become the
third leading cause of death and fifth leading cause of disability
over the next decade (1). The increase in COPD is a particular
problem in developing nations; in developed countries, is the
only common cause of death that is increasing. COPD now has
a world-wide prevalence of over 10% in men and is increas-
ing toward this figure in women (2). Because of the enormous
burden of disease and escalating health-care costs, there is now
renewed interest in the underlying cellular and molecular mech-
anisms of COPD (3) and a search for new therapies (4). The
definition of COPD adopted by the Global initiative on Ob-
structive Lung Disease encompasses the idea that COPD is a
chronic inflammatory disease, and much recent research has fo-
cused on the nature of this inflammatory response (5). COPD is
an obstructive disease of the lungs that slowly progresses over
many decades leading to death from respiratory failure unless
patients die of comorbidities such as heart disease and lung
cancer before this stage. Although the most common cause of
COPD is chronic cigarette smoking, some patients, particularly
in developing countries, develop the disease from inhalation of
wood smoke from biomass fuels or other inhaled irritants (2).
However, only about 25% of smokers develop COPD, which

suggests that genetic or host factors may predispose patients to
its development, although these factors have not yet been iden-
tified. The disease is relentlessly progressive, and only smoking
cessation reduces the rate of decline in lung function; as the
disease becomes more severe, there is less effect of smoking
cessation, and lung inflammation persists.

COPD as an Inflammatory Disease

The progressive airflow limitation in COPD is caused by two
major pathological processes: remodeling and narrowing of
small airways and destruction of the lung parenchyma with
consequent destruction of the alveolar attachments of these
airways as a result of emphysema (Fig. 1). This disease re-
sults in diminished lung recoil, higher resistance to flow and
closure of small airways at higher lung volumes during expi-
ration, which traps air in the lung. This trapped air leads to
the characteristic hyperinflation of the lungs, which causes the
sensation of dyspnea and limits exercise capacity. The major
symptom of COPD is shortness of breath on exertion. Both the
small airway remodeling and narrowing and the emphysema are
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Figure 1 Small airways in COPD patients. The airway wall is thickened and infiltrated with inflammatory cells, predominately macrophages and CD8+
lymphocytes, with increased numbers of fibroblasts. In severe COPD, lymphoid follicles are observed, which consist of a central core of B-lymphocytes,
surrounded by T-lymphocytes and are thought to indicate chronic exposure to antigens (bacterial, viral, or autoantigens). Similar changes are also
reported in larger airways. The lumen is often filled with an inflammatory exudate and mucus. Peribronchial fibrosis occurs, and it results in progressive and
irreversible narrowing of the airway. Airway smooth muscle may be increased slightly.
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Figure 2 Amplification of lung inflammation in COPD. Normal smokers
have a mild inflammatory response, which represents the normal (probably
protective) reaction of the respiratory mucosa to chronic inhaled irritants.
In COPD, this same inflammatory response is markedly amplified, and this
amplification increases as the disease progresses. It is increased even more
during exacerbations triggered by infective organisms. The molecular
mechanisms of this amplification are currently unknown, but they may be
determined by genetic factors or possibly latent viral infection. Oxidative
stress is an important amplifying mechanism and may increase the
expression of inflammatory genes through impairing the activity of histone
deacetylase 2 (HDAC2), which is needed to switch off inflammatory genes.

caused by chronic inflammation in the lung periphery. Quanti-
tative studies have shown that the inflammatory response in
small airways and lung parenchyma increases as the disease
progresses (6). A specific pattern of inflammation in COPD air-
ways and lung parenchyma is observed with increased numbers
of macrophages, T-lymphocytes, with predominance of CD8+

(cytotoxic) T-cells, and in more severe disease B-lymphocytes
with increased numbers of neutrophils in the lumen (3). The
inflammatory response in COPD involves both innate and adap-
tive immune responses. Multiple inflammatory mediators are
increased in COPD and are derived from inflammatory cells and
structural cells of the airways and lungs (7). A similar pattern of
inflammation is observed in smokers without airflow limitation,

but in COPD, this inflammation is amplified even more during
acute exacerbations of the disease, which are usually precipi-
tated by bacterial and viral infections (Fig. 2). The molecular
basis of this amplification of inflammation is not yet under-
stood but may be, at least in part, determined by genetic factors.
Cigarette smoke and other irritants in the respiratory tract may
activate surface macrophages and airway epithelial cells to re-
lease chemotactic factors that then attract circulating leukocytes
into the lungs. Among chemotactic factors, chemokines predom-
inate and therefore play a key role in orchestrating the chronic
inflammation in COPD lungs and its amplification during acute
exacerbations (8). These events might be the initial inflam-
matory events that occur in all smokers. However in smokers
who develop COPD, this inflammation progresses into a more
complicated inflammatory pattern of adaptive immunity and in-
volves T- and B-lymphocytes and possibly dendritic cells along
with a complicated interacting array of cytokines and other me-
diators (9).

Differences from asthma

Histopathological studies of COPD show a predominant in-
volvement of peripheral airways (bronchioles) and lung paren-
chyma, whereas asthma involves inflammation in all airways
(particularly proximal airways) but usually without involvement
of the lung parenchyma (10). In COPD, the bronchioles be-
come narrow, with fibrosis and infiltration with macrophages
and T-lymphocytes, along with destruction of lung parenchyma
and an increased number of macrophages and T-lymphocytes,
with a greater increase in CD8+ (cytotoxic) than CD4+ (helper)
cells (6) (Fig. 3). Bronchial biopsies show similar changes with
an infiltration of macrophages and CD8+ cells and an increased
number of neutrophils in patients with severe COPD. Bron-
choalveolar lavage (BAL) fluid and induced sputum demon-
strate a marked increase in macrophages and neutrophils. In
contrast to asthma, eosinophils are not prominent except during
exacerbations or when patients have concomitant asthma (10).
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Figure 3 Inflammatory cells in COPD. Inhaled cigarette smoke and other irritants activate epithelial cells and macrophages to release several chemotactic
factors that attract inflammatory cells to the lungs, including CC-chemokine ligand 2 (CCL2), which acts on CC-chemokine receptor 2 (CCR2) to attract
monocytes, CXC-chemokine ligand 1 (CXCL1) and CXCL8, which act on CCR2 to attract neutrophils and monocytes (which differentiate into
macrophages in the lungs) and CXCL9, CXCL10, and CXCL11, which act on CXCR3 to attract T-helper 1 (Th1) cells and type 1 cytotoxic T-cells (Tc1
cells). These inflammatory cells together with macrophages and epithelial cells release proteases, such as MMP-9, which cause elastin degradation and
emphysema. Neutrophil elastase also causes mucus hypersecretion. Epithelial cells and macrophages also release TGF-β, which stimulates fibroblast
proliferation and results in fibrosis in the small airways.

Inflammatory Cells

For many years it was believed that the inflammatory reaction in
the lungs of smokers consisted of neutrophils and macrophages
and that proteinases from these cells were responsible for the
lung destruction in COPD. More recently it has been recog-
nized that there is a prominent T-cell infiltration in the lungs
of patients with COPD, with a predominance of CD8+ (cyto-
toxic) T-cells, although CD4+ (helper) T-cells are also numer-
ous. Although abnormal numbers of inflammatory cells have
been documented in COPD, the relationship between these cell
types and the sequence of their appearance and their persis-
tence are not yet understood in detail (3). Most studies have
been cross-sectional based on selection of patients with dif-
ferent stages of the disease, and comparisons have been made
between smokers without airflow limitation (normal smokers)
and those with COPD who have smoked a similar amount. No
serial studies have been conducted, and selection biases (such
as selecting tissue from patients suitable for lung volume re-
duction surgery) may give misleading results. Nonetheless, a
progressive increase in the numbers of inflammatory cells in
small airways and lung parenchyma are observed as COPD be-
comes more severe, even though the patients with most severe
obstruction have stopped smoking for many years (6). This find-
ing indicates the existence of some mechanisms that perpetuate
the inflammatory reaction in COPD. This characteristic is in
contrast to many other chronic inflammatory diseases, such as
rheumatoid arthritis and interstitial lung diseases, in which the
inflammation tends to diminish in severe disease. The inflamma-
tion of COPD lungs involves both innate immunity (neutrophils,

macrophages, eosinophils, mast cells, NK cells, γδ-T-cells, and
dendritic cells) and adaptive immunity (T and B cells).

Epithelial cells

Epithelial cells are activated by cigarette smoke to produce
inflammatory mediators, which include tumor necrosis fac-
tor (TNF)-α, interleukin (IL)-1β, IL-6, granulocyte-macrophage
colony-stimulating factor (GM-CSF), and CXCL8 (IL-8). Ep-
ithelial cells in small airways may be an important source of
transforming growth factor (TGF)-β, which then induces local
fibrosis. Vascular endothelial growth factor (VEGF) seems to
be necessary to maintain alveolar cell survival and blockade of
VEGF receptors in rats induces apoptosis of alveolar cells and
an emphysema-like pathology, which may be mediated via the
sphingolipid ceramide (11). Airway epithelial cells are also im-
portant in defense of the airways, with mucus production from
goblet cells, and secretion of antioxidants, antiproteases and
defensins. It is possible that cigarette smoke and other noxious
agents impair these innate and adaptive immune responses of the
airway epithelium, which increases susceptibility to infection.
The airway epithelium in chronic bronchitis and COPD often
shows squamous metaplasia, which may result from increased
proliferation of basal airway epithelial cells, but the nature of
the growth factors involved in epithelial cell proliferation, cell
cycle, and differentiation in COPD are not yet known. Epithelial
growth factor receptors (EGFR) show increased expression in
airway epithelial cells of smokers and may contribute to basal
cell proliferation, which results in squamous metaplasia and an
increased risk of bronchial carcinoma (12).
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Neutrophils

Increased numbers of activated neutrophils are found in sputum
and BAL fluid of patients with COPD (13), yet neutrophil levels
are increased relatively little in the airways or lung parenchyma.
This finding may reflect their rapid transit through the airways
and parenchyma. The role of neutrophils in COPD is not yet
clear; however, neutrophil numbers in induced sputum are cor-
related with COPD disease severity (13) and with the rate of
decline in lung function. Smoking has a direct stimulatory effect
on granulocyte production and release from the bone marrow
and survival in the respiratory tract, which is possibly medi-
ated by GM-CSF and G-CSF released from lung macrophages.
Smoking may also increase neutrophil retention in the lung.
Neutrophil recruitment to the airways and parenchyma involves
adhesion to endothelial cells and E-selectin, which is upreg-
ulated on endothelial cells in the airways of COPD patients.
Adherent neutrophils then migrate into the respiratory tract
under the direction of neutrophil chemotactic factors. Several
chemotactic signals have the potential for neutrophil recruit-
ment in COPD, which include leukotriene (LT)B4, CXCL8,
and related CXC chemokines, including CXCL1 (GRO-α) and
CXCL5 (ENA-78), which are increased in COPD airways (14).
These mediators may be derived form alveolar macrophages
T-cells and epithelial cells, but the neutrophil itself may be
a major source of CXCL8. Neutrophils from the circulation
marginate in the pulmonary circulation and adhere to endothelial
cells in the alveolar wall before passing into the alveolar space.
The neutrophils recruited to the airways of COPD patients are
activated because increased concentrations of granule proteins,
such as myeloperoxidase and human neutrophil lipocalin, are
found in the sputum supernatant (15). Neutrophils secrete ser-
ine proteases, which include neutrophil elastase, cathepsin G,
and proteinase-3, as well as matrix metalloproteinase (MMP)-8
and MMP-9, which may contribute to alveolar destruction. Neu-
trophils have the capacity to induce tissue damage through the
release of serine proteases and oxidants. However, whereas neu-
trophils have the capacity to cause elastolysis, this ability is not a
prominent feature of other pulmonary diseases in which chronic
airway neutrophilia is even more prominent, including cystic fi-
brosis and bronchiectasis. This comparison suggests that other
factors are involved in the generation of emphysema. Indeed,
neutrophils are not a prominent feature of parenchymal inflam-
mation in COPD. It is likely that airway neutrophilia is more
linked to mucus hypersecretion in chronic bronchitis. Serine
proteases from neutrophils, which include neutrophil elastase,
cathepsin G, and proteinase-3, are all potent stimulants of mucus
secretion from submucosal glands and goblet cells in the epithe-
lium. A marked increase in neutrophil numbers is observed in
the airways in acute exacerbations of COPD, which accounts
for the increased purulence of sputum. This finding may reflect
increased production of neutrophil chemotactic factors, which
include LTB4 and CXCL8 (16, 17)

Macrophages

Macrophages seem to play a pivotal role in the pathophysiology
of COPD and can account for most of the known features of the

disease (18) (Fig. 4). A marked increase (5–10-fold) in the num-
bers of macrophages in airways, lung parenchyma, BAL fluid,
and sputum in patients with COPD. A careful morphometric
analysis of macrophage numbers in the parenchyma of patients
with emphysema showed a 25-fold increase in the numbers of
macrophages in the tissue and alveolar space compared with
normal smokers (19). Furthermore, macrophages are localized
to sites of alveolar wall destruction in patients with emphysema,
and a correlation is observed between macrophage numbers in
the parenchyma and severity of emphysema (20). Macrophages
may be activated by cigarette smoke extract to release inflam-
matory mediators, which includes TNF-α, CXCL8, and other
CXC chemokines; CCL2 (MCP-1); LTB4; and reactive oxygen
species. This release is a cellular mechanism that links smok-
ing with inflammation in COPD. Alveolar macrophages also
secrete elastolytic enzymes, which include MMP-2; MMP-9;
MMP-12; cathepsins K, L, and S; and neutrophil elastase taken
up from neutrophils (21). Alveolar macrophages from patients
with COPD and with exposure to cigarette smoke secrete more
inflammatory proteins and have a greater elastolytic activity at
baseline than those from normal smokers (21). Macrophages
demonstrate this difference even when maintained in culture
for 3 days, and therefore they seem to be intrinsically differ-
ent from the macrophages of normal smokers and nonsmok-
ing normal control subjects (21). The predominant elastolytic
enzyme secreted by alveolar macrophages in COPD patients
is MMP-9. Most inflammatory proteins that are upregulated
in COPD macrophages are regulated by the transcription fac-
tor nuclear factor-κB (NF-κB), which is activated in alveolar
macrophages of COPD patients, particularly during exacerba-
tions (22).

The increased numbers of macrophages in smokers and
COPD patients may be caused by increased recruitment of
monocytes from the circulation in response to the monocyte-
selective chemokines CCL2 and CXCL1, which are increased
in sputum and BAL of patients with COPD (14). Monocytes
from patients with COPD show a greater chemotactic response
to GRO-α than cells from normal smokers and nonsmokers, but
this finding is not explained by an increase in CXCR2 (23). In-
terestingly, whereas all monocytes express CCR2, which is the
receptor for CCL2, only ∼30% of monocytes express CXCR2.
It is possible that these CXCR2-expressing monocytes transform
into macrophages that are more inflammatory. Macrophages
also release the chemokines CXCL9, CXCL10, and CXCL11,
which are chemotactic for CD8+ Tc1 and CD4+ Th1 cells, via
interaction with the chemokine receptor CXCR3 expressed on
these cells (24).

The increased numbers of macrophages in COPD are mainly
caused by increased recruitment of monocytes, as macrophages
have a very low proliferation rate in the lungs. Macrophages
have a long survival time so the macrophage level is difficult
to measure directly. However, in macrophages from smokers,
a markedly increased expression of the antiapoptotic protein
Bcl-XL and increased expression of p21CIP/WAF1 is observed
in the cytoplasm (25). This finding suggests that macrophages
may have a prolonged survival in smokers and patients with
COPD. Once activated, macrophages will increase production
of reactive oxygen species, nitric oxide, and lysosomal enzymes
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Figure 4 Macrophages in COPD. Macrophages may play a pivotal role in COPD as they are activated by cigarette-smoke extract and secrete many
inflammatory proteins that may orchestrate the inflammatory process in COPD. Neutrophils may be attracted by CXCL8, CXCL1, and LTB4, monocytes by
CCL2, and CD8+ lymphocytes by CXCL10 and CXCL11. Release of elastolytic enzymes, such as MMP and cathepsins, cause elastolysis, and release of
TGF-β1 and connective tissue growth factor (CTGF). Macrophages also generate ROS and NO, which together form peroxynitrite and may contribute to
steroid resistance.

and will increase secretion of many cytokines, which include
TNFα, IL-1β, IL-6, CXCL8, and IL-18, among others. Acti-
vated macrophages are aimed at the more efficient killing of
organisms and promote inflammation mainly by TNFα, IL-1β,
and short-lived lipid mediators.

Corticosteroids are ineffective in suppressing inflammation,
which include cytokines, chemokines, and proteases, in patients
with COPD (26). In vitro, the release of CXCL8, TNF-α and
MMP-9 macrophages from normal subjects and normal smokers
are inhibited by corticosteroids, whereas corticosteroids are
ineffective in macrophages from patients with COPD (27). The
reasons for resistance to corticosteroids in COPD and to a lesser
extent macrophages from smokers may be the marked reduction
in activity of histone deacetylase-2 (HDAC2) (28), which is
recruited to activated inflammatory genes by glucocorticoid
receptors to switch off inflammatory genes. The reduction in
HDAC activity in macrophages is correlated with increased
secretion of cytokines like TNF-α and CXCL8 and reduced
response to corticosteroids. The reduction of HDAC activity on
COPD patients may be mediated through oxidative stress and
peroxynitrite formation (29).

Eosinophils

Although eosinophils are the predominant leukocyte in asthma,
their role in COPD is much less certain. Increased numbers
of eosinophils have been described in the airways and BAL
of patients with stable COPD, whereas others have not found
increased numbers in airway biopsies, BAL, or induced sputum.
The presence of eosinophils in patients with COPD predicts a
response to corticosteroids and may indicate coexisting asthma
(30). Increased numbers of eosinophils have been reported in
bronchial biopsies and BAL fluid during acute exacerbations of
chronic bronchitis (31). Surprisingly, the levels of eosinophil
basic proteins in induced sputum are as elevated in COPD, as
in asthma, despite the absence of eosinophils, which suggests
that they may have degranulated and are no longer recognizable
by microscopy (15). Perhaps this finding is caused by the high

levels of neutrophil elastase that have been shown to cause
degranulation of eosinophils.

Dendritic cells
Dendritic cells play a central role in the initiation of the innate
and adaptive immune response, and it is believed that they
provide a link between them (32). The airways and lungs contain
a rich network of dendritic cells that are localized near the
surface, so that they are located ideally to signal the entry of
foreign substances that are inhaled. Dendritic cells can activate a
variety of other inflammatory and immune cells, which include
macrophages and neutrophils, as well as T- and B-lymphocytes,
so dendritic cells may play an important role in the pulmonary
response to cigarette smoke and other inhaled noxious agents.
However, an increase in dendritic cells is not observed in the
airways of COPD patients in contrast to asthma patients (33)

T-Lymphocytes

An increase in the total numbers of T-lymphocytes is observed
in lung parenchyma as well as in peripheral and central airways
of patients with COPD; a greater increase is observed in CD8+
than CD4+ cells (6, 24). A correlation is observed between
the numbers of T-cells and the amount of alveolar destruc-
tion and the severity of airflow obstruction. Furthermore, the
only significant difference in the inflammatory cell infiltrate in
asymptomatic smokers and smokers with COPD is an increase
in T-cells, mainly CD8+, in patients with COPD. An increase
in the absolute number of CD4+ T-cells, albeit in smaller num-
bers, is evidenced in the airways of smokers with COPD, and
these cells express activated STAT-4, which is a transcription
factor that is essential for activation and commitment of the Th1
lineage, and IFN-γ.

The ratio of CD4+:CD8+ cells are reversed in COPD. Most
T-cells in the lung in COPD are of the Tc1 and Th1 subtypes
(24). A marked increase is observed in T-cells in the walls of
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Figure 5 T-lymphocytes in COPD. Epithelial cells and macrophages are stimulated by interferon-γ (IFNγ) to release the chemokines CXCL9, CXCL10, and
CXCL11, which together act on CXC-chemokine receptor 3 (CXCR3) expressed on Th1 cells and Tc1 cells to attract them into the lungs. Tc1 cells, through
the release of perforin and granzyme B, induce apoptosis of type 1 pneumocytes, which thereby contributes to emphysema. IFNγ released by Th1 and Tc1
cells then stimulates release of CXCR3 ligands, which results in a persistent inflammatory activation.

small airways in patients with severe COPD, and the T-cells are
formed into lymphoid follicles, which surround B-lymphocytes
(6).

The mechanisms by which CD8+, and to a lesser extent
CD4+ cells, accumulate in the airways and parenchyma of pa-
tients with COPD is not yet understood (34). However, homing
of T-cells to the lung must depend on some initial activation
(only activated T-cells can home to the organ source of antigenic
products), then adhesion and selective chemotaxis. CD4+ and
CD8+ T-cells in the lung of COPD patients show increased
expression of CXCR3, which is a receptor activated by the
chemokines CXCL9, CXCL10, and CXCL11, all of which are
increased in COPD (35). Increased expression of CXCL10 by
bronchiolar epithelial cells is observed, and it could contribute
to the accumulation of CD4+ and CD8+ T-cells, which prefer-
entially express CXCR3 (36) (Fig. 5). CD8+ cells are typically
increased in airway infections, and it is possible that the chronic
colonization of the lower respiratory tract of COPD patients by
bacterial and viral pathogens is responsible for this inflamma-
tory response. It is possible that cigarette-induced lung injury
may uncover previously sequestered autoantigens, or cigarette
smoke itself may damage lung interstitial and structural cells
and make them antigenic (37). The role of increased num-
bers of CD4+ cells in COPD, particularly in severe diseas,e is
also unknown (19); however, it is now clear that T-cell help is
required for the priming of cytotoxic T-cell responses, for main-
taining CD8+ T-cell memory, and for ensuring CD8+ T-cell
survival. It is also possible that CD4+ T-cells have immunolog-
ical memory and play a role in perpetuating the inflammatory
process in the absence of cigarette smoking. In a mouse model
of cigarette-induced emphysema, there is a predominance of
T-cells that are directly related to the severity of emphysema
(38).

The role of T-cells in the pathophysiology of COPD is not
yet certain, although they have the potential to produce ex-
tensive damage in the lung. CD8+ cells have the capacity

to cause cytolysis and apoptosis of alveolar epithelial cells
through release of perforins, granzyme-B, and TNF-α (39, 40).
An association between CD8+ cells and apoptosis of alveolar
cells is observed in emphysema (41). Apoptotic cells are pow-
erful sources of antigenic material that could reach the DC and
perpetrate the T-cell response. In addition, CD8+ T-cells also
produce several cytokines of the Tc1 phenotype, which include
TNF-α, lymphotoxin, and IFN-γ, and evidence suggests that
CD8+ in the lungs of COPD patients expresses IFN-γ (42).
All these cytokines would enhance the inflammatory reaction
in the lung besides the direct killing by CD8+ cells. COPD has
been considered an autoimmune disease triggered by smoking,
as previously suggested (37), and the presence of highly acti-
vated oligoclonal T-cells in emphysema patients supports this
conclusion (43). Evidence suggests that anti-elastin antibodies
exist in experimental models of COPD and in COPD patients
(44). In addition to activated Th1 cells, some evidence indicates
an increase in Th2 cells that express IL-4 in BAL fluid of COPD
patients in COPD patients (45).

Mediators of Inflammation

Many inflammatory mediators have now been implicated in
COPD, which include lipids, free radicals, cytokines, chemo-
kines, and growth factors (7). These mediators are derived from
inflammatory and structural cells in the lung and interact with
each other in a complex manner.

Lipid mediators

The profile of lipid mediators in exhaled breath condensates of
patients with COPD shows an increase in prostaglandins and
leukotrienes (46). A significant increase in PGE2 and F2α and
an increase in LTB4 but not cysteinyl-leukotrienes is observed.
This increase is a different pattern to that observed in asthma, in

6 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



Chronic Obstructive Pulmonary Disease (COPD), Inflammatory Mechanisms of

which increases in thromboxane and cysteinyl-leukotrienes have
been shown. The increased production of prostanoids in COPD
is likely to be secondary to the induction of cyclo-oxygenase-2
(COX2) by inflammatory cytokines, and increased expression
of COX2 is found in alveolar macrophages of COPD patients.
LTB4 concentrations are also increased in induced sputum, and
concentrations of LTB4 are increased even more in sputum
and exhaled breath condensate during acute exacerbations (16).
LTB4 is a potent chemoattractant of neutrophils, which acts
through high-affinity BLT1-receptors. A BLT1-receptor antago-
nist reduces the neutrophil chemotactic activity of sputum by
approximately 25% (47). Recently BLT1-receptors have been
identified on T-lymphocytes, and evidence indicates that LTB4

is involved in recruitment of T-cells.

Oxidative stress

Oxidative stress occurs when reactive oxygen species (ROS)
are produced in excess of the antioxidant defense mechanisms
and result in harmful effects, which include damage to lipids,
proteins, and DNA. Increasing evidence suggests that oxida-
tive stress is an important feature in COPD (48). Inflammatory
and structural cells that are activated in the airways of patients
with COPD produce ROS, such as neutrophils, eosinophils,
macrophages, and epithelial cells. Superoxide anions (·O2

−) are
generated by NADPH oxidase and converted to hydrogen per-
oxide (H2O2) by superoxide dismutases. H2O2 is then dismuted
to water by catalase. ·O2

−, and H2O2 may interact in the pres-
ence of free iron to form the highly reactive hydroxyl radical
(.OH). ·O2

− may also combine with NO to form peroxynitrite,
which also generates .OH. Oxidative stress leads to the oxi-
dation of arachidonic acid and the formation of a new series
of prostanoid mediators called isoprostanes, which may exert
significant functional effects, such as bronchoconstriction and
plasma exudation (49) (Fig. 6).

The normal production of oxidants is counteracted by sev-
eral antioxidant mechanisms in the human respiratory tract (48).
The major intracellular antioxidants in the airways are cata-
lase, SOD, and glutathione, which is formed by the enzyme
γ-glutamyl cysteine synthetase, and glutathione synthetase. In
the lung, intracellular antioxidants are expressed at relatively
low levels and are not induced by oxidative stress, whereas the
major antioxidants are extracellular. Extracellular antioxidants,
particularly glutathione peroxidase, are markedly upregulated
in response to cigarette smoke and oxidative stress. Extracellu-
lar antioxidants also include the dietary antioxidants vitamin C
(ascorbic acid) and vitamin E (α-tocopherol), uric acid, lacto-
ferrin, and extracellular superoxide dismutase, which is highly
expressed in human lung, but its role in COPD is not yet clear.

ROS have several effects on the airways and parenchyma and
increase the inflammatory response. ROS activate NF-κB, which
switches on multiple inflammatory genes resulting in amplifica-
tion of the inflammatory response. The molecular pathways by
which oxidative stress activates NF-κB have not been fully elu-
cidated, but several redox-sensitive steps must be followed in
the activation pathway. Oxidative stress results in activation of
histone acetyltransferase activity, which opens up the chromatin
structure and is associated with increased transcription of mul-
tiple inflammatory genes (50). Exogenous oxidants may also be
important in worsening airway disease. Considerable evidence
suggests increased oxidative stress in COPD (48). Cigarette
smoke itself contains a high concentration of ROS. Inflamma-
tory cells, such as activated macrophages and neutrophils, also
generate ROS, as discussed above. Several markers of oxidative
stress may be detected in the breath, and several studies have
demonstrated increased production of oxidants, such as H2O2,
8-isoprostane, and ethane, in exhaled air or breath condensates,
particularly during exacerbations (16).

O2
−, H2O2 

OH., ONOO−

Figure 6 Oxidative stress in COPD. Oxidative stress plays a key role in the pathophysiology of COPD and amplifies the inflammatory and destructive
process. ROS from cigarette smoke or from inflammatory cells (particularly macrophages and neutrophils) result in several damaging effects in COPD,
which include decreased antiprotease defenses, such as α1-antitrypsin (AT) and secretory leukoprotease inhibitor (SLPI), activation of NF-κB resulting in
increased secretion of the cytokines CXCL8 and TNF-αs, increased production of isoprostanes, and direct effects on airway function. In addition, recent
evidence suggests that oxidative stress induces steroid resistance.
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The increased oxidative stress in the lung epithelium of a
COPD patient may play an important pathophysiological role in
the disease by amplifying the inflammatory response in COPD.
This increase may reflect the activation of NF-κB and AP-1,
which then induce a neutrophilic inflammation via increased
expression of CXC chemokines, TNF-α, and MMP-9. Oxida-
tive stress may also impair the function of antiproteases such as
α1-antitrypsin and SLPI, and thereby accelerates the breakdown
of elastin in lung parenchyma. Corticosteroids are much less
effective in COPD than in asthma and do not reduce the pro-
gression or mortality of the disease. Alveolar macrophages from
patients with COPD show a marked reduction in responsiveness
to the anti-inflammatory effects of corticosteroids, compared
with cells from normal smokers and nonsmokers (27). In pa-
tients with COPD, a marked reduction in activity of HDAC
and reduced expression of HDAC2 is observed in alveolar
macrophages and peripheral lung tissue (28), which is corre-
lated with increased expression of inflammatory cytokines and
a reduced response to corticosteroids. This finding may result
directly or indirectly from oxidative stress and is mimicked by
the effects of H2O2 in cell lines (51).

Nitrative stress
The increase in exhaled NO is less marked in COPD than
in asthma, partly because cigarette smoking reduces exhaled
NO. Recently exhaled NO has been partitioned into central
and peripheral portions and this shows reduced NO in the
bronchial fraction but increased NO in the peripheral frac-
tion, which includes lung parenchyma and small airways (52).
The increased peripheral NO in COPD patients may reflect in-
creased expression of inducible NO synthase in epithelial cells
and macrophages of patients with COPD (53). NO and su-
peroxide anions combine to from peroxynitrite, which nitrates
certain tyrosine residues in protein, and increased expression of
3-nitrotyrosine is observed in peripheral lung and macrophages
of COPD patients (53). Tyrosine nitration of HDAC2 may lead it
impaired activity and degradation of this enzyme, which results
in steroid resistance (51).

Inflammatory cytokines
Cytokines are the mediators of chronic inflammation, and sev-
eral have been implicated in COPD (7). An increase in con-
centration of TNF-α is observed in induced sputum in stable
COPD with an additional increase during exacerbations (13, 17).
TNF-α production from peripheral blood monocytes is also
increased in COPD patients and has been implicated in the
cachexia and skeletal muscle apoptosis found in some patients
with severe disease. TNF-α is a potent activator of NF-κB,
which may amplify the inflammatory response. Unfortunately
anti-TNF therapies have not proved to be effective in COPD pa-
tients. IL-1β and IL-6 are other proinflammatory cytokines that
may amplify the inflammation in COPD and may be important
for systemic circulation.

Chemokines
Chemokines are small chemotactic cytokines that play a key role
in the recruitment and activation if inflammatory cells through

specific chemokine receptors. Several chemokines have now
been implicated in COPD and have been of particular inter-
est since chemokine receptors are G-protein coupled receptors,
for which small molecule antagonists have now been developed
(8). CXCL8 concentrations are increased in induced sputum of
COPD patients and increase even more during exacerbations
(13, 17). CXCL8 is secreted from macrophages, T-cells, ep-
ithelial cells, and neutrophils. CXCL8 activates neutrophils via
low-affinity specific receptors CXCR1, and is chemotactic for
neutrophils via high-affinity receptors CXCR2, which are also
activated by related CXC chemokines, such as CXCL1. CXCL1
concentrations are markedly elevated in sputum and in BAL
fluid of COPD patients, and this chemokine may be more im-
portant as a chemoattractant than CXCL8, acting via CXCR2
that are expressed on neutrophils and monocytes (14). CXCL1
induces significantly more chemotaxis of monocytes of COPD
patient compared with those of normal smokers, and it may
reflect increased turnover and recovery of CXCR2 in mono-
cytes of COPD patients (23). CXCL5 shows a marked increase
in expression in airway epithelial cells during exacerbations of
COPD; this increase is accompanied by a marked up regulation
of epithelial CXCR2.

CCL2 is increased in concentration in COPD sputum and
BAL fluid (14) and plays a role in monocyte chemotaxis via
activation of CCR2. CCL2 seems to cooperate with CXCL1
in recruiting monocytes into the lungs. The chemokine CCL5
(RANTES) is also expressed in airways of COPD patients
during exacerbations and activates CCR5 on T cells and CCR3
on eosinophils, which may account for the increased eosinophils
and T-cells in the wall of large airways that have been reported
during exacerbations of chronic bronchitis. As discussed above,
CXCR3 are upregulated on Tc1 and Th1 cells of COPD patients
with increased expression of their ligands CXCL9, CXCL10,
and CXCL11.

Growth factors
Several growth factors have been implicated in COPD and
mediate the structural changes that are found in the airways.
TGF-β1 is expressed in alveolar macrophages and airway ep-
ithelial cells of COPD patients, and it is released from epithelial
cells of small airways. TGF-β is released in a latent from and
activated by various factors, which include MMP-9. TGF-β may
play an important role in the characteristic peribronchiolar fi-
brosis of small airways, either directly or through the release of
connective tissue growth factor (Fig. 7). TGF-β downregulates
β2-adrenergic receptors by inhibiting gene transcription in hu-
man cell lines, and it may reduce the bronchodilator response
to β-agonists in airway smooth muscle. Alveolar macrophages
produce TGF-α in greater amounts than TGF-β, which may
be a major endogenous activator of EGFR that plays a key
role in regulating mucus secretion in response to many stim-
uli, which include cigarette smoke. Cigarette smoke activates
TNF-α-converting enzyme on airway epithelial cells, which re-
sults in the shedding of TGF-α and the activation of EGFR,
resulting in increased mucus secretion (54) (Fig. 8).

VEGF is a major regulator of vascular growth and is likely
to be involved in the pulmonary vascular remodeling that
occurs as a result of hypoxic pulmonary vasoconstriction in
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Chemotactic
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MMP-9Pro-MMP-9

Latent TGF-β Active TGF-β

Small airway fibrosis 
(chronic obstructive bronchiolitis)

Figure 7 TGF-β in COPD. TGF-β is released in a latent form that may be
activated by MMP-9. It may then cause fibrosis directly through effects on
fibroblasts or indirectly via the release of CTGF. TGF-β may also
downregulate β2-adrenoceptors on cells such as airway smooth muscle to
diminish the bronchodilator response to β-agonists.

Figure 8 Epidermal growth factor receptors (EGFR) in COPD. EGFR play a
key role in the regulation of mucus hypersecretion, with increased
expression of mucin genes (MUC5AC, MUCB) and differentiation of goblet
cells and hyperplasia of mucus-secreting cells. These effects are mediated
via the activation of mitogen-activated protein (MAP) kinases. EGFR are
activated by TGF-α, which is in turn activated by tumor necrosis factor-α
converting enzyme (TACE), activated via release of oxidants from cigarette
smoke and neutrophils. EGFR may also be activated by EGF.

severe COPD. Increased expression of VEGF is observed in
pulmonary vascular smooth muscle of patients with mild and
moderate COPD, but paradoxically a reduction in is indicated
expression in severe COPD with emphysema. Inhibition of
VEGF receptors using a selective inhibitor induces apoptosis of
alveolar endothelial cells in rats, which results in emphysema;
this finding seems to be driven by oxidative stress. In addition,
VEGF is also an important proinflammatory cytokine produced
by epithelial and endothelial cells, macrophages, and activated
T-cells, which acts by increasing endothelial cell permeability,
by inducing expression of endothelial adhesion molecules and
via its ability to act as a monocyte chemoattractant. VEGF also
stimulates the expression of CXCL10 and its receptor CXCR3.
Thus VEGF is likely an intermediary between cell-mediated
immune inflammation and the associated angiogenesis reaction.

Conclusions

In summary, cigarette smoke exposure induces a florid inflam-
matory response in the lung that involves structural and in-
flammatory cells and a large array of inflammatory mediators.
The interaction of these complex steps eventually leads to air-
way remodeling and obstruction and emphysema, albeit in only
about 25% of chronic smokers. Of interest, the main difference
between smokers who develop COPD and the ones who do
not seems to be the presence of an adaptive immune response
with CD8+, CD4+, and B-cells, which express obvious signs
of being activated effector cells. It is likely that genetic and
epigenetic factors (such as histone acetylation) are involved in
determining the progression of the inflammatory cascade, as it
is supported by animal models, where different strains seem
to have different sensitivities to cigarette smoke. COPD is a
complex inflammatory disease, and the interactions between dif-
ferent inflammatory cells and mediators are still uncertain. More
research into these mechanisms is needed to identify novel tar-
gets that may lead to the discovery of more effective therapies
that can prevent disease progression and reduce the high mor-
tality of this common disease.
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Although the etiology of depression remains to be elucidated, our
knowledge of the neurobiology and biochemistry of this mental disorder
has been updated increasingly. Early research focused on the biogenic
amines norepinephrine (NE; noradrenaline) and 5-hydroxytryptamine
(5-HT; serotonin). The biogenic amine (monoamine) hypothesis of
depression states that depression is the result of a functional deficiency of
NE and/or 5-HT at central synapses. However, it soon became obvious that
other factors were also important in the neurobiology of depression.
Dopamine is thought to be involved in various aspects, which include
reward and locomotion. The amino acids gamma-aminobutyric acid
(GABA) and glutamate, their receptors, and various neuroactive steroids
that act as allosteric modulators at GABA-A and/or NMDA glutamate
receptors have been proposed to have an important role. Stress and the
hypothalamic-pituitary-adrenal (HPA) axis play a central role, and it has
been proposed that increased secretion of corticotropin releasing factor
(CRF) may be critical in producing the symptoms of depression. Various
other neurochemicals have also been implicated in depression, and in
several cases they have links to the HPA axis. Abnormal levels of Substance
P have been reported in depression, which led to development of potential
antidepressants that interact with neurokinin receptors. Abnormalities in
the immune system, which presumably involve cytokines, have been
reported in depression. Cell loss seems to occur in some brain areas (e.g.,
hippocampus) in depression, and such loss can be produced by stress and
prevented by antidepressants (which also increase expression of various
neurotrophic and transcription factors). Agonists at melatonin receptors
have been proposed in recent years as effective antidepressants. The
possible involvement of the various neurochemicals mentioned above in
depression will be reviewed, and some other neurochemicals that are being
examined will also be mentioned.

Introduction
Depression (referring here to major depressive disorder in the
Diagnostic and Statistical Manual of the American Psychiatric
Association, volume IV; DSM-IV) is a common, chronic, func-
tionally limiting clinical syndrome that likely reflects a het-
erogenous group of underlying disorders (1, 2). In the DSM-IV
(DSM-IV-TR is the most recent version), characteristic symp-
toms of a major depressive episode listed include five or more of
the following symptoms, which have been present nearly every
day in most cases during the same 2-week period and repre-
sent a change from previous functioning: 1) depressed mood;

2) markedly diminished interest or pleasure in all, or almost
all, activities; 3) significant weight loss or gain; 4) insomnia
or hypersomnia; 6) fatigue or loss of energy; 7) feelings of
worthlessness or excessive or inappropriate guilt; 8) diminished
ability to think or concentrate, or indecisiveness; and 9) recur-
rent thoughts of death or suicidal ideation without a specific
plan, or a suicide attempt or a specific plan for committing sui-
cide. Note: of the five symptoms, at least one is either 1) or
2) above. The lifetime prevalence of depression in the United
States has been estimated at 5–12% in men and 10–25% in
women (2). Depression has been shown to impact individual
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quality of life significantly (3), carry a heavy economic bur-
den (4), and affect brain structure and function (5). Despite
research into many potential causative factors, a putative eti-
ology for depression remains elusive (6, 7). Research in the
twentieth century initially focused on a decreased functional
availability of the monoamine neurotransmitters norepinephrine
(NE) and 5-hydroxytryptamine (5-HT) as the possible agents
of depressive illness, and it was supported in part by the phar-
macological properties of available antidepressants. However, a
growing body of literature suggests that multiple contributory
chemical systems, many of which are intertwined, are involved
in producing the depressive phenotype (8–10).

Biogenic Amines

Endogenous biogenic amines in the brain include cat-
echolamines [NE (noradrenaline, NA), dopamine (DA),
epinephrine (adrenaline)] 5-HT, histamine, and the so-called
trace amines (β-phenylethylamine, tyramine, tryptamine, and
octopamine). These amines have in common a arylalkylamine
structure, and all have been implicated in the etiology of one or
more psychiatric disorders and/or in therapeutic and/or adverse
effects of drugs used to treat such disorders. In this review
on depression, the focus in the case of biogenic amines will
be on 5-HT, NE, and DA, although epinephrine and histamine
and trace amines have also been implicated (see the section on
“Other Antidepressant Approaches and Targets”).

Early studies on the origins of depression focused on the
monoamine neurotransmitters NE (a catecholamine) and 5-HT
(an indoleamine) (for reviews, see References 7, 11, and 12)
(Fig. 1). The antihypertensive and antipsychotic medication re-
serpine depletes central stores of NE, 5-HT, and DA and is
known to produce symptoms of depression in some patients
(13). Iproniazid is an antitubercular drug that was noted to pro-
duce mood elevation in tuberculosis patients and was shown to
be an inhibitor of monoamine oxidase (MAO), which is a major
catabolic enzyme for monoamines, including NE, 5-HT, and DA
(another catecholamine neurotransmitter). In addition, studies in
animals with drugs that caused depletions of NE and/or 5-HT
demonstrated changes in locomotor activity, sleep, and sexual
activity; these symptoms are similar to physiological symptoms
observed in depressed patients. These observations led to cate-
cholamine (14) and indoleamine (15, 16) hypotheses, which are
now generally combined into the biogenic amine (monoamine)
hypothesis that states that depression is the result of a func-
tional deficiency of NE and/or 5-HT at specific synapses in
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NE
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Figure 1 Structures of NE, 5-HT, and DA.

the central nervous system (12). In addition to the effects of
the MAO inhibitors (several of which became approved an-
tidepressants), the hypothesis was supported by the actions of
the tricyclic antidepressants (TCAs), which inhibit the reup-
take of NE and 5-HT back into nerve terminals. Such reuptake
is a major inactivation mechanism for the catecholamines and
5-HT, and inhibiton of this process leaves more NE and 5-HT
available in the synaptic cleft between neurons to interact with
postsynaptic receptors (Fig. 2). Indeed, most antidepressants de-
veloped subsequently inhibit NE and/or 5-HT reuptake and/or
act on presynaptic receptors that affect synthesis and release of
biogenic amine neurotransmitters (see Fig. 2).

Serotonin (5-Hydroxytryptamine, 5-HT)

Regulation of mood, sleep, and aggression have all been shown
to involve the serotoninergic system (17–19), and most antide-
pressant drugs currently being used inhibit 5-HT reuptake and/or
act on 5-HT receptors (of which there are several subtypes).
5-HT is produced centrally from the amino acid tryptophan, and
depressed mood can be induced experimentally by acute trypto-
phan depletion in healthy individuals. This effect is accentuated
in those with a family history of depression (18–21). Simi-
larly, depressive relapse can be initiated in individuals treated
with MAO inhibitors or selective serotonin reuptake (SSRI) in-
hibitors by depleting tryptophan (22, 23).

A major problem with the biogenic amine hypothesis of de-
pression is the discrepancy in the time course between relatively
rapid biochemical and pharmacologic effects (e.g., inhibition of
reuptake, inhibition of MAO) of the antidepressants and their
clinical beneficial effects, which often require administration
for 2–3 weeks or longer. This discrepancy led to the studies in
both laboratory animals (receptor-binding studies and electro-
physiological investigations) and humans (postmortem studies
and in vivo neuroimaging studies) on possible dysregulation of
receptors for the biogenic amines in depression and effects of
antidepressants on that dysregulation (24–28). It has been sug-
gested that antidepressants normalize the density and/or function

postsynaptic receptors

presynaptic receptor

release

MAO

reuptake

Figure 2 Sites of actions of antidepressants at the synapse (presynaptic
nerve terminal, postsynaptic nerve cell, and synaptic cleft between the two
are shown). MAO is present in mitochondria, and the shaded circles
represent synaptic vesicles that contain neurotransmitter amines.
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of 5-HT1 and 5-HT2 receptors, but there are inconsistencies
in the literature in this regard. Electroconvulsive shock in rats
(an approximate animal model of electroconvulsive therapy in
humans) seems to cause an opposite effect on 5-HT2 receptor
regulation to that of several antidepressants (24, 25, for a review
see Reference 26).

The 5-HT transporter protein (5-HTT) is critical for the re-
uptake of 5-HT into the presynaptic neuron. Decreased 5-HTT
binding has been reported in depressed patients both in post-
mortem samples and in functional imaging studies (28, 29). Two
common alleles of the gene that encode this protein have been
identified, with the short (s) form of the allele being less active,
which results in decreased transcription and reduced expression
of 5-HTT. Studies have suggested that the s allele occurs more
frequently in depressed patients as well as in suicide victims,
and homozygous individuals are more likely to have family
histories of depression. This finding seems paradoxical, as the
s allele of the gene results in decreased serotonin reuptake,
which thereby increases the duration of 5-HT in the synapse.
It has been suggested that this observation may be explained
by the lifelong duration of the genetic polymorphism compared
with the acute effect of medication administration (28, 29).

Norepinephrine (Noradrenaline)

Investigations have also been conducted on the regulation of
NE receptors in depression and after chronic administration of
antidepressants (11, 30–32). In animal models, induced chronic
stress has been used as a model for depression. Chronic stress
has been reported to result in an increase in presynaptic in-
hibitory α2A adrenergic autoreceptors. Long-term exposure to
drugs that block the α2 receptor result in an increased lev-
els of synaptic NE and has been shown to counter the effects
of chronic stress in rats (11, 31). In humans and laboratory
animals, contradictory evidence exists as to the role of nora-
drenergic receptors in depression (31, 32). Down regulation of
β1-adrenoreceptor density occurs after chronic administration
of some types of antidepressants, which coincides with clini-
cal effect, but it does not occur with all antidepressants (for
a review see References 25 and 32). It is not clear whether
β-adrenoreceptor density is increased in victims of suicide;
presynaptic α2A-adrenoreceptors have been reported to be in-
creased in postmortem brains of depressed individuals who died
by suicide compared with controls (30, 31).

NE is synthesized from the amino acid tyrosine, which can be
depleted in the brain by administering a competitive inhibitor of
its production, α-methyl-para-tyrosine. Tyrosine depletion has
been shown to reverse antidepressant responses in individuals
treated with antidepressants that inhibit NE reuptake, which
suggests a direct role of this neurotransmitter in the course of
depression (31).

Dopamine

Although the focus on monoamine neurotransmitters in depres-
sion has been on NE and 5-HT, it is generally considered
that DA (Fig. 1) also plays a role, and readers are referred
to several comprehensive papers that review basic science and

clinical evidence for the involvement of DA (11, 33–35). Moti-
vation, psychomotor speed, concentration, and anhedonia have
all been linked to dopaminergic circuits. Most DA-producing
neurons have nuclei located in the brain stem. Projections from
dopaminergic neurons form three primary paths to the cortical
and subcortical structures: The nigrostriatal pathway is involved
in motor planning and execution; the mesocortical pathway is
concerned with concentration and executive functions; and the
mesolimbic pathway is important in motivation, pleasure, and
reward. Mesolimbic DA dysfunction is observed in animal mod-
els of depression, with subsequent antidepressant use causing
enhanced dopamine signaling (11, 33–35). Decreased levels of
DA in the nucleus accumbens of rats are associated with a de-
creased response to rewards. Animals that experience learned
helplessness have decreased levels of DA in the caudate nucleus
and nucleus accumbens; exposure to antidepressant medications
has been reported to increase the level of DA in the same regions
(11, 33, 34).

In humans, genetic studies have shown that particular poly-
morphisms of the D3 and D4 DA receptors are associated with
depressed phenotypes. In studies of CSF concentrations of ho-
movanillic acid (HVA), which is a metabolite of DA, lower
levels than controls have been reported in some depressed pa-
tients. Conversely, depressed individuals with psychotic symp-
toms have been reported to have increased CSF levels of HVA
and DA compared with controls (33).

Classes of Antidepressants

The three neurotransmitter monoamines mentioned above do not
operate independently, but rather they interact with one another
and are influenced by various central and peripheral biological
processes. The actions of most commercially available antide-
pressant medications continue to target the monoamine neu-
rotransmitter systems. The structures of these antidepressants
are shown in Fig. 3. The MAO inhibitors (tranylcypromine,
phenelzine, and moclobemide) prevent metabolic breakdown
of the amines; the TCAs (represented by imipramine and de-
sipramine in Fig. 3, although several other structurally related
TCAs are available) are inhibitors of reuptake of NE and 5-HT
back into the presynaptic neuron, which results in increased lev-
els of these amines in the synaptic cleft; the tetracyclic mapro-
tiline is a NE reuptake inhibitor; bupropion and its metabolites
inhibit reuptake of NE and DA; trazodone inhibits reuptake of
5-HT and acts on α adrenergic receptors; the selective serotonin
reuptake inhibitors (SSRIs) are, as their name suggests, very
selective for inhibiting serotonin (5-HT) reuptake into nerve ter-
minals; venlafaxine, duloxetine, and milnacipran are inhibitors
of NE and 5-HT reuptake; mirtazapine inhibits 5-HT reuptake
and blocks presynaptic α2 adrenergic receptors; and reboxetine
is a selective NE reuptake inhibitor. These medications have
been shown to produce their pharmacological effects on NE
and/or 5-HT very quickly (within hours or minutes), but clinical
effects lag, which becomes apparent only after days to weeks.
Up to 80% of patients respond to currently available therapies;
however, only 50% of patients achieve complete remission (7).
These phenomena suggest that biogenic amines alone are not
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Figure 3 Structures of antidepressants.

sufficient targets for research into the etiology and treatment of
depression. In recent years, extensive research has focused on
other possible causative factors, and the literature in this area
will now be reviewed.

Beyond Biogenic Amines

γ-Aminobutyric Acid (GABA) and
Glutamate

The amino acids GABA and glutamic acid (glutamate) (Figs. 4
and 5, respectively) are major inhibitory and excitatory neu-
rotransmitters, respectively, in the central nervous system, and
a requisite balance between the two operates in normal brain.
Aberrations in the functions of one or both of these neuro-
transmitters have been implicated in the pathogenesis of several
neurological and psychiatric disorders, which include depression
(36–38).

Modulators of alpha-amino-3-hydroxy-5-methyl-4-isoxazo-
lepropionic acid (AMPA) and N-methyl-D-aspartate (NMDA)
ionotropic (associated directly with ion channels) glutamate re-
ceptors as well as metabotropic (linked to G-proteins and second
messenger systems) glutamate receptors have been investigated
for antidepressant properties (39–42). NMDA receptor antag-
onists have shown effects similar to other antidepressants in
animal models of depression. In humans, plasma levels of glu-
tamate have been reported to be correlated with the severity
of depression (43), and NMDA receptor abnormalities have
been observed in postmortem brain tissue of suicide victims
and individuals with depression. Clinical trials of intravenously
administered ketamine, which is an NMDA receptor antagonist,
have produced rapid diminishment of depressive symptoms af-
ter a single administration (41). Concern has been raised over
the psychotogenic side effects of NMDA receptor antagonists;
however, memantine, which is a lower-affinity NMDA receptor
antagonist without these side effects, has been investigated and
did not show clinical improvement (42). Less evidence exists
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Figure 5 Structure of glutamic acid.

for the role of the AMPA receptor in depression. Tricyclic an-
tidepressants have affinity for this receptor, and in a rat model
of depression, AMPA receptor density increases with chronic
antidepressant treatment (44).

Decreased GABAergic effects have also been associated with
depression. In vivo evidence of GABAergic dysfunction in pa-
tients with depression includes decreased levels of GABA in
the CSF, plasma, and occipital cortex (45, 46). Premenstrual
dysphoric disorder (PMDD), which is a condition of depres-
sive symptoms prior to menstruation, has been associated with

a reduced variability in cortical GABA levels across the men-
strual cycle (47). The MAO inhibitor antidepressant phenelzine
has been shown to also cause marked increases in brain levels
of GABA when administered to rats (48, 49). Using mag-
netic resonance spectroscopy, SSRI antidepressants have been
demonstrated to increase brain levels of GABA in humans (50).

Both GABA and glutamate are important beyond their direct
effects as neurotransmitters. They interact with several other
neurotransmitter and neuromodulatory systems and have effects
on the regulation of the hypothalamic-pituitary-adrenal (HPA)
axis, which may contribute to hyperactivity in this circuit in
depression. The HPA axis will be discussed later in this article.

Neuroactive steroids

In recent years, a great deal of interest has focused on the
possible involvement of several so-called neuroactive steroids
(Fig. 6) in the etiology and pharmacotherapy of a variety of
neurologic and psychiatric disorders, which include depression
(51–53). These compounds are rapid-acting steroids that act as
positive or negative allosteric modulators at many receptors,
which include GABA-A and NMDA receptors. These steroids
include pregananolone, pregnenolone, allopregnanolone, isoal-
lopregnanolone, 3α,5β-tetrahydroprogesterone (THP), 3β,5α-
THP, 3α,5α-tetrahydrodeoxycorticosterone (THDOC), dehydro-
epiandrosterone (DHEA), DHEA sulphate, and pregnenolone
sulfate. Allopregnanolone and THDOC are strong positive mod-
ulators at the GABA receptor and are potent anxiolytics (Note:
Most antidepressants drugs also have anxiolytic properties). The
ratios of these various neuroactive steroids are altered in several
psychiatric disorders, and allopregnanolone seems to be of par-
ticular interest with regard to depression. Allopreganolone has
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Figure 6 Structure of some neuroactive steroids.
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been reported to produce antidepressant-like actions in ovariec-
tomized rats when given as an intra-accumbens infusion (54),
and SSRI antidepressants have been shown to increase brain
levels of allopregnanolone in rats at doses lower than those
required to inhibit 5-HT reuptake (55). Blunted responses to al-
lopreganaolone in women with PMDD correlate with the degree
of depression in these subjects (56).

The Hypothalamic-Pituitary-Adrenal
(HPA) Axis

A vast amount of literature indicates a relationship between
stress and depression, and in this regard it is interesting that the
HPA axis, which is involved in the coordination of neuroen-
docrine responses to stress, has been shown to be hyperactive
in many depressed patients (57, 58). In their diathesis-stress hy-
pothesis of mood disorders, Stout et al. (58) propose that the
HPA axis is the principal site where genetic and environmental
influences converge to cause mood disorders.

In healthy subjects, stress activates the hypothalamus, which
results in the release of corticotropin releasing factor (CRF),
which in turn results in release of adrenocorticotropic hormone
(ACTH). The ACTH activates the secretion of the glucocorti-
coid cortisol from the adrenal cortex (Fig. 7). The HPA axis has
an autoregulating mechanism mediated via negative feedback
by cortisol acting at glucocorticoid receptors in the hypothalmus
and the pituitary; but in many depressed patients, this regulation
is impaired, which results in higher circulating levels of CRF
and cortisol. This impairment probably occurs as a result of a
decrease in the number or sensitivity of glucocorticoid recep-
tors, which can be affected by gene expression, monoamines,
and early childhood expression (58, 59). It has been reported
that depressed patients exhibit decreased ACTH secretion in
response to exogenously administered CRF and increased se-
cretion of cortisol in response to a given ACTH level (58, 59).
Antidepressants have been reported to result in return of HPA
functioning to control levels (59, 60), and it has been proposed
(9) that normalization of the HPA axis is a requirement for the
successful attenuation of depressive symptoms.

Chronic administration of corticosterone to rats results in be-
haviors associated with depression (61). Indeed, inhibitors of
cortisol synthesis (e.g., ketoconazole and metyrapone) and glu-
cocorticoid receptor antagonists (e.g., mifepristone) have been
tested clinically. Although preliminary studies with these drugs
are promising, the former drugs have an unfavorable side effect
profile, and the latter suffer from lack of specificity (61, 62).
The development of CRF1 receptor antagonists has been a ma-
jor thrust by several researchers and pharmaceutical companies
in recent years. Increased levels of CRF in the hypothalamus
and CSF and an increased number of CRF neurons in the par-
aventricular nucleus of the hypothalamus have been observed
in major depressive disorder (10). Intracranial administration of
CRF to rats or overexpression of CRF in mice leads to sleep
disturbances, reduced appetite, and diminished sexual activity.
These symptoms appear in many depressed patients (58, 63).
Researchers continue to discuss whether the CRF antagonists
currently under investigation are acting primarily through block-
ade of prefrontal and limbic CRF1 receptors rather than having

CRF

ACTH

CORTISOL
(a glucocorticoid)

Paraventricular nucleus of
hypothalamus

Pituitary

Adrenal Cortex

Figure 7 Schematic diagram of the HPA axis.

an effect on the HPA axis. In addition, CRF2 receptors are ob-
served in the brain, and although their function is less clear,
drugs that act at these receptors are also of investigative inter-
est (58).

As indicated in other parts of this review, the HPA axis
interacts with most neurochemicals that are thought to be
important in depression, and many researchers consider that this
axis plays a central role in depression.

Substance P

The peptide Substance P acts primarily on neurokinin 1 (NK1)
receptors that are coupled to the Gq subunit of G proteins. Sub-
stance P has been of interest with regard to depression because
of its increased expression and that of NK1 receptors in fear-and
anxiety-related circuits. Substance P is released in animals in
response to fear-invoking stimuli and there is a high degree of
colocalization of substance P with 5-HT or its receptors in hu-
man brain (9). Kramer et al. (64) reported that chronic treatment
of humans with a nonpeptide NK1 receptor antagonist resulted
in clinical improvement in depressed subjects; this finding was
replicated by some groups but not by others (9). It stimulated ad-
ditional research on NK1 antagonists. Although clinical findings
with substance antagonists have been disappointing overall, this
class of drug continues to be of interest, and recent studies in
laboratory animals and humans suggest that some useful antide-
pressant agents may develop (66–69). Recent studies indicate
that NK1 antagonists act through serotoninergic and noradrener-
gic neurons (70), and it has been suggested that these drugs may
be useful agents in combination with traditional antidepressants
(71).

Cytokines

In recent years, researchers have shown interest in the role
of the immune system in depression (72, 73), and the cy-
tokine theory of depression proposes that alterations in the
immune response result in behavioral, cognitive, and neuroen-
docrine changes in depression. Cytokines can be proinflam-
matory or anti-inflammatory, and it has been postulated that
depression may be caused by, or at least related to, excessive
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amounts of proinflammatory cytokines such as interleukin-1
and tumor necrosis factor-alpha (74). Indeed, it has been ob-
served that antiviral treatment with the cytokine interferon re-
sults in “sickness behavior” characterized by symptoms such
as weight loss, anorexia, depressed mood, sleep disturbances,
social withdrawal, and fatigue, which are also observed in de-
pression (9). It is also of interest that cytokines are potent
stimulators of the HPA axis via activation of CRF release,
and proinflammatory cytokines can also decrease 5-HT lev-
els by increasing 5-HT secretion and diverting metabolism of
tryptophan metabolism away from formation of 5-HT by tryp-
tophan hydroxylase as well as increasing metabolism by the
indolamine-2,3-dioxygenase (IDO) pathway (75). Although the
evidence for abnormal cytokine levels and/or inflammatory re-
sponses in depression is inconsistent to date, this area is very
interesting for future exploration and should lead to more studies
on glial cells that synthesize and release cytokines.

Intracellular signaling cascades and
neurotrophic factors
As the acute increase in synaptic monoamines produced by
antidepressant drugs does not correlate with timing of clinical
effects, the intracellular signaling pathways that their receptors
they interact with have been investigated as targets for novel
antidepressants. Several such pathways are observed, and an
example is given in Fig. 8 (76).

Several serotoninergic and DA receptors and the β1 noradren-
ergic receptor activate the Gs pathway, whereas others activate
the Gq pathway. These signaling cascades result in activation of
protein kinases A and C, with a net effect of increasing phospho-
rylation of cyclic adenosine monophosphate (cAMP)-regulated
element binding protein (CREB). CREB acts as a regulator
in the expression of many genes, some of which have been
implicated in neuroplasticity and neurogenesis. For example,
transcription of brain-derived neurotrophic factor (BDNF), ty-
rosine kinase B (trkB) (which is a BDNF receptor), and the
glucocorticoid receptor are activated by CREB. Inhibition of
transcription of CRF and subunits of the NMDA receptor oc-
cur in the presence of CREB. Alterations in CREB levels have
been observed in depressed individuals, and increases in CREB
function have been associated with reduction or production of
depressive symptoms in animals, which depends on the area of
the brain involved (77, 78).

The most researched area of interest for antidepressant activ-
ity related to signaling pathways is the hippocampus (79–85).
The volume of the hippocampus is reduced in patients with
multiple episodes of major depression, as observed in imaging
studies and in postmortem samples (81–84). Animal models of
inescapable stress are associated with decreased hippocampal
neurogenesis (84). Neurogenesis is also evident in the hip-
pocampus of humans (85). The neurogenesis hypothesis of
depression states that depression is a consequence of impaired

Figure 8 Simplified diagram of a signaling cascade that involves NE, BDNF, and CREB after NE acts on the postsynaptic β-noradrenergic receptor. NE
couples to a G protein (Gαs), which stimulates the production of cAMP from adenosine triphosphate (ATP). This reaction is catalyzed by adenylate cyclase
(AC). cAMP activates protein kinase A (PKA). Inside the cell, PKA phosphorylates (P) the CREB protein, which binds upstream from specific regions of genes
and regulates their expression. BDNF is one target of cAMP signaling pathways in the brain. CRE, cyclic AMP regulatory element; ER, endoplasmic
reticulum. [reprinted from Reference 76 with permission of the author and the publisher, Canadian Medical Association].
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neurogenesis in the hippocampus and that antidepressants exert
their effect by stimulating neurogensis (86). Controversy ex-
ists as to whether neurogenesis is necessary for the efficacy of
antidepressant medications in animal models (87), with some
evidence suggesting that when neurogenesis is inhibited, an-
tidepressant effects are lost (84, 88).

In the hippocampus, CREB seems to mediate antidepressant
effects, and a variety of antidepressants, which includes elec-
troconvulsive therapy, increases CREB expression (77). Experi-
mentally increasing the expression of CREB in the hippocampi
of depressed rats seems to have an antidepressant effect. Ev-
idence suggests that the role of CREB in mediating antide-
pressant effects of medication is related to the expression of
CREB-regulated neural growth factors, such as BDNF (79, 89).
In humans, BDNF levels are reduced in postmortem samples of
depressed individuals when compared with nondepressed con-
trols (90). Antidepressant therapy increases serum BDNF levels
in depressed humans (91). In animals, chronic stress models
are associated with reduced expression of BDNF (79) and de-
creased cell proliferation in the hippocampus (83), which can be
prevented or reversed by treatment with antidepressant drugs.
However, researchers debate whether genetic disruption of the
signaling pathways that involve BDNF and trkB causes depres-
sive behavior (See Reference 92 for a review). It is also of
interest that chronic administration of antidepressants has been
reported to upregulate expression and activity of the neuropro-
tective enzyme superoxide desmutase and, depending on the
dose and antidepressant, to increase immunostaining of BDNF
and/or the antiapoptotic protein Bcl-2 (93, 94).

The picture with CREB is far from straightforward. Increased
expression of CREB in the nucleus accumbens of rats produces
depression-like effects, which include anhedonia (77, 89) and
increased helplessness, in learned-helplessness models (81).
Increases in BDNF expression in the mesolimbic DA system
of rats are associated with induction of depressive effects in
certain animal models. However, studies that use systemic
administration of BDNF and activators of the cAMP-CREB
cascade seem to have a net therapeutic effect in behavioral
models of depression (90, 86, 89, 95).

Melatonin
(N-acetyl-5-methoxytryptamine)

Depression and seasonal affective disorder, which is a form of
depressive illness characterized by symptoms with onset and
course related to season of the year, have been noted to be
cyclic and possibly related to alterations in circadian rhythms
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Figure 9 Structure of melatonin.

(96). Alterations in the cyclical functioning of the HPA axis and
the hypothalamic-pituitary-thyroid axis occur in some patients
with major depression (96). Disruption in the sleep/wake cycle
and insomnia are common in depression. Melatonin (Fig. 9),
which is a hormone derived centrally in the pineal gland from
serotonin, is instrumental in many biological functions with cir-
cadian variability. Several studies have shown that depressed
individuals have a deficiency of melatonin secretion, but a body
of evidence shows increased nocturnal melatonin production in
the brains of depressed subjects with increased urinary excre-
tion of its metabolite, 6-hydroxymelatonin sulfate (96, 97). This
finding may reflect differences in subtypes of depression. As
melatonin is secreted in a rhythmic fashion, the timing of the
melatonin peak has been studied in depressed individuals. Phase
shifts toward both earlier and later onset of peak secretion have
been noted. Both treatment with antidepressant medications and
electroconvulsive therapy have been associated with increases in
melatonin excretion in depressed individuals. The pineal gland
receives input from noradrenergic neurons, and it has been sug-
gested that alterations in melatonin secretion merely reflect dys-
function in monoamine systems (96, 97). Agomelatine, which
is a melatonin receptor agonist and 5HT2c receptor antagonist,
has been shown to have antidepressant properties in animals
and humans (98–101). Agomelatine targets the MT1/MT2 mela-
tonin receptors and mimics melatonin in its effect on circadian
rhythms. A combination of activity at melatonin receptors and
monoaminergic receptors may represent a novel method of an-
tidepressant drug action (97–100).

Other Antidepressant Approaches
and Targets
Electroconvulsive therapy (ECT) is considered to be the most
efficacious treatment for depression, although its side-effect pro-
file limits its use, and it is associated with a high relapse rate (10,
102). The exact mechanism of action of ECT is still unknown,
although effects on monoaminergic systems, CRF, neurotrophic
factors, and neuroendocrine systems have been suggested (102).
Because DA probably plays a role in the pathophysiology of
depression, triple reuptake inhibitors that inhibit reuptake of
NE, 5-HT, and DA have now been developed and are under-
going preclinical and clinical testing (10). Numerous reports in
the literature suggest that trace amines (so-named because their
absolute levels in the brain are much lower that those of the
classic neurotransmitter amines) are involved in the etiology
and pharmacotherapy of several neurologic and psychiatric dis-
orders, which include depression (103–106). Researchers have
shown an increased interest in these trace amines, which include
β-phenylethylamine, tyramine, tryptamine, and octopamine, in
recent years with the discovery of a family of G-protein coupled
receptors that bind to and are activated by these amines (107,
108). Epinephrine is present in much lower concentrations than
NE and DA in the brain, but it is a major stress hormone in
the periphery and could be a contributing factor in depression
(109). Histamine is present in lower concentrations in brain than
NE, DA, or 5-HT as well, but it has also been implicated in the
etiology of depression (110).
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Reports in the literature indicate that atypical (second genera-
tion) antipsychotics are useful antidepressant agents when com-
bined with standard antidepressants (10); several researchers
suggest that in some cases they and/or their metabolites may be
useful antidepressants in their own right. It is interesting that
some of these atypical antipsychotics have been reported to
have several neuroprotective actions, which include effects on
neuroprotective enzymes and factors that affect apoptosis (pro-
grammed cell death) (111). Preliminary reports suggest similar
effects of antidepressants (93, 94). Some other areas related to
the chemistry of depression and its treatment that contain con-
flicting reports in the literature but are of interest include the
following: the relationship of serum cholesterol and the use of
statins (cholesterol-lowering drugs) to depression, anxiety, ag-
gression, and suicide (112, 113); omega-3 fatty acids and mood
disorders (114–118); the use of herbal products such as St.
John’s wort extracts and S-adenosylmethionine as antidepres-
sants (119–123); and the possible involvement of CB1 cannabi-
noid receptors, galanin, Neuropeptide Y, histone deacetylases,
and tissue plasminogen activator in depression (See Reference 9
for a review). Other reported or putative neurobiological antide-
pressant treatments that we have not mentioned previously in
this review include deep brain stimulation, vagus nerve stimula-
tion, and transcranial magnetic stimulation; the reader is referred
to the review of Holtzheimer and Nemeroff (10) and the refer-
ences contained therein for details.

Concluding Remarks

Although a great deal has been learned about brain function in
the search for newer antidepressants and some very interesting
potential drug targets have been identified, our knowledge of the
causes of depression remains inadequate. We still lack antide-
pressant drugs that are sufficiently rapid acting and effective
in a large enough percentage of depressed patients. Problems
that continue to make studies on depression difficult include the
following: the heterogenous nature of depression itself, gender
issues, the involvement of multiple interacting neurotransmitters
and neuromodulators in the etiology of depression, the inade-
quacy of current animal models, the involvement of various
brain regions in the symptomatology of depression, disagree-
ments about the neurogensis hypothesis of depression and about
the relative importance of the hippocampus in depression, re-
gional differences in the effects of transcription factors such as
CREB, and the differing effects of some antidepressants on the
HPA axis.
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Current therapies for asthma and allergy are aimed at controlling disease
symptoms. For most asthmatics, inhaled anti-inflammatory therapy is
effective, but a subset of patients remains symptomatic despite optimal
treatment creating a clear unmet medical need. Although considered a
less-serious condition than asthma, allergic diseases are common and
considerably impact on the quality of life of affected individuals. Innovative
disease-modifying therapeutics are needed for both allergy and asthma.
Biopharmaceutical approaches may identify small molecules that target key
cells and mediators that drive the inflammatory responses that underlie the
pathogenesis of allergy and asthma.

Asthma and allergy are important conditions whose complex
pathology is influenced by both environmental and genetic fac-
tors. Although effective anti-inflammatory therapy is available
for both conditions, this therapy is used when symptoms develop
and is not always effective in all subjects with asthma and/or
allergy. Asthma and allergy share some common pathological
features including the overexpression of inflammatory mediators
that result in leukocyte accumulation and changes in structural
cell function. We have considerable knowledge regarding the
cells mediators and factors that control the pathogenic changes
in asthma and allergy. This information has informed the iden-
tification of small molecules that target aspects of the inflam-
matory cascade in asthma and allergy. This article will review
the background and status of these novel compounds.

Biological Background

Asthma

Asthma is now one of the most common chronic diseases
in developed countries and is characterized by reversible air-
way obstruction, airway hyper reactivity (AHR), and airway
inflammation. Key pathological features include infiltration of
the airways by activated lymphocytes and eosinophils; damage
to, and loss of, the bronchial epithelium; mast cell degranu-
lation; mucous gland hyperplasia; and collagen deposition in
the epithelial sub-basement membrane area. Asthma pathol-
ogy is associated with the release of myriad proinflammatory
substances that include lipid mediators, inflammatory peptides,
chemokines, cytokines, and growth factors. In addition to infil-
trating leukocytes, structural cells in the airways, which include
smooth muscle cells, endothelial cells, fibroblasts, and airway

epithelial cells, are all important sources of asthma relevant me-
diators (1). This complex scenario means that potential targets
for therapeutic intervention are many and varied, and the task
of successful therapy is challenging.

Anti-inflammatory therapy in asthma is largely reliant on glu-
cocorticoids (GC)—particularly in their inhaled form—with or
without the addition of short- or long-acting bronchodilators.
The cysteinyl leukotriene-receptor antagonists are also an es-
tablished part of the asthma armamentarium. Overall, they are
less effective than inhaled GC, but some patients show a striking
improvement, and a GC-sparing effect has been demonstrated.
Although the symptoms of most asthmatics are satisfactorily
controlled by regular use of inhaled GC, their use often raises
concerns with respect to compliance, particularly in children
and adolescents. Increasing evidence shows that long-term use
of inhaled GC, especially in high doses, can cause systemic
adverse effects, including adrenal suppression, reduced growth
and reduced bone–mineral density, as well as local side ef-
fects such as dysphonia. Moreover, a significant subgroup of
asthmatic patients responds poorly or not at all to high-dose in-
haled or systemic GC treatment. As few alternative treatments
are available, these patients can be difficult to treat and may
require frequent hospitalization (1). Thus, identification of po-
tential targets for therapeutic intervention is an important goal
in asthma research.

Allergy

Allergic inflammation is characterized by an immediate immu-
noglobulin-E-dependent mast cell and basophil degranulation
leading to the release of mediators such as histamine that
is responsible for most immediate manifestations of aller-
gic disease. Other mediators include platelet-activating factor,
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prostaglandins, and cytokines, which include interleukin (IL)-3,
IL-4, and tumor necrosis factor-α (TNF-α). Cytokines are par-
ticularly important in driving the subsequent late-phase reaction
that results in the accumulation of leukocytes at the sites of
inflammation. These inflammatory processes lead to various
manifestations of allergic disease such as intermittent and persis-
tent allergic rhinitis, conjunctivitis, atopic dermatitis, urticaria,
and a degree of airway inflammation observed in allergic (ex-
trinsic) asthma. The burden of allergic disease worldwide is such
that it represents a serious public health problem that attracts
considerable effort to identify effective and safe therapies.

Histamine has a prominent and diverse role in the pathophys-
iology of allergic disease; therapeutic intervention is therefore
commonly focused on blocking its interaction with H1 recep-
tors. The H1 histamine receptor is a heptahelical transmembrane
molecule that transduces extracellular signals to intracellular
second-messenger systems via G proteins. H1 ntihistamines
act as inverse agonists that combine with the H1-receptor,
which stabilizes it in the inactive form and shifts the equi-
librium toward the inactive state (2). Although effective in
the treatment of allergic rhinitis first-generation antihistamines,
such as chlorpheniramine and promethazine, had a tendency
to cross the blood–brain barrier resulting in unwanted side ef-
fects, particularly sedation and impaired psychomotor activity
(3). In contrast, the second-generation histamine H1 receptor
antagonists are highly effective and well-tolerated treatments
for allergic disease and are among the most frequently pre-
scribed drugs in the world (4). More recently, several novel
antihistamines, which include fexofenadine, desloratadine, and
levocetirizine, have been developed that are either metabolites
of active drugs or enantiomers with improved potency, dura-
tion, and onset of action, together with increased predictability
and safety. Anti-inflammatory effects in vitro and in vivo in-
dependent of H1-receptor blockade have been described for
most antihistamines, and these may enhance their therapeutic
benefit (3). Other treatments available include anticholinergics,
decongestants, intranasal corticosteroids, leukotriene receptor
antagonists, or desensitization with modified allergens. It is
noteworthy that some of these treatments are often used in com-
bination rather than as monotherapy (e.g. combination of an
antihistamine with a nasal decongestant or with a leukotriene
antagonist).

Small Molecules in Asthma

Interleukin-5

Much inflammation in asthma is thought to be a consequence
of the inappropriate accumulation of eosinophils and the sub-
sequent release of their potent proinflammatory arsenal that in-
cludes such diverse elements as granule-derived basic proteins,
mediators, cytokines, and chemokines (5). Interleukin (IL)-5 is
crucial to the development and release of eosinophils from the
bone marrow, their enhanced adhesion to endothelial cells that
line the postcapillary venules, and their persistence, activation,
and secretion in the tissues. Several animal models of asthma
including the use of primates have provided good evidence

that inhibiting the effects of IL-5 using specific mAb-inhibited
eosinophilic inflammation and AHR (6). Given its central role
in regulating eosinophil development and function, IL-5 was
therefore chosen as a potentially attractive target to prevent or
blunt eosinophil-mediated inflammation in patients with asthma.
However, several clinical trials have reported disappointing clin-
ical outcomes after treatment of asthmatic patients with an
anti-IL-5 mAb. The first study was designed to validate the
safety of the humanized anti-IL-5 mAb mepolizumab (7); it
faced criticism of lack of power (8) and the validity of pa-
tient selection (9). A later placebo-controlled study (10) found
that treatment of mild asthmatic patients with mepolizumab
abolished circulating eosinophils and reduced airway and bone
marrow eosinophils, but it reported no significant improvement
of clinical measures of asthma. Critically, lung biopsy samples
from the treatment group contained intact tissue eosinophils
together with large quantities of eosinophil granule proteins;
these findings likely explain the lack of clinical benefit after
mepolizumab treatment. Similar findings were reported with the
anti-IL-5 mAb SCH55700 in patients with severe asthma who
had not been controlled by inhaled corticosteroid use. These
authors reported profound reduction in circulating eosinophils
but no significant improvement in either asthma symptoms or
lung function (11). Compared with placebo, treatment of mild
atopic asthmatics with mepolizumab significantly reduced the
expression of the extracellular matrix proteins tenascin, lumican,
and procollagen III in the bronchial mucosal reticular basement
membrane. In addition, significant reductions were observed in
both airway eosinophils that express mRNA for transforming
growth factor-beta (TGF-β1) and the concentration of TGF-β1
in bronchoalveolar lavage (BAL) fluid (12). TGF-β1 is im-
plicated in airway remodeling in asthma, and eosinophils are
important sources of this growth factor, which thereby con-
tributes to tissue-remodeling processes in asthma by regulating
the deposition of ECM proteins. Mepolizumab may prove use-
ful in preventing this. An alternative to the use of humanized
anti-IL-5 mAb is the use of molecular modeling of the IL-5
receptor α-chain to develop specific receptor antagonists. Re-
cently, such a compound (YM-90709) has been shown to be a
relatively selective inhibitor of the IL-5 R (13), and intravenous
injection of YM-90709 inhibited infiltration of eosinophils into
the BAL fluid of allergen-challenged BDF1 mice (14).

Interleukin-4

Another cytokine important in eosinophil accumulation is IL-4,
which together with its close relative IL-13, is important in IgE
synthesis by B cells. Both cytokines signal through a shared
surface receptor, IL-4 Rα, which then activates the transcrip-
tion factor STAT-6 (15). Studies with soluble IL-4 R given in a
nebulized form demonstrated that the fall in lung function in-
duced by withdrawal of inhaled corticosteroids was prevented
in patients with moderately severe asthma (16). However, de-
spite these promising findings subsequent trials have not been
as successful; consequently, this treatment is no longer be-
ing developed. Other approaches for blocking the IL-4 re-
ceptor include administration of antibodies against the recep-
tor and mutant IL-4 proteins. For example, a peptide-based
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vaccine for blocking IL-4 was recently developed by anti-
genic prediction and structure analysis of IL-4/receptor com-
plex. Vaccine construction involved a truncated hepatitis B core
antigen as carrier with the peptide inserted using gene engi-
neering methods. Compared with control animals, immunized
allergen-challenged ovalbumin (OVA)-sensitized mice had sig-
nificant reductions in Immunoglobulin-E (IgE), eosinophil accu-
mulation in BAL, goblet-cell hyperplasia, tissue inflammation,
and methacoline-induced respiratory responses (17).

Interleukin-13
IL-13 has been found in BAL after allergen provocation of
asthmatic subjects, which strongly correlated with the increase
in eosinophil numbers. mRNA expression for IL-13 was de-
tected in bronchial biopsies from both allergic and nonaller-
gic asthmatic subjects. In animal models, IL-13 mimics many
proinflammatory changes associated with asthma (18). It is
therefore another potential therapeutic target for the resolution
of airway inflammation. Two receptors for IL-13 have been
described—IL-13 Rα1 and IL-13 Rα2. The latter exists in sol-
uble form, has a high affinity for IL-13, and can thus “mop
up” secreted IL-13. In mice, IL-13 Rα2 blocked the actions of
IL-13, which included IgE production, pulmonary eosinophilia,
and AHR (19). A humanized IL-13 Rα2 is now in clinical de-
velopment as a novel therapy for asthma. Another mouse-based
study reported that intratracheal administration of human IL-13
induced leukocyte infiltration in the lung, AHR, and goblet-cell
metaplasia with allergic eosinophilic inflammation in the esoph-
agus. An antihuman IL-13 IgG4 mAb (CAT-354) significantly
reduced many of these parameters. In contrast, another study
using mice sensitized by intranasal application of ovalbumin
as a model of asthma/allergy found that the inhibition of the
IL-4/IL-13 system efficiently prevented the development of the
asthmatic phenotype, which includes goblet-cell metaplasia and
airway responsiveness to methacholine, but it had little effect
on established asthma (20). A humanized anti-IL-13 mAb called
IMA638 significantly reduced eosinophils, neutrophils, eotaxin,
and RANTES in BAL fluid from cynomolgus monkeys sensi-
tized to Ascaris suum after segmental antigen challenge, com-
pared with levels observed in control animals (21). IMA-638
also gave dose-dependent inhibition of the antigen-induced late
responses and airway hyperresponsiveness in a sheep model of
allergic asthma that used animals with natural airway hypersen-
sitivity to Ascaris suum antigen (22).

As stated above, IL-4 Rα is the signaling component of the
heterodimeric receptor complex shared by both IL-4 and IL-13.
Therefore, it represents an attractive target to antagonize the
effects of both cytokines, as this approach may be more effec-
tive than targeting either IL-4 or IL-13 alone (23). Recently,
a recombinant human IL-4 variant pitrakinra (Aerovant) was
developed that competitively inhibits the IL-4 Rα receptor com-
plex to interfere with the actions of both IL-4 and IL-13. In
two independent small-scale parallel-group Phase IIa random-
ized, double-blind, placebo-controlled clinical trials, patients
with atopic asthma were treated with pitrakinra or placebo given
either as a single subcutaneous dose or via nebulization twice
daily. Active or placebo treatments were given for 4 weeks be-
fore the patients were given an inhaled inhalation challenge.

Compared with placebo, allergen challenge-induced decreases
in FEV1 were significantly attenuated after 4 weeks of inhala-
tion of pitrakinra. The frequency of spontaneous asthma attacks
that required rescue medication use was also diminished in the
study in which pitrakinra was given subcutaneously (24). These
important findings support the hypothesis that dual inhibition of
IL-4 and IL-13 can affect the course of the late asthmatic re-
sponse after experimental allergen challenge. More large-scale
clinical trials on patients with day-to-day asthma are required to
establish fully whether pitrakinra is an effective and safe asthma
treatment.

Interleukin-9

Another TH2 cytokine, IL-9, and its receptor are found in asth-
matic airways in increased levels (25). IL-9 has several proin-
flammatory effects on eosinophils, which includes enhancement
of eosinophil IL-5 receptor expression, differentiation in the
bone marrow, and prolonged survival through inhibition of
apoptosis (26). Transgene expression of IL-9 in the lungs of
mice resulted in lymphocytic and eosinophilic infiltration of
the lung, airway epithelial hypertrophy with mucus production,
and mast cell hyperplasia, as well as production of IL-4, IL-5,
and IL-13 (27). Treatment of OVA-challenged mice with an
anti-IL-9 antibody significantly prevented AHR in response to
a methacholine challenge together with reductions in numbers
of eosinophil and levels of IL-4, IL-5, and IL-13 in BAL (28).

Tumor necrosis factor-α

TNF-α is expressed in asthmatic airways and may play a key
role in amplifying airway inflammation through activation of
transcription factors such as NF-κB and AP-1. TNF-α has proin-
flammatory effects on eosinophils, neutrophils, T cells, and
endothelial cells. It is thought to contribute to AHR, airway re-
modeling, and GC resistance in asthma; therefore, it represents
a potential target for therapy. Humanized anti-TNF mAb (in-
fliximab) and soluble TNF receptor blockers (etanercept) have
been developed, and preliminary clinical studies have shown
significant improvements in lung function, airway hypereactiv-
ity, and exacerbation rate, particularly in patients with severe
asthma refractory to GC treatment. However, some clinical stud-
ies reported negative findings, so heterogeneity seems to exist
in response to TNF-α antagonism. In addition, concerns exist
regarding potential side effects in some subjects treated with
anti-TNF therapy, which include higher rates of solid organ
malignancies or latent TB reactivation (29). Small-molecule
inhibitors of TNFα-converting enzyme have also been synthe-
sized; and these inhibitors may be attractive therapeutic targets
for asthma (30).

Immunoglobulin-E inhibitors

IgE plays a central role in the pathogenesis of diseases associ-
ated with immediate hypersensitivity reactions, which include
allergic asthma. IgE-dependent biological actions are a result of
it binding to high-affinity (FcεRI) receptors on mast cells and ba-
sophils and to low-affinity (FcεRII) receptors on macrophages,
dendritic cells, and B lymphocytes. Allergen molecules then
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crosslink adjacent Fab components of IgE on the cell surface,
which thereby activates intracellular signal transduction. In mast
cells, this action leads to the release of preformed mediators and
the rapid synthesis and release of other mediators responsible for
bronchoconstriction and airway inflammation. Therefore, block-
ing the action of IgE using blocking antibodies that do not result
in cell activation is an attractive approach.

Omalizumab (rhuMab-E25) is a humanized monoclonal an-
tibody directed to the FcεRI binding domain of human IgE.
It inhibited early-phase and late-phase allergen-induced asth-
matic reactions and reduces serum-free IgE concentrations to
less than 5% of baseline; it has now progressed through clinical
development (31). A large Phase II trial studied fortnightly in-
travenous administration of omalizumab for 20 weeks in 317
patients (32), whereas two Phase III trials, which included
over 500 patients each, studied omalizumab given subcuta-
neously every 2–4 weeks for 12 months (33, 34). Ayres and
colleagues (35) examined the effects of Omalizumab in patients
with moderate-to-severe allergic asthma whose symptoms were
poorly controlled by high doses of inhaled GC. Omalizumab
was administered for 12 months and benefited these patients as
shown by a 50% reduction in their asthma deterioration-related
incidents. Another study reported that Omalizumab treatment of
subjects with both persistent rhinitis and difficult-to-treat asthma
resulted in significantly reduced asthma exacerbations and im-
proved quality of life in those patients who received anti-IgE
therapy over the 28-week study period (36). Omalizumab has
also been shown to be beneficial as an add-on therapy in patients
who have inadequately controlled, severe persistent asthma (37).
Consistent findings from these trials showed that omalizumab
is an effective therapy for patients with symptomatic moderate
to severe allergic asthma despite treatment with GC and res-
cue medication. It reduced the frequency of exacerbations and
improved symptom control while allowing a reduction in the
use of GC and β2-agonists. It also improved patient quality of
life and produced a significant improvement in lung function as
measured by PEFR and FEV1. Omalizumab seems to be well
tolerated with few side effects reported in these studies with no
reports of circulating antibodies against omalizumab. Although
more long-term studies are needed to elucidate the benefit and
safety of anti-IgE therapy in asthma, its niche may be in the
treatment of patients with severe asthma who are dependent on
oral corticosteroids.

Eotaxin

Chemokines are a family of small, secreted proteins that control
migration of monocytes, lymphocytes, neutrophils, eosinophils,
and basophils. Eotaxin is an inducible, secreted chemokine that
promotes selective recruitment of eosinophils from the blood
into inflammatory tissues. It was first described in 1993 when
intradermal injection of naive guinea pigs with BAL fluid from
antigen-challenged guinea pigs resulted in the recruitment of
eosinophils (38). Uniquely, the major characteristic of eotaxin
is its selective ability to act on eosinophils. CCR3, which is
a seven-transmembrane-spanning G protein-coupled receptor
for eotaxin-1, is highly expressed on eosinophils and medi-
ates the biological effects of other eosinophil chemokines, such

as eotaxin-2, eotaxin-3, MCP-3, MCP-4, and RANTES. Fur-
thermore, CCR3 is expressed not only on eosinophils but also
on basophils (39), mast cell subpopulations (40), and activated
Th2 cells (41), which might explain the coordinated recruitment
of these cell types to sites of allergic inflammation. CCR3 is
also expressed by airway epithelial cells (42), and although the
bronchial epithelium consists of structural nonmigratory cells,
expression of the CCR3 receptor may represent an autoregu-
latory feedback mechanism to monitor chemokine production.
Furthermore, eotaxin produced by the epithelium may be se-
questered by the CCR3 receptor and presented to infiltrating
cells, which thereby enhances their activation; this phenomenon
is observed with IL-8 and its receptor. Several clinical stud-
ies have suggested a pivotal role for CCR3 ligands/CCR3 in
the eosinophilic inflammation characteristic of atopic dermati-
tis, asthma, and allergic rhinitis; thus, blockade of this receptor
may have pronounced beneficial effects in these diseases (43).
Several small-molecule CCR3 antagonists have been described.
In this regard, N-(ureidoalkyl)-benzpiperidines have been iden-
tified as potent CCR3 antagonists, which inhibit eosinophil
chemotaxis and calcium mobilization in the micromolar to
nanomolar concentration range (44). The small-molecule se-
lective CCR3 antagonist YM-344031 potently inhibited the
binding of eotaxin-1 and RANTES to human cells transfected
with CCR3, ligand-induced Ca2+ flux, and chemotaxis, together
with inhibition of eotaxin-1-induced eosinophil shape change.
Furthermore, both immediate and late-phase allergic skin reac-
tions in a mouse model were significantly inhibited by orally
administered YM-344031 (45). Another small-molecule selec-
tive CCR3 antagonist YM-355179 inhibited eotaxin-induced
intracellular Ca2+ influx, chemotaxis, and eosinophil degran-
ulation. It also inhibited eosinophil infiltration into airways of
cynomolgus monkeys after segmental bronchoprovocation with
eotaxin (46). The effect of a low molecular weight CCR-3
antagonist on chronic experimental bronchial asthma was ex-
amined using BALB/c mice intraperitoneally sensitized with
OVA subsequently chronically challenged with OVA aerosol
to induce chronic airway inflammation and airway remodeling.
CCR-3 antagonist treatment resulted in a marked reduction of
eosinophils in the bronchoalveolar lumen and in airway wall
tissue, whereas infiltration of lymphocytes or macrophages re-
mained unchanged. Furthermore, antagonizing CCR-3 reduced
AHR, goblet-cell hyperplasia, and airway remodeling as defined
by subepithelial fibrosis, and it increased accumulation of my-
ofibrocytes in the airway wall of chronically challenged mice.
Therefore, antagonizing CCR-3 represents a novel approach and
promising asthma or allergy therapy (47). Furthermore, evi-
dence from animal models suggests that IL-5 and eotaxin may
work in a synergistic fashion to promote the release of ma-
ture eosinophils from the bone marrow (48). Thus, it might be
that combination therapies of CCR3 antagonist and humanized
anti-IL-5 mAb might prove an effective approach to limit or
prevent eosinophil toxicity in the asthmatic lung.
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Targeting Inflammatory Cell
Accumulation

Asthma pathology is characterized by excessive leukocyte in-
filtration that leads to tissue injury. Leukocyte extravasation,
migration within the interstitium, cellular activation, and tis-
sue retention are controlled by cell-adhesion molecules (i.e.
selectins, integrins, and members of the immunoglobulin super-
family). Numerous animal studies have demonstrated essential
roles for these cell-adhesion molecules in lung inflammation,
which include L-selectin, P-selectin, and E-selectin, ICAM-1,
and VCAM-1, together with many of the β1 and β2 integrins.
For example, compared with wild-type mice, inhaled aller-
gen challenge of P-selectin deficient mice resulted in fewer
eosinophils in BAL fluid with significant reductions in AHR.
In a sheep model of allergic asthma, pretreatment with an
L-selectin monoclonal antibody significantly reduced both the
early and late airway response and significantly reduced AHR
(49). Therefore, these therapies represent potentially important
therapeutic targets and these families of adhesion molecules
have been under intense investigation by the pharmaceutical
industry for the development of novel therapeutics.

Selectins

Selectins are responsible for the early “rolling” adhesive events
between leukocytes and the endothelial cells that line the
postcapillary venules. The small-molecule selectin antagonist
Bimosiamose (TBC1269) is a synthetic computer-designed
selectin antagonist targeted against all three selectins in vitro
and has proven to be efficacious in mouse, rat, rabbit, guinea
pig, and sheep models of allergic asthma (50). For example, in
a sheep model of allergy, inhaled TBC1269 potently inhibited
allergic airway responses, histamine levels in BAL, and tissue
kallikrein and neutrophilic inflammation (51). In patients with
asthma, a single intravenous dose of TBC1269 had only a minor
effect on sputum eosinophils or inhaled allergen-induced late
asthmatic reactions (52). In contrast, inhaled TBC1269 signifi-
cantly reduced late-phase asthmatic reactions by approximately
50% compared with placebo in mild asthmatic subjects (53).
Thus, the inhaled route of TBC1269 may offer advantages over
systemic delivery in terms of both efficacy and safety. Because
selectins are also vital in early adhesive neutrophil interactions
with the endothelium, TBC1269 may also prove an effective
therapy for COPD.

Integrins

Good evidence from animal models indicates that α4β1 (VLA-4)
is a viable drug target for asthma. Monoclonal antibodies (mAb)
against the α4 subunit of VLA-4 have proven efficacious in
asthma models in five different species. For example, in a
mouse model of asthma, intravenously administered anti-α4
mAb eliminated eosinophilia but did not affect AHR. In con-
trast, when delivered intranasally, the mAb blocked both air-
way inflammation and AHR (54). The small-molecule VLA-4
antagonist (2S)-3-(4-Dimethylcarbamoyloxyphenyl)-2-{((4R)-5,
5-dimethyl-3-(1-methyl-1H-pyrazole-4sulfonyl)thiazolidine-4-

carbonyl)amino}propionic acid (WAY103) was assessed for
its effects on eosinophil VLA-4-dependent functions, which
include adhesion, migration, respiratory burst, and degranu-
lation. WAY103 inhibited eosinophil adhesion to VCAM-1,
transendothelial migration, and VCAM-1-stimulated eosinophil
superoxide generation. However, it also enhanced cytokine-
activated eosinophil-derived neurotoxin degranulation, which
generated concerns that it might promote eosinophil activa-
tion in certain circumstances (55). More recently, a potent and
selective, small-molecule VLA-4 inhibitor, (2S)-3-(2′,5′-di-
chlorobiphenyl-4-yl)-2-({(1-(2-methoxybenzoyl)piperidin-3-yl)
carbonyl}amino) propanoic acid, blocked VLA-4 dependent
functions on a variety of cell types and also inhibited eosinophil
infiltration in a dose-dependent manner by up to 80% in an
air-pouch mouse model (56). Overall, several small-molecule
integrin α4β1 antagonists have been developed, but most of
these have proved to be ineffective in preventing the clinical
symptoms of asthma. However, a recent clinical trial of an oral
α4β1 antagonist valategrast demonstrated significant positive
effects on lung function and rates of exacerbation in asthma
patients who had their inhaled GC therapy withdrawn prior to
treatment with valategrast (57).

Immunotherapy

Asthma and allergy are manifestations of an imbalance in cy-
tokine and signaling pathways that mediate inflammatory and
structural changes within the affected tissues. Developing treat-
ments include strategies to alter the cytokine/chemokine balance
or to skew the cytokine profile away from T helper2 (Th2)
responses and toward Th1 responses. Immunotherapy may po-
tentially attenuate symptoms by disease modification through
the induction of tolerance to common environmental allergens
rather than by suppressing inflammation. A major advantage is
the potential for a positive effect to remain for several years after
the end of the treatment period. The use of allergen-specific im-
munotherapy is not a new approach to asthma therapy, and until
relatively recently the crude nature of the allergen extracts avail-
able meant that its use was limited by unwanted side effects,
such as anaphylaxis. Strategies to overcome these problems in-
clude the use of hypoallergenic isoforms, recombinant allergens,
or DNA vaccines (58). For example, in mice with chronic air-
way inflammation maintained by repeated ovalbumin inhalation,
mucosal administration of CpG DNA oligonucleotides signifi-
cantly reversed airway hyperreactivity together with both acute
and chronic markers of inflammation (59). Another approach
is the use of short, synthetic, allergen-derived peptides that in-
duce T cell tolerance but cannot crosslink IgE on mast cells
or basophils and induce anaphylaxis. The main effect seems
to be a shift from a Th2 to Th1 profile and induction of reg-
ulatory cytokines such as IL-10 and TGB-β. One study that
used patients with asthmatic reactions to cats demonstrated that
treatment with a desensitising vaccine based on many short,
overlapping, HLA-binding, T-cell peptides derived from Fel
d 1 inhibited both early- and late-phase reactions to a sub-
sequent whole-allergen challenge. Changes in immunological
parameters included modulation of the proliferation of blood
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mononuclear cells together with their production of IL-4, IL-10,
and IL-13, and of interferon-γ (60). A more recent study from
the same group demonstrated that treatment of cat-allergic asth-
matic subjects with Fel d 1-derived T-cell peptides significantly
improved clinically relevant outcome measurements, which in-
clude reductions in late asthmatic reactions to inhaled whole cat
dander and significant improvements in asthma-related quality
of life (61). Although the results from these studies are en-
couraging, we require larger, dose-ranging studies before firm
conclusions on clinical efficacy of peptide allergen therapy can
be made. Although it is conceivable that targeting T cells may
induce Th1-type autoimmune pathology in humans, to date
no evidence indicates that this occurs. In addition, nonallergic
mechanisms are also likely to be important in the pathogenesis
of asthma; thus, it is possible that novel treatments targeted at
the allergy fraction of the phenotype may not be as efficacious
as hoped.
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Thrombin is a Na+-activated, allosteric serine protease that plays opposing
functional roles in blood coagulation. Binding of Na+ is the major driving
force behind the procoagulant, prothrombotic, and signaling functions of
the enzyme, but is dispensable for cleavage of the anticoagulant protein C.
The anticoagulant function of thrombin is under the allosteric control of
the cofactor thrombomodulin. Thrombin exists in three forms, E*, E, and
E:Na+, which interconvert under the influence of ligand binding to distinct
domains. Transitions among these forms control key functional aspects of
the enzyme.

Thrombin is a serine protease of the chymotrypsin family,
which includes enzymes involved in digestion and degrada-
tive processes, blood coagulation, cell-mediated immunity and
cell death, complement, fibrinolysis, fertilization, and embry-
onic development (1). Once generated in the blood from its
inactive precursor prothrombin, thrombin plays two important
and paradoxically opposing functions. It acts as a procoagu-
lant factor when it converts fibrinogen into an insoluble fibrin
clot that anchors platelets to the site of lesion and initiates
processes of wound repair. This action is reinforced and am-
plified by activation of the transglutaminase factor XIII that
covalently stabilizes the fibrin clot, the inhibition of fibrinol-
ysis via activation of TAFI, and the proteolytic activation of
factors V, VIII, and XI (2). In contrast, thrombin acts as an
anticoagulant through activation of protein C (3). This func-
tion unfolds in vivo on binding to thrombomodulin, which is
a receptor on the membrane of endothelial cells. Binding of
thrombomodulin suppresses the ability of thrombin to cleave
fibrinogen and PAR1, but it enhances >1,000-fold the speci-
ficity of the enzyme toward the zymogen protein C. Activated
protein C cleaves and inactivates factors Va and VIIIa, two
essential cofactors of coagulation factors Xa and IXa that are
required for thrombin generation, thereby downregulating both
the amplification and progression of the coagulation cascade.
In addition, thrombin is inhibited irreversibly at the active site
by the serine protease inhibitor antithrombin with the assis-
tance of heparin and by the thrombin-specific heparin cofactor
II. Important cellular effects are triggered by thrombin cleav-
age of protease-activated receptors (PARs) (4, 5), which are
members of the G-protein-coupled receptor superfamily. Four
PARs have been identified and share the same basic mecha-
nism of activation: Thrombin and other proteases cleave at a
specific site within the extracellular N-terminus, which exposes
a new N-terminal tethered ligand domain that binds and ac-
tivates the cleaved receptor. PAR1 is responsible for platelet
activation in humans at low thrombin concentrations, and its

action is reinforced by PAR4 at high enzyme concentrations.
Activation of PAR1 and PAR4 triggers platelet activation and
aggregation, and it mediates the prothrombotic role of thrombin
in the blood. PAR3 is not present on human platelets, but it is
expressed widely and abundantly in other cell types. PAR2 is
the target of other proteases and clotting factors. In the mouse,
signaling in platelets is mediated entirely by PAR4, with PAR3
facilitating PAR4 cleavage at low thrombin concentrations. The
efficiency of the coagulation cascade depends on the balance be-
tween the procoagulant and anticoagulant pathways. Thrombin
is the key arbiter of this balance by virtue of its dual role and has
therefore received utmost attention in structure–function studies
and as a target of anticoagulant therapy (6). Recent advances
demonstrate that thrombin uses the transition among different
conformations to perform its numerous physiological roles.

Thrombin, Na+ and
Thrombomodulin

Thrombin requires Na+ for optimal activity (2) and is a member
of the large family of monovalent cation activated enzymes
(7, 8). Na+ binding converts thrombin from a low activity
E (Na+-free) to a high activity E:Na+ (Na+-bound) form.
Na+ binding is required for optimal cleavage of fibrinogen
and activation of factors V, VIII, and XI necessary for the
explosive generation of thrombin in the coagulation cascade,
but it is dispensable for cleavage of protein C (9, 10). This
finding proves that Na+ is the major driving force behind
the procoagulant role of thrombin in the blood. Na+ binding
also promotes the prothrombotic and signaling functions of the
enzyme by enhancing cleavage of PAR1, PAR3, and PAR4.
Because of the allosteric nature of thrombin, any effect that
destabilizes Na+ binding stabilizes the E form and produces an
anticoagulant effect by prolonging the clotting time (reduced
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fibrinogen cleavage) and reducing platelet activation (reduced
PAR1 cleavage). Several naturally occurring mutations of the
prothrombin gene affect residues linked to Na+ binding (11)
and are often associated with bleeding (2). The differential
effect of Na+ on fibrinogen and protein C cleavage has been the
major driving force behind the rational design of anticoagulant
thrombin mutants.

The anticoagulant role of thrombin is under the control of
the endothelial receptor thrombomodulin (3). In the microcir-
culation, the density of this receptor is enhanced greatly, and
thrombin is sequestered by engagement of its exosite 1, which
is a structural domain separate from the active site. Binding of
thrombomodulin to exosite 1 precludes interaction of fibrinogen
or PAR1 and therefore shuts down both the procoagulant and
prothrombotic functions of the enzyme. At the same time, the
thrombin–thrombomodulin complex becomes an efficient acti-
vator of the anticoagulant protein C by markedly increasing the
kcat and the rate of diffusion of substrate into the active site.
Activation of protein C produces a protease that rapidly inac-
tivates factors Va and VIIIa necessary for additional thrombin
generation.

Thrombin is composed of two polypeptide chains of 36 (A
chain) and 259 (B chain) residues that are covalently linked
through a disulfide bond (Fig. 1). The standard orientation (12)
puts the A chain in the back of the molecule, opposite to the
front hemisphere of the B chain that hosts the entrance to the
active site and all known functional epitopes of the enzyme.
Trypsin-like specificity for Arg residues at P1 is conferred to
thrombin by the presence of D189 in the S1 site that occupies
the bottom of the catalytic pocket. The autolysis loop shapes the
lower rim of access to the active site and contributes to recog-
nition of fibrinogen. A loop homologous to the Ca2+ binding
loop of digestive serine proteases resides 25 Å away from the
active site and defines exosite 1. Structural data illustrate the
mode of interaction of fibrinogen (13), thrombomodulin (14),
PAR1 (15), and PAR3 (16) with this thrombin exosite. Exosite
2 resides on the pole of the enzyme opposite to exosite 1 and
offers a binding epitope for the platelet receptor GpIb, as well
as for polyanionic ligands required for interaction of antithrom-
bin and heparin cofactor II. Na+ binds 20 Å away from residues
of the catalytic triad and within 5 Å from D189 in the S1 site,
nestled between the 220- and 186- loops and coordinated oc-
tahedrally by two carbonyl O atoms from the protein and four
buried water molecules. A Na+ binding site analogous to that
of thrombin has been identified in factor Xa, factor VIIa, and
activated protein C.

Kinetic Mechanism of Na+ Binding:
The E*, E and E:Na+ Forms

The activation effect of Na+ on thrombin has very clear kinetic
signatures and specifically involves an increase in k cat and a
decrease in Km. Such a “modifier” effect on k cat has long been
known to be of diagnostic value (17) and unequivocally proves
the existence of two active forms in equilibrium, one Na+-free
with low k cat and one Na+-bound with high k cat. Rapid kinetic

E* E E:Na+ 
kA

k−A

k1

k−1

 

Scheme 1

studies of the interaction of Na+ with thrombin have revealed
important aspects on how the enzyme transitions between these
forms. Na+ binding causes a significant increase in intrinsic
fluorescence of the enzyme with an initial rapid phase with a
kobs in the µs time scale that increases linearly with (Na+),
which is followed by a slow phase with a kobs in the ms time
scale that decreases hyperbolically as (Na+) increases (2, 18).
These examples are signatures of a two-step mechanism for Na+
binding as follows in Scheme 1:

Thrombin exists in equilibrium between two forms, E* and
E, that interconvert with kinetic rate constants k1 and k−1 in
the ms time scale. Of these forms, only E can interact with
Na+ with a rate constant kA to populate E:Na+, which may
dissociate into the parent components with a rate constant k -A.
The fast phase is caused by the E-E:Na+ interconversion that
involves Na+ binding/dissociation, and the slow phase is caused
by the E-E* interconversion that precedes Na+ binding. E and
E:Na+ in Scheme 1 are the two active forms of thrombin
that account for the dependence of k cat on (Na+). However,
a third form E* is present in solution regardless of Na+ or any
other ligand. The E*-E equilibrium of thrombin is an intrinsic
property of the enzyme uncovered by its effect on the kinetics
of Na+ binding. This example demonstrates how studies of Na+

binding to thrombin and related clotting proteases can advance
significantly our understanding of the function and regulatory
interactions of an entire class of enzymes.

Thermodynamic signatures of Na+ binding are of mechanistic
and physiological importance and were also resolved from
temperature studies of the kinetic mechanism. A large enthalpy
change of −22 ckcal/mol is compensated by a large entropy
loss of −64 cal/mol/K. The enthalpy change is caused by
formation of the six ligating interactions in the coordination
shell, and the entropy change reflects the uptake and ordering
of water molecules within the channel embedding the primary
specificity pocket and the active site linked to the occupancy
of the Na+ site (11). An important consequence of the large
enthalpy change is that the equilibrium association constant for
Na+ binding becomes 10 M−1 at 37◦C, which implies that
under physiological conditions of temperature and (NaCl) =
140 mM, thrombin is only 60% bound to Na+. The fraction of
thrombin in the procoagulant E:Na+ form is about 60%, and the
anticoagulant form E accounts for about 40%. E* makes only
a little contribution and represents <1% of the population of
thrombin molecules at 37◦C.

Single-site Phe mutants of each of the nine Trp residues of
thrombin were used to identify fluorophores responsible for the
spectral changes associated with Na+ binding (18). The W141F
and W215F mutants lose >70% of the total fluorescence change
and retain only the slow phase. The environments of W141 and
W215 change in the E* to E conversion and more drastically in
the conversion of E to E:Na+. W215 is the closest Trp residue
to the bound Na+ (13 Å) and defines most of the aryl binding
site involved in substrate recognition (Fig. 1). W141 is buried in
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Autolysis loop

Exosite l

Exosite ll

W141
D189

S195

H57

D102

W215

Na+ site

60 loop

Figure 1 Structure of thrombin in the E:Na+ form (PDB ID code 1SG8) rendered as a ribbon in spectrum color. Relevant domains are noted. Catalytic
residues (H57, D102, S195) and the S1 site (D189) are labeled, along with the two major spectral reporters W215 and W141. The bound Na+ (purple ball)
is within 5 Å from the side chain of D189. Numbering refers to chymotrypsin(ogen).

R187

R221a

Figure 2 Structure of thrombin in the E* form (PDB ID code 3BEI)
rendered as a ribbon in spectrum color in the same orientation as the
structure of E:Na+ shown in Fig. (1). Note the collapse of the 215-219
β-strand against the 60-loop that completely occludes access to the active
site. R221a occludes the S1 site, and R187 obliterates the Na+ site.

a strategic location between the autolysis loop and exosite 1 and
its linkage with the bound Na+, which is situated 23 Å away,
vouches for a pivotal role in communicating changes from the
Na+ site to exosite 1 (Fig. 1). Importantly, the fast phase of
fluorescence increase directly linked to the transition from E to
E:Na+ is affected in all nine Trp mutants, albeit to different
extent, which vouches for a global effect of Na+ binding on
thrombin structure. This scenario is paradigm-shifting because
it proves that the E*-E and E-E:Na+ interconversions affect the

structure of the enzyme as a whole. Ala scanning mutagenesis
of the epitopes of thrombin energetically linked to Na+ binding
and ligand recognition confirm this scenario and vouch for
long-range allosteric communications involving the active site,
the Na+ site and exosite 1 (11, 19).

Molecular Basis of Thrombin
Allostery

Structural information has begun to develop on how the Na+

site and exosite 1 communicate allosterically with the active
site and each other. Structures of E and E:Na+ (11) are highly
similar (r.m.s.d. 0.38 Å), but significant differences are worth
mentioning. D189 in the E:Na+ form is optimally oriented for
electrostatic coupling with the P1 Arg of substrate, which may
account for the lower K m observed in the presence of Na+.
Subtle changes affect the catalytic triad. In the E form, the
nucleophilic S195 side chain is rotated about 35◦ relative to the
E:Na+ form, and the critical H-bond with the catalytic H57 is
broken. Integrity of the H-bond is important for catalysis, and
the unfavorable position of S195 in the E form may explain
the lower k cat observed in the absence of Na+. Importantly,
the structures of E and E:Na+ offer a plausible explanation for
the long-range communication between the Na+ site and the
active site. In the E:Na+ form, a network of 11 water molecules
connect the bound Na+ to the Oγ atom of S195, which is located
<15 Å away, through H-bonds. In the E form, only seven
water molecules occupy positions in the network equivalent
to those observed in the E:Na+ form, and the connectivity is
radically altered. Binding of Na+ organizes a network of water
molecules that spans the interior of the enzyme for over 15 Å
up to the catalytic S195. Ordering of this network shapes the
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kinetic and thermodynamic signatures of Na+ binding detected
experimentally.

A major advance in our understanding of thrombin allostery
has come from the recent structure of the thrombin mutant
D102 N depicting the elusive E* form of the enzyme (20). The
mutant was engineered to inactivate thrombin with the most
conservative replacement of the catalytic triad H57/D102/S195,
and to produce a useful reagent for crystallization in the absence
of inhibitors or in complex with physiological substrates. The
structure shows changes in the active site, the S1 site, and the
Na+ site that are unprecedented in thrombin and the entire realm
of serine proteases and offers a compelling model of the E*
form. The changes impact the conformation of the enzyme in a
significant way and are consistent with a global perturbation of
the structure predicted from mutagenesis and kinetic studies.
The 215-219 β-strand collapses into the primary specificity
pocket (Fig. 2) and W215 packs against the hydrophobic pocket
in the active site formed by W60 d, Y60a, H57, and L99. R221a
in the Na+ loop brings its guanidinium group in contact with
D189 in S1 site to mimic the P1 Arg of an incoming substrate.
R187 penetrates the Na+ site to occupy the space available to
the cation. The structure of D102 N portrays a conformation of
thrombin that cannot bind Na+ and ligands to the active site,
as expected for the E* form. The drastic movement of W215
confirms the major role of this residue as a reporter of the E*-E
and E-E:Na+ interconversions.

Binding of thrombomodulin to exosite 1 enhances the k cat/K m

of thrombin for protein C <1,000-fold, because of a 3,000-fold
increase of the rate of substrate diffusion into the active site.
Notwithstanding this massive functional effect, the structure of
thrombin bound to a fragment of thrombomodulin at exosite 1
fails to reveal significant conformational changes in the active
site or other regions (14). Such changes might have been
obliterated by the presence of the active site inhibitor used in the
crystallization. However, the structure of thrombin solved with
hirugen bound to exosite 1 and the active site free also fails to
reveal significant conformational changes in the active site (21).
However, a recent structure of thrombin bound to a fragment
of PAR3 bound to exosite 1 (16) reveals a rearrangement of
the 60-loop that lines the upper rim of the active site entrance
(Fig. 1). The indole ring of W60 d partially occludes access
to the active site and restricts specificity toward physiologic
substrates and inhibitors. When PAR3 binds to exosite 1, the
60-loop shifts 3.8 Å upward and causes a 180◦ flip of W60
d that projects the indole ring into the solvent and opens up
the active site fully. This structure reveals the basis of the
allosteric communication between exosite 1 and the active site
cleft as well as the role of W60 d to move like a flap and
regulate substrate diffusion into the active site. The allosteric
effect is relevant for the cofactor function of cleaved PAR3 on
PAR4 activation (4, 5), and the effect of thrombomodulin on
the cleavage of protein C by thrombin (3).

More details on how exosite 1 communicates long range
with the active site and the Na+ site have developed from the
structure of thrombin D102 N bound to a fragment of PAR1 at
exosite 1 (15). The E* conformation of D102 N is converted
into the active E form by a massive conformational change that
restores access to the active site and patency of the Na+ site.

The structure reveals the details of this allosteric transition in
terms of a network of polar interactions that can be traced from
exosite 1 to the opposite side of the molecule almost 30 Å away.

Conclusions and Future Directions

Thrombin continues to provide a biologically important plat-
form for the study of the most basic aspects of protease struc-
ture, function, and regulation. Much has been learned about
thrombin function and regulatory interactions, and structural
details have begun to develop on the molecular basis of throm-
bin allostery mediated by Na+ and thrombomodulin. Kinetics
studies on Na+ binding have revealed the true complexity of
thrombin in terms of its ability to assume multiple conforma-
tions in equilibrium. The structure of E* confirms the prediction
from kinetic studies and future studies will certainly broaden
our understanding of the molecular basis of long-range com-
munications among the active site, the Na+ site and exosite 1.
Advances in our basic knowledge of mechanisms of substrate
recognition and cofactor interactions will eventually foster new
strategies to control or exploit the multiple functions of throm-
bin for pharmacological intervention.

Several questions remain on thrombin structure, function, and
regulation. Future studies should focus on validation of the na-
ture of E* and establish if this is indeed an inactive form of
thrombin that cannot bind substrate at the active site. Structural
studies should address more directly the role of thrombomod-
ulin using thrombin in the E* or E forms. The physiological
role of E* should be elucidated. More direct assessment of
the thermodynamic signatures of thrombin interactions and reg-
ulatory transitions should rely on calorimetry. Finally, future
studies should address the molecular basis of Na+ and substrate
specificity of thrombin and how they can be reengineered. Of
particular importance will be the design of more potent antico-
agulant thrombin mutants or mutants with selective activation
of PARs.
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The self-splicing group II introns are among the largest naturally occurring
ribozymes and have been found primarily in organellar genomes of plants,
fungi, bacteria, proteobacteria, and blue algae. More recently, a group II
intron was found in a primitive metazoan. More than 200 different group II
introns have been identified to date. All group II introns have a conserved
secondary structure composed of six stem-loop structures termed domains
D1–D6, which are arranged around a central wheel and provide distinct
contributions to intron function. Group II introns catalyze their own
excision from pre-RNA by two consecutive transesterifications and
concomitant splicing of the flanking exons. The reaction requires Mg2+

ions, which are directly involved in catalysis and are also needed for proper
folding of the intron. Intriguingly, group II introns share several mechanistic
and structural features with the eukaryotic spliceosome, which suggests an
evolutionary relationship. In vivo, group II intron splicing is generally
assisted by proteins. With the help of proteins, some group II introns can
also reverse the splicing reaction and integrate themselves into target
genomes; this process resembles transposition of non-LTR retrotransposons
and can be exploited for biotechnological applications.

It was long believed that protein enzymes were the only cellular
machines that could conduct biological catalysis. In 1982,
however, Thomas R. Cech described the self splicing group
I intron from the ciliated protozoon Tetrahymena thermophila,
which can excise itself from pre-rRNA and join the flanking
exons in vitro (1). Cech coined the term “ribozyme” for this new
class of biocatalysts. At the same time, Sidney Altman reported
that the RNA components of RNase P from Escherichia coli
and Bacillus subtilis could cleave tRNA precursor molecules in
the absence of protein cofactors (2). Over time, it has become
obvious that ribozymes are widespread in nature. Ribozymes
that catalyze a broad range of reactions have been detected
in numerous different organisms, which include plants, lower
eukaryotes, bacteria, and viruses (3). More recently, a ribozyme
was even found in the human genome (4).

Background

Group II introns are a distinct subgroup
within the naturally occurring ribozymes

With exception of the ribosome that catalyzes peptidyl transfer
reactions, all naturally occurring ribozymes catalyze phosphoryl

transesterifications on their parent RNA (in cis) or other RNAs
(in trans) and can be roughly divided into three categories based
on their catalytic properties.

1. Nucleolytic ribozymes. Many smaller (40–150 nu-
cleotides) ribozymes catalyze site-specific cleav-
age in cis . Mechanistically, they activate a 2′-OH
group to allow nucleophillic attack of the adjacent
3′-phosphate, which results in formation of a cyclic
2′,3′-phosphodiester and release of the downstream
RNA strand (Fig. 1a). The reaction resembles non-
specific base-catalyzed RNA cleavage. Members of
this category are the hammerhead ribozyme, the
hepatitis delta virus ribozyme, the structurally re-
lated mammalian CPEB3 ribozyme, the hairpin ri-
bozyme, the varkud satellite ribozyme, and the glmS
riboswitch. Their function is to process replication
intermediates or, in the case of the glmS riboswitch,
the metabolite-dependent control of gene expression.

2. RNase P. RNase P is a trans-acting ribozyme
(150–500 nucleotides) that processes pre-tRNAs by
endonucleolytically cleaving off leader sequences
from the 5′-end. RNase P positions and activates
a water molecule to attack the scissile phosphate,
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Figure 1 Schematic of phosphodiester bond-cleavage strategies used by different natural ribozymes. (a) In self-cleaving ribozymes, the 2′-OH group of
the 3′-terminal nucleotide attacks the scissile phosphate, which results in a cyclic 2′,3′-phosphodiester. (b) RNase P activates a water molecule to allow a
nucleophillic attack on the scissile phosphate, which forms a free 3′-OH group and a 5′-monophosphate at the resulting fragments. (c) In the first step of
splicing of group I introns, the attacking nucleophile is provided by the 3′-OH group of a guanosine moiety. As a result, excised group I introns have an
additional G at the 5′-terminus. (d) The attacking nucleophile in the first step of splicing of group II introns (branching pathway) is the 2′-OH group of a
dedicated adenosine moiety (Abp) located close to the intron 3′-end in domain D6. This reaction results in a lariat form of the excised intron.

which results in a free terminal 3′-OH group
(Fig. 1b). Although they are usually associated with
proteins, RNase P ribozymes have been shown to cat-
alyze strand cleavage in the absence of their protein
cofactors.

3. Self-splicing ribozymes. These ribozymes are non-
coding intervening sequences (introns) that can cat-
alyze their own excision from the parent pre-RNA.
Two groups of self-splicing ribozymes exist: the
group I and group II introns. They can be very
large with sizes of 200–1500 nucleotides (group I in-
trons) and 400–2500 nucleotides (group II introns).
Ribozyme-catalyzed self-splicing is a two-step reac-
tion.

In group I introns, the attacking nucleophile in
the first step is the 3′-OH group of an external
guanosine (Fig. 1c). In the second step of splicing,
the 5′-exon terminus attacks the 3′-scissile phosphate,
which results in spliced exons and a linear intron with
a 5′-terminal guanosine.

In group II introns, the attacking nucleophile in the
first step is either the 2′-OH group of an adenosine
located close to the intron terminus (Fig. 1d) or a
water molecule (analogous to Fig. 1b). The second
step is similar to that of group I introns and involves
attack of the 5′-exon terminus on the 3′-splice site
and ligation of the two exons.

Similarities to the eukaryotic spliceosome
In higher organisms, splicing is catalyzed by a ribonucleoprotein
complex termed spliceosome. Several mechanistic and structural
similarities suggest that the spliceosome may have derived
from ancestral group II introns. Both group II introns and
the spliceosome catalyze splicing in a two-step reaction that
results in formation of excised lariat introns, and they share
the same stereospecific preferences at the splice sites (vide
infra). In both systems, the two splicing steps proceed through
inversion at the scissile phosphates, which is consistent with
an SN2 reaction mechanism (5). More strikingly, the highly
conserved group II intron domain D5 has metal ion-binding
properties and structural features similar to the stem loop of the
spliceosomal small nuclear RNA U6. These similarities are so
substantial that an isolated domain (D5) from a group II intron
can functionally replace a subsection (U6) of the spliceosomal
RNA in an in vivo assay (6). Group II introns are therefore
considered a valuable model for studying functions related to
the more complex spliceosome.

Protein assisted splicing
Group II introns are essentially unreactive under physiological
salt conditions (vide infra). Therefore, splicing in vivo requires
protein cofactors (7). Various proteins have been associated
with splicing. These proteins can be roughly divided into three
groups.
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1. Intron encoded maturases. These proteins, which are
normally encoded by an open reading frame (ORF)
within the intron, bind specifically their own RNA
and promote formation of critical tertiary contacts.
In addition, most of these proteins have endonucle-
ase and reverse-transcriptase domains, which allow
intron mobility (i.e., retrotransposition and retrohom-
ing) by a mechanism termed target primed reverse
transcription (TPRT) (vide infra).

2. Proteins recruited from the host. Many proteins have
been associated with splicing, but most of these
proteins cannot promote splicing in vitro, presumably
because other cofactors are needed. However, two
proteins, Cyt19 from Neurospora crassa and Mss116
from Saccharomyces cerevisiae, have recently been
shown to promote splicing under near-physiological
conditions in vitro. Both proteins belong to the family
of DEAD-box helicases and promote splicing in an
ATP dependent manner.

3. Proteins that promote splicing in an indirect way,
for example by raising the intraorganellar Mg2+
concentration.

Reactions catalyzed by group II introns
Group II Intron-catalyzed self-splicing can proceed through
two different pathways, which differ in the nucleophile that
attacks in the first splicing step. In the branching pathway
(Fig. 2a), this nucleophile is the 2′-OH group of the branch
point adenosine, which is a bulged nucleotide located close
to the intron terminus. This reaction leads to a covalently
2′,5′-branched intron structure with a lariat form. The second
reaction step involves attack of the 3′-terminal OH-group of the
cleaved 5′-exon on the 3′-splice site. The reaction products are
the excised lariat intron and the ligated exons.

The alternative splicing mode is the hydrolytic pathway
(Fig. 2b). As the name indicates, a water molecule is the
nucleophile that attacks the 5′-splice site in this reaction mode,
which generates a linear intron. The second splicing step is
identical to that of the branching pathway.

It is remarkable that group II introns can also bind the spliced
exons and use them as substrate for different reactions. The
simplest of these reactions is the spliced exon reopening, which
is the irreversible hydrolytic cleavage of the exons at the original
splice site (Fig. 2c).

A more interesting reaction is the complete reversal of both
steps of splicing, which allow group II introns to reinsert them-
selves into the spliced exons (8). Reversal of the second step
of splicing is an energetically neutral transesterification, which
can be performed by linear and lariat introns. The situation is
different for reversal of the first step of splicing, which has
only been observed for the lariat intron. The lariat intron can
reverse the first step of splicing by a second transesterifica-
tion, which includes breaking of the 2′,5′-phosphodiester at the
branch point adenosine and formation of a new covalent link-
age with the 5′-exon. The linear intron cannot perform a second
transesterification because it lacks the 2′,5′-phosphodiester link-
age. To join the 5′-exon to the intron, it would have to catalyze

an energetically unfavorable condensation reaction, which has
not been observed.

A striking feature of many group II introns is that they
can also attack DNA substrates (9). With assistance of intron
encoded maturases or other cofactors, they can insert themselves
into double-stranded DNA by TPRT. In this reaction, the intron
reverse splices into one DNA strand while the endonuclease
domain of the maturase cuts the second strand. The maturase
then uses the cleaved target DNA as a primer for reverse
transcription, which generates a DNA copy of the intron. Group
II introns can catalyze more reactions than those discussed here;
for a more comprehensive overview on group II intron catalyzed
reactions, see Reference 3.

Structure, Function, and Catalysis

Structural organization

Group II introns share a common secondary structure that
is characterized by six stem-loop structures termed domains
D1–D6 (3). The domains are arranged around a central wheel
(Fig. 3). Group II introns can be divided into subgroups IIA,
IIB, and IIC (10). The three subgroups share the consensus sec-
ondary structure but vary in the specific composition and lengths
of individual domains. These variations reflect different ways to
organize the overall tertiary structure of the intron, although the
catalytic cores are presumably similar. In the catalytically ac-
tive tertiary structure, the domains are closely packed together
(7, 11). Several well-defined long-range interactions that con-
nect the domains have been identified (Greek letters in Fig. 3),
and most of them have been shown to be functionally essential.

Domain 1 (D1)

D1 is absolutely essential for catalytic activity. It provides
a scaffold that helps the intron fold into the native tertiary
structure. Several long-range interactions within D1, like the
α-α′, β-β′, or the ω-ω′ interaction, as well as contacts to other
domains, which include ε–ε′, κ–κ′, λ–λ′, θ–θ′, and ζ–ζ′, have
been identified (Fig. 3). The λ–λ′ and ε–ε′ interactions are part
of a larger, functional substructure that also involves the I(i)
loop in the stem of D1. This substructure was named “z-anchor”
and is important for intron function because it positions the
5′-splice site near the bulge of D5. In all group II introns, D1
contains the exon-binding site EBS1; this site is a short sequence
that base pairs with a complementary sequence termed intron
binding site (IBS) located at the 3′-end of the 5′-exon. Group IIA
and IIB introns have an additional second stretch of nucleotides
(EBS2) that interact with the 5′-exon. In addition, D1 contains
a site termed EBS3 in group IIB and IIC and δ in group
IIA introns, which binds to the first nucleotide of the 3′-exon.
The EBS-IBS and, in group IIA introns, the δ–δ′ interactions
are of fundamental importance for the introns as they allow
recognition and binding of the exons and determination of the
splice site.
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Figure 2 (a) In the branching pathway the phosphate at the 5′-splice is attacked by the 2′-OH group of the branch point adenosine. In the second step
of splicing, the 3′-terminal OH-group of the 5′-exon attacks the phosphate at the intron 3′-exon junction, which results in spliced exons and excised lariat
intron. (b) In the hydrolytic pathway, the first step nucleophile is a water molecule that cleaves the 5′-intron, which forms a linear intron. The second step
of splicing is essentially the same as in the branching pathway. (c) Spliced exon reopening requires binding of the substrate. The substrate is then
irreversibly cleaved by activation of a water molecule.

Domain 2 (D2)

In contrast to D1, D2 is not necessarily required for splicing, and
most of this domain can be removed without severe effects on
the catalytic activity. However, it stabilizes the tertiary structure
by forming long-range interactions to D1 (θ–θ′) and D6 (η–η′).

Domain 3 (D3)

D3 functions as a catalytic effector that strongly enhances the
chemical rate of catalysis. To date, the µ–µ′ interaction is the
only identified tertiary interaction between D3 and D5.

Figure 3 All group II introns share a common secondary structure with six domains that radiate from a central wheel. Based on differences in some
features, group II introns can be divided into subgroups IIA, IIB, and IIC. Long-range tertiary interactions are indicated by greek letters. The folding control
element is indicated. The catalytic triad in domain D5 is marked by a rectangle. The branch point adenosine in domain D6 is shown as a bold ‘‘A.’’ Exons
are depicted as gray boxes and intron binding sites are indicated (adapted from Reference 20).
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Domain 4 (D4)

D4 is not needed for splicing. In some introns, it contains an
ORF encoding a maturase protein.

Domain 5 (D5)
D5 is a short stem-loop structure typically composed of 34
(group IIA and IIB) or 32 (group IIC) nucleotides with a con-
served two-nucleotide bulge. It is the most conserved intronic
domain and absolutely necessary for catalysis. It forms several
contacts (λ-λ′, κ-κ′, and ζ-ζ′) to D1 as well as a contact to D3
(µ-µ′). A very important feature of D5 is a highly conserved
stretch of three consecutive nucleotides named the catalytic
triad, which is located at the 5′-end of D5 and is absolutely
required for catalysis. The sequence of the catalytic triad is
AGC in group IIA and group IIB introns and CGC in group
IIC introns. The catalytic triad and the nucleotides at the bulge
form several direct contacts to divalent metal ions, which help
to position them into the catalytic core.

Domain 6 (D6)

D6 is a hairpin structure that harbors the branch point adenosine,
whose 2′-OH group acts as the nucleophile for the first step of
splicing in the branching pathway. In addition, D6 contains an
contact that forms the η-η′ contact with D2. This element is a
GNRA tetraloop–receptor interaction that is believed to mediate
a conformational switch between the two steps of splicing.

J2/3 linker

Besides the six domains, the region joining domains D2 and
D3 (J2/3) is particularly conserved and catalytically important.
It forms the γ-γ′ interaction, which joins J2/3 with the intron
terminus and contains two consecutive nucleotides, GA in
group IIA and IIB introns and GC in group IIC introns, which
are critical for intron function. Photocrosslinking studies have
shown that J2/3 is located in the proximity of the catalytic triad
in D5. A recent crystal structure confirms these findings and
shows that J2/3 forms base triplets with the catalytic triad and
the bulge of D5, which helps to bring together catalytically
important residues of the intron (12).

Trans splicing constructs and kinetic
investigations

In vitro kinetic assays are an important tool to study the catalytic
mechanisms of ribozymes. Intron mutant and deletion constructs
have been used in kinetic assays to study the role of particular
nucleotides and to distinguish whether a mutation causes a
defect in chemistry or binding of exonic substrate or intronic
components.

A very interesting feature of group II introns is their modu-
larity; the intronic domains can be provided separately to form
a functional ribozyme (9). For example, the exD123 construct
consists of a 5′-exon and D1, D2, and D3. This construct alone
is unreactive, but addition of the catalytically essential domain
D5 in trans generates an active two-piece ribozyme that cleaves
off the 5′-exon; it is therefore a mimic for the hydrolytic path-
way of the first step of splicing. Similarly, an intron construct

that consists of D5 and D6 (D56) can be combined with the
exD123 construct to obtain a branching pathway mimic for the
first step of splicing. To date, numerous other multipiece con-
structs have been successfully studied and some examples of
naturally split group II introns have even been found plants (9).
An important feature of trans splicing constructs in kinetic as-
says is that the individual constructs can be folded separately
under appropriate conditions without reacting, and hence they
allow the separation of folding from catalysis.

Group II introns are metal-dependent
enzymes

Group II introns are metal-dependent enzymes that require
Mg2+ for both folding and catalysis (9). Most group II introns
are essentially unreactive at physiological salt concentrations.
Hence, for in vitro experiments, nonphysiologically high salt
concentrations, typically 500 mM of a monovalent and 100 mM
Mg2+ are required to obtain optimal splicing conditions. In vivo,
these high metal requirements are believed to be relieved by
intron-encoded maturases and other cofactor proteins recruited
from the host organism.

Metal ions have been localized by independent methods,
which include phosphorothioate substitution (13), Tb3+ cleav-
age (14), X-ray crystallography (12), and NMR (15). Most iden-
tified metal contacts are provided by the phosphate backbone.
Although the bridging phosphates are not chiral by chemical
definition, the two nonbridging oxygen atoms are distinct in
the tertiary structure. The nomenclature used to define these
atoms is derived from phosphorothioate substitution experi-
ments. Substitution of a single oxygen atom with sulfur at a
bridging phosphate generates a chiral phosphorothioate; the two
diastereomers are named as the RP- and SP isomers according
to the Cahn-Ingold-Prelog system. The nonbridging oxygens of
a bridging phosphate can be identified accordingly as pro-SP

and pro-RP oxygens.

Metal ions are required for folding

Studies with the group IIB intron ai5γ from the mitochondrial
genome of S. cerevisiae have suggested that group II introns fold
slowly into the native state via an on-pathway intermediate (16).
In contrast, most other ribozymes proceed along a “rugged”
folding pathway with stable misfolded intermediates (“kinetic
traps”).

From the unfolded state, group II introns first fold slowly into
a compact intermediate state and then, in a fast step, into the
native state. At low Mg2+ concentrations, the introns can only
reach the compact state, which was exploited to study this state
in more detail. Using nucleotide analog interference mapping
with compaction as the selection criterion, a small substructure
in the heart of D1 was identified as a folding control element
(Fig. 2). This element must adopt the correct conformation be-
fore other tertiary contacts of D1 can be established, leading to
a highly compact tertiary structure of D1. Once the D1 scaffold
is formed, high Mg2+ concentrations or a cofactor can facili-
tate rapid docking of the other domains into their designated
binding sites thus forming the native (i.e., catalytically active)
ribozyme.
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Figure 4 Chemical mechanism of group II intron splicing (branching pathway). The sequences and numbering are according to the ai5γ intron from S.
cerevisiae. The solid arrows between the panels mark the forward splicing direction, the dotted arrows the reverse splicing direction. (a) The first step is
initiated by attack of the 2′-OH group of the branch point adenosine (A880) at the scissile phosphate as indicated by the arrow. The dotted lines indicate
coordinative bonds to metal ions. Metal ion coordinations from the catalytic triad (A816 –C818) and the bulge in D5 (C837 –C839) are indicated in this
panel but omitted in the following panels for clarity. (b) In the transition state of the first step of splicing, the scissile phosphate is expected to have a
trigonal bipyramidal arrangement. (c) In the splicing intermediate, the metal coordinated oxygen of the 5′-scissile phosphate has formally changed from
pro-RP to pro-SP. The second step of splicing is initiated by attack of the 3′-terminal oxygen of the 5′-exon at the 3′-scissile phosphate as indicated by the
solid arrow. The dotted arrow indicates the reverse splicing reaction. (d) The transition state of the second step of splicing is expected to have a trigonal
bipyramidal arrangement at the scissile phosphate similar to the transition state of the first step of splicing. (e) Schematic of the products immediately after
the second chemical step. This arrangement is also the initial configuration expected for the first step of reverse splicing as indicated by the dotted arrow.

6 WILEY ENCYCLOPEDIA OF CHEMICAL BIOLOGY  2008, John Wiley & Sons, Inc.



Group II Introns: Structure, Function, and Catalysis

Metal ions in the catalytic core
Many ribozymes and proteins that catalyze phosphoryl-transfer
reactions use a mechanism employing two metal ions, and
early on group II introns were hypothesized to use a similar
mechanism (17). However, evidence for the existence of two
metal ions in the catalytic core was only found very recently
(12, 13, 18). A direct Mg2+ coordination of the pro-SP oxygen
of the first nucleotide of the catalytic triad is evident based
on phosphorothioate substitution experiments (18). Recently, an
intact group II was successfully crystallized for the first time
(12). This structure confirms the metal contact from the first
nucleotide of the catalytic triad and shows additional contacts
to this metal ion from the second nucleotide of the catalytic triad
and from the first nucleotide upstream of the bulge (Fig. 4a).
This nucleotide is additionally coordinated to the second Mg2+
ion in the core. The distance between the two Mg2+ ions in
the crystal structure is 3.9 Å, which is in agreement with the
proposed two-metal-ion mechanism (17).

Because the data from phosphorothioate substitution exper-
iments, which provide information about the metal binding
situation before splicing, match the crystal structure that cap-
tures the situation after splicing, it may be concluded that the
two metal ions are tightly bound in the catalytic center in an
arrangement that remains essentially unchanged through both
steps of splicing.

During splicing, the two metal ions form additional contacts
to the substrate. Evident from phosphorothioate substitution
experiments are coordinative bonds to the pro-RP oxygens of
the scissile phosphates at both splice sites and to the 3′-oxygens
of the leaving groups in both steps of splicing (Fig. 4).

The chemical mechanism of group II
intron splicing
The following paragraph will discuss the detailed chemical
mechanism of both steps of splicing by the branching pathway.
Before the first chemical step of splicing takes place, the
substrate is properly arranged in the catalytic core, which is
mainly facilitated by the EBS-IBS and δ–δ′ interactions, and
the metal ions are positioned as described above (Fig. 4a).

The first step of splicing
In the first step of splicing, the 2′-OH group of the branch
point adenosine attacks the scissile phosphate at the designated
5′-splice site. It is not established how the nucleophile is
activated; however, it is likely that the 2′-OH is coordinated to
a metal ion in the core that could facilitate deprotonation (17).

Both steps of splicing are known to proceed with inversion at
the scissile phosphates, which is consistent with an SN2 substitu-
tion (5). In the transition state, the scissile phosphate is therefore
expected to adopt a trigonal bipyramidal arrangement (Fig. 4b).
Metal ion coordination to a nonbridging oxygen of this phos-
phate might help to compensate the emerging negative charge
in the transition state. The leaving group (i.e., the 3′-oxygen of
the 5′-exon) is likewise stabilized by metal ion coordination.
In the resulting intermediate, the metal-ion coordinated oxygen
atom of the 5′-splice site phosphate has formally changed from
pro-RP to pro-SP because of the inversion (Fig. 4c).

The second step of splicing
The leaving group of the first step of splicing, which is the
3′-terminal OH group of the 5′-exon, becomes the attacking
nucleophile in the second step of splicing. Metal-coordination
properties of the participating reaction centers are comparable
to the first step. The pro-RP oxygen of the scissile phosphate,
the 3′-oxygen of the 3′-terminal intron nucleotide (the leav-
ing group) and the 3′-terminal nucleotide of the 5′-exon (the
attacking nucleophile) are coordinated to divalent metal ions
(Fig. 4c).

The transition state of the second step of splicing resembles
that of the first step. The scissile phosphate adopts a trigonal
bipyramidal arrangement and is stabilized by metal coordination
to a non-bridging oxygen atom (Fig. 4d). The leaving group,
i.e. the 3′-oxygen of the terminal intron nucleotide, is likewise
stabilized by metal coordination. The resulting products are the
lariat intron and the spliced exons (Fig. 4e). This arrangement is
also the starting conformation for the reverse splicing reaction,
which is indicated by dotted arrows in Fig. 4.

Future Research Topics

The story of group II introns is not at the end. The recent
crystal structure of an intact group II intron will presumably
lead to several follow-up studies. For example, it would be
interesting to crystallize and compare group II introns from
different subgroups or to capture different reaction states of the
intron.

Group II introns naturally catalyze a broad range of reactions.
The catalytic repertoire of other ribozymes was previously
extended by in vitro evolution. It could be very exciting to
apply this method to the versatile group II introns.

The ability to invade duplex DNA has led to useful biotech-
nological applications. By manipulating the exon-binding sites
in domain D1 of the intron, which recognize potential target
sites, group II introns can be reprogrammed to attack a given
sequence selectively. This method was used to develop group
II introns into gene-targeting vectors (“targetrons”) (19). Tar-
getrons may have a great potential for medical applications.
They could be used to knock out or to repair a malfunction-
ing gene of choice. Another idea is to engineer the intron ORF
in D4 to contain additional coding sequences; group II introns
could then be used to introduce new genes into an organism.
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Natural and unnatural modified nucleosides play important roles in
chemistry and biology. Over 100 different functional group modifications
occur on natural nucleosides, which range from sugar methylations to base
isomerization reactions. Unnatural modifications are also broad in their
range of possible structures and applications. Both types of modifications
have been incorporated site specifically into RNAs to understand their
biological roles or to be used as biophysical, structure, and mechanistic
probes. More recently, modified RNAs have been applied as therapeutic
agents. This article summarizes the approaches toward generation of
modified nucleosides and their incorporation into RNA using chemical,
biochemical, or combined (semisynthesis) approaches. Some examples of
applications with modified RNAs will also be discussed.

Background to Modified
Nucleosides in RNA

The expansive array of RNA functions discovered to date is
highly dependent on the ability of RNA to fold into unique
structures, undergo large conformational changes, or partici-
pate in specific interactions with macromolecules (e.g., RNA
and proteins), metal ions, and small organic ligands. Although
the core nucleotide structures are sufficient for many biolog-
ical roles of RNAs, over 100 natural modifications in RNA
have been discovered over the past six decades, which seem
to modulate RNA function (1, 2). In addition, a wide variety
of unnatural nucleosides has been synthesized and incorporated
into RNA. These modifications often provide RNA with unique
properties, such as expanded or altered hydrogen-bonding; van
der Waals, base-stacking, or electrostatic interactions; as well
as unique metal-binding sites, chemical reactivity, or fluores-
cent characteristics. The synthetic routes to generate modified
nucleosides vary considerably, as do the routes for incorpo-
ration of the nucleosides into small oligonucleotide fragments
or large, full-length RNAs. The syntheses of modified RNAs
serve many purposes, such as developing a better understand-
ing of the biological roles of natural modifications, generating
tools for studies of RNA structure and function, and producing
novel therapeutic agents.

The types of nucleoside or nucleotide modifications range
from alterations of the base component to changes in the
sugar or phosphate moieties. The natural modifications include
pseudouridylation (generation of a C -glycoside), methylation,

deamination, thiolation, and alkylation (1, 2). Hypermodifica-
tions also exist in which multiple components of the nucleotide
are altered. Some unnatural modifications include fluorescent
bases, such as 2-aminopurine, or novel nucleobases to expand
the genetic code. This review summarizes some of the most
common approaches taken by chemical biologists toward gener-
ation of modified nucleosides and their incorporation into RNA
using chemical, biochemical, or combined (semisynthesis) ap-
proaches. It is possible to use these techniques to construct
RNA molecules with a wide variety of functional groups at
highly specific positions. Although the applications of modified
RNAs are numerous and far reaching, it is not possible to give
a comprehensive view in this short article; therefore, represen-
tative or recent examples of applications have been selected for
discussion.

Synthesis of Modified Nucleosides

The chemical synthesis of novel nucleosides or those that mimic
natural modifications will provide biologists with new probes
for RNA function. Thousands of modified bases have been
described in the literature, which range from synthesis of both
natural and unnatural nucleosides to their incorporation into
short oligonucleotides and full-length nucleic acids. Numerous
different approaches have been taken to generate modified
nucleosides (3–6), which clearly cannot all be described in this
brief review. Therefore, several examples have been selected
to highlight some general strategies for preparing nucleoside
analogs. Traditional methods for modified nucleoside synthesis
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involve either a glycosylation reaction between a purine or
pyrimidine base and an activated sugar, or derivatization of a
standard nucleoside.

Generation of modified
nucleosides—coupling strategies

Most nucleosides contain N -glycosidic linkages (i.e., linkages
through the base nitrogen atom). The N -glycosides can be
generated by reactions with a suitably protected and activated
sugar component and a silylated base (purine or pyrimidine)
fragment. The most commonly used reaction in N -glycoside
synthesis is the Hilbert-Johnson-type sugar-base condensation
in the presence of a Friedel-Crafts catalyst, such as SnCl4,
which can be used to produce pyrimidine, purine, as well as
sugar- and/or base-modified nucleosides (Fig. 1a) (7, 8). Several
improvements to these methods have been made since the
original reports, which include the use of microwave-assisted
reactions to generate nucleoside libraries (9). Maydanovych
et al. (10) have used similar coupling strategies to generate
adenosine analogs for the study of RNA editing, and they
reported the detailed procedures in a recent review article.

The less-common C -glycosides contain a C-C linkage be-
tween the carbohydrate moiety and the heterocyclic base. A
wide range of aryl C -glycosides can be generated by using the
Heck coupling reaction, as recently reviewed by Wellington and
Benner (11). Pseudouridine (Fig. 1b), which is the most abun-
dant natural modification found in RNA, is a C -glycoside gen-
erated by posttranscriptional isomerization of uridine residues
at specific sites along the oligonucleotide chain. Although nu-
merous groups have reported on the synthesis of pseudouri-
dine, Hanessian, and Machaalani’s stereocontrolled synthesis
is the most convenient and efficient route to date (12). Their
synthesis involves a reaction between a suitably protected
D-ribonolactone and lithiated pyrimidine, followed by sequen-
tial ring-opening and ring-closing steps to produce either α or
β pseudouridine in high yields. The ratio of α/β anomers is
controlled by the presence of L-selectride and zinc chloride.

Nucleoside modifications

An alternative route to modified nucleosides involves derivatiza-
tion of the standard nucleosides, guanosine, adenosine, cytidine,
and uridine. Among the large repertoire of modifications iden-
tified to date, the methylated nucleotides are highly abundant
and occur frequently in the functionally important regions of
RNA (1, 2). Methylation typically occurs on the sugar or base
portion of the nucleoside. Although many approaches have
been taken to methylate nucleosides, site-selective introduc-
tion of a methyl group can be challenging. A recent report by
Höbartner et al. (13) showed the synthesis of a wide variety of
methylated ribonucleosides, which included 1-methylguanosine
(m1G), N 2-methylguanosine (m2G), N 2,N 2-dimethylguanosine
(m2

2G), 1-methylinosine (m1I), 3-methyluridine (m3U), N 4-
methylcytidine (m4C), N 6-methyladenosine (m6A), and N 6,N 6-
dimethyladenosine (m6

2A).
Guanosine methylation at the amido nitrogen to yield m1G

can be achieved by treatment of guanosine with NaH in DMSO
followed by addition of methyl iodide (Fig. 2a, steps i, ii) (13).

Methylation at the N 2 position on guanosine to yield m2G and
m2

2G can be achieved following sugar and O6 protection and
generation of a 2-fluoro intermediate. The 2-fluoro intermediate
is treated with CH3NH2 or (CH3)2NH to yield m2G or m2

2G,
respectively (Fig. 2a, steps iii-vii) (13). Alternatively, m2G
can be generated through reduction of a suitably protected
p-thiocresol intermediate (Fig. 2a, steps iii, viii–x) (14).

Methylated adenosine analogs can be obtained using inosine
as a starting material. Generation of the 6-chloro intermediate
allows for conversion into m6A or m6

2A with CH3NH2 or
(CH3)2NH, respectively (Fig. 2b, steps xi, xii, vi, vii) (13).

Methylated cytidine analogs can be obtained from 5-methyl-
uridine (m5U) as the starting material (15). Suitably pro-
tected m5U is reacted with P2S5 to yield a 4-thio inter-
mediate that is then converted to 5-methylcytidine (m5C)
during treatment with NH3 (Fig. 2c, steps xiii–xv). Uri-
dine can be used as a starting material for the synthesis of
N 4-methylcytidine (m4C), N 4-2′-O-dimethylcytidine (m4Cm)
and 2′-O-methylcytidine (Cm) (Fig. 2d, xvi–xx). A tetrazole in-
termediate is generated (16, 17) that can be converted to m4C or
m4Cm with the appropriate methylating agent. The 2′-O-methyl
group is installed through an anhydronucleoside intermediate
and opening with Mg(OCH3)2 in methanol (18).

Methylated uridine analogs can be generated using related
methods, such as treatment of uridine with NaH and MeI
(Fig. 2d, steps i, ii) (13) to give m3U or conversion to
2′-O-methyluridine (Um) through an anhydronucleoside inter-
mediate and opening by the appropriate nucleophile (18).

Several unnatural nucleoside phosphate modifications
(Fig. 2e) have been generated, which include phosphorothioate,
phosphoroamidate, phosphorothiolate, and methylphosphonate
derivatives. The syntheses of these modifications have been re-
viewed by Verma and Eckstein (19). A modification of those
procedures can be used for the generation of phosphoroselenoate
RNAs (20).

Convertible nucleotides
Convertible nucleotides are modified nucleotides that contain
reactive functionalities. They are incorporated into RNA at
specific locations and allow for convenient postsynthetic in-
troduction of chemical probes, isotope labels, or cross-linking
agents, such as disulfide linkages. In this approach, the nu-
cleotide derivative contains a leaving group on its base moiety
and is incorporated into the oligonucleotide of interest at a de-
fined location (21). Once the preparation of the desired precursor
RNA is completed, the oligonucleotide is treated with an appro-
priate nucleophile (e.g., amine), which can displace the leaving
group and become attached to the specific base moiety (Fig. 3).
As will be discussed in more detail later, the convertible nucle-
osides have many applications, and they can be used to control
the RNA structure and function, as well as to regulate RNA
conformational switching and dynamics.

Enzymatic approaches to nucleoside
triphosphate synthesis
Nucleotides can also be prepared by using enzymatic reactions.
Modified nucleoside triphosphates are useful as precursors for
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outlined: i) SnCl4, ClCH2CH2Cl, 22–70◦C, 4–5 hours; ii) saturated NaHCO3; iii) NH3 in CH3OH, rt, 16 hours; iv) excess NH3 (7, 8). b) The preparation of
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the synthesis of RNA through a modified DNA template and T7
RNA polymerase. The chemoenzymatic synthesis of nucleoside
triphosphates was recently reviewed by Wu et al. (22). A recent
example is the synthesis of 8-azaguanosine (8azaGuo), which
is a guanosine analog with N8 in place of C8 that displays
fluorescent properties, and the conversion to the corresponding

triphosphate (8azaGTP) (23). The strategy for 8azaGTP syn-
thesis involves the use of enzymes from the pentose phosphate
and nucleotide salvaging pathways, many of which are com-
mercially available. The presence of the triphosphate allows for
the incorporation of 8azaGuo into RNA using a DNA template
and T7 RNA polymerase.
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are shown.
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Figure 3 The convertible nucleoside approach is shown (21). On the left, a single convertible nucleoside that has been incorporated site-specifically into
the RNA is treated with a nucleophile to displace the leaving group, X. On the right, an RNA with multiple convertible nucleosides can be used to generate
a cross-linked analog.

Incorporation of Modified
Nucleosides into RNA
Through a combination of chemical and biochemical ap-
proaches, modified nucleosides can be incorporated into RNA
either globally (i.e., at many sites) or in a site-specific man-
ner. Depending on the particular application of interest, either a
global or site-specific incorporation strategy may be desirable.

Enzymatic incorporation
Modified nucleotides in RNA can be generated by using
site-specific enzymes. Several naturally occurring modifying
enzymes have been isolated and used to modify either small
oligonucleotides or full-length RNA templates at specific sites
(Fig. 4a) (24). The enzyme reactions are useful for understand-
ing the biological roles of the modified nucleosides; however,
they are not as useful for generating modified RNAs for bio-
physical studies or as therapeutic agents because the reactions
do not go to completion, and the modified RNAs are often dif-
ficult to separate from the unmodified RNAs. RNAs in bacteria
and eukaryotes are modified by different pathways. Individ-
ual modifications in bacterial RNAs are mediated by one of
many unique protein enzymes that are typically site specific
and target particular structures or sequences of RNA (24). The
most common enzymes are methyltransferases and pseudouri-
dine synthases. Because of the greater number of modifica-
tions in RNAs from higher organisms, an alternative pathway
of insertion is used that employs fewer site-specific enzymes.
Noncoding RNAs known as small nucleolar RNAs (snoRNAs)
combine with a set of proteins to generate a small nucleolar
ribonucleoprotein (snoRNP) complex that guides the site of en-
zyme modification on the target RNA (25). The discovery of
snoRNAs has been extremely important for understanding the
biological roles of RNA modifications, but the use of snoRNPs
is not as convenient for generation of site-specifically modified
RNAs for biophysical studies.

RNA segments can be modified at their 3′ ends by using a bis-
phosphate analog of the modified nucleoside and T4 RNA ligase
(Fig. 4b) (26). This reaction is general and essentially can be
applied to any RNA sequence and modification type that can be
converted into a bisphosphate. The 3′-modified RNA segment
can then be dephosphorylated with calf intestinal phosphatase
and ligated with another 5′-phosphorylated RNA fragment to
generate larger RNAs with site-specific modifications (Fig. 4b)
(26). Methods for ligation include the use of a DNA “splint”
with either T4 RNA ligase or T4 DNA ligase (27, 28). The pres-
ence of the complementary DNA fragment promotes formation
of the desired RNA product and minimizes dimer or circular
RNA formation.

A second enzymatic approach employs T7 RNA polymerase
and a DNA template that directs the addition of specific ri-
bonucleotides according to standard Watson-Crick base-pairing
rules. This transcription method can be used to generate RNAs
of any length and sequence. The T7 RNA polymerase will of-
ten accept modified nucleoside triphosphates. The method is
useful for global modification, but typically it does not al-
low for site-specific incorporation of modified nucleotides. This
limitation has been overcome in several cases, in which non-
standard nucleotides are used to direct the insertion of modified
nucleotides through alternative base-pairing schemes (Fig. 4c)
(29).

Chemical approaches

The chemical synthesis of RNA has the distinct advantage
of allowing for site-selective incorporation of modified nucle-
osides into the oligonucleotide chain. The early phosphodi-
ester method developed by Khorana (30) was followed by the
H-phosphonate and phosphoramidite approaches (31). Although
the H-phosphonate approach has distinct advantages over phos-
phoramidite synthesis, it is not as widely used. Therefore, the
focus of this section will be on the more commonly employed
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Figure 4 The site-specific incorporation of modified nucleotides into RNA is depicted. a) Modifying enzymes (E) convert standard nucleotides (N) into
modified versions (N-X) (e.g., methylation, pseudouridylation) (24). Eukaryotes require a snoRNP complex along with the modifying enzyme to direct the
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phosphoramidite method. The chemical synthesis of RNA oc-
curs on a solid support, such as a controlled-pore glass or
polystyrene bead (Fig. 4d). The synthesis typically goes in the
3′ to 5′ direction, building from the 5′-hydroxyl group at each
cycle. The 5′ OH is protected with a suitable organic moiety
that can be removed quickly and efficiently. The 2′ hydroxyl
is also protected until the end of the synthesis. The monomer
unit that reacts with the 5′ OH is a nucleoside with a phospho-
ramidite moiety at the 3′ hydroxyl. The phosphoramidite method
involves four major steps after deprotection of the 5′-hydroxyl
group from the 3′ nucleoside attached to the solid support:
1) coupling at the 5′ OH with a suitably protected phospho-
ramidite, 2) capping the unreacted 5′-OH groups, 3) oxidation
of the phosphite linkage to generate a phosphate, and 4) re-
moval of the 5′-protecting group of the newly added nucleotide
unit (Fig. 4d). The final steps involve removal of the oligonu-
cleotide product from the solid support and deprotection of the
2′-OH groups and phosphate moieties. The final RNA product
is then purified using standard methods, such as polyacrylamide
gel electrophoresis or high-performance liquid chromatography.

The choice of 5′ and 2′ protecting groups is critical for the
successful generation of an oligonucleotide product. The cho-
sen phosphoramidites must have high coupling efficiencies and
be stable during the entire oligonucleotide synthesis, yet easily

removed at the end of the synthesis. The synthetic route to gen-
erate the phosphoramidites should also be efficient in order to
reduce the cost of the oligonucleotide synthesis. A wide range of
protecting groups has been introduced for RNA synthesis over
the past three decades; however, only the most commonly used
methods will be discussed. One of the first 2′-OH protecting
groups to be employed was tert -butyldimethylsilyl (TBDMS or
TBS) (32). More recently, [(triisopropylsilyl)oxy]methyl (TOM)
(33) and benzhydryloxy-bis(trimethylsilyloxy)silyl (BzH) (34)
have been developed for 2′-OH and 5′-OH protection (Fig. 4e).
Whereas each method has distinct advantages and disadvan-
tages, they complement one another because unique chemical
modifications on the nucleoside may be more compatible with
one particular method. Modifications that are chemically incom-
patible with these protecting groups would require alternative
methods. Several key factors in choosing the type of phospho-
ramidite to use include: 1) fast coupling times (<2 minutes), 2)
high coupling efficiencies (>99.8%), 3) high stability in solu-
tion, and 4) the ability to generate long RNA fragments (>20
nucleotides in length). Many recent reviews on RNA synthe-
sis protocols are available that provide more details regarding
phosphoramidite preparation (6, 34).

The rationale for choosing chemical synthesis to generate
modified RNAs is that a wide range of both natural and
unnatural modifications can be incorporated at single or multiple
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sites, and highly pure RNAs can be produced on a large scale
(>mg). As mentioned earlier, convertible nucleotides can be
generated in which a group of modified nucleosides that contain
reactive functionalities are incorporated into RNA and allow
for subsequent attachment of chemical probes, such as isotopic
labels, tools for disulfide cross-linking, or fluorescent moieties
(21). This postsynthetic modification allows for generation of
site-specifically modified RNAs in fewer steps compared with
complete enzymatic or chemical synthesis (Fig. 3).

Semisynthesis approaches

The enzymatic and chemical approaches can be easily com-
bined to generate >100 nucleotide-length RNAs that contain
either natural or unnatural modifications at specific sites. Either
chemically or enzymatically produced fragments can be joined
or ligated with T4 DNA ligase or T4 RNA ligase along with a
DNA splint, as mentioned above (Fig. 4b) (27, 28). Together,
these methods can be applied to generate large, full-length RNA
molecules, such as 23S ribosomal RNA (approximately 3000
nucleotides in length), with site-specific modifications to study
RNA function (35).

Applications of Modified RNAs

Numerous motivations can be cited for generating site-specifi-
cally modified RNAs. The first reason is to use modified
RNAs for structure–function studies in either natural or model
systems. For this purpose, many different biophysical ap-
proaches are employed, such as fluorescence spectroscopy,
NMR spectroscopy, and X-ray crystallography. For mechanistic
studies, site-specific changes to the oligonucleotide allow for
single-atom or functional-group changes and subsequent bio-
chemical studies to be conducted and compared with wild-type
RNA. A second major reason for constructing modified RNAs
is to use them as therapeutic agents with enhanced stability or
improved biological activity. Antisense oligonucleotides were
recognized long ago as having potential therapeutic proper-
ties for downregulating gene expression. More recently, RNA
interference (RNAi) has been discovered as another tool for
regulation of mRNA activity. Other therapeutic agents include
RNA aptamers and ribozymes. Also of recent interest is the use
of modified nucleosides to expand the genetic code, as well as
to understand the basic principles of Watson-Crick base pairing
and recognition of certain RNA structures by enzymes, proteins,
and other biological ligands.

Structure studies

X-ray crystallography is a widely used technique for the
three-dimensional structure analysis of RNA molecules. The
extraction of information from X-ray diffraction patterns from
RNA crystals requires proper phase determinations using meth-
ods such as multiwavelength anomalous dispersion in which
placement of specific heavy atoms is required. Selenium-modi-
fied ribonucleotides have been used for these purposes by
Du et al. (36), because the selenium atom does not seem

to affect the stability or structure of the RNA. An enzy-
matic synthesis of large RNAs (up to 100 nucleotides) that
contain 2′-methylselenium labels (Table 1) (36–50) was re-
ported by Höbartner et al. (37), which was combined with
chemical synthesis using the 2′-O-TOM methodology and a
2′-Se-methyladenosine phosphoramidite. More recently, they
have used the ACE methodology and modifications of all four
standard nucleosides to generate RNAs suitable for X-ray anal-
ysis (38). In addition to the sugar modifications, Carrasco et al.
(20) have also generated selenophosphate modifications.

Nuclear magnetic resonance (NMR) methods have also been
developed for three-dimensional structure analysis of RNA. The
major challenge in RNA structure determination by NMR is the
size limitation because of spectral overlap with large RNAs.
Consequently, heteronuclear NMR has become increasingly im-
portant for solving the structures of large RNAs and/or RNA
complexes with proteins and other ligands. Although RNAs
modified at all or multiple sites with 13C or 15N labels can
be generated using enzymatic methods (51, 52), site-specific
placement of these labels is often desirable. Numerous ap-
proaches have been used in which modified nucleosides with
specific 13C and/or 15N labels (see for example, Reference
17) are converted into the corresponding phosphoramidites and
used for site-selective incorporation into the desired RNA frag-
ment, which includes convertible nucleotides (21). In one re-
cent example, an RNA hairpin that represents a region of
the self-splicing Tetrahymena group I intron was generated
with [8-13C-7-15N]-guanosine (Table 1) at one position and
[7-15N]-guanosine at another position, such that the two 15N7
NMR signals from the RNA could be unambiguously assigned
(39). The specifically labeled sample was used to identify spe-
cific metal–ion binding sites that are important for RNA folding
and catalysis.

Biophysical probes

A variety of nucleoside modifications can be used to monitor
RNA folding, stability, and structure, as well as ligand in-
teractions. Fluorescent analogs, such as 2-aminopurine (2-AP)
(Table 1), have proven to be highly useful to monitor RNA
conformational changes and dynamics in solution (40–42). The
2-AP modification causes very little perturbation to the RNA
structure, and it has been used to monitor drug (e.g., aminogly-
coside antibiotic) interactions with target RNA (53). In contrast,
attachment of a bulky substituent, such as 8-bromoguanosine
(8-BrG) (Table 1), to the RNA base may limit rotation about
the glycosidic bond, favoring one conformation (e.g., syn) over
another (e.g., anti ). Such an approach has been used to stabilize
YNMG RNA hairpin motifs and enhance the RNA folding rate,
because of preorganization of the denatured state of the RNA
(43).

Generation of site-specifically modified RNAs that can per-
form disulfide cross-linking allows for RNA folding pathways
to be examined (21, 54). Photoactivated cross-linking is another
strategy that uses naturally occurring or synthetic modifica-
tions, such as 4-thiouridine, 6-thioguanosine, 5-bromouridine,
and 5-iodouridine (Table 1), to study RNA-RNA interactions
in folded RNAs (19).
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Table 1 Some representative modified nucleosides and nucleotides are shown

Modification Application Reference(s)

phasing tool in X-ray
crystallography

36–38

unambiguous NMR peak
assignments during 3D
structure analysis

39

fluorescent probe of RNA
conformational changes

40–42

stabilize nucleoside
conformations about the
glycosidic bond

43

photoactivated cross-linking
probe of RNA folding to
study RNA-RNA interactions

19

photoactivated cross-linking
probe of RNA folding to
study RNA-RNA interactions

19

natural modified nucleoside 44–47

mechanistic probe of RNA
structure and function

48
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Table 1 (Continued )

Modification Application Reference(s)

probe for RNA-mediated
catalysis in functional RNAs

49

photolabile moiety for the
temporal and spacial control
of siRNA targeting

50

Modified nucleosides incorporated into small RNA model
systems can also be used to investigate the global versus in-
dividual effects of modified nucleotides on natural RNAs, such
as rRNA or tRNA. For example, in some early studies, Yarian
et al. (44) demonstrated that pseudouridine (Table 1) leads to
increased thermal stability of the tRNA anticodon stem-loop
region. Later, Meroueh et al. (45) demonstrated that pseu-
douridines have opposing effects on rRNA helix 69 stability,
which depends on their specific locations and sequence contexts.
These effects on stability may be important for conformational
switching mechanisms in functional RNAs (46, 47).

Mechanistic probes

Site-specifically modified RNAs have been used in many ap-
plications to examine RNA structure–function relationships,
RNA–protein interactions, RNA–ligand interactions, and RNA-
catalysis mechanisms. Some earlier studies demonstrated the use
of synthetic oligonucleotides to probe the roles of specific func-
tional groups and detailed mechanisms in ribozyme catalysis
(55). The synthesis of nucleoside analogs allows for a full-range
of chemical diversity (e.g., inductive effects, space-filling capac-
ity, etc.) to be explored, such that quantitative structure activity
relationships can be determined for RNA enzymes and other
biologically important RNAs (56).

Nucleotide analog interference mapping (NAIM) is an al-
ternative method to conventional single-atom substitution ex-
periments, which provides biochemical information related to
the RNA structure and function (48). NAIM has the ability
to screen rapidly the effects of chemical group substitution
rapidly on RNA function. This method uses an array of mod-
ified 5′-O-(1-thio)-nucleoside triphosphates (Table 1) to assess
concurrently the contributions of functional groups at every nu-
cleotide position along the RNA backbone. The applications of
this method range from mapping of RNA tertiary contacts and
substrate contacts in ribozymes to quantification of the energetic
contributions of RNA–ligand interactions.

Functional RNAs

RNAs have an enormous range of functions. Those functions
have been the subject of numerous publications over the past
several decades. One example is RNA aptamers, which are
oligonucleotides that have been selected for and tailored to
bind with high affinity and selectivity to a variety of ligands,
which include nucleotides, peptides, proteins, vitamins, and
drugs (57). Aptamers are engineered from random nucleic acid
libraries through repeated rounds of in vitro selection. Modified
nucleotides play important roles in aptamer function, because
they provide enhanced stability to the RNA-based aptamers and
can also endow them with desirable chemical reactivities or
control of their folded structures, which would be beneficial
for the development of novel targeting agents. Several modified
aptamers have already been developed as potential therapeutics
that are currently in clinical trials (57).

Nucleic acid selection methods have also been exploited
for the development of novel RNA enzymes or ribozymes
(58). An in-vitro–selected RNA that contains the modified
nucleotide 5-(4-pyridylmethyl)-uridine (Table 1) can catalyze
carbon–carbon bond formation in a Diels-Alder cycloaddition,
with an 800-fold rate acceleration compared with a random
RNA (49). Modified RNAs that contain the same uridine mod-
ification have also been selected to mediate metal–metal bond
formation in the synthesis of palladium nanoparticles (59). Mod-
ified RNAs are likely to have many other applications as novel
ribozymes that catalyze important biological reactions or can be
used to create novel materials.

RNAi/siRNA

Short interfering RNA (siRNA) is a class of molecules com-
posed of double-stranded RNA molecules (20–25 nucleotides)
that are involved with the interference of specific genes (i.e.,
RNA interference or RNAi). During the RNAi process, the
siRNA is incorporated into a protein complex, which unwinds
the siRNA by an ATP-dependent mechanism to generate an
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active RNA-induced silencing complex (RISC) (60). The un-
wound antisense strand of RNA will then guide the RISC to
the target mRNA and bind according to standard Watson-Crick
base-pairing schemes. Strand scission of the target mRNA is
induced by RISC, which leads to a decreased level of protein
expression by the corresponding mRNA. The overall success of
gene downregulation depends on the stability and structure of
the duplex formed between the siRNA and target mRNA. This
idea has led to the design and synthesis of numerous modified
siRNAs with the anticipation that appropriate changes in the
nucleotide composition will lead to enhanced stability, both in
terms of chemical stability (i.e., to avoid nuclease degradation)
and thermal stability (i.e., to generate a duplex with more favor-
able free energy, enthalpy, and/or entropy contributions). The
modified oligonucleotides are also designed to have increased
cellular uptake and properties that will enhance their biodistri-
bution or entry into specific cell types (61, 62). Another type
of nucleotide modification involves the addition of a photola-
bile moiety (Table 1), such that temporal and spatial control of
siRNA targeting is possible (50).

Other applications

RNAs that employ the four standard bases have more limited
opportunities for hydrogen-bonding interactions and functional-
ity, even though the range of tertiary interactions is broad (63).
The use of additional base pairs would not only increase the
structural complexity of RNA but would also allow for enzy-
matic replication. This concept has been exploited by several
research groups to expand the genetic code, as well as to gen-
erate novel, site-specifically modified RNAs (e.g., biotinylated,
fluorescent, cross-linked RNAs) (6, 29, 64).

Summary and Outlook

This article highlights methods for synthesis of modified nucle-
osides and their site-specific incorporation into RNA. RNAs of
practically any size can now be engineered with a broad range
of natural or unnatural modifications to the base, sugar, or phos-
phate portions of the nucleotides. Using chemical, biochemical,
or combined approaches, a change of a single atom at a desired
location can be accomplished, as well as global modification.
Because of the diversity of modifications accessible through
chemical or enzymatic synthesis, the modified RNAs also have
a tremendous range of applications, some of which have been
summarized in the last portion of this review. Future efforts
will continue to give researchers a better understanding of the
importance of natural modified RNAs, provide new tools for
biophysical and structure analysis for structure-function studies
of RNA, and lead to novel RNA therapeutics or catalysts. On
a more practical note, novel methodologies for cost-effective,
large-scale preparation of highly pure modified RNAs will also
be of importance (65), and improved catalysts for RNA liga-
tion (66) will allow for larger, biologically relevant RNAs to be
generated with greater ease.
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