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Preface

Prof. Jerzy Sobkowski starts off this 31st volume of Modern Aspects of
Electrochemistry with a far-ranging discussion of experimental results
from the past 10 years of interfacial studies. It forms a good background
for the two succeeding chapters.

The second chapter is by S. U. M. Khan on quantum mechanical
treatment of electrode processes. Dr. Khan’s experience in this area is a
good basis for this chapter, the contents of which will surprise some, but
which as been well refereed.

Molecular dynamic simulation is now a much-used technique in
physical electrochemistry and in the third chapter Ilan Benjamin has
written an account that brings together information from many recent
publications, sometimes confirming earlier modeling approaches and
sometimes breaking new territory.

In Chapter 4, Akiko Aramata’s experience in researching single
crystals is put to good advantage in her authoritative article on underpo-
tential deposition.

Finally, in Chapter 5, the applied side of electrochemistry is served
by Bech-Neilsen et al. in the review of recent techniques for automated
measurement of corrosion.

J. O’M. Bockris, Texas A&M University
B. E. Conway, University of  Ottawa
R. E. White, University of South Carolina
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Metal/Solution Interface: An Experimental
Approach

Jerzy Sobkowski and Maria Jurkiewicz-Herbich
Department of Chemistry, Warsaw University, Warsaw, Poland

I. INTRODUCTION

The electrical double layer has been dealt with in countless papers and in
a number of reviews, including those published in previous volumes of
the Modern Aspects of Electrochemistry series.1–9 The experimental
double layer data have been reported and commented on in several
important works in which various theories of the structure of the double
layer have been postulated. Nevertheless, many double layer-related prob-
lems have not been solved yet, mainly because certain important parame-
ters describing the interface cannot be measured. This applies to the
electric permittivity, dipole moments, surface density, and other physical
quantities that are influenced by the electric field at the interface. It is also
often difficult to separate the electrostatic and specific interactions of the
solvent and the adsorbate with the electrode. To acquire necessary knowl-
edge about the metal/solution interface, different metals, solvents, and
adsorbates have been studied.

In the earlier concepts of the interface structure, the metal was treated
as a reservoir of electrons, uniformly distributed in the bulk of the phase.
Spatial distribution of charges was considered mainly on the solution side.
No such considerations were made for the solid electrodes, except for the

Modern Aspects of Electrochemistry, Number 31, edited by John O’M. Bockris et al.
Plenum Press, New York, 1997
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2 Jerzy Sobkowski and Maria Jurkiewicz-Herbich

case of semiconductors. The charge distribution in the metal, near the
interface, was taken into account when the jellium model of the metal was
proposed. This model was used to formulate a novel view of the double-
layer structure (e.g., Refs. 9 and 10).

Significant progress in understanding the structure of the metal/solu-
tion interface was achieved by studying electrochemical processes on
well-defined planes of single crystals.6 Early studies on single-crystal
electrodes were not satisfactorily reproducible because of difficulties in
growing the crystals, inaccurate cutting, and insufficient control of the
desired plane orientation. Later, the techniques of crystal preparation were
much improved and the number of papers dealing with adsorption and
electrochemical reactions on single-crystal electrodes increased substan-
tially.

It appears that restructuring of the metal, reorientation of solvent
molecules, adsorption of the electrolyte species and coadsorption of
organics, and preoxidation and oxidation of the surface can be better
studied on monocrystals than on more complex polycrystalline elec-
trodes.11 Moreover, an uncertainty inherent in determining surface rough-
ness often makes quantitative comparisons of the polycrystalline data
difficult. This is because the quantities under scrutiny (e.g., current density
and differential capacity) usually have to be referred to the real surface
area of the electrode. The problem of roughness also exists in the case of
monocrystalline planes. However, careful polishing of the surface usually
limits the problem and results in the real surface of the electrode approach-
ing the geometrical area. Still, the lack of an unambiguous method for
measuring roughness often seriously limits determination of surface con-
centration.

Even refined electrochemical methods cannot alone provide full
information about the molecular structure of the metal/ solution interface.
Hence, many nonelectrochemical techniques have been developed in the
past few decades to study the double layer. They include spectroscopic,
microscopic, radiochemical, microgravimetric, and other methods. A
combination of electrochemical (chronovoltammetry, chronocoulometry,
impedance spectroscopy, etc.) and nonelectrochemical methods is often
used in studying mechanisms of the electrode process.

Two main approaches to the investigation of the metal/solution inter-
face can be distinguished: molecular and thermodynamic. In the first
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approach, the interfacial state of the system is studied by various direct
methods, usually quite recent. In the thermodynamic approach, the ener-
getics of metal–solvent and metal–adsorbate interactions is investigated
on the basis of parameters determined at the equilibrium.

The aim of this review is to present achievements and difficulties of
electrochemical research focused on the structure of the metal/solution
interface. The literature cited is generally limited to recent reviews and
original papers, with relatively little attention paid to the historical back-
ground. A more complete list of references on the subject was given by
Bockris and Khan in their book.12

II. MOLECULAR APPROACH TO THE METAL/SOLUTION
INTERFACE

1. Double-Layer Structure: General Considerations
For a long time, the electric double layer was compared to a capacitor with
two plates, one of which was the charged metal and the other, the ions in
the solution. In the absence of specific adsorption, the two plates were
viewed as separated only by a layer of solvent. This model was later
modified by Stern, who took into account the existence of the diffuse layer.
He combined both concepts, postulating that the double layer consists of
a rigid part called the inner—or Helmholtz—layer, and a diffuse layer of
ions extending from the outer Helmholtz plane into the bulk of the
solution. Accordingly, the potential drop between the metal and the bulk
consists of two parts:

where and are potentials of the metal surface, solution in the
bulk, and outer Helmholtz plane, respectively;  and are the potential
drops, correspondingly in the inner and diffuse parts of the double layer.

Assuming that the double layer is composed of two capacitors, the
inner and the diffuse one, connected in series, which have the capacitanties

and respectively, the measured total capacitance C can be ex-
pressed13:
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where is the electric permittivity of solvent at the surface,  is the
electric permittivity of a vacuum a is the outer
Helmholtz layer thickness, r is the inner layer thickness, is the
permittivity of the solvent between the inner and outer Helmholtz planes,

is the permittivity of the solvent in the bulk, and 1/κ is the Debye length.
According to this model, and in the absence of specific adsorption,

the adsorbed solvent molecules are located in the inner Helmholtz plane,
the thickness of which is determined by the radius of the molecule. At the
same time, solvated ions define the location of the outer Helmholtz plane.
Other ions, charged oppositely to the surface charge, are smeared out in
the diffuse layer.

However, in Eq. (2) as many as five parameters and
1/κ) are adjustable and their values are not precisely known. For example,
the Debye length is calculated assuming that the electric permittivity near
the ions has the same value as in the bulk. However, the permittivity of
water decreases when it is brought closer to the ions or charged surface
because the structure of water is disturbed by the electric field. It was
estimated14 that is restored to 90% of the bulk value when the distance
from the electrode becomes ca. 6 Å. A similar conclusion is valid for
ion–water systems. In a 0.1M solution of a 1:1 electrolyte
the permittivity of water is regarded as undisturbed, but for higher ion
concentrations (e.g., a 1M solution of a 1:1 electrolyte, the
value of is much lower than in the bulk. This may be a source of error
in calculating the diffuse layer capacitance when the concentration and
the charge of ions increase. It should be stressed that the concentration of
ions in the diffuse layer is greater than in the bulk though it is often not
taken into account in calculating the diffuse layer capacitance

The presence of the diffuse layer determines the shape of the
capacitance-potential curves. For a majority of systems, models describ-
ing the double-layer structure are oversimplified because of taking into
account only the charge of ions and neglecting their specific nature.
Recently, these problems have been analyzed using new theories such as
the modified Poisson–Boltzmann equation,15 later developed by Lamper-
ski.16,17 The double-layer capacitanties calculated from these equations are
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generally higher than those obtained using a simple Gouy–Chapman
theory, the values of the inner layer capacitanties calculated from Grahame
model, and the results of an estimate of the metal and solvent contributions
to the double-layer capacitance proposed by Amokrane and Badiali.9

The problem of influence of the electric field intensity on the permit-
tivity of solvents has been discussed in many papers. The high permittivity
of water results from the intermolecular forces and is a cumulative
property. The electric field intensity is the lowest at the potential of zero
charge (pzc), thus allowing water molecules to adsorb in clusters. When
the electrode is polarized, the associated molecules, linked with hydrogen
bonds, can dissociate due to a change in the energy of their interaction
with the electrode. Moreover, the orientation of water molecules may also
change when the potential is switched from one side of the pzc to the other.

The value of the electric permittivity of water in the inner part of the
double layer is commonly accepted as equal to 6. A much higher capacity
of the inner layer at the Ga/solution interface was explained by the weak
interaction of gallium with water, leading to a high value of As shown
by high-frequency measurements of the electric permittivity
the value of decreases from about 80 to 5.9. This is brought about by
lack of the dipole correlation effects, which at low frequencies are respon-
sible for the high permittivity values of polar solvents.l9

A similar conclusion arises from the capacitance data for the mercury
electrode at far negative potentials where anions are desorbed.
In this potential range, the double-layer capacitance in various electrolytes
is generally equal to ca. Assuming that the molecular
diameter of water is 0.31 nm,21 the electric permittivity can be calculated
as The data on thiourea adsorption on different metals
and in different solvents have been used to find the apparent electric
permittivity of the inner layer. According to the concept proposed by
Parsons,22 thiourea can be treated as a probe dipole. It has been calculated
for the Hg electrode that at  is equal to 11.4,22 5.8,23,24 5.1,25 and
10.626 in water, methanol, ethanol, and acetone, respectively.

In the presence of ions, the permittivity of a solvent changes not only
in the bulk but also at the interface. The energy of the dipole–dipole
interaction can be approximated by the relation and for
water is equal to 0.25 10–19 J. The energy of the charge–dipole interaction,

is much higher and for water reaches 1 10–19 J. The fact that
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the charge–dipole interaction is stronger than the dipole–dipole interac-
tion results in a change of the solvent structure and dielectric properties
of solvents at the interface.

Another problem is an uncertainty involved in the estimation of the
double-layer thickness. This thickness is often calculated from the size of
the solvent molecule, using macroscopic data (e.g., the molar volume)
under a doubtful assumption about the shape of the molecule, which is
often taken as spherical. There are some indications, also provided by
modern experimental techniques (X-ray spectroscopy, quartz crystal mi-
crobalance, QCM), that the density of water near the interface can change
drastically (see later discussion).

The contribution of the metal to the capacitance of the double layer
was neglected for a long time. It was considered that electrons in the metal
are uniformly distributed and assumed that the capacitance of the double
layer in the absence of specific adsorption is the sum of capacitanties of
the metal and the solvent connected in series

Since the metal can be treated as a nearly perfect conductor,  is high
compared with  and cannot influence the value of the measured double-
layer capacitance. The role of the metal in the double layer structure was
discussed by Rice,27 who suggested that the distribution of electrons inside
the metal decides the properties of the double-layer. This concept was later
used to describe double-layer properties at the semiconductor/electrolyte
interface. As shown later, the electron density on the metal side of the
interface can be changed under the influence of charged solution species
(dipoles, ions).28

According to Bockris and Habib,29 the potential difference at the
metal/solution interface at pzc is a result of the contribution of two
components: the surface potential (electron overlap) of the metal and
solvent dipoles oriented at the electrode surface, The value of  cannot
be experimentally measured because the absolute value of the electrode
potential is not known. However, the value of  can be estimated from
the relation
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where is the surface potential of the metal in a vacuum

Here is the workfunction, is the chemical potential of electrons in
the metal, and is the change of the metal surface potential upon contact
with the solution. Hence, the modification of electronic distribution in the
metal is due to the adsorbed solvent molecules, which change the surface
potential of the metal, A similar concept was developed in numerous
works of Trasatti (e.g., Ref. 30). The value of at was estimated
as equal to –0.31 V and assumed to be independent of the kind of the
solvent.30 For Cd and Zn, the values were estimated to be –0.45 V
and –0.37 V, respectively.29

Another approach to the double-layer structure is based on the jellium
model of the metal.10,31 Owing to the small mass of electrons, they can
spill over the metal surface, which can be no longer treated as a rigid wall.
The electronic density decreases from a nonzero value in the bulk of the
metal down to zero in the double layer. The surface region of jellium is a
few angstroms thick. The electronic density in the metal as well as the
distance between the metal and the solvent molecule change with charge.
The effective potential acting on solvent molecules at the interface is the
mean of mutual interactions of the metal and the solvent and determines
the closest approach of the solvent molecule to the surface. The location
of the outer Helmholtz plane is described by where d is the
closest approach of the solvent molecule to the surface and  is the radius
of the molecule. The variation of d with the charge31 and the contribution
of to were calculated for an Ag electrode. The contribution of
could be estimated from the calculated and experimental values. It
was further assumed33 that has a constant value independent of the
metal (at pzc). Hence, the contribution of could be calculated for
different metals from experimental values of

Application of the model for various solvents adsorbed on an Hg
electrode34 showed that the plots of vs. electrode charge have similar
shapes. It was concluded34 that the value of near the maximum is
determined by the size of the solvent molecule whereas the position of the
maximum depends on the orientation of the molecule induced by nonelec-
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trostatic interaction specific to each metal–solvent couple. The molecular
and orientational parts cannot be separated experimentally.

The role of the metal electrons in determining properties of the
metal/electrolyte solution interface was reviewed by Kornyshev, who
presented and discussed an alternative approach to the jellium model.35

As stated by Kornyshev, the jellium model, which is correct for the
interpretation of capacity measurements, appears to be too rough to
explain the data obtained with modern techniques, such as many spectro-
scopic and microscopic techniques (see later discussion).

2. Solid Metal/Electrolyte Interface
The structure of the solid electrode/electrolyte interface is more complex
than in the case of the liquid mercury electrode. The reason is that the
range of potentials of the so-called ideal polarizability is usually much
narrower on solids, due to hydrogen evolution and surface oxidation at the
negative and positive ends of the polarization range, respectively. Another
problem is related to the influence of the crystallographic structure of the
metal on the double-layer structure and the electrochemical reactions. At
a given applied potential, the metallic electrode surface is equipotential,
but as a result of different surface irregularities, the charge density can
vary to a great extent and the double-layer structure becomes only a
resultant of the “double-layers” of individual kinks, steps, and terraces.
Voltammetric curves, which are very sensitive to the surface structure,
depend on orientation of the monocrystalline electrode and the surface
roughness. Hence, the preparation of the electrode is of great importance
when studying the properties of the interface.

(i) Polycrystalline Electrodes
The structure of a polycrystalline electrode depends on its prepara-

tion. Usually the rough electrodes are prepared by electrochemical depo-
sition of a given metal onto a suitable substrate. Microcrystals present in
polycrystalline samples are randomly oriented on the surface. Most likely,
not only basal but also higher Miller-index planes should be considered
in anticipating the final structure of the electrode surface.36 It was shown
that the structure of the platinized platinum surface depends strongly on
the platinization conditions, e.g., on the concentration of the platinization
solution and current densities used.37 Cyclic voltammetry in the hydrogen
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adsorption-desorption range of potential was used as a sensitive probe of
the state of the platinum surface. The range of polarization potentials and
the scanning rate may favor the appearance of certain planes on the surface
of a polycrystalline electrode.

It has been demonstrated by Arvia and his co-workers that surfaces
of preferred crystallographic orientation can be obtained by fast repetitive
potential perturbations.38 After a very fast cyclic polarization in the range
0.04 to 1.50 V, peaks characteristic of Pt(111) and Pt(100) become more
pronounced, whereas a peak typical for Pt(110) disappeared.39 Voltam-
metric curves indicating the change of the Pt polycrystalline electrode
structure are shown in Fig. 1.

The changes in reorientation of surface atoms were explained using
the dynamic model of the crystal space lattice. It was assumed that during
anodic polarization, when the oxidation of adsorbed water is taking place,
atoms oscillate mainly in a direction perpendicular to the electrode sur-
face. This process leads to periodic separation of atoms in the first surface
layer. Thus, the location of atoms in different orientations is possible. It
was stated that various techniques of electrode pretreatment used for
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cleaning the electrode surface (electrochemical polarization, flame an-
nealing, ion sputtering), affect the distribution of the crystalline surface
sites.40

There are two types of roughness of the electrode surface: the macro-
and microroughness. The macroroughness can be eliminated by mechani-
cal polishing of the surface. A highly reflective surface ensures the absence
of macroroughness. The microroughness can be partly reduced by anneal-
ing the electrode at high temperatures in an inert gas atmosphere. The real
surface area of an annealed electrode is smaller than the freshly polished
one. Though the formation of different structures of the electrode surface
is possible, the long-lasting cyclic anodic–cathodic polarization leads to
reproducible voltammograms of the polycrystalline platinum and gold
electrodes. Hence, the results of studies of the double-layer structure and
electrosorption on polycrystalline surfaces of platinum and gold should
be viewed as reliable.

(ii) Determination of Electrode Roughness
The lack of knowledge of precise values of the roughness factor

makes it difficult to compare data reported from different studies. This
applies in particular to the double-layer capacity data, the values of surface
concentration of the adsorbates, and the rates of electrochemical reactions.
Therefore, the question of how to determine the real surface of the
electrode is of crucial importance. A survey of various methods for
determining roughness was given by Trasatti and Petrii.41 For noble metal
electrodes, the charges of hydrogen deposition and surface oxide forma-
tion can be utilized in real-surface determination.42

In the case of platinum electrodes, the charge of hydrogen deposition
is usually used. The assumption that one hydrogen atom is adsorbed on
one adsorption site of platinum was verified experimentally by checking
hydrogen desorption charges, obtained from the charging curves, against
the Brunauer, Emmett and Teller isotherm measurements.43 The determi-
nation of the real surface area of a polycrystalline gold electrode from the
reduction charge of the anodically formed oxide is generally accepted. The
situation is not so simple for other noble metals because voltammetric
peaks are often poorly separated.

Capacity measurements are frequently used to determine real surface
area. In the measurements, alternating current signals are employed, with
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rough solid electrodes usually showing a frequency dispersion. The influ-
ence of electrode roughness and electrolyte concentration on the fre-
quency dispersion was studied for the system by Bidoia et al.44

The impedance of a resistance-capacitance (RC) circuit in series and an
ideally polarizable solid metal/solution interface is given by the equation

Here j is the imaginary unit, is the angular frequency, and C is the
capacitance. For solid electrodes, however, the impedance response devi-
ates from a purely capacitive one and the empirical equation should be
used

Here Q and n are constants and the term is “the constant phase
element.” The value of n represents how much the real system deviates
from the ideal one. It was shown that the value of n increases with
increasing electrolyte concentration until a constant value is reached at 0.5
mole L–1.44 The value of n decreases with the surface roughness of a Pt
electrode, which was determined by measuring the charge of hydrogen
adsorption. It was found that in some cases polishing with a coarser
abrasive gives a less rough surface than a fine-grade abrasive.44 According
to the authors’ opinion, the particles of the coarser abrasive may open
larger grooves, thus causing a large number of smaller grooves to disap-
pear and the roughness factor to drop.

The electrode roughness factor can be determined by using the
capacitance measurements and one of the models of the double layer. In
the absence of specific adsorption of ions, the inner layer capacitance is
independent of the electrolyte concentration, in contrast to the capacitance
of the diffuse layer which is concentration dependent. The real surface
area can be obtained by measuring the total capacitance C and plotting

against calculated at pzc from the Gouy–Chapman theory for
different electrolyte concentrations. Such plots, called Parsons–Zobel
plots, were found to be linear at several charges of the mercury electrode.45

The procedure can be further simplified by plotting (c
is the concentration of a nonadsorbing electrolyte) because for a 1:1
electrolyte at pzc and 25°C.46 The real surface area
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of the electrode A and the total inner-layer capacitance can be
calculated from the slope and the intercept of such a plot, respectively. The
method is valid for homogeneous surfaces for which the measured capaci-
tance is frequency independent. It can be used for single-crystal electrodes
with a small number of surface defects. For polycrystalline electrodes, a
curvature of the plot  vs.  is observed47 because of the surface
inhomogeneity. For metals of low melting point, characterized by rela-
tively high mobility of surface atoms, the use of the method may be
acceptable.41 A proper choice of the nonadsorbing supporting electrolyte
is of key importance and may depend on the electrode used. For example,
fluoride-based electrolyte ions are suitable for studies on mercury but not
on silver because ions tend to adsorb on the latter metal.48

Determination of the real surface area of electrodes may be carried
out using underpotential deposition of metals. The method is applied for
metals for which there is no satisfactory separation between the potentials
of hydrogen desorption and surface oxidation. The method, often used to
determine the roughness factor of silver and copper, gives the number of
surface-active sites rather than the true area. Moreover, it is necessary to
assume that the deposited ion is discharged completely (a partial charge
transfer is neglected). The charge of either deposition of ions or stripping
of the metal is determined voltammetrically. For single-crystal surfaces,
the shape of a voltammogram depends strongly on the crystallographic
orientation of the plane. For instance, the desorption of lead from terraces
of the flat (111) plane of gold gives rise to a narrow peak whereas a broad
and positively shifted peak is observed on the stepped (110) plane.49

Moreover, the narrow peak on the (111) plane splits at high sweep rates
due to limitations in the charge transfer rate. Generally, cyclic voltam-
metry is very sensitive to the surface structure, especially in the potential
range where no electron transfer across the interface takes place, i.e., in
the potential range of the ideal polarizability of the electrode.*

*A voltammetric curve can be viewed in electrochemistry as the emission or absorption
spectra in spectroscopy. The current density (i.e., the number of charges per unit of time
and area) corresponds to the emitted or absorbed light intensity (the number of quanta per
unit of time and area). Finally, when multiplied by the Faraday constant, the potential
defines the energy of the system and can thus be treated as an analog of the light frequency,
which can also gives energy when multiplied by the Planck constant.
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(iii) Monocrystalline Electrodes
Observations of the effect that the state of the electrode surface had

on the structure of the double layer and adsorption and electrochemical
reactions focused the attention of electrochemists on studying electrode
processes on well-defined surfaces of single crystals. A strong effect of
the plane orientation of platinum on the shape of voltammetric curves was
shown by Will and Knorr long ago.50 Polycrystalline electrodes can be
viewed as a sum of different planes, not necessarily the basal ones,
randomly distributed on the surface. This is the reason why there is no
clear relation between the properties of the polycrystalline and single-
crystal electrodes. In the early stages of single-crystal electrochemistry,
the procedures of surface preparation were different and the experimental
results were barely reproducible. Dramatic differences in the voltammo-
grams of the Pt(111) electrode given by Clavilier51 and Ross52 may serve
as an example (see Fig. 2).

Further studies showed how the method of surface preparation, in-
cluding polishing, annealing, and cyclic polarization, influences electro-
chemical properties of the electrode. Moreover, the preparation of a
single-crystal plane depends on the metal studied and calls for not only
professional knowledge but a dose of artistry as well. It seems that the
procedure proposed by Clavilier51 that involves accurate orientation of the
monocrystal; fixing it in a desired position; polishing, annealing, and
quenching in extra-pure water, followed by a quick transfer of the elec-
trode under protection of a drop of water into the electrolytic cell, has
actually become a standard method in many laboratories. To fulfill the
requirement that only the studied face remain in contact with the solution,
it is necessary to mount the monocrystal in a proper holder made from a
material that will not contaminate the system. No such material is needed
in the so-called meniscus method53 in which, owing to the surface tension
of the solution, only the face of interest touches the solution.

Pretreatment of electrodes by cyclic polarization needs special care
because the surface structure depends on the number of cycles and the
potential range of polarization. It was shown that during the polarization
of Au and Pt electrodes, up to ca. 1.5 V (vs. Normal Hydrogen Electrode)
in the quantities of dissolved metals corresponded to the
anodic charges of 3.6 and per cycle, respectively.54 The
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dissolution and redeposition of surface atoms greatly affect the electrode
surfaces. Even when the polarization potential does not exceed the onset
potential of surface oxidation, a high number of pretreatment cycles may
completely change the shape of the voltammograms.55

The sensitivity of the planes of single crystals to cyclic polarization
depends on the kind of the metal and the crystallographic orientation of
the plane itself. Metals melting at low temperatures (e.g., Sb, Pb, and Zn),
with mobile surface atoms, are less prone to surface reconstruction than
metals melting at high temperatures (e.g., Pt, Au, Cu, and Ag). This is
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reflected by the strong dependence of the potential of a zero charge on the
crystallographic orientation in the case of the latter metals. For example,
the pzcs of silver planes (100) and (110) in solution, which is
considered a nonadsorbing electrolyte, are equal to –0.865 and –0.975 V
vs. Saturated Calomel Electrode, respectively.48

The surface reconstruction of Au and Pt monocrystals has been
intensively studied by Kolb (see Ref. 56). For example, the structural
transition of Au( 100) with fourfold symmetry to a hexagonal close-packed
structure was observed during heat treatment as well as during cathodic
polarization.56 The reconstructed plane, similar to the (111) surface, shows
little deformation due to the interaction with the underlying bulk atoms of
Au(100) crystal. Though the reconstructed surface is thermodynamically
more stable than the unreconstructed one, the reconstruction can be
removed by the adsorption of anions as well as by anodic polarization.
Since the concentration of atoms on a reconstructed surface is higher than
that on the unreconstructed one, such a transition leads to an increase in
the electrode roughness.

The more densely packed reconstructed surface has a higher work
function and a more positive pzc than the unreconstructed one.57 During
cyclic polarization, the shape of voltammograms changes markedly if the
scan enters higher positive potentials. The current charge associated with
the removal of the reconstruction must be accounted for in the electro-
chemical studies on reconstructing surfaces.

3. Methods Used to Study Properties of the Metal/Solution
Interface: Role of the Solvent and the Metal

Fundamental issues facing modern interfacial research are as follows:

the orientation of solvent molecules on the electrode surface,
the energy of the solvent–metal bond and its variation with the

electrode potential,
the correlation of the metal–solvent interaction with the solvent–sol-

vent and solvent–ion interactions in the bulk,
the role played by a metal’s surface properties, such as roughness

factor and crystallographic orientation,
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the effect of an electric field of high intensity (existing in the double-
layer region) on the properties of the solvent (e.g., electric permit-
tivity, dipole moment, deformation of the adsorbed species, and
donor–acceptor features), as well as on the properties of the metal
(e.g., electronic structure and surface reconstruction).

Most earlier papers dealt with the mercury electrode because of its
unique and convenient features, such as surface cleanness, smoothness,
isotropic surface properties, and wide range of ideal polarizability. These
properties are generally uncharacteristic of solid metal electrodes, so the
results of the solid metal/electrolyte interface studies are not as explicit as
they are for mercury and are often more controversial. This has been
shown by Bockris and Jeng,58 who studied adsorption of 19 different
organic compounds on polycrystalline platinum electrodes in 0.01M HCl
solution using a radiotracer method, ellipsometry, and Fourier Transform
Infrared Spectroscopy. The authors have determined and discussed ad-
sorption isotherms and the kinetics of adsorption of the studied com-
pounds. Their results were later critically reviewed by Wieckowski.59

Of all the solvents used by electrochemists, water is the most impor-
tant for understanding the metal/solution interface. Therefore, it is the
behavior of water molecules at the interface that is mainly discussed in the
following section. The role of other solvents in the determination of
properties of the metal/solution interface is described in detail in Sec-
tion 2.

Information about the metal/solution interface can be obtained by
different electrochemical methods or, in a more direct fashion, by using a
number of nonelectrochemical techniques. The application of different
techniques in studying the metal/solution interface is briefly discussed
below, mainly for aqueous solutions.

(i) The Work Function
According to a proposed definition,60 the electron work function

of a metal M is the minimum work needed to extract an electron from the
Fermi level of the metal across a surface carrying no net charge, and to
transfer it to infinity in a vacuum. The work function for polycrystalline
metals cannot be precisely determined because it depends on the surface
structure; it is different for smooth and rough surfaces, and for different
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monocrystalline planes. Hence, the measured work function of a polycrys-
talline metal is a superposition of work functions of various patches of the
metal surface of different morphologies and orientations.61 It was shown62

that the work function of Pt, Au, and Ag electrodes changes following
polarization at different potentials in an solution and subsequent
transfer to an ultrahigh vacuum (UHV) system. However, despite these
limitations, the measurements of the work function provide important
information about the interface structure.

Since the work function is very sensitive to contaminants, the most
reliable measurements are done in ultrahigh vacuum conditions. From the
determination of the electron work functions of Fe, Co, Ni, Cu, Au, and
other metals in the presence of water adsorbed from the gas phase, it
follows that water molecules are oriented with oxygen atoms toward the
metal surface.63 The method is very sensitive to the presence of water. For
example, upon adsorption of molecules of water per square
centimeter of Co film (4% of a monolayer), the work function value is
decreased by ca. 0.3 eV.64 However, these measurements were done at 77
K, meaning that adsorbed water was likely to be in a crystalline or
amorphous ice form. Hence, the quoted results are of limited value to
understanding the metal–water system in electrolyte solutions.

In electrochemical conditions, the electrons are transferred from the
metal to the solution rather than to a vacuum. Moreover, the metal/solution
interface is charged and the potential difference between the metal and the
solution should be taken into account. The situation is simplified when the
work function and uncharged interface are considered. The relationship
between the work function and potential of zero charge was proposed
nearly 30 years ago by Bockris and Argade65 and by Frumkin (see e.g.,
Ref. 66) and later intensively discussed by Trasatti (e.g., Refs. 5, 21, 67).
The relationship is given by the equation

Here K is a constant depending on the reference electrode and the solvent
(for a study of the dependence of on knowledge of the term K
is not necessary). Equation (8) was checked several times for different
metals and solvents.67 General rules regarding the dependence of the pzc
on the electrode structure are as follows: (1) a more densely packed face
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has more positive pzc because of a higher work function value and (2) the
rougher the surface on the atomic scale, the more negative the pzc because
of a lower work function value.6

The orientation of molecules at the interface depends on an interac-
tion with both the surface and the molecules in the liquid phase, and also
on the interaction within the adsorbed layer. The interaction of molecules
with the electrode is stronger the weaker their interaction with other
molecules in the bulk. The correlation between and is linear but
different for the transition metals and the sp metals. Owing to the tendency
to form chemisorption bonds, transition metals bind water molecules more
strongly than the sp metals.

Expression was given the name “interfacial pa-
rameter” by Trasatti.68 This parameter is not amenable to direct experi-
mental determination; instead, a relative value of  can be estimated from
a plot of the potential of zero charge vs. the electron work function. If
mercury is taken as a reference metal and  for mercury are known
with high accuracy), then

The values for all metals studied are more negative than for Hg.
A higher value of  X  indicates a stronger interaction of water with the metal
surface.68 The interfacial parameter strongly depends not only on the kind
of metal but also on the structure of the electrode surface.

Since water molecules interact with a metal surface through their
oxygen atoms, the enthalpy of the metal oxide formation should
be a measure of the energy of the metal–water interaction. Hence, the

values should correlate well with the enthalpy of metal oxide forma-
tion, corrected for metal–metal bond breaking:

Linear vs. plots of different slopes have indeed been
found for various metals. The data supported a general tendency that

is lower for metals characterized by higher values. The rule
did not apply to Au, Ag, and Cu. Therefore, it was suggested that for the
latter metals, high values of are mainly due to the polarizability of their
surface electrons and that the orientation of water molecules plays only a
minor role.68
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A similar correlation was found between the Gibbs energy of adsorp-
tion and the interfacial parameter at includes
the adsorbate–solvent in the bulk (B–S), the adsorbate–metal surface
(B–M), and the solvent–metal (S–M) interactions

where n is the number of solvent molecules displaced from the surface by
one molecule of the adsorbate. It was stated that should decrease
as becomes less positive, i.e., from the more compact (111) to the
more open (100) face.67

The structure of the interface should be reflected by the temperature
coefficient of the pzc, according to the equation

Because both right-hand terms in Eq. (11) are of comparable magnitude
and most likely two bear opposite signs may be less than zero),
one cannot judge unequivocally what the orientation and surface structure
of water molecules on the metal surface may be.67 The situation appears
simpler in the case of single-crystal electrodes, although experimental
results obtained with such electrodes are not always consistent. For
example, values of reported for single crystals of silver differ
even in sign: the values were found to decrease69 on going from
the (111) to (100) face, whereas the opposite values were reported in Ref.
70. Moreover, the differences apply not only to the experimental results
but also to the interpretation of the data.67

Similar discrepancies can be found in regard to the inner-layer capaci-
tance at For instance, the value of reported by Vitanov et al.71 is
lower for Ag( 111) than for Ag(100), the opposite of what was reported by
Valette.72 The reason for such discrepancies is not clear but they may be
due to different roughness of the electrode surface, different supporting
electrolytes used, and various methods of preparing the single crystals.
Valette showed73 that fluorides are specifically though weakly adsorbed
on silver electrodes, an effect not observed by Vitanov et al.71

In a very extensive and thorough study of silver electrodes in a
nonadsorbing electrolyte, Valette determined the inner-layer capaci-
ties of Ag(111), Ag(100), and Ag(l10) to be equal to 77, 92, and
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respectively.74 From the calculated values of and (dip), it
follows that the Ag(111) face is the most and Ag(110) the least hydrophilic
face.74 This is linked to the surface structure of the electrode, i.e., the
expected highest hydrophilicity of the most compact surface layer. Ac-
cording to the opinion of one author,74 when the surface has a loose
structure, as is the case for the (110) face, water molecules can come closer
to the surface, positioning themselves between surface atoms. This results
in a higher capacitance for such a face than the more compact ones.

A comparison of data obtained for different metals but the same
adsorbate and the same solvent (constant energy of the adsorbate–solvent
interaction) allows one to create a hydrophilicity scale. The chosen adsor-
bate should be neutral and should not react chemically with the electrode
surface. Aliphatic compounds, especially alcohols, are the most suitable
adsorbates. Alcohols adsorb on metals with their hydrocarbon tail toward
the electrode and the functional group surrounded by the hydrophilic
liquid phase. Hence, the energy of the metal–adsorbate interaction can
again be considered as approximately constant. Still, the reported data
obtained for different alcohols and the resulting hydrophilicity scale are
controversial. It appears that an additional element influencing the scale
of hydrophilicity is the supporting electrolyte. Certain ions that are inac-
tive on some metals may undergo specific adsorption on other metals (see
Section III).

(ii) The Contact (Volta) Potential Difference
Some information about the metal–solvent interaction can be ob-

tained from measurements of the contact (Volta) potential difference at the
metal/solvent interface

Here, is the change in the surface potential of the metal brought into
contact with the solvent and represents a modification of the electronic
distribution in the metal; and is the change of the surface potential due
to solvent reorientation after contact with the metal; and is the
contribution of ions to the potential drop in the presence of free charges
on the metal. At the potential of zero charge, and
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The value of  is equal to

where is the contribution of solvent dipoles to the potential of the
inner part of the double layer and is the potential of the solvent at the
free surface. The values of and cannot be determined directly.

depends on the interaction of solvent dipoles with the metal as
well as the mutual interaction of solvent molecules. The value of  at
the pzc was estimated to be low and negative on Hg, thus indicating that
the interaction of water molecules with mercury is weak.30 Low values of

are likely to be caused by a strong interaction of water molecules in
the bulk phase.

Trasatti30 assumed that the value of at is constant (–0.31
V) and independent of the nature of the solvent. Therefore, if the contact
potential difference at is known, the values of  for a given
metal can be calculated. It should be noted that the idea that the potential
shift due to the interaction of metal electrons with solvent is independent
of the nature of the solvent is open to criticism.75 For example, the local
solvent field can interfere with electron distribution in the metal in the
vicinity of the interface. The data obtained for a mercury electrode and
different solvents show that the contact potential difference is mainly
determined by the orientation of solvent dipoles at the interface.30 The
positive values of are due to orientation of the solvent dipoles
with their negative ends directed toward the mercury surface.

The metal–solvent interaction is expected to depend on the donicity
of the solvent: the higher the donor number of the solvent, the stronger the
solvent–metal interaction should be. Hence, a correlation between the
contact potential difference and the donor number of the
solvent should be observed. However, this correlation for the Hg electrode
is rather poor, with the most deviant point having been found for water,
that is, for the case of the strongest dipole–dipole interaction in the bulk.30

The correlation is better when acceptor numbers of solvents are taken into
account.76

It was shown earlier that the acceptor number can be treated as a
measure of disorder of the solvent structure around the ion, reflecting the
changes of caused by the solvent–solvent interaction.77 The contact
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potential difference shifts negatively with an increase in the donor number
and a decrease in the acceptor number. This is reasonable because reori-
entation of the solvent dipoles at the interface should increase with the
strength of the solvent–solvent interaction and decrease with increasing
energy of the metal–solvent interaction. It was shown that the plot of the
experimental values vs. the function of donor (DN) and acceptor
numbers (AN) is linear for seven solvents, with the correlation coefficient
equal to 0.95.76 The plots of contact potential difference vs. the donor
number and vs. a function of both donor and acceptor numbers are shown
in Figs. 3a and 3b. The contribution of DN and AN to the observed solvent
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effect depends on the type of metal. The stronger the metal–solvent
interaction, the greater the contribution of solvent donicity.76

(iii) Thermal Desorption Spectroscopy
Valuable information can be obtained from thermal desorption spec-

tra (TDS) spectra, despite the fact that electrochemists are somewhat
cautious about the relevance of ultrahigh vacuum data to the solution
situation, and the solid/liquid interface in particular. Their objections arise
from the fact that properties of the double layer depend on the interaction
of the electrode with ions in the solution. Experiments in which the
electrode, after having been in contact with the solution, is evacuated and
further investigated under high vacuum conditions, can hardly reflect the
real situation at the metal/solution interface. However, the TDS spectra
can provide valuable information about the energy of water adsorption on
metals and its dependence on the surface structure. At low temperatures
of 100 to 200 K, frozen molecules of water are fixed at the metal. This
case is quite different from the adsorption at the electrode/solution inter-
face, which usually involves a dynamic equilibrium with molecules in the
bulk.

However, the data on the isotope exchange on Pt(111) at
low temperatures show that the mobility of hydrogen is greater on the
surface than in the bulk ice.78 TDS spectra indicate that the temperature
of water desorption from all of the group VIII metals is similar (150–170
K), with the activation energy of desorption as 42–48 kJ/mol, which is
close to the heat of ice sublimation79 (51 kJ/mol at 273 K). Because the
energy of the metal–water interaction is comparable to the energy of the
hydrogen bond in the bulk, the clusters of water molecules are usually
formed on the surface.

The desorption spectra depend on the surface structure. For some
metals having a face-centered cubic structure, the activation energies of
desorption from the (100) and (110) faces are higher than from the (111)
face. The spectra of water desorption from the surfaces of gold and silver
show only one peak, which means that the surface monolayer of water
desorbs together with the multilayers present on top of it. For other phases,
[e.g., Pt(111), Rh(111), and Ni(111)], the TDS spectra are more complex:
a single peak of monolayer desorption is observed at higher temperatures
than the multilayer desorption. It was found for Ni(111) that the activation
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energy of water desorption slightly increased with the surface coverage.64

The value of 42–43 kJ/mol is at present accepted as the heat of desorption
of a monolayer of water from metal surfaces.78 Because the adsorption of
water from the bulk has to be followed by the rupture of hydrogen bonds
in the bulk (energy equal to ca. 20 kJ/mol), the energy of water adsorption
on metals should amount to ca. 20 kJ/mol (a weak chemisorption).

On many metals, such as Ni, Pt, Ag, Cu, and Pd, when a submonolayer
of oxygen is present on the surface, the reaction
may take place. For some noble metal planes [e.g., Ru(001)], adsorbed
oxygen is responsible for the dissociation of water. Experimental data on
the metal–water interaction have been reported and extensively discussed
in a review by Thiel and Madey.79

TDS data can be compared with the results of quantum calculations
for adsorption of single water molecules and water associates on different
metals and faces that were presented by Kuznetsov et al.80 The calcula-
tions showed that the chemisorption of a single water molecule in a hollow
position via the oxygen atom is energetically most favorable. The calcu-
lated chemisorption energies are much higher than those determined from
the TDS spectra. Water molecules are much more strongly chemisorbed
on the (110) face than on the (111) or (100) faces of Cu, Ag, and Au. The
chemisorbed water molecule lies almost flat on the mercury surface (bent
angle 26°). For Au, Ag, and Cu electrodes, the bent angles of adsorbed
water on the (111) face are 67°, 56°, and 63°, respectively. Adsorption of
water associates is also possible. Hydrogen bonds between the adjacent
monolayers are shortened. The results of calculations for different metals
show that the water structure near the metal surface depends on its
hydrophilic properties.80

(iv) Spectroscopic Methods

(a) Infrared spectroscopy

Infrared (IR) spectroscopy with modulation of the electrode potential
was used by Bewick and Kunimatsu81 to study the change of water
structure at the and Au/NaF interfaces. They observed several
sharp bands within the OH region, superimposed on a broad absorbance
background. The absorption increased at a higher field strength. The
observed bands were similar to the bands recorded for small clusters of
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water molecules, using matrix methods. It was concluded that at a poten-
tial of zero charge, the water structure near the electrode surface is the
same as in the bulk. The polymeric structure of water is disrupted at high
surface field strength, and small clusters are formed.

Using a similar technique, Bockris and Habib82 studied water adsorp-
tion on a smooth platinum electrode in 50%
solution. Due to the O–H vibration in the adsorbed water molecule, the
intensity of spectra increased with the change of potential in the positive
direction, i.e., with the increase of the water–platinum bond energy.
According to one of the surface selection rules, the amplitude of the
observed band shifts from zero to a maximum when the adsorbed water
molecules change their orientation from parallel to perpendicular to the
surface (only dipoles perpendicularly oriented to the surface interact with
the incident light). Hence, the increase of the absorbance with potential
could be interpreted as evidence of the change of water position from a
parallel to perpendicular one. The change in orientation of water mole-
cules with the electrode potential is shown in Fig. 4.

(b) Surface-enhanced Raman spectroscopy

Surface-enhanced Raman spectroscopy (SERS) has been widely used
to study the interaction of solvent molecules with the electrode surface,
including orientation at the interface. The first observation of the Raman



26 Jerzy Sobkowski and Maria Jurkiewicz-Herbich

spectrum of pyridine on a silver electrode from KCl solution was reported
by Fleischmann et al.83 Later, the SERS spectra on other metals such as
Au and Cu were also observed. The theory and practice of SERS spectra
have been described in numerous monographs (e.g., Ref. 84).

The main advantage of SERS is its selectivity and the fact that the
enhancement of spectra is the greatest for the first monolayer and de-
creases dramatically with the distance from the surface. The measure-
ments can be done in situ, at constant potential (no potential modulation
is needed), and on bulk electrodes. However, there are some drawbacks to
the use of SERS in studying electrosorption. The surface enhancement
coefficient of SERS spectra depends on many factors, including the
electrode potential. A contribution of short-range interactions of adsorbate
with metal to the total enhancement coefficient is about two orders of
magnitude lower than the potential-independent electromagnetic contri-
bution. The resonance contribution is responsible for instability of SERS
spectra in time. The electrochemical roughening of the surface creates
different active sites that can form complexes with adsorbed molecules of
different stability. Their instability is the reason SERS spectrum intensity
is time dependent. During anodic-cathodic polarization, hysteresis of the
spectra is observed, depending on the range of potentials and sweep rate.

The spectra of interfacial water molecules are characterized by the
presence of the O–H stretch and bond vibrational modes, the O–H bend
mode and the Fermi resonance mode, superimposed on the continuum
background scattering.

SERS spectra of adsorbed water were observed during cyclic polari-
zation of an Ag electrode in H2O, D2O, and HDO using KCl and KBr as
supporting electrolytes.85 The kind of anion and the solution concentration
greatly affect the spectra of adsorbed water. The SERS signal of H2O
decreases when the electrode potential becomes more negative, which is
due to the decrease in concentration of anions at the surface. It was stated
that the interfacial water molecules exist as monomers following a disrup-
tion of the hydrogen bond.86 Spectra of H2O are very sensitive to the nature
of cations and can be correlated with their hydration energies.87

It was surprising that SERS spectra of adsorbed water were observed
in the presence of halide ions but not weakly adsorbing anions, like or

Hence, these spectra could be ascribed to water molecules coadsor-
bed with specifically adsorbed halide ions.86
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In contrast to earlier work,85–87 the SERS signal from the bending
vibration of water, in either 0.1M Na2SO4 or NaF alone (without halide
present), was observed at potentials negative of the pzc.88 No stretching
modes were detected in the quoted study, although in recent work SERS
spectra containing both the stretching and bending modes were recorded
for a silver electrode in a concentrated solution of The maxi-
mum stretching mode intensity and the greatest change in the band
intensity were observed at –1.1 V vs. SCE. This was considered as
evidence of a change in orientation of adsorbed water molecules. It was
concluded that in the potential region near pzc, the electrode coverage by
adsorbed water is higher than in other regions of the potential. This is likely
to be due to the decreased interaction of ions with the surface.89

(v) Surface X-ray Scattering
Contrary to optical methods, such as IR, SERS, and second harmonic

generation (SHG), which are all inherently indirect, X-ray scattering
provides direct information on the location of atoms at the interface. The
weak interaction of X-rays with matter and low scattering cross sections
of atoms require long acquisition times and typically limit the studies to
bulk samples. The use of the synchrotron has improved radiation intensity
and extended the application of the method, which now can be used to
study the structure of water at the interface. In situ X-ray scattering spectra
were recorded for Ag(111) in aqueous 0.1M NaF solution.90,91 The inten-
sity distribution of spectra for specular and nonspecular Ag(111) rods was
measured at potentials shifted by 0.52 V positive and 0.23 V negative of
the pzc of the Ag(111) electrode. The orientation of water molecules was
found to be perpendicular to the interface, assuming that the adsorption
of  Na+ and ions can be neglected.

For a specular rod, the spectrum intensity depends on the structure of
both the electrolyte and the electrode, whereas for a nonspecular rod, the
intensity depends only on the electrode surface structure, because in the
plane parallel to the interface, the water is not ordered well. It was
concluded that water is ordered in a layer extending about three molecular
diameters (9–10 Å) from the electrode. The extent of the order depends
on the potential, and the distance between the electrode and the layer of
oxygens is shorter at positive than at negative potentials. The latter result
can be regarded as evidence of the reorientation of water molecules within
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the double-layer. The areal density of water in the inner layer is much
higher than in the bulk, i.e., the water is greatly compressed in the
double-layer—by a factor of 2. Oxygen distribution near the Ag(111)
electrode at two different potentials is presented in Fig. 5. The high density
of water in the double-layer is inconsistent with the icelike structure of the
double layer structure accepted in many models and as such calls for a
change in the interaction potentials used in theoretical calculations of the
water–electrode system.91
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Data obtained on the electrode–oxygen distances and the reorienta-
tion of water in the inner layer are consistent with the results of computer
simulations. The relative density profile for oxygen at the water/platinum
interface shows two distinct maxima at 2.5 and 5.4 Å, respectively.92 The
first maximum corresponds to water directly bound to the surface whereas
the less pronounced second maximum can be ascribed to the second layer
of water linked through hydrogen bonds to the first layer.

The experimental results mentioned above as well as computer simu-
lation data confirm the earlier concept of Bockris et al.93 about the
reorientation of water molecules with a change of electrode potential.

(vi) Scanning Tunneling Microscopy
The arrangement of water molecules at the Pt(100) face was observed

using the scanning tunneling microscope (STM).94 The tunneling process
is affected by the surface water and occurs within the range that corre-
sponds to the thickness of one layer of water. The water layer electrically
shields the surface and decreases the tunneling current. This indicates that
oxygen atoms in water molecules are oriented toward the platinum sur-
face. However, in the experiment described, the potential of the electrode
was not controlled and the system was open to atmospheric oxygen.

A tunneling junction device was used to determine the water structure
at the mercury electrode in an aqueous solution of  0.25M

It was found that the structure of water domains is the same
as that of hexagonal ice. Hydrogen bonding is a dominant, structure-
determining factor in liquid water near the mercury electrode surface.95

It should be remembered that STM data refer to a small segment of
the surface whereas electrochemical data describe the properties of the
integral surface/electrolyte interface. Hence, for a precise comparison of
data obtained with both methods, the surface should be scanned by STM
at many places and the results averaged.

(vii) Electrochemical Quartz Crystal Microbalance
The changes in the mass of the surface during cyclic polarization of

the electrode provide information on the amounts of deposited or stripped
substances, adsorption, and surface hydration. The first report on the in
situ use of quartz crystal microbalances for determination of the mass
change of an electrode was given by Nomura and Iijima.96 The experimen-
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tal aspects of the application of QCM in electrochemical studies have been
described by Bruckenstein and Shay.97 A detailed description of the
method and a review of the data obtained have been published by Buttry.98

An application of an electrochemical quartz crystal microbalance
(EQCM) in the study of the Au/HClO4 system shows that even at a
potential about 0.5 V more negative than the onset of AuO formation (the
so-called preoxide region), the resonant frequency of the Au-covered
quartz crystal decreases as that of the surface mass increases.99 A com-
parison of a voltammogram with the potential dependence of the micro-
balance frequency for an Au electrode is shown in Figs. 6a and 6b.

This increase of the mass was ascribed earlier to the adsorption of
perchlorate ions,100 a conclusion that found no confirmation in work
published later.99 It turns out that other weakly adsorbing anions of
different masses give the same values of frequency
decrease as was observed for C1O4. Ultimately, the increase of the
electrode mass in the preoxide region was explained in terms of the
three-dimensional hydration of AuOH, which is present in small amounts
at the gold surface. The mass increase was consistent with the surface
hydration for a cluster of about 32 water molecules per one AuOH site.99

(viii) Radiometric Methods
Radiometric methods are unique for their ability to provide directly

the surface concentration of the adsorbate. A method for in situ study of
electrochemical reactions on solid electrodes was invented by Joliot.l01

He used a thin gold foil as an electrode which at the same time served as
the window of the radiation counter. Joliot determined the kinetics and the
effect of tartaric acid on polonium electrodeposition on gold. The method
was later further developed and improved (e.g., Refs. 102,103).

Two different methods are usually used. The first one, described in
detail by Wieckowski,104 is used to measure the surface concentration on
rough electrodes. Solute is labeled with a low-energy emitter in order
to decrease, owing to self-absorption, the counting coming from the bulk
of the solution. Adsorption of the labeled substance gives rise to a signal
in the radiation detector, e.g., in the glass scintillator placed directly under
the electrode surface. The counting rate is proportional to the amount of
adsorbed species, which can easily be converted into the surface concen-
tration provided that the roughness factor of the electrode is known.
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Radiometry is often combined with electrochemical techniques, such as
cyclic voltammetry and coulometry. In this way, the number of electrons
involved in the oxidation of adsorbed species can be obtained.

The second radiometric method, proposed by Kazarinov,105 is based
upon a different principle. At the beginning of an experiment, the electrode
is placed far from the detector, which is situated at the bottom of the cell,
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and the counts are only due to labeled adsorbate in the bulk of the solution.
When the electrode is lowered onto the detector, the surface counts begin
to contribute to the overall counts measured. If counts at a situation of no
adsorption are also known, the surface concentration of the adsorbate can
be determined. The first method is used with rough electrodes and com-
pounds labeled with emitters of low energies. It is somewhat more
accurate and easier to use than the second one. However, the electrode-
lowering method has the great advantage of being suitable for smooth
electrodes, including monocrystals, and can be used with high-energy
emitters. The method has been reviewed in detail by Zelenay and Wieck-
owski.106

The adsorption of water on a platinum electrode was studied on rough
Pt electrodes from nonaqueous solutions. It was shown that the interaction
of water with the electrode depends on the nature of the solvent. The
process is a competition of both components for the surface sites. A
comparison of the voltammogram in dilute solution of dimethylsulfoxide
(DMSO) in water and water in DMSO107 shows that DMSO molecules
are much more strongly adsorbed on platinum than water molecules.
When a small amount of tritium-labeled water is added to a solution of
KClO4 in DMSO, an increased radiometric signal is observed. The re-
corded counts are due to the presence of labeled water molecules on the
top of the primary layer of DMSO that completely covers the electrode.
When unlabeled water is then added in excess, the radiometric signal
decreases as a result of the exchange of tritium-labeled water molecules
by the unlabeled ones. This indicates that water molecules adsorbed on
top of the DMSO layer are labile and weakly bound to the substrate.107

Figure 7 shows this experiment.
The situation is quite different in the case of an acetic acid–water

system.108 The energy of acetic acid adsorption on platinum is low and
therefore the voltammetric curves taken in the absence and in the presence
of acetic acid in the supporting electrolyte are nearly the same. However,
radiometric data show that 14C-labeled acetic acid is adsorbed on the
electrode surface. Most likely the acetic acid molecules are adsorbed on
the top of the water molecules populating the electrode surface. Simulta-
neously recorded voltammetric and counting rate data are shown in Fig. 8.

Propylene carbonate (PC) weakly interacts with a platinum surface.
The cyclic voltammetry of Pt electrodes is not significantly altered upon
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addition of PC to the supporting electrolyte.109 Conversely, even a small
amount of water added to a tetrabutylammonium perchlorate solution in
anhydrous PC markedly changes the voltammetric curve. Radiometric
measurements with tritium-labeled water show that the adsorption is a
reversible process and only slightly depends on the electrode potential. As
follows from these data, water exhibits higher affinity to the platinum
electrode than PC and even at low concentration in the bulk, it can displace
the PC molecules from the electrode surface.

Quite different behavior is observed when an isotope exchange of
hydrogen atoms between water and the adsorbate can take place. A typical
example is an acetone–water system. As follows from the voltammetric
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as well as radiometric measurements, acetone is adsorbed on the platinum
electrode surface.110 The addition of unlabeled acetone to a tritium-
containing solution of gives a surprising result: an increase in the
counting rate. This means that tritiated species are accumulated at the
interface. As soon as adsorbed acetone is electro-oxidized and removed
from the surface, the counting rate drops back to its original value. Also,
when tritium-labeled water is added to the acetone solution at open circuit,
an increase of the counting rate is observed. These observations are
interpreted in terms of a heterogeneous isotope exchange between acetone
and water (despite the fact that no homogeneous exchange of hydrogen
between both molecules is observed). The exchange of hydrogen atoms
between heavy water, and hydrogen in the methyl groups in acetone
during electrolysis on a platinum electrode was observed earlier.111

These examples show that adsorption of water molecules on platinum
electrodes depends on the solution components. If the energy of the solute
adsorption is higher than that of water molecules, water tends to adsorb
on the top of the primary solute layer, which is directly bound to the
platinum adsorption sites. If the interaction of organic molecules with
platinum is weak, water adsorbs directly onto the electrode surface. In the
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latter case, adsorption of water is irreversible, linearly dependent on the
bulk concentration of water, and only slightly dependent on the electrode
potential. The exchange of hydrogen atoms between water and organic
molecules cannot be excluded in labile systems that may undergo substan-
tial structural changes, especially in the strong electric field existing in the
interfacial region.

III. THE THERMODYNAMIC APPROACH TO THE
METAL/SOLUTION INTERFACE

Though thermodynamics cannot provide direct insight into the metal/so-
lution interface on a microscale, it generates important information about
the energies of interaction of metals with the solvent and the solute.
Adsorption parameters are of great value to understanding mutual inter-
actions of the system components at the interface.

1. The Standard Gibbs Energy of Adsorption,

(i) Choice of the Standard-State Conditions
Very often thermodynamic parameters of adsorption, calculated from

different isotherms and reported in the literature, can scarcely be compared
because the standard-state conditions used in the calculation are not
specified.

Frequently, the adsorption of solutes on electrodes is considered as a
substitution process in which “n” solvent molecules in the adsorbed layer
Sads are replaced by one solute molecule B that arrives at the surface from
the bulk of solution

The relation between the surface concentration of the adsorbate
and the concentration in the bulk aB can be described by an adsorption
isotherm in the general form
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where is a configurational term due to the entropy of mixing of the
adsorbate particles and is an equilibrium constant of adsorption and is
related to the standard Gibbs energy of adsorption

The form of the isotherm [Eq. (16)] can be derived from the equations of
the chemical potentials, i.e., taking into account the relation

(where are the chemical potentials in their standard states), or from
the equation of state used for a description of the adsorbed layer at the
electrode. At a molecular level, the value of the size ratio parameter n
determines the model of the interface. A detailed discussion of that issue
is available in the literature.67,112,113

The use of different models of the adsorbed layer leads to various
values of based on the various standard states.114–119 The problem of
choice of appropriate standard states in measurements of adsorption at
electrode interfaces was discussed, in relation to solvent displacement, by
Conway et al.114 In the case of the Langmuir isotherm used for the
adsorbed phase in gas/solid adsorption, it was concluded that the appro-
priate standard state is which reduces the
term to zero. When the solvent displacement is taken into account, the

term no longer represents the configurational chemical poten-
tial of the adsorbate alone because of the presence of two components on
the surface. If one molecule of B displaces n water molecules as in the
Flory–Huggins isotherm, the corresponding configurational quotient

should be equal to 1 in the standard state. Unfortunately, such
a choice of standard state has the disadvantage of being dependent on the
size of the molecule adsorbed and would thus be different for different
adsorbates. This approach has been applied by Zelenay et al.115,116 to
Flory–Huggins-type isotherms and the Bockris–Swinkels isotherm in
particular. If n is assumed equal to 3 in the latter case, the value of
becomes

Conway et al.114 described the most convenient conditions defining
standard chemical potentials for adsorption with solvent displacement.
First, for n = 1, the conditions are the same as in binary solution thermo-
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dynamics: and for the adsorbate and solvent, respectively.
Second, for n > 1 (e.g., the Flory–Huggins isotherm), the condition for
the adsorbate is so that

and for the solvent so that

It was shown earlier that the choice of a standard state can be based
on the analysis of the adsorption equilibrium. Assuming that adsorption
is a substitution process of a solvent molecule by the solute, that the
adsorbate and solvent have the same size (n = 1), and that the adsorption
layer can be treated as a separate phase, the equilibrium constant can be
written as

where aS is the activity of the solvent. Since in the adsorption process
discussed there is no variation in the total number of moles,  is dimen-
sionless and independent of selection of the standard state.

If the adsorption process is written as

where the solvent is not explicitly considered (the isotherm is based on
the continuous solvent model), the equilibrium constant

has a specific dimension, and the value of depends on the choice of units
in which the activities are expressed.

From Eqs.(21) and (23) it follows that

If the experimental data of adsorption are fitted into the virial isotherm,
the equilibrium constant  is given by the equation
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where for is the surface concentration of the
solvent).

In the case of a Frumkin isotherm, the equilibrium constant  is given
by

Thus  calculated at zero surface coverage, implies that the
standard state for adsorbed “S” is pure solvent and for the adsorbate “B”
is the ideal i.e., the pure solute with lateral interactions correspond-
ing to an infinite distance between the molecules (i.e., the physical state
corresponds to infinitely diluted solution of B).

Assuming this standard state, the value expresses a change in the
Gibbs energy of adsorption of one molecule B upon being moved from
the hypothetical ideal solution onto the electrode surface. This enables the
particle–particle interactions on the surface to be separated from any other
interactions and to be included in the term

In many works in which the adsorption process is described using the
Frumkin isotherm, the solvent activity is considered as constant for every
value of in view of the fact that the ratio of the molar fractions
is small. Hence,

where and A is the interaction parameter, having negative and
positive signs when the interaction between the adsorbate molecules is
attractive and repulsive, respectively.

On the other hand, the data for some organic compounds are often
fitted into the Frumkin isotherm equation in a modified form

In this case, the value of is referred to the standard state
which gives the left side of Eq. (28) equal to 1 and  Another

form of the Frumkin isotherm is
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in which the value of  corresponds to the standard
state and is the maximum
surface concentration of B, which can be determined experimentally).

The problem of standard states as well as a comparison of values
obtained from different isotherms was discussed by Torrent et al.120,121

Using the Guggenheim model of the interphase,l22 they derived a relation
between the chemical potentials of all components in the interphase and
in the bulk that are required to describe the equilibrium state.

The relation between a “universal” Gibbs energy of adsorption
and the energies calculated from different isotherms can

be expressed as follows 121:
a. Frumkin isotherm

b. Henry isotherm

and

c. virial isotherm

where B is the second virial coefficient (in this factor, size effects and
energetic interactions are both included).

and



40 Jerzy Sobkowski and Maria Jurkiewicz-Herbich

d. Temkin isotherm

where f is an inhomogeneity factor,

Generally, one can choose either a symmetrical standard-state sys-
tem113,123–126

or an unsymmetrical one:

where and are the activity coefficients of solvent and solute, respec-
tively. Depending on the choice of the standard-state conditions for B on
the surface (“S”) and in the solution (“b”), the equilibrium constant
assumes different values. Nikitas and Sotiropoulos113 presented various
equations for the calculation of at different standard states given
above.

According to the above definitions, calculated from Eq.
(30a), refers to the unsymmetrical standard-state system at the surface
(system 3). In order to refer values to a symmetrical standard-state
system 1, the following correction ought to be made121:

Therefore the determination of the standard Gibbs energies of adsorp-
tion at various symmetrical or unsymmetrical standard states leads directly
to derivation of the particle–particle interaction parameter. The same
result may be obtained from the difference of values calculated at
zero surface coverage and at saturated surface coverage
using Eqs. (30a) and (30b).
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A physical sense of some isotherm parameters depends on the adsorp-
tion model and may change from one isotherm to another. Information on
the main parameters of adsorption, such as the adsorption constant
saturation surface concentration the number of solvent molecules
displaced by one adsorbate molecule n, and either the interaction parame-
ter A or the surface heterogeneity coefficient f, are reliable if the isotherm
is determined precisely. The question of interdependencies of parameters
in the isotherms most often used to describe adsorption processes (Lang-
muir, virial, Frumkin, Temkin, Flory–Huggins) was discussed by
Gawlowski et al.127 It was shown that adsorption parameters calculated
using Langmuir and virial isotherms carry the lowest error because of the
simple form of the isotherm equations. The strongest interdependence of
parameters was found for the Flory–Huggins isotherm. The biggest error
corresponds to parameter A in the Frumkin isotherm. Parameters and
f  in the Temkin isotherm are so strongly interdependent that an unambi-
guous determination of f requires  to be obtained in a separate experi-
ment.

The interdependence of the Gibbs energy of adsorption and the
molecular interaction parameter was recently discussed in detail by Karol-
czak,128 who used a six-parameter model. Contrary to the rather general
Damaskin model,2 no relation between the molecular interaction parame-
ter A and was assumed. It was suggested128 that this is an arbitrary
relation dependent on the theoretical model used in fitting experimental
data within acceptable experimental errors.

(ii) Examples of the Standard-State Selection
The Gibbs energy of adsorption is a measure of adsorbate–metal

interactions. Its values depend, however, on the choice of standard states
for the chemical potentials of the components involved in the process.
Therefore values determined for different systems can only be

compared if they refer to the same standard-state conditions. values
of adsorption of thiourea (TU) on several metallic electrodes, calculated
for the most often used standard states, are presented in Table 1.

As indicated by the data in Table 1, the conclusions dealing with the
influence of solvents on the may differ, depending on the choice of
the standard state. Selection of the standard state from column (a) results
in relatively high values of the TU adsorption on Hg in water,
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methanol, and nitromethane. Much lower values are obtained for the
remaining solvents. If the standard states from column (b) are chosen, the
highest value of of the TU adsorption is observed for the KF + ethanol
system. Interestingly, drops to the third lowest value if KF is replaced
by KPF6 as a supporting electrolyte in the same solvent (both and

are considered as nonadsorbing anions on the Hg electrode). If
standard states from column (c) are selected, the effect of the solvent is
rather small. In this case, the error of the calculated  value mainly
depends on the involved error in determination of [see Eq. (29)]. The
latter error is usually quite high, hence a considerable error may be
associated with values in this column. In conclusion, the choice of
the standard-state conditions not only changes the values of but may
also influence the order of the values calculated for different electro-
lyte–solvent systems.

For the sake of consistency, all values given in the text of this
review refer to the standard-state conditions and and the
reference state

(iii) Influence of the Electric Field on
The determination of the Gibbs energy of adsorption at zero surface

coverage and of the interaction parameter A  as a function of an
electrical variable, may become a valuable source of information on the
interactions at the interface. The value of can be considered as the
energy required to replace n monomolecularly adsorbed solventmolecules
from a fully solvent-covered electrode surface by one monomeric mole-
cule of the solute

includes both the solute–solvent interaction in the bulk and the
solute–metal interaction at the interface.112,142 The change of all interac-
tions with the change of the electric field strength should be taken into
account.

Parsons143 described the influence of the electric field on  with
the general equation
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where and refer to the chemical and electrical parts of the Gibbs
energy, respectively. Depending on the choice of electrical variable, is
defined by either where  and denote
the charge and the potential drop in the inner part of the double layer of
the thickness x2, respectively. The term accounts for adsorption of ions,
polar molecules at fixed orientation, and/or nonpolar molecules with
induced dipole moment. The term represents adsorption of polar
molecules of undetermined orientation, and adsorption of nonpolar mole-
cules.

According to the capacitor model of the double layer, assuming
constant thickness and electric permittivity, the dependence of  on

should be linear.143 Deviations from linearity can be viewed as result-
ing from changes of x2 and/or in the inner part of the double layer. A
linear plot of        vs. is observed for adsorption of ions and thiourea.22,23

From an adsorption study of aliphatic compounds on an Hg elec-
trode,112 it follows that is a quadratic function of the charge density
and applied potential. The value of reaches minimum (the most
negative value) at i.e., at the charge of maximum solute adsorption,
which is usually in the vicinity of the potential of zero charge.

Cross-differentiation of the Gibbs equation gives the relation

As a result, the plots of vs. E for different bulk concentrations of
the solute intersect at the same point which corresponds to
the adsorption maximum. This implies that at the adsorption maximum

does not vary with increasing Consequently, the surface dipole
potential due to the adsorbing molecules exactly matches that of the
desorbed solvent molecules,112 provided that the solvent and solute mole-
cules assume only one orientation at the surface. In practice, however, a
single point of intersection of the vs. E plot for different bulk solute
concentrations is observed rather rarely.144,145 For example, a gradual
increase in the surface concentration of 2-propanol on mercury in aqueous
solution brings about a small positive shift of A much bigger shift
has been observed for hexafluoro-2-propanol (HFP).146 It has been as-
cribed to the reorientation of the HFP molecules in such a way that both

groups are directed toward the electrode, which in turn results in



Metal/Solution Interface: An Experimental Approach 45

further displacement of adsorbed water molecules from the surface. Thus
the single-orientation assumption for both solvent and solute is not ful-
filled in this case.146

The correct quadratic form of the dependence of  upon charge is
due to the assumed reorientability of water molecules. This permits water
dipoles to take the energetically most favorable orientation, depending on
the magnitude and sign of the external electric field. The solute molecules,
which do not change orientation with varying are then preferentially
adsorbed in the proximity of the potential of zero charge, where electro-
static interactions between the external electric field and the water dipoles
are the weakest.

However, most experimentally obtained vs. curves do not
have a regular parabolic shape. The plots of log vs. for
nicotinamide (NcA) adsorption show (Fig. 9) that the positive branch

is steeper than that for the negative branch  ). This
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is because a gradual increase in the positive value of causes a progres-
sive increase in interactions between the electrode and the water mole-
cules. This makes water molecules more difficult to displace by the
adsorbing solute molecules.l47 This conclusion has been supported by the
adsorption data for various alcohols.148 The charge of maximum adsorp-
tion was almost the same for all alcohols studied but the slope of the
branches of the parabolic plots increased with an increase in the hydro-
carbon chain length.

The value of for the Hg electrode is most often in the range from
–1 to –3 Positive values of are observed only for
organic molecules with polyfunctional groups and for perfluorinated
organic compounds, for which structural effects prevail over the hydro-
phobicity.

An exception among organic molecules is the adsorption of thiourea
since that gives no maximum on the  vs. plot. It was suggested148

that such atypical behavior can be expected for any neutral molecule that
has the normal to the surface component of the dipole moment
sufficiently positive compared with the resulting dipole moment of n
displaced water molecules. In the case of a TU molecule oriented with the
sulfur atom toward the metal surface, the ratio of is approximately
equal to This value is greater than the dipole moment of water,
thus fulfilling the condition of  “atypical” behavior. The anomalous behav-
ior of thiourea is probably due to the fact that only a few solute molecules
satisfy this condition.

The plots of vs. for different ratios, calculated from the
model proposed in Refs. 148, 151, and 152 are presented in Fig.10. The
calculation was made for n = 2, the area occupied by one water molecule
equal to and for other double-layer parameters that best fit the
experimental data on differential capacity of the Hg/water interface. As
follows from these plots, no of adsorption can be reached if the

ratio is greater than the dipole moment of water (1.84 D).
As mentioned earlier, the Gibbs energy of adsorption can be analyzed

using one of two independent electrical variables: potential or charge
density. The problem was discussed by Parsons154 and others,126,155–157

but it was not unequivocally solved because both variables are intercon-
nected. Recent studies of the phase transition occurring at charged inter-
faces, performed at a controlled potential, show that if the potential is
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replaced by a charge density in the description of the interphase, the phase
transition cannot be detected.l58,159 This shows that the two electrical
variables are not always equivalent in describing the double-layer proper-
ties and that the potential should be selected as the independent electrical
variable.

(iv) Effect of  the  Metal  on
The contribution of various interactions to the Gibbs energy of

adsorption can be described by an equation proposed by Trasatti67,68

Here, and represent the energies of
the solute–solvent, solute–metal and solvent–metal interactions, respec-
tively. The term accounts for the squeezing out of solute
molecules from the solution. The original work by Bockris et al.160,161 led
to the relationship between the Gibbs energy of adsorption of the organic
compounds on mercury and their solubility in water. Based upon studies
of adsorption of n-decyloamine161 and naphthalene162 on five solid metal
electrodes (Ni, Fe, Cu, Pb, and Pt), the authors suggested that adsorption
arises largely from the metal–adsorbate dispersive interaction differences
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between water and the organic while varying only a little with the kind of
the metal.

Hence, if adsorbed molecules interact only weakly and nonspecifi-
cally with the metal surface, the term can be treated as being
independent of the nature of the metal. If, simultaneously one assumes
that for organic compounds the B – S interactions are approximately the
same, then

Equation (39) indicates that the difference in the Gibbs energies of
adsorption on two different metals is approximately equal to the difference
in the energies of the solvent desorption from these metals. This applies,
for example, to the adsorption of aliphatic alcohols on different metals.
The sequence of energies of adsorption of aliphatic alcohols with different
numbers of carbon atoms in the chain is similar at the solution–air
interface and on the mercury–solution interface. This is viewed as evi-
dence of the absence of specific interactions between the molecules of
alcohols and the metal surface. Also, it seems that the differences in

values are determined mainly by the change in the metal–solvent
interactions. The data for n-pentanol adsorption on different metals
are –15.0,163 –13.4,164 and –19.1 kJ/mol165 for Ag, Au, and Hg, respec-
tively. Hence, the lower the Gibbs energy of adsorption, the weaker the
metal–solvent interaction. These data allow one to order the metal hydro-
philicities in the following sequence: Hg > Ag > Au. A similar sequence
(Hg > Au) has been found for n-butanol adsorption from 0.02M NaF
aqueous solution.155,166

According to Valette,l67 the hydrophilicity sequence of metals is Cu >
Hg > Ag > Au, which is in agreement with the data presented earlier. The
problem of hydrophilicity of metal has also been discussed in many other
papers (e.g., Refs. 163 and 168).

Lipkowski et al.169 determined the Gibbs energy of diethylether
adsorption on single-crystals of gold in aqueous NaF solution and com-
pared the data with the value for a mercury electrode.l55 The results
are presented in Table 2.

Using Eq. (39) and these data, one can propose the following hydro-
philicity sequence of gold faces: Au(111) > Au( 100) > Au(110). It is worth
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noting that this sequence is altered in the case of adsorption of t-pentanol,
for which The data in Table 2 show
that the difference in hydrophilicity of various planes of a given metal can
be greater than that of different metals.

The influence of the surface structure on the metal–water interaction
has also been determined for silver electrodes (Table 3). There are discrep-
ancies in the values given by different authors for silver electrodes.
For example, Vitanov and Popov170 obtained the same hydrophilicity
sequence as for gold: Ag(111) > Ag( 100). Another sequence based on the
“interfacial parameter x,”67,168 was given by Trasatti. The interfacial
parameter includes electronic and solvent effects and measures the degree
of coupling between the metal surface and the solvent. Trasatti showed
that for Ag, Au, and Cu, the value varies with the crystal
face and increases in the sequence (111) < (100) < (110), which agrees
with the energy of the water–metal bond.

Foresti et al.171 determined the sequence of hydrophilicity of different
metals from the vs. plot for adsorption of n-hexanol from aqueous
solutions: Hg > Bi, Sn > In(Ga) > Cd > Ag(111) > Ag(100) > Ag (110),
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Ga. The order for the basal planes of silver is opposite to that reported by
Trasatti.172

The observed discrepancies in experimental results is most likely
caused by the ions of the supporting electrolyte. For example, fluoride ions
do not adsorb on the mercury electrode but adsorb on the silver elec-
trode.173 The adsorption on the latter metal strongly depends on the face
orientation.174 The sequence of  values for n-hexanol adsorption from

and solutions is (see
Table 3). However, the sequence of of n-pentanol adsorption from
KF solution is just the opposite: The
fact that different data have been reported by various authors indicates that
some additional, not exactly identified, factors influence the order of
hydrophilicity of single-crystal faces of the sd metals.

Taking into account the hydrophilicity sequence presented above, i.e.,
Hg > Ag > Au, and the values of  TU adsorption from the aqueous KF
solutions [see Table 1, column (a)], it can be estimated that the contribution
of to the overall energy of the TU adsorption is about 6.6
kJ/mol higher on an Hg electrode than on an Ag electrode. From the
comparison of the TU adsorption on Ga and Hg,175 it follows that absor-
bability of TU on Ga is higher than on Hg, even at the negative surface
charge, where the specific adsorption of anions, the oxidation of metal,
and the chemisorption of water can be altogether neglected. The opposite
effect was observed for aliphatic alcohols that adsorb more weakly on Ga
than on Hg. Unlike the TU dipoles, the molecules of alcohols assume an
orientation with their positively charged ends toward the metal.148 The
electron density in Ga is about twice as large as in Hg and hence the extent
of the electron spillover at a given charge is greater on Ga than on Hg. The
observed opposite effects for TU and aliphatic alcohols suggest a coupling
between the water orientation and the electron spillover, which appears to
be greater for Ga than for Hg.151

Adsorption of TU on active and passive iron electrodes was studied
by Bockris et al. using radiotracer and Fourier Transform Infrared Spec-
troscopy techniques.176 The high values of (the standard states:

and ) equal to –17.20 kJ/mol and –18.98 kJ/mol
have been obtained for the active and passive iron electrodes, respectively.
They are markedly higher than those obtained for other metals (Table 1).
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The influence of the metal on electrosorption was also considered in
the adsorption of aromatic compounds. Extensive studies of adsorption of
different aliphatic and aromatic compounds on a polycrystalline Pt elec-
trode in 0.01M HCl solution were done by Bockris et al.58 Using different
techniques (radiotracer, FTIR, and ellipsometry), they were found that
aromatic molecules are adsorbed parallely to the electrode surface and that
the potential dependence of adsorption is symmetrical around the pzc. It
was concluded that the dependence of adsorption on the potential is mostly
determined by the interaction of water with the Pt surface.

Adsorption of benzoic acid (BA) was studied on four face-centered
cubic (FCC) metals—Pt, Au, Ag, and Cu177—and on Hg.178 It was
observed that the value for BA adsorption on Hg is a little lower than
on Au and Cu, and much lower than on Pt. Such a difference can be
explained in terms of the change of the d character of the studied metals.
Neutral molecules are more weakly bound to the sp metals (e.g., Hg) than
to typical d metals (e.g., Pt). As follows from the sequence of the
values of BA adsorption (Pt > Cu > Au > Hg), the group IB metals, for
example, Au, Ag, and Cu, should be placed between the two limiting cases.

(v) Solvent Effect on
In the process of adsorbing neutral organic compounds from aqueous

solutions, the adsorbed water molecules play an important role for they
interact via H bonds with other water molecules, and also with the polar
groups of the surfactants. Since the hydration energy of ions of the
supporting electrolytes is high, their specific adsorption on electrodes is
insignificant. Therefore, organic compounds are easily adsorbed from
water solutions. This pertains especially to those compounds that are
characterized by low polarity and therefore small value of donor–acceptor
numbers. Owing to different solvation effects and different structures,
adsorption of an organic solute can be changed in the nonaqueous solvent.

(a) Adsorption of  thiourea

The role of nonaqueous solvents in adsorption processes can be
exemplified by the adsorption of thiourea. A number of systematic
studies of TU adsorption on Hg electrodes from protic as well as aprotic
solvents have been published. The results of  TU adsorption from water,22

methanol,23,24 ethanol,25,129 ethylene glycol,130 acetone,26 and ni-
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tromethane131,132 suggest that the chemical nature and donor–acceptor
properties of the solvent play an essential role in the adsorption process
(Table 1). In general, the surface excesses of TU on the Hg electrode in
protic solvents, with KPF6 as the electrolyte, are smaller than in aprotic
solvents. This is a fact likely to result from the stronger interaction of TU
with protic than aprotic solvents, in the bulk or/and on the surface. The
effect of  TU interaction with solvents is particularly visible in water179 or
ethanol.180,181 In these solvents, a special role in the formation of a
condensed phase played by the hydrogen bonds between the functional
groups of TU and other components of the solution was discussed.

The situation is different with aprotic solvents. The strength of
interaction between the solvent and the metal, particularly at the positively
charged electrode, may be significant in the aprotic solvent. For example,
in the case of  TU adsorption in acetone solution, the weaker the interaction
of the metal with the solvent, the greater the TU adsorption observed.26 In
spite of some differentiation of the values (Table 1) for different
solvents, for every one, is greater than –10 kJ/mol, indicating the
enhanced contribution of a specific interaction of TU with the metal.
Nevertheless, the data in Table 1 show that the  value in water is always
greater than in methanol for all metals studied.

(b) Adsorption of  acetone

Another example of the solvent effect in interfacial processes has
come from the investigation of the adsorption of acetone on the mercury
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electrode using aqueous solutions,182 methanol,183 and nitromethane.144

The values of at and  are given in Table 4.
The values of acetone adsorption decrease slightly in the se-

quence MeOH, NM. They are indicative of a weak physical adsorp-
tion at the Hg/solution interface. It is also evident that the Gibbs energy
of adsorption is enhanced by the electric field, particularly at the point of
adsorption maximum. Small values of similar to those determined
at the solution/air interface,184 attest to the absence of specific interactions
cf acetone with the mercury surface (which is opposite to the TU adsorp-
tion case). Hence, the solute–solvent interaction in the solution is an
important factor in the adsorption of acetone, as shown for the zero charge
on the Hg electrode in Fig. 11.

Acetone adsorption changes significantly, depending on whether the
electrode charge is positive or negative. Adsorption from nitromethane
solutions is small at zero charge but increases as the charge becomes
negative. The opposite happens at positive (Fig. 12), which means that
nitromethane molecules dominate on the positively charged surface.
These effects result from the absence of specific interactions between
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mercury and the solvents. This situation is also in good agreement with
the observation on the opposite orientations of the Ac and NM molecules
at the mercury surface (Ac molecules adsorb with the positive end toward
the mercury,182 but NM molecules adsorb with the negative end facing the
metal).185

2. Effect of Supporting Electrolyte on Electrosorption
In any study of electrosorption of neutral molecules on metallic electrodes,
the ions of supporting electrolytes should not be specifically adsorbed.
Nevertheless, the interaction of the electrolyte ions with the electrode
surface may depend on the interaction of the ions with the solvent. Usually,
the stronger the ion–solvent interaction, the weaker the adsorption of the
ion. Since the ions are more weakly solvated in nonaqueous solvents than
in water, the ions that are not adsorbed from aqueous solutions may still
be adsorbed from organic solvents. However, even in the absence of
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specific adsorption, the ions of the supporting electrolyte are likely to
influence the adsorption of organic molecules through the following
effects:

1. Salting out of the substance near the electrode surface (e.g., the
adsorption of alcohols from the Na2SO4 solution).186

2. Electrostatic interaction with polar groups of the adsorbate that
may lead to the coadsorption of the ions and the organic adsor-
bate.129

3. Screening by the ions of the diffuse layer, decreasing the mutual
repulsion of the dipoles and leading to an increase in adsorption
(e.g., the change in adsorption and reorientation of coumarin187).

4. Enhanced formation of the condensed layer observed during the
adsorption of thiourea179,180 and uracil.188

The role of supporting electrolyte in adsorption processes is some-
times unclear. The adsorption of mannitol189 and sucrose190 on the Hg
electrode from NaF and NaCl solutions shows that Cl– ions exert small,
though observable, effects on the differential capacity curves (the satura-
tion coverage and surface excess are slightly different in both solutions).
Unexpectedly, at low surface excess of sucrose, the adsorption of sucrose
is greater in the NaCl than in the NaF solution. At high surface excesses,
the opposite situation is observed.

A change in ionic adsorption in the presence of organic molecules
was also observed by Parsons and Zobel.191 They found that in the
presence of acetanilide in the inner layer, the surface concentration of
specifically adsorbed phosphate ions decreases. In another work it was
suggested that specific adsorption of nitrate ions is markedly reduced in
the presence of thiourea in the solution.192 Thiourea alters the properties
of the mercury electrode, affecting even the adsorption of iodides.193

These observations lead to a general conclusion that the same sup-
porting electrolyte should be used for a valid comparison of parameters
obtained for various organic adsorbates on the same electrode. The situ-
ation becomes more complex when different electrodes are to be studied,
because some ions (e.g., fluorides) which are not adsorbed on the Hg
electrode do adsorb on Ag172,194 and probably also on the Au electrodes.195

Large ions of small charge density, such as and seem
to be more weakly adsorbed on solid electrodes than small F– ions. All the



56 Jerzy Sobkowski and Maria Jurkiewicz-Herbich

above factors impede comparison of the experimental data obtained for
different metals and supporting electrolytes.

(i) Dissociative Effects in the Electric Double Layer
The electrical field effect on the degree of dissociation of solutes has

been the subject of theoretical196–199 and experimental work.199–202 The
theoretical approach has pointed to the decrease of dissociation caused by
the polarization of the solvent in the electric field whereas the experimen-
tal one has revealed the increase of dissociation, particularly in the solvents
of low electric permittivity. In such solvents ions tend to form ionic pairs,
with the strong electric field in the double layer changing their dissociation
constants. This effect becomes important when the capacity of the diffuse
layer is to be calculated from the Gouy–Chapman theory.

It was shown that the field effect exists in the case of organic
compounds dissolved in glacial acetic acid.203,204 A small dissociative
effect is observed even at It manifests itself in the increase of
diffusion layer capacitance, which is about 25% higher than that calculated
from the Gouy–Chapman theory. An analogous method204 used in study-
ing the acetone/Hg interface in a KPF6 solution205 showed that at higher
concentrations of KPF6 (e.g., 10–1M), the degree of dissociation is about
two times higher than in the absence of the double-layer electric field. The
effect was not found in dilute KPF6 solutions, e.g., at a concentration of
10–3M. For an Hg/acetone LiCl system and at the charge density

the dissociation constant of LiCl at the interface
increases about 740 times. This agrees with the calculation based on the
Onsager theory206 that gives the ratio of dissociation constants in the
presence and in the absence of an electric field equal
to 660.

In conclusion, the dominant effect of the increasing strength of the
electric field in the double layer is an increase in the dissociation of salts
dissolved in nonaqueous solvents, and this behavior is similar to that
observed in aqueous solutions.200,201

(ii) Influence of  the Supporting Electrolyte on the Differential
Capacity Curves

For a majority of systems involving pure or mixed solvents, direct
measurements of the capacity curves on Hg demonstrate characteristic
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humps on the anodic branch. This effect has been observed in aqueous
solutions of polyatomic nonadsorbing anions as well
as in several aprotic solvents.184,205,208–212 The nature of the capacitance
humps has been discussed in many papers.213–216

To explain the nature of the hump, the ion–solvent molecule compe-
tition model217,218 can be applied. According to this model, the solvent
dipoles oriented with their positive ends toward the electrode are displaced
by the anions (for example ) that enter the inner layer at the point of
maximum double-layer capacity The value of is similar in
different solvents (Table 5) if the activity of the ions is the same and
the adsorption of these anions can be neglected. Thus it is the anions
rather than solvent molecules that are responsible for the formation of the
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hump. The value of decreases with an increase in the radius of a
polyatomic anion. For example, in LiClO4 solutions is higher than
in KPF6 (Table 5).

A higher value of the electrode charge at the capacitance maximum
indicates a stronger interaction between the solvent and the electrode.
Therefore, absorbability of solvents on the Hg electrode, with KPF6 used
as a supporting electrolyte, can be arranged as follows: DMSO < Ac < EC,
TMS < NM. The same order was found for Ac and TMS, when their
adsorption in aqueous solutions was investigated.219,220 However, in the
case of organic solvent–water systems, the interaction between different
molecules can play an important role in the adsorption process. This effect
may account for a difference in the sequence shown above (DMSO < Ac)
and that suggested by Fisher for adsorption from aqueous solutions (Ac <
DMSO).221

(in) Specific Effects of  Ions on the Solvent Contribution to the
Capacitance Cs

Amokrane and Badiali proposed a semiempirical approach to the
determination of the solvent contribution to the capacitance of the
double layer in aqueous32,33 and nonaqueous34 solutions. They used the
relation , where is the experimentally determined
capacity of the inner layer and CM is the contribution of the metal. The
plots of vs. were presented for various solvents and correlated with
their properties.222 However, the problem of the supporting electrolyte was
entirely neglected in the quoted papers. It was shown recently223 that the
height and position of the maximum on the vs. plots depend on the
type of the supporting electrolyte. Experimental differential capacity data
obtained on the Hg electrode in methanol and ethanol containing various
electrolytes with nonadsorbing anions indicate that the
type as well as concentration of the electrolyte influences the position and
the height of the maximum on the vs. plots (Fig. 13).

The increase in the anion concentration results in higher values of
at the maximum and in the shift of the maximum toward the zero charge

density. The shift of the peak with increasing concentration is caused by
the screening effect of the anions, accumulated in the diffuse layer and
linked to the positive ends of the solvent dipoles. However, the changes
in the shape of the vs. plots are greater on the negative than on the
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positive side of the zero charge density. This suggests that the structure of
the interfacial layer is modified strongly by the interaction of cations with
the hydrophilic groups of the solvent molecules. Similar effects have
been observed for ethylene glycol solutions containing different
amounts of

(iv) Influence of  the Supporting Electrolyte on the Thermodynamic
Parameters of Organic Adsorption

(a) Thiourea

The study of thiourea adsorption on an Hg electrode from ethanolic
solutions129 shows that different supporting electrolytes can make a com-
parison of the adsorption parameters more difficult. The data obtained for
various electrolytes (KF, KPF6, LiCl, NH4NO3, and KCNS) suggest that
coadsorption, size, and polarizability of ions strongly influence the inter-
facial behavior of TU, at high concentration of the ions in particular.129

The effect of the electrolyte on and parameter A in the Frumkin
isotherm is illustrated in Table 6.
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The low values of at and (i.e., when the contribu-
tion of charge to the adsorbate–metal bond and to the lateral interaction
within the adsorbate can be neglected) indicate a weak physical adsorption
of TU from ethanol and ethylene glycol. The values of  are slightly
higher in the presence of nonadsorbing anions than the coad-
sorbing ones An attractive interaction between adsorbed TU
molecules in solutions of KF and LiCl results from the reduction of the
repulsion between adsorbed TU dipoles due to the screening of the amino
groups in TU by small fluoride and chloride ions.129

(b) Acetone

Adsorption studies of acetone on mercury show that the values
depend not only on the type of supporting electrolyte but also on its
concentration.l44,185 The relevant data are given in Table 7. An increase in
the KPF6 concentration in NM + Ac from 0.01M to saturation results in a

drop by a factor of  2, with a simultaneous slight change in from
–7.5 to (Fig. 14). In the case of an MeOH + Ac system, an
increase in the LiCl concentration also leads to a decrease in the value
but to a lesser extent than in the former case. The change of the is
greater, however, from –4 to

In conclusion, in the presence of a concentrated adsorbing electrolyte,
the effect of the electrode charge on is greater. Moreover, for both
systems, an increase in concentration of the electrolyte leads to the
enhancement of the attractive interaction between the Ac dipoles and an
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observed increase in (Table 7). The anions may act as bridges between
the groups in Ac on the solution side, lowering the energy of the
dipole–dipole repulsion (screening). The data presented in Table 4 show
that the values are very low for all systems. Still, they depend on both
the kind and the concentration of the supporting electrolyte, which plays
a significant role in the adsorption process of acetone.

(c) Ethylene glycol and n-butanol

A systematic study of the effect of halides on EG adsorption on Hg
from aqueous solutions225,226 has given the following sequence of the

values: –8.65 in NaF, –8.44 in KC1, –8.36 in KBr, and –8.02 kJ/mol
in KI.225 Thus, the stronger the halide adsorption, the lower the Gibbs
energy of the EG adsorption. The effect can be explained in terms of
lowered effective surface charge in the presence of more strongly bonded
ions. Similar effects of halide ions have been observed in the adsorption
of n-butanol on mercury from aqueous solutions.155,165 As before, greater
adsorptivity of anions has resulted in lower values of n-butanol.
Despite that, the changes in the value of the interaction parameter A
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indicate an increase in the attractive forces operating between butanol
molecules in the adsorbed layer in the presence of the more strongly
adsorbing anions.165
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Quantum Mechanical Treatments in Electrode
Kinetics
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I. INTRODUCTION

In recent years, electrochemical charge transfer processes have received
considerable theoretical attention at the quantum mechanical level. These
quantal treatments are pivotal in understanding underlying processes of
technological importance, such as electrode kinetics, electrocatalysis,
corrosion, energy transduction, solar energy conversion, and electron
transfer in biological systems.

A quantum mechanical formalism of electron transfer (ET) at a metal
electrode to an activated ion (e.g., ) in solution was originated by
Gurney.1 This approach was later named molecular theory and was further
developed by Butler,2 Gerischer,3 Christov,4 and Bockris and co-work-
ers,5,6 and later by Schmickler,7,8 Ovchinnikov and Benderskii,9 Halley
and Hautman,10 and  Khan and Zhou.11  Recently, Rose and Benjamin12

and Xia and Berkowitz13 used a molecular dynamics approach to compute
the free energy functions and thereby the free energy of activation for the
outer sphere ET reactions at electrodes. Straus, Colhoun, and Voth14,15 also
used molecular dynamics to simulate the potential energy functions for
the ET transfer reactions at electrodes using the Anderson–Newns Hamil-
tonian approach.16,17
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Another approach to ET reactions originated in the work of Weiss18

and Libby,19 who suggested that activation energy for ET reactions in
solution does not arise from the collisional-vibrational or electrostatic
interaction of the solvent in the first and second solvation sphere, but rather
from continuum solvent polarization fluctuation far out in solution. This
approach, called continuum theory, was further developed by Kubo and
Toyozawa,20 Marcus,21 Platzmann and Frank,22 and by Levich and Dogo-
nadze.23

In a recent upsurge of studies on electron transfer kinetics, importance
was placed on the outer shell solvent continuum, and the solvent was
replaced by an effective model potential or a continuum medium with an
effective dielectric constant. Studies in which the electronic and molecular
structure of the solvent molecules are explicitly considered are still very
rare. No further modern quantum mechanical studies were made to
advance the original molecular and quantum mechanical approach of
Gurney1 on electron and proton (ion) transfer reactions at an electrode.

In this article, a brief discussion will be given on the relevance of
continuum theory in explaining the rate of electron transfer and the
activation of species in solution; we will concentrate in particular on
molecular and quantum mechanical models of ET reactions at the
electrode/electrolyte interface that are needed to replace those based on
the continuum approach.21–23

II. CONTINUUM THEORY OF ELECTRON TRANSFER
REACTIONS

Electron transfer reactions, treated by continuum theory,21–23 suggested
that the Franck–Condon barrier (the barrier for the vertical transition of
electrons), which is about four times the activation barrier for the isotopic
electron transfer in solution, is due to Born continuum solvation proc-
esses.24 Specific contributions for the activation of ions come from the
solvent continuum far from the ion; the important contribution from the
solvent molecules oriented toward the central ion in the first and second
solvation shells is neglected.21

The theory of homogeneous electron transfer reactions in solution has
been formulated in terms of models in which the transferring electron is
localized at a donor site in the reactant and at an acceptor site in the
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product. The nuclear modes of the reacting solute and solvent are repre-
sented by a set of harmonic oscillators. The complex degrees of freedom
are typically modeled using the linear response theory20 by means of a
solvent coordinate. The use of this theory (which involves a Gaussian
integral) generates a quadratic expression for the free energy of activation
in the electron transfer rate equation21

where is the electronic transmission coefficient which has been used as
unity by assuming the reaction to be adiabatic, is the nuclear frequency
factor, is the standard free energy of the electron transfer reaction
between the donor D and the acceptor A. The total reorganization energy

is initially considered only as the outer-shell solvent continuum reor-
ganization energy and is expressed as21

where is the permittivity of a vacuum,  and are the radii of donor
and acceptor ions, including the solvent (if any) in the inner shell, is
the center-to-center distance between electron donor and acceptor, and

and are, respectively, the high-frequency (optical) and static dielec-
tric constants of the solvent. The quantity is equal to the square of the
solvent refractive index.

However, for electrochemical electron transfer reactions at a metal
electrode, one gets21,25

where r is the radius of the acceptor or donor ion in solution, including
the solvent in the inner shell, and is the distance between the centers
of the solvated ions and their images inside the electrode.

The continuum theory expression of the free energy of activation
(continuum) can be expressed as

where is the free energy of the reaction. For the rare case (isotopic
reaction) in which Eq. (4) yields
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1. Born Equation and the Free Energy of Activation,
(continuum)

The free energy of activation in the continuum theory is based on the
prequantal Born continuum solvation equation24 for ions in solution,

where z is the charge on the ion; e is the electronic charge; is the radius
of the ion, including the first layer of solvent; is the permittivity of the
vacuum; and is the static dielectric constant of the solvent.

The Born solvation equation is based on the difference in the energy
needed to charge a sphere of radius in a solvent of dielectric constant

and in vacuum having a dielectric constant of unity. There are basic
flaws in the concept of the Born solvation equation (5) on which the
continuum theory of ET reactions is based. First, Born Eq. (5) does not
take into account the interaction of ions with a water solvent that has a
dielectric constant of approximately 80 at room temperature. Hence, the
Born solvation energy will have negligible contribution from solvents with
high dielectric constants. Consequently, for solvents of high dielectric
constant, Eq. (5) can be written as

which is, in fact, the charging energy in a vacuum and not the solvation
energy. A simple calculation for the charging energy of in a
vacuum yields 19.60 eV, whereas a very close value of 19.36 eV is
obtained for the solvation energy of in water. This means that the
solvation energy of the ions in aqueous solution charging
energy of the ions in vacuum. This result clarifies the fact that
the Born solvation equation does not take into account the effect of solvent
and hence should not be used to calculate the solvation energy of ions in
aqueous solution.

Second, the potential energy of an isolated ion in a vacuum should be
zero, not because there is no other species present with which
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to interact in the vacuum. Third, the concept of Born solvation energy
contradicts the way the experimental values of solvation energy are
obtained. When an ion is introduced into a solvent, it undergoes solvation
by breaking up the structure of the solvent (e.g., hydrogen bonding in an
aqueous medium) and orienting its dipoles and induced dipoles. These
interaction energies, not the alleged charging energy of a hollow sphere,
are responsible for the physical origin of the solvation energy of the ions.
Hence, the major contribution to solvation energy should come from the
ion–solvent interaction energy with the oriented solvent molecules in the
first two or three layers around the ion.

Fourth, the reference state considered in deriving the Born equation
(charging energy) is not that by which the experimental values of solvation
energy are determined. Experimental solvation energy is obtained by
measuring the heat of solution of a salt in the solvent concerned. This value
is added to the lattice energy of the salt to obtain the solvation energy.
Hence, the experimental solvation energy corresponds to a reference state
of lattice energy that is zero in a vacuum. In contrast, in deriving the Born
solvation equation, the energy in the reference state in a vacuum is not
zero but the huge charging energy in the vacuum, and 98% of this is called
the solvation energy. Therefore, solvation energies obtained from the Born
solvation equation are not related to experimental solvation energy.

These points indicate that the continuum theory expression of the free
energy of activation, which is based on the Born solvation equation, has
no relevance to the process of activation of ions in solution. The activation
of ions in solution should involve the interaction energy with the solvent
molecules, which depends on the structure of the ions, the solvent, and
their orientation, and not on the Born charging energy in solvents of high
dielectric constant (e.g., water). Consequently, the continuum theory of
activation,21 which depends on the Born equation,24 fails to correlate (see
Fig. 1) with experimental results.26,27 Inverse correlations were also found
between the experimental values of the rate constant for an ET reaction in
solvents having different dielectric constants28 with those computed from
the continuum theory expression.21 Continuum theory21 also fails to
explain the well-known Tafel linearity of current density at a metal
electrode.29
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Figure 1. A plot of free energy of activation, (continuum)
vs. (expt) for electrochemical redox reactions. (Reprinted
from Ref. 26.)

2. Reorganization Energy  (Continuum) and the Free Energy of
Activation

In the continuum theory, the free energy of activation is obtained as
one-fourth of the reorganization energy  (continuum) from geometrical
consideration of the harmonic potential, though only for isotopic exchange
reactions; the free energy of such a reaction, , is zero. It is critical to
note that the reorganization energy, as defined in the continuum theory
(see Fig. 2), corresponds to a change in the alleged solvation energy just
after the electron transfer for a time period on the order of
In this short period, only the charge of the reactant ion changes to the
charge of the product ion, but the configuration of the reactant does not
change (e.g., no change in the ion–solvent bond or coordinate occurs).
Hence, the reorganization energy is defined as the energy of the product
ion when its solvent configuration is that of the reactant just after the
electron transfer.
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Figure 2. Schematic diagram to show the reorganization energy  for isotopic
reactions for harmonic free energy profiles. and represent the initial
(reactant) and the final (product) system free energy respectively.

This reorganization energy which is the energy after the act of
electron transfer, is an indirect way (a thought process) to find the free
energy of activation from the geometrical consideration of a parabolic
free energy profile. In other words, it is a mathematical construct to obtain

from Prior to the act of radiationless electron transfer, ions in
solution will have to be activated first to an equal energy state, which
involves various molecular-level interactions and passage of the reacting
system on the trajectory of the reaction hypersurface.

This method of finding the free energy of activation in terms of
the reorganization energy suffers the following drawbacks. First, it
gives a quadratic form of a rate equation because it uses a parabolic form
of a free energy profile and cannot reproduce the experimentally observed
Tafel linearity over a larger overpotential range. Second, the value
strongly depends on the shape of the free energy profile. For example, for
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the same ET reaction, different values are expected if the free energy
profile is a parabolic or Morse type (see Figs. 3a and 3b). Hence, it will
be difficult to obtain the correct value of from unless the shape of
the potential energy profile is known. Consequently, the free energy of
activation obtained from the continuum theory does not agree with experi-
mental values for most systems.26,27

Furthermore, the interaction with solvent molecules far outside the
ions will be insignificant compared with the various short-range molecular-
level interactions during the activation of ions in solution. For example,
for the ET reactions involving transition metal ions in aqueous solution,
various short-range interactions take place between ions and the water
molecules that are responsible for the activation process.30 First, the
solvent (water) molecules that bind directly to the metal ion strongly
influence the electronic and geometric structure of the metal complex.
These molecules can contribute to the activation energy by short-range
electrostatic and chemical interactions. Such contributions from the bond-
ing of solvent or ligand molecules nearest to the ion are relatively easy to

Figure 3. For the same reaction, different values of reorganization energy are found if
the free profile is harmonic in (a) or Morse type  in (b) where (harmonic)  >>
(Morse). and represent the initial (reactant) and the final (product) system free

energy, respectively. For the Morse free energy profile, for the isotopic
reaction in (b).
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compute31 and will be considered further in the discussion concerning the
molecular models.

Second, there are water molecules from the second coordination
sphere that also contribute strongly to the activation of ions in solution.
These interactions are less easy to model accurately due to uncertainty
regarding the number of oriented water molecules in the second layer and
their degree of orientation toward the central ion; there are some simple
classical expressions available, however, to compute the average orienta-
tion of these water molecules.32 Third, there are water molecules that
sometimes hydrogen bond to ligands of the complex and these may also
contribute to the activation process. These important short-range interac-
tions are neglected in the continuum theory of ET reactions in solution21

and, as a result, this theory fails to correlate with experimental results and
even gives rise to inverse correlations.28

III. (CONTINUUM) AND THE INVERTED REGION

1. General
The quadratic rate equation [Eq. (1)] of the continuum theory21 arises
because it implicitly assumed the parabolic dependence of the free energy
profile on the solvent coordinate q. One of the consequences of this
quadratic equation is the generation of a maximum in the dependence of
the rate of reaction on the free energy of reaction and also in current
density–overpotential dependence.

Recently, several theoretical33 and experimental34–45 studies searched
for the existence of a so-called “inverted region” that resulted from the use
of the quadratic expression of the rate constant of the continuum theory.21

By “inverted region” one means that when the free energy of an exother-
mic reaction is greater than the reorganization energy [i.e., when

(reorganization energy)], the rate of the ET reaction starts to decrease
in the inverted region from its maximum position at the activationless

situation when (see Fig. 4). It is also shown in Fig.
4 that the activation barrier reappears so that when the free energy
of reaction and the free energy profile is considered harmonic.
However, the activation barrier does not reappear for when a
Morse-type free energy profile is used (see Fig. 5). Consequently, one will
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Figure 4. Schematic diagram to show the reorganization energy  for
nonisotopic reactions for harmonic free energy profiles. This figure
shows a normal region activation barrier when an activation-
less situation when and an inverted region activation barrier
when for the harmonic potential .       and        represent the
initial (reactant) and the final (product) system free energy, respec-
tively.

not expect an inverted region if the potential energy profile is a Morse type,
which is of course the case for most reactions. It is observed in Fig. 5 that
the free energy profiles can never cross each other when this
indicates that the inverted region does not occur when a Morse free energy
profile is used.

To search for the inverted region, experiments were designed so that
the donor–acceptor distances were kept fixed by attaching them to a
covalent network of rigid spacers,34–38 frozen media,38 electrostatic com-
plexation,39–43 and protein frameworks.44,45 In all of these cases, the
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Figure 5. Schematic diagram to show the reorganization energy for
nonisotopic reactions for Morse free energy profiles. This figure shows
a normal region activation barrier when an activationless
situation when  and no inverted region activation barrier when

When the two free energy profiles do not cross,
and represent the initial (reactant) and the final (product)

system free energy, respectively.

distance between the donor and acceptor was assumed to remain constant
to avoid the diffusion control of ions in solution. However, in the analysis
of these experimental results on intramolecular electron transfer reactions
in a homogeneous solution, an error was made in interpreting the existence
of the “inverted region.” The results of rate constants of intramolecular ET
reactions having various reactants were used to interpret an “inverted
region” using a single value of reorganization energy     34   It is not
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appropriate to use a single value of reorganization energy for different ET
reactions because each reaction having reactants of different sizes and
structures will have different reorganization energy  values and hence
different activation barriers. Consequently, no inverted region is in fact
observed, even for the intramolecular ET reactions. Hence, an apparent
inverted region for these intramolecular ET reactions is an artifact due to
the use of a single value of reorganization energy  for different reactions
having reactants of different sizes and structures.

Furthermore, for different ET reactions, it can be easily demonstrated
in a schematic diagram that even though, for example, (of reaction
1) is much larger than (of reaction 2), the free energy of activation

(of reaction 1) could be higher than the free energy of activation,
(of reaction 2) in the “normal region” (see Figs. 6a and 6b). Figures

6a and 6b also reveal that it is not essential to use the concept of  “inverted

Figure 6. Schematic diagram of free energy-reaction coordinate relationships for exother-
mic reaction in which the free energy of reaction of the exothermic reaction 1 in (a) is
higher than the free energy of reaction  of the exothermic reaction 2 in (b). It shows that
the free energy of activation for reaction I is higher than of reaction 2, even
though for reaction 1 is higher  than of  reaction 2. The concept of “inverted region”
is hence redundant to explain higher values even though  is larger when different
reactions are compared. R and P represent the reactant and the product system, respectively.
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region” to explain a higher activation barrier for a reaction that has a higher
value of than another reaction. Hence, the lowering of rate with
higher values for different exothermic reactions can be easily
explained in the normal region without the use of an inverted region.

2. ET Reactions at Electrodes and the Inverted Region
The best way to search for the existence of an inverted region (if any)
would be to use a single electrochemical electron transfer reaction in one
solvent medium at a particular electrode and determine the effect of high
overpotential on the reaction rate or the current density. Many experiments
were carried out at organic spacer-covered (~2.0 nm thick) electrodes to
search for the inverted region for the outer-sphere ET reactions; however,
no inverted region was observed.46–52

It should be noted that at organic spacer-covered electrodes, the Tafel
line becomes nonlinear and shows the limiting current density at high
overpotentials (no inverted region), which is similar to those observed at
oxide-covered electrodes. Such nonlinear Tafel lines at an oxide-covered
electrode (which show no inverted region behavior) were clearly explained
by Schmickler53,54 as being due to resonance tunneling of electrons via
the resonant states in the parabolic-type barrier (see Fig. 7) inside the oxide
layer at the interface (see Fig. 8), and were not due to the quadratic
activation term of continuum theory.21,25 The expression of the resonance

Figure 7. Two different routes of resonance tunneling and the barriers in the
oxide layer on a metal surface. and denote the energy at the bottom of
the conduction band of the oxide layer at the metal/oxide and at the oxide/elec-
trolyte interfaces respectively. (Reprinted from Ref. 54.)
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Figure 8. Tafel plots for the cathodic and anodic current densities for
various values of the impurity states of energy for an oxide layer
thickness of 20 Å. (Reprinted from Ref. 53.)

current density that was used by Schmickler53,54 to explain the nonlinear
Tafel lines at oxide-covered electrodes did not include the quadratic term
and was given as in the following equation,
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where a is the width of the oxide layer, C is a constant containing the
concentration of the reactants, is a constant in the tunneling expression,

is the energy of the resonance state, is the activation energy, and
is the overpotential. This Eq. (6) should be applicable to organic spacer-
covered electrodes to explain nonlinear Tafel lines without the use of a
quadratic equation.21 In the oxide-covered electrode, electron tunneling
through the barrier in the oxide layer becomes the rate-determining step
over a considerable overpotential range and thus generates the nonlinear
Tafel lines (see Fig. 8).

It was suggested46 that the absence of an inverted region for the ET
reactions at spacer-covered metal electrodes is due to the availability of a
continuum of electronic states in metal electrodes below the Fermi level.
For the same reason, the inverted region is also not expected to be seen for
the homogeneous intermolecular ET reactions because a continuum of
electronic states are also available below and above the respective ground
states of acceptor and donor ions in solutions involved in homogeneous
ET reactions.1,55

It is important to note that as early as 1931, the density of electronic
states in metals, the distribution of electronic states of ions in solution, and
the effect of adsorption of species on metal electrode surfaces on activation
barriers were adequately taken into account in the seminal Gurney–Butler
nonquadratic quantum mechanical treatments,1,2 which provide excellent
agreement with the observed current–overpotential dependence.

Many conceptual inconsistencies of the continuum theory mentioned
above and the discrepancy with experiments (see also the appendix of
Chapter 4 in Ref. 55) warrant new theories based on molecular models.
We focus on molecular models in the following sections.

IV. MOLECULAR MODELS OF ELECTRON TRANSFER
REACTIONS AT ELECTRODES

The molecular models of electron transfer reactions are in general much
more complicated and do not generate the simple relations of the free
energy of activation as in the continuum theory.21,25 However, it is impor-
tant to focus on alternative molecular models at this time because of the
fundamental flaws of continuum theory and its inconsistencies with
experiments, as pointed out earlier.
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1. Free Energy of Activation, and the Molecular Models

(i) George–Griffith Treatment
A simple theory, in terms of molecular models, for the free energy of

activation of ions in solution was given by George and Griffith31 by taking
into account the vibrational interactions of solvent or ligand molecules
attached to the ion in the first layer. The free energy of activation for the
ET reaction in the homogeneous medium was given as31

In the electrochemical case, it can be expressed as

where n is the number of solvent molecules or ligands in the inner shell,
and are the force constants of inner shell bonds in the acceptor and

donor species, respectively, and  is the difference between the equilib-
rium bond distances in inner shell bonds in the reactant and in the product.

The task in using these simple expressions (7) and (8) lies in finding
the number of ligands n, the force constants and values for the bond
length difference The values of n and are obtained from X-ray
crystallographic or extended X-ray absorption fine structure data. The
force constants and are obtained from available vibrational spectro-
scopic data using the equation.

where is the observed symmetric stretching frequency of the ion–sol-
vent or ion–ligand bond in wave number, c is the velocity of light, is
the molecular weight of the solvent or the ligand, N is Avogadro’s number,
and i represents either the acceptor or the donor state.

Though for some systems experimental stretching vibrational fre-
quencies are available, the paucity of these frequencies for many systems
limits the use of the George–Griffith molecular model of the free energy
of activation. To overcome this difficulty, one can directly compute the
force constants using either a classical improved average dipole orienta-
tion (IADO) model32 or a quantum chemical intermediate neglect of
differential overlap (INDO/2) molecular orbital method.11 Using the
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improved average dipole orientation model, the force constant of the
ion–solvent or ion–ligand bond can be expressed as11

where is the electronic charge, is the molecular polarizability of the
ligand or the solvent, is the dipole moment of the solvent or the ligand,
z is the charge on the ion, and is the radius of the ion having charge z.
Using the quantum chemical INDO/2 method, the force constant can be
calculated for ions (e.g., transition metal ions) in solution using the relation

where ion–solvent or ion–ligand interaction potential can be obtained
from the relation

where is the average nuclear-electronic attraction energy for the
electron in the ith atomic orbital, and are, respectively, the
Coulomb (attraction and the repulsion) and the exchange interaction
energies between the ith atomic orbital and the jth atomic orbital,

The values of the force constant calculated from classical IADO and
quantum chemical INDO/2 methods, along with corresponding experi-
mental values, are given in Table 1. Close agreement with experiments
indicates that these two simple methods can be easily used to determine
the force constant from ions in solution for which experimental values are
not available.

When one compares the computed values of the free energy of
activation using the George–Griffith expression, it is observed that it takes
into account about three-fourths of the total experimental values26,27

obtained from the rate constant data or measured directly using the
photoemission method.56 The following corrections may account for the
remaining one-fourth contribution of the free energy of activation: (1)
incorporation of the contribution from the second layer of solvent mole-
cules, (2) calculation of the correct values of the free energy of activation
from the rate constant data using the correct value of the transmission
coefficient and (3) the solvent relaxation time-dependent value of the
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nuclear frequency factor and (4) the off diagonal contributions that take
into account the coupling interactions between the bonds in the inner shell.

(ii) Molecular Dynamic Simulations
Most theoretical studies of outer-sphere (nonbond-breaking) electron

transfer reactions at the metal–solution interface involve major simplify-
ing assumptions regarding the molecular and electronic structure of the
solvents and the metal. Although the importance of molecular structure
and the dynamics of the solvent has been recognized, most of the theoreti-
cal work in this area has been based on a highly simplified continuum
model.21



Quantum Mechanical Treatments in Electrode Kinetics                                       89

Rose and Benjamin12 (see also Halley and Hautman10) utilized
molecular dynamic simulations to compute the free energy function for
an electron transfer reaction, at an electrode–
solution interface. In this treatment, in water is considered to be
fixed next to a metal electrode. In this tight-binding approximation, the
electron transfer is viewed as a transition between two states, and
In the electron is at the Fermi level of the metal and the water is in
equilibrium with the ion. In the electron is localized on the ion,
and the water is in equilibrium with the ions. The initial state

Hamiltonian is expressed as

where is the Hamiltonian that represents the electronic contribution,
such as the Fermi level in the metal and the energy of the unoccupied ion
orbital; includes the solvent molecules and the metal intermolecular
and intramolecular potentials, the electrostatic interaction between the
solvent molecules and the metal surface, which is considered to switch to
zero after 3 water layers (i.e., between 8.5 and 9 Å, and  the nonelectrostatic
part of the ion–solvent and ion–metal interactions; is the charge on the
ion when the system is in the initial state and U(r) is the
electrostatic potential at the location of the ion due to the ensemble of
water dipoles (where r represents the position and the orientation of all
solvent molecules). U(r) can be expressed as

where is the position of the ion, denotes the position of the atom
 of a water molecule i, and the partial charge on atoms

for atom and for atom.
Similarly, the final state Hamiltonian is expressed as

where it is assumed that and interact with the solvent molecules
and the metal electrode via the Lennard-Jones potential energy function,
V. For an ion–water interaction, it is expressed as
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where is used.
The energy difference between the final and the initial state,

becomes

where is the total charge transfer during the reaction and
is the difference between the electronic energy levels that can be

controlled by changing the potential difference between the electrode and
the solution.

The ET reactions occur with high probability when  at the
transition state. It is assumed that this condition arises due to an interaction
with the solvent that changes U(r). The probability of observing a
given value u of U(r) of the initial state is expressed as

where is the Dirac delta function and u is a value of U(r) for a specific
arrangement of solvent. A similar expression can be used for the prob-
ability of observing a given value of u when the system moves to the final
state having the Hamiltonian

The free energies G of the inital and the final states are expressed as
a function of u in terms of probabilities and as

and

The computed results of free energy as a function of the solvent
coordinate, (where is the value of u at the crossing point of the
free energy curves at the overpotential, ) for and are given
in Fig. 9. The free energy of activation from the crossing point of this
plot is found to be 0.6 eV, which correlates well with the experimental
result of 0.59 eV.57 Furthermore, simple calculations using the continuum
theory expression21 show that (continuum) = 0.23 eV, which is
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Figure 9. The free energy curves for the (aq)
and (aq) ions. The bold curves represent the
result of “umbrella sampling” of the molecular
dynamics calculation. Thin solid lines correspond
to the best parabolic fit of the region near the
bottom of each wall. (Reprinted from Ref. 12.)

approximately one-third of the experimental value,57 the value obtained
from the molecular dynamic simulation12 or one calculated from the
George–Griffith expression.31 However, this treatment was limited to
finding the potential energy profile and the activation barrier at zero
overpotential, It is important to note that the rates of ET reactions
at electrodes and their dependence on the overpotential are not addressed
in this treatment.12

(iii) Anderson–Newns Hamiltonian Approach
For the charge transfer between an ion in solution and a metal

electrode, several authors8,14,15,58–60 adapted the Anderson–Newns Hamil-
tonian,16,17 which can be expressed as
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where represents the hamiltonian for the solvent–solvent interaction,
solvent–surface interaction, and all other interactions that do not include
electronic interactions, and is the electronic part of the Hamiltonian.
It can be written as

where is the energy of the ion (with respect to vacuum level) of the
electronic orbital in the ion involved in charge transfer, is the shift
of the ion’s energy due to interaction with the solvent molecules when the
ion undergoes the change in charges during the transition from the initial
to final states and or represents the ion–metal interaction energy.
The ion orbital is described by an occupancy operator and a metal orbital

each of which can equal either 0 or 1. The sum over k in Eq. (22) is the
sum over the electronic energy states in the semi-infinite metal elec-
trode, and c are the creation and annihilation operators, respectively.

A molecular dynamic simulation was made by Straus and Voth14,15

using the Hamiltonian

which represents the adiabatic ground-state Hamiltonian of Eq. (21). For
this, was assigned to certain classical potential energies in typical
molecular dynamics computations. In the Hamiltonian, one can separate
all the terms that depend on the Coulombic interaction between the solvent
and the ion and can write these terms considering an ion with a
positive charge which has an electronic orbital of occupancy

If the orbital is empty, and the Hamiltonian describes the
ion. If the orbital is filled, then and the Hamiltonian represents the

ion near the metal electrode surface. This means that the initial-state
Hamiltonian can be changed to the one in the final state via the term

in the Hamiltonian of Eq. (23) can be expressed in terms of Coulombic
potentials as14,15

where is the potential energy between the solvent and the ion
and is the potential energy between the solvent and the ion’s
image in the electrode.
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Figure 10. Classical adiabatic free energy curve
(solid line) for the electron transfer at
the water/Pt(111) interface calculated using the
Anderson–Newns Hamiltonian and the molecu-
lar dynamics umbrella sampling method. Also
shown by the dashed line is the parabolic fit of
the data. (Reprinted from Ref. 14.)

Like the treatment presented earlier, the free energy function was
expressed in terms of the probability of having where
is the particular value of the collective solvent interaction (solvation)
energy for the particular value of the charge on the ions and the configu-
ration of the solvent. Thus, the free energy function is expressed
as14,15

where

where V is the biasing electrode potential and x represents the multidimen-
sional coordinate of the entire system.

For a given set of microscopic parameters, Straus, Calhoun, and
Voth14 determined the adiabatic free energy curves as a function of the
reaction coordinate using Eqs. (25) and (26). was determined
using the Anderson–Newns Hamiltonian of Eq. (23) in Eq. (26). The
results are shown in Fig. 10. From the crossing point of the free energy
curve, the activation free energy is found for the reaction

at the reversible potential and agrees fairly well with the
experimental results of 0.59 eV.57 Quantum solvent models* were found15

to more accurately describe the actual physical system, suggesting that the

*The solvent molecules are represented in terms of their wavefunctions in the quantum
mechanical model and as dipoles in the classical model.
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Figure 11. The solid line depicts the quantum
adiabatic free energy curve for the
electron transfer at the water/Pt(111) interface
(obtained by using the Anderson–Newns model,
path integral quantum transition state theory,
and the umbrella sampling of molecular dynam-
ics. The dashed line shows the curve from the
classical calculation as given in Fig. 5. (Re-
printed from Ref. 14.)

classical simulations are not adequate for the study of electrochemical
electron transfer (ECET) reactions. The results of free energy based on
classical and quantal treatments are given in Fig. 11.

Calhoun and Voth61 also utilized molecular dynamic simulations
using the Anderson–Newns Hamiltonian to determine the free energy
profile for an adiabatic electron transfer involving an redox
couple at an electrolyte/Pt(111) metal interface. This treatment expands
upon their earlier simulation15 by including, in particular, the influence of
the motion of the redox ions and the counterions at the interface.

The difficulty of such treatments are that they do not provide expres-
sions for the rate of die ET reactions at electrodes which can be compared
with experiments. They involve complicated computer simulations to
determine the free energy profile. Such simulations generally use adjust-
able parameters to make the results fit experiments. Conversely, these
treatments include both short- and long-range ion–solvent interactions
and the interaction of the ion and the solvent with the metal electrode at a
molecular level.

V. MOLECULAR MODELS OF BOND-BREAKING ION AND
ELECTRON TRANSFER REACTIONS

Molecular modeling treatments of electron transfer kinetics for reactions
involving bond breaking were developed much earlier than the continuum
theories originated by Weiss18 in 1951. Gurney in 19311 published a
landmark paper (the foundation of quantum electrochemistry) on a mo-
lecular and quantum mechanical model of proton and electron transfer
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reactions at an electrode. This was followed by Butler’s paper in 1936,2

which introduced the effect of adsorption of products on charge transfer
kinetics at electrodes. Numerical calculations of potential energy curves
and electron transfer for proton discharge reactions, based on the Gurney–
Butler molecular model, were made by Parsons and Bockris in 195162a

and by Conway and Bockris in 1957.62b

In the early 1990s a few classical semimolecular63 and molecular
models64 of electron transfer reactions involving bond breaking appeared
in the literature. A quantum mechanical treatment of a unified model of
electrochemical electron and ion transfer reactions involving bond break-
ing was put forward by Schmickler8 using Anderson–Newns Hamiltonian
formalism (see Section V.2).

1. Classical and Semiclassical Treatments
In a classical semimolecular treatment by Saveant,63 three assumptions
were made. First, a Morse potential was adopted to describe the potential
energy surface for the bond-breaking reaction. Second, the separability of
the contribution from the solvent continuum and from the stretching
vibrations corresponding to the bond that is to be broken was assumed.
Third, the outer-shell solvent contribution was taken into account using
the continuum reorganization concept.21 The reactions considered are the
following:

where R–X stands for any molecule of which group X leaves after electron
transfer and thus involves bond breaking, R is the remaining group with
an unpaired electron (radical), and m(e) represents the electron in the metal
electrode. is a chemically stable redox couple reacting in an outer-
sphere manner with no bond breaking. However, in the electrochemical
reaction, the contribution from the adsorption of species on the electrode
surface* to the free energy of activation was neglected. The potential

*This is an unrealistic assumption to make because it is well known that the halide ions are
strongly adsorbed on the electrode surface and contribute to the free energy of activation.55
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energy of the reactants is assumed to depend on the R–X distance and is
expressed like that of Morse, i.e.,

where Y is the R–X distance minus the equilibrium bond distance in the
reactant. is the dissociation energy of the R–X bond,

with as the vibrational frequency of the R–X bond and
the reduced mass of carbon C in R–X. One approximation was made

for the product namely, that the potential energy surface can be
expressed as the repulsive part  of the reactant Morse curve, i.e.,
A schematic diagram of the Morse curve for a general R–X system is given
in Fig. 12. Saveant63 found that the contribution of bond breaking to the
standard free energy of activation was typically 80% of the total and the

Figure 12. Morse curves for the reactants and products at zero driving
force (y, elongation of the R–X distance from the equilibrium;

vibration frequency; reduced mass;
bond dissociation energy). (Reprinted from Ref. 63.)
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remaining 20% was from continuum solvent reorganization. However, it
should be noted that the inclusion of electrocatalytic contributions (in the
electrochemical case) and the interaction between R–X and (in the
homogeneous case) could make up the 20% contribution from outer-shell
continuum solvent reorganization. The consideration of electrocatalytic
effect would have lowered the activation barrier to a considerable extent
and made the continuum solvent contribution redundant.

Perez et al.64 avoided the assumptions used by Savient63 and per-
formed a Monte Carlo simulation of free energy curves for a dissociative
electron transfer reaction in a polar solvent by choosing a simple electro-
chemical reduction of HF that yielded H and Perez et al.64 simulated
the solute–solvent and solvent–solvent interactions considering the sol-
vent as a point dipole with a dipole moment of 2.15 D for the water solvent.
The energies corresponding to the precursor complex (the hydrogen
fluoride plus the electron inside the electrode), and the successor complex
(the hydrogen fluoride anion) were used to obtain analytic functions for
both energy profiles in terms of H–F distance, Figure 13 shows the
interaction energy as a function of distance,

The solute–solvent interaction was described as charge dipole and
terms, i.e.,

where is the distance between the F atom (or H atom) and a
dipole. Conversely, is the cosine of the angle formed
by the dipole moment vector and the position vector of the dipole; the
origin of this position vector is fixed on the F atom (or H atom) while

and are the constants.
The dipole–dipole electrostatic interaction and a repulsive term

that avoids collapsing of dipoles was expressed as64

where stands for the distance between the two dipoles. The parameter
has been fitted in such a way that by using the potential, the

interaction energy for the structure of the minimum energy of a pair of
point dipoles gives reasonable values for a polar solvent. A value of
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Figure 13. Fitted cubic curves representing solute internal
energy with respect to the  distance, corresponding to the
precursor and the successor complexes, symbol represents
an electron inside an electrode. (Reprinted from Ref. 64.)

Figure 14. Adiabatic free energy curves for the precursor
and successor complexes with respect to values of the
reaction coordinate (Reprinted from Ref. 64.)
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bohr hartree was found for Å with a value of

Electron transfer was considered to occur at the intersection region
S* of the potential energy hypersurface and precursor (be-
fore electron transfer) and successor (after electron transfer) complexes,
respectively. Both energy surfaces were evaluated using the potential
function that was built up with an ab initio method. For each configuration,
the parameter was calculated. This parameter was used as
the reaction coordinate to generate the free energy curves for the reacting
system (see Fig. 14) for the situation when the free energy of reaction is
not zero. More than 68.34 million configurations have been generated.
The separability of continuum solvent reorganization and the reorganiza-
tion of bonds that were cleaved were tested and it was found that they are
not in fact separable, though this is the basic concept in the continuum
theory.25 These authors64 remarked that the separability assumption may
be responsible for the quadratic activation barrier in the continuum expres-
sion21,25 of the rate equation. The main conclusion of the work of Perez et
al.64 is that the linear response theory approximation is not valid for the
dissociative electron transfer process. Therefore, the quadratic relation-
ship of the free energy of activation that was originally developed for
outer-sphere electron transfer reactions fails also for inner-sphere proc-
esses.

2. Quantal Treatments
In this treatment,8 the Anderson–Newns Hamiltonian was utilized to
determine the potential energy surface for both ion transfer, and
electron transfer, at a Pt electrode. Here the solvent part
of the Anderson–Newns Hamiltonian, of Eq. (21), is expressed as

where the first term denotes the unperturbed solvent having  and   as
the dimensionless solvent and momentum coordinates, respectively;

are the frequencies having as the levels of solvent mode. The
second term accounts for the reactant–solvent interaction having

as the coupling constant, where is the solvent
coordinate. is expressed as in Eq. (22). Using Eqs. (22) and (32) in Eq.
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(21), the following expression of potential energy of the ion as a function
of distance x is given by Schmickler8 as

where

and is the energy of the bottom of the conduction band of the metal
electrode with respect to vacuum level.

Note that the important system parameters such as the occupation
probability interaction with polar solvent polarization strength of
interaction of the reactant with the metal and the electronic energy of
reactants are the functions ofposition x of the reactant from the electrode
surface. These parameters are given below as a function of x.

The occupation probability can be obtained from the self-consistency
equation,

where for the transfer of an iodide ion it can be expressed8 that

where represents the interaction with the solvent when the ion is far
from the electrode surface in the solution, which is considerd here at L =
4 Å; the interpolating function p(x) was used as

where d is the decay length65 and is the value of when the ion is
adsorbed on the electrode surface.
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The energy involves electronic energy solvent interaction
energy and the image interaction energy The distance-dependent
effective solvent dielectric constant which appears in the image term,
was taken as

Utilizing Eqs. (34) to (39) in Eq. (33), the potential energy surface
for the iodide ion–iodine system as a function of distance x from the
electrode and the normalized solvent coordinate q/g was determined as
given in Fig. 15 as a contour plot. It is observed that far from the electrode
surface, the ionic and the atomic states are separated by an energy barrier

Figure 15. Contour plot of the potential energy surface for the iodide–io-
dine system as a function of the distance x from the electrode and the
normalized solvent coordinate q/g. Contours are drawn for energies from
–0.8 to 0 eV in steps of 0.1 eV; darker regions have a lower energy than
brighter regions. (Reprinted from Ref. 8.)
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that makes the discharge of the ion unfavorable. The adsorption of the ion
requires the passing of a saddle point, and the energy of activation is
determined mainly by the energy required to shed a part of the solvation
sheath. The effective reaction coordinate starts from the minimum of the
ionic state and passes to the adsorption site along a path of minimal energy,
crossing each contour at right angles. The resulting curved line is directed
toward the metal surface, which indicates that the activation process of the
reaction is governed by the approach of the ion toward the electrode
surface and not by the reorganization energy of the solvent continuum.21

For the ion transfer reaction, the energy of activation is determined
by the breaking of the inner solvation sheath, interaction with the electrode
surface, and the electrode potential. The reaction coordinate is the distance
from the electrode surface; the contribution of the solvent continuum is
negligible. In contrast, the energy of activation in outer-sphere reactions
is determined by the interaction of the ion with the solvent (in the first and
second solvation sheath) and the electrode potential. Note that many redox
couples reacting via an outer-sphere pathway are surrounded by ligands,
which prevent closer approach to the electrode surface. These ligands act
as the primary solvation sheath of the bare ion [e.g., (aq) ion]. This
treatment8 concluded that the ion transfer reactions differ in fundamental
aspects from electron transfer reactions and cannot be interpreted in terms
of continuum theory.21

VI. ELECTRONIC TRANSMISSION COEFFICIENT

In most theories concerning the electron transfer at the electrode/solution
interface, the electronic transition probability is generally kept unevalu-
ated or determined in terms of the Wentzel, Kramer, and Brillouin (WKB)
tunneling probability.27 However, it was Khan, Wright, and Bockris66 who
first made the quantum mechanical computation of the electronic trans-
mission coefficient for the electron transfer reaction between the platinum
electrode and a redox complex in a solution by using the time-dependent
perturbation theory expression of transmission coefficient, i.e., Fermi’s
golden rule.27 At the reversible potential, the transmission coefficient

was found.66 One can also determine the potential dependence
of by considering the shift in the value of Fermi energy by due to
applied potential V. Since the wave function of electrons in metal is
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involved in it will be possible to relate the electrocatalytic property
of metal electrodes to it when the species are strongly adsorbed on the
electrode surface.

It is important to point out that for the reactions in which the species
are chemiadsorbed on the electrode surface (e.g.,  and evolution
reactions), the interaction is very strong, the value of the transmission
coefficient is expected to be close to unity, and the reaction will be mostly
adiabatic.

Later, Newton67 made a quantum chemical computation of  transmis-
sion coefficient and reported a value of for an ET reaction
between redox couple in a homogeneous solution using the
Landau–Zener expression,68,69 i.e.,

where is the splitting energy of two potential energy surfaces in the
transition state; its value depends on the degree of interaction between two
reacting systems and is expressed as

where and are the wave functions of the electronic states of reactant
and product systems and is the perturbing interaction potential between
them. In Eq. (40) is the relative velocity of approach of the one reactant
to the other during the reaction and is the net force exerted on
the system’s tending to restore to its original state or take it to the final
state.

Recently, the classical improved average dipole orientation and the
quantum chemical intermediate neglect of differential overlap methods
were utilized to compute the electronic transmission coefficient [using Eq.
(40)] for electron transfer reactions involving few transition metal ions in
a homogeneous solution11; good agreement with experimental values was
found. A theoretical model of an energy-dependent transmission coeffi-
cient, including various strengths of friction of the solvent, was given by
Bader and Berne.70 The electronic transmission coefficients were com-
puted by several authors71–74 by preassuming the ET reactions as either
adiabatic (strong coupling) or nonadiabatic (weak coupling).
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VII. PROTON TRANSFER REACTIONS

Proton transfer is a special case of an ion transfer reaction involving the
ion, such a reaction plays an important role in solution chemistry
and electrochemistry. Many recent theoretical studies75–95 used the
method of ab initio molecular dynamics to investigate the solvation and
dynamics of excess protons and the proton hole (charge defect) in liquid
water. In such an approach, the interatomic forces were calculated from
the instantaneous electronic structure using the density functional method.
For a continuous oscillation was found between and

structures as a result of proton transfer. The ions were of
fourfold coordination, forming an complex. Transport of the
charge defect (proton hole) was found to be a concerted dynamic process
coupling the proton transfer along hydrogen bonds with the reorganization
of the local environment.

However, quantal and molecular treatments of proton transfer reac-
tions at an electrode are rare.96 This treatment96 incorporates the major
effect of an electric field as well as some of the important concepts reported
earlier by Bockris and Matthews5 concerning proton transfer reactions at
an electrode.

In this treatment, the potential energies of the initial state, where the
transferring proton is in the solution as a hydronium ion and in the
final state as an adsorbed hydrogen atom on the metal surface, were given
as96

where and represent initial and final state energies of the proton
corresponding to the minima of the two potential energy surfaces; the
index k indicates the modes of the surrounding medium which interact
during the reaction, denotes their frequency, which was assumed to
remain unchanged; is their normal coordinates; and is the shift in
equilibrium position. The third terms in Eqs. (42) and (43) refer to the
transferring proton, whose motion is considered to be separable from those
around it; and represent its frequency in the initial and final states,
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M is its effective mass, R is its reaction coordinate, and are its
equilibrium positions in the initial and final states.

This model has obvious shortcomings. For example, the interaction
with the solvent in the initial state is straightforward since the proton is in
the ionic form, whereas in the final state, the proton is the nonionic
adsorbed H atom and its interaction with the solvent should be negligible.
No consideration of this fact was made in the potential of the final state

in Eq. (43). However, this treatment incorporates the basic feature of
the proton transfer reaction: interaction with the solvent, tunneling as well
as classical transition of the proton, and the effect of the electric field on
the potential energy surfaces of the system.

The cathodic current density for the neutralization of the proton at
an electrode was obtained using first-order perturbation theory and was
expressed in nonquadratic form as

where L is the matrix element of the perturbation operator between the
initial and final electronic states; this perturbation causes the electron
transfer from the metal electrode to the activated proton at the interface.
This equation can explain the experimentally observed Tafel linearity over
a wide range of overpotentials.

In Eq. (44) is the interaction energy of the solvent with the proton;
is defined as the free energy of reaction; and is a symmetry

factor A is a constant, expressed as

where is the concentration of the proton at the interface, is the Faraday
constant, and is the electronic density of the states of the metal electrode
at the Fermi level.

In Eq. (44), is the stretching energy of the proton due to its
vibrational motion and is expressed (for cathodic overpotential,  ) as

and its dependence on the overpotential  is then expressed as
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Figure 16. Tafel plots for the hydrogen evolution reaction for
various values of the field effect parameter p: (*) 0.8, (+) 0.4,
(x) 0. System parameters:

(Reprinted from
Ref. 96.)

where p is a parameter in that takes into account the effect of the field
in the double layer on

It is important to point out that Eq. (44) is a nonquadratic form of the
rate equation and gives rise to linear Tafel plots; the slopes of these plots
depend strongly on the interfacial field parameter p (see Fig. 16). The

Figure 17. Transfer coefficient for various values of

(Reprinted from Ref. 96.)
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transfer coefficient and its temperature dependence are given in Fig. 17
at using the relation

Note that the temperature dependence arises via the term kT and the
temperature-dependent frequencies and Such results are consistent
with the strong temperature dependence of transfer coefficients observed
by Bockris and Wass.97

VIII. SOLVENT DYNAMIC EFFECTS ON ET REACTIONS AT
ELECTRODES

In recent years, the effect of solvent dynamics on the kinetics of electron
transfer reactions in a solution has received considerable theoretical98–114

and experimental115–121 attention. The solvent can influence the ET reac-
tions in a solution mainly in two ways. Statically, it changes the energy of
the reactants and the products. Dynamically it exchanges energy and
momentum with the reactants by responding to their changing distribution
of charge. The static solvent effects are generally taken into account in the
free energy of activation, the term in the exponential part of the rate
equation. The dynamic solvent effects appear in the preexponential nu-
clear frequency factor as well as in the transmission coefficient factor.
Solvent dynamics are generally discussed in terms of collisions and
dielectric friction in the solvent. Many theoretical studies122–127 focused
on understanding how the solvent dynamics can influence the reaction rate
and the rate constant for the ET reactions in a solvent medium. These
treatments are mostly limited to the continuum theory21 approach for the
electron transfer reactions in a homogeneous medium.

However, a very limited number of studies focused on the effect of
solvent dynamics on electron transfer reactions at electrodes.128–130 Smith
and Hynes128 introduced the effect of electronic friction (arising from the
interaction between the excited electron hole pairs in the metal electrode)
and solvent friction (arising from the solvent dynamic [relaxation] effect)
in the electron transfer rate at metallic electrodes. The consideration of
electron-hole pair excitation in the metal without illumination by light
seems unrealistic.
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The role of solvent dynamics in the electron transfer reaction at a Pt
electrode was discussed130 utilizing the theory of Zusman.122,123 In this
work,130 the solvent-dependent rate constant for the electron transfer
reaction at an electrode was given as

where is the distance between the electrode and the reaction plane, OHP
(outer Helmholtz plane), is the nuclear frequency factor, is the mass
of electron, is the free energy of activation, is the work function
of the electrode expressed in electron volts, and is the optical dielectric
constant of the solvent. In Eq. (49), the solvent dependence of the inter-
facial barrier arises via the solvent-dependent optical dielectric constant

of the solvent.
The solvent-dependent frequency factor is generally expressed as129

where is the longitudinal relaxation time that can be extracted from the
Debye relaxation time using the expression,

where is the high-frequency dielectric constant of the solvent.
An inverse correlation occurs between the experimental value

and the theoretical values of the standard rate constant when the latter
is computed from Eq. (1) using the adiabatic value of the transmission
coefficient the solvent-independent frequency factor
(see solid circles in Fig. 18), and the solvent dependence is taken into
account only via continuum (het) values obtained from Eq. (3).

An improved and direct correlation between the experimental rate
constant and [obtained using Eq. (49)] is observed if

is used instead of the solvent-dependent tunneling
factor is utilized, and only (het) of Eq. (8) is used in Eq. (49) (see
triangles in Fig. 18). Furthermore, the inverse of the longitudinal solvent
relaxation time is not necessarily the relevant one to use as the frequency
factor (see empty circles in Fig. 18). Similar conclusions were reached
by Barbara and Jerzeba131 for the electron transfer reaction in homogene-
ous solutions. Barbara and Jerzeba131 measured the electron transfer time
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(inverse rate constant) in various polar aprotic solvents. These data
showed a better correlation with the microscopic solvent relaxation time

rather than the longitudinal relaxation time  It was noted131

that the lack of correlation between the electron transfer time  and
reflects the limitation of the dielectric continuum model in describing the
transient solvation accurately because it ignores the molecular interactions
and structure of the inner solvation shell.
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Molecular Dynamic Simulations in Interfacial
Electrochemistry
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I. INTRODUCTION

During the past few decades, significant changes have been taking place
in the area of electrochemistry. The traditional kinetic approach for
elucidating electrochemical phenomena by following voltage and current
changes as a result of reactions or ionic transport1 is being complemented
by spectroscopic and other structural techniques2 borrowed from the area
of surface science. The spectroscopic and structural techniques emphasize
that modern electrochemistry is a molecular and interfacial science and
that a true understanding of electrochemical phenomena must include an
understanding of the structure and dynamics of the electrochemical system
at the molecular level.

Although the availability of surface-sensitive experimental probes is
relatively new, numerous attempts to use a molecular-level description of
the electrode/electrolyte interface structure have been reported. In recent
years, these efforts have been accelerating due to the availability of
powerful computers, advances in the statistical mechanics of inhomogene-
ous liquids, and new experimental data.

This review examines the new understanding that molecular dynam-
ics computer simulations have provided regarding the structure and dy-
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namics of several electrochemical systems. Because many excellent re-
views of the experimental1,3–5 and the theoretical6–8 (nonsimulation)
aspects are available, this paper is limited to molecular dynamics methods
and results.

Most of the new molecular-level results concern the structure and
dynamics of water at interfaces. We begin this review with a brief summary
of this area. Several recent review articles and books can be consulted for
additional information.9–12 We then examine in some detail the new insight
gained from molecular dynamic simulations of the structure of the electric
double layer and the general behavior of ions at the water/metal interface.
We conclude by examining recent developments in the modeling of
electron transfer reactions.

Electrochemical processes at the interface between two immiscible
liquids are less understood and present a challenge to both experiment and
theory. We conclude this review with a short summary of recent develop-
ments in the microscopic modeling of this system.

II. THE WATER/METAL INTERFACE

1. Preliminary Notes
Despite the fact that the structure of the interface between a metal and an
electrolyte solution has been the subject of numerous experimental and
theoretical studies since the early days of physical chemistry,4 our under-
standing of this important system is still incomplete. One problem has
been the unavailability (until recently) of experimental data that can
provide direct structural information at the interface. For example, despite
the fact that much is known about the structure of the ion’s solvation shell
from experimental and theoretical studies in bulk electrolyte solutions,13–15

information about the structure of the adsorbed ion solvation shell has
been mainly inferred from the measured capacity of the interface. The
interface between a metal and an electrolyte solution is also very complex.
One needs to consider simultaneously the electronic structure of the metal
and the molecular structure of the water and the solvated ions in the
inhomogeneous surface region. The availability of more direct experimen-
tal information through methods that are sensitive to the microscopic
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structure2,4 as well as molecular dynamics computer simulations are
beginning to provide a more complete picture of this important system.

Because of the complicated way that metal atoms, metal electrons,
water molecules, and ions can interact with each other, it is natural to
consider simplified situations where only some aspects of the system are
treated in detail. For example, significant progress has been made in recent
years by considering the distribution of finite-sized ions near a metal
surface while the solvent is treated as a continuum dielectric.6,16 In
contrast, we begin our review by considering the way a metal surface
modifies the properties of bulk water, and we then consider the problem
of ionic hydration. The goal of the studies we describe has been to provide
a complete molecular description of the polarized solution/metal interface.
Because of the complexity of such a system, only limited aspects of it have
been treated using theoretical statistical mechanics methods, and we only
briefly mention these. Most of the progress on developing a complete
microscopic description has been made using the molecular dynamics
method. The necessary ingredient for using molecular dynamics or statis-
tical mechanics methods is the potential energy functions for the interac-
tions between the solvent and the metal, and we begin with these. For a
general review of the molecular dynamics method, the reader is referred
to the excellent book by Alien and Tildesley,17 and for general concepts
in the statistical mechanics treatment of inhomogeneous systems, the
reader can consult a number of books.18–20

2. Potential Energy Functions

The study of liquids near solid surfaces using microscopic (atomistic-
based) descriptions of liquid molecules is relatively new. Given a potential
energy function for the interaction between liquid molecules and between
the liquid molecules and the solid surface, the integral equation for the
liquid density profile and the liquid molecules’ orientation can be solved
approximately, or the molecular dynamics method can be used to calculate
these and many other structural and dynamic properties. In applying these
methods to water near a metal surface, care must be taken to include
additional features that are unique to this system (see later discussion).
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(i) Water Models
A large number of papers have been written on the potential energy

function for describing bulk water, and the reader is referred to excellent
recent reviews of this extensively studied topic.11,12 Here we list only the
main features of the models used in the simulation of water near solid
surfaces. In these models, each water molecule is represented by a “soft
sphere” in which several point charges (corresponding to the oxygen,
hydrogens, and in some cases the oxygen’s lone pair) are embedded. In
some models, the magnitude and the relative intramolecular location of
the point charges are constant, and thus the total potential energy function
of the system of N water molecules is given by

where r is the distance between water molecules i and j, and the second
sum is over all point charges in these two water molecules, so that is
the distance between two point charges in two different water molecules.
For example, in the simple point charge (SPC) model of water, one charge
is fixed at the location of the oxygen  and two charges at the
location of the two hydrogens  The OH bond distance is taken
to be 0.1 nm, and the HOH angle is 109.47°. The first term in Eq. (1)
represents the dispersion attraction between water molecules and the hard
core repulsion modeled using the Lennard-Jones potential. For the SPC
model, and The second term in Eq. (1)
represents the dipolar (and higher order) Coulomb interactions between
water molecules, which account for most of its internal energy. Despite
the simplicity of this model, many structural and dynamic properties
calculated using it are in reasonable agreement with experimental re-
sults.21

This simple model can be improved in two ways. First, the rigid bond
constraints may be replaced by an intramolecular potential energy func-
tion to account for the vibrational motion of the water molecule. This can
be simply done by including harmonic bond stretching and angle bending
in the Hamiltonian,22 or by using a more accurate intramolecular potential
energy function selected to fit the water gas-phase infrared (IR) spec-
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trum.23 A second and more significant way of improving the simple model
is by properly treating the electronic polarizability of the water molecule.
This electronic polarizability is accounted for in the simple model in an
average way: The fixed charges used in the nonpolarizable model are
chosen to reproduce the effective bulk water dipole moment (2.27 D),
which is much larger than that of the gas-phase (single) water molecule
(1.86 D). However, this does not take into account fluctuations in the
individual dipoles (which could be significant as far as fast dynamic
processes are concerned), and the fact that the water effective dipole
moment is reduced at an interface. Several methods have been developed
to take into account the many-body aspect of water electronic polarizabil-
ity,24–26 but only very few applications to water at interfaces have been
reported.27–29 For more details about these, the reader is referred to the
above references.

(ii) The Water–Metal Interaction Potential
In early studies of the properties of water near solid surfaces, the

water–wall interactions were modeled by a simple single-distance de-
pendent potential energy function.30–32 For example, a 3-9 Lennard-Jones
potential of the form

can be used to model the interaction of water with a flat structureless wall.
Equation (2) is the result of an approximate summation of the Lennard-
Jones 6-12 interactions between a single atom and a semi-infinite lattice
of atoms.33,34 A slightly better representation is obtained when the sum-
mation over the lateral directions (x, y) is replaced by an integral, but the
summation in the normal direction z is kept discrete.33 This results in a
Lennard-Jones 10-4 potential for the interaction between the water mole-
cule and each layer. Potentials of this form have been used by a number
of workers to study the interaction of water with solid surfaces, including
metal surfaces.30–32,35,36

Although Eq. (2) gives a reasonable representation of the packing of
the water molecules on a solid surface, it neglects to take into account the
following features that are important in modeling water near a metal
surface:
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(a) Surface corrugation

Even a molecularly smooth single-crystal face represents a potential
energy surface that depends on the lateral position (x, y) of the water
molecule in addition to the dependence on the normal distance z. One
simple way to introduce this surface corrugation is by adding the lattice
periodicity. An example of this approach is given by Berkowitz and
co-workers for the interaction between water and the 100 and 111 faces
of the Pt crystal.37,38 In this case, the full (x, y, z) dependent potential was
determined by a fit to the full atomistic model of Heinzinger and co-workers
(see later discussion).

The most straightforward way to take into account surface corruga-
tion effects is to represent the electrode by a finite number of layers
constructed from the positions of the individual lattice atoms in the unit
cell. Periodic boundary conditions in all three directions, or a nonperiodic
arrangement of atoms to simulate specific structures [such as a scanning
tunneling microscope (STM) tip] could be used. The lattice atoms may be
held rigid in their equilibrium positions. Alternatively, one may use
nearest-neighbor harmonic forces between the crystal atoms. In this case,
the force constant is selected to approximately reproduce the phonon
spectra of the crystal. This type of potential allows for an energy flow
between the liquid molecules and the lattice vibrations.

The specific details of the potential energy function for the interaction
between a water molecule and a lattice atom depend on the nature of the
metal atom. The potential energy function can be determined from quan-
tum mechanical calculations or from available experimental data on the
adsorption energy of water. As an example, we consider the water/Pt
potential proposed by Spohr and Heinzinger,39,40 which has been exten-
sively used in the studies reported in this review. This potential is loosely
based on the extended Hückel molecular orbital calculations of a single
water molecule with a five-atom Pt cluster carried out by Holloway and
Bennemann.41 These calculations show that a water molecule is adsorbed
on top of a Pt atom with the hydrogens pointing directly away from the
surface, a geometry that is consistent with the lowering of the metal’s work
function upon the adsorption of water.42 The mathematical form of the
potential suggested by Spohr is given by a sum of oxygen-Pt and hydrogen-Pt
pair potentials
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where:

Figure 1 shows a plot of the total interaction potential between a single
water molecule and the 100 face of a platinum slab made of 3 × 6 × 6 unit
cells (each containing four Pt atoms). In Fig. 1a, we show a contour plot
for the binding energy of a water molecule as a function of the oxygen
location (x, y) for the case where the water dipole points away from the
surface. The deepest minimum corresponds to the oxygen adsorbing on
top of a Pt atom. In Fig. 1b, we show cuts in the potential energy surface
for a water molecule approaching an on-top site, with the dipole pointing
in four different directions. Figure 1 clearly demonstrates that the potential
energy function given by Eq. (3) guarantees that a single water molecule
will be adsorbed on the metal surface with the dipole pointing away from
the surface and with the oxygen on top of a Pt atom. This orientational
preference does not mean that water dipoles will be pointing away from
the surface when the surface coverage is a monolayer or more, because of
the strong interactions among water molecules and their tendency to
maximize hydrogen bonding, as will be discussed later.

A very useful development of water/metal potential energy functions,
which takes into account the anisotropic nature of the water/metal inter-
actions, has been recently presented by Zho and Philpott.43 They used a
fit to the ab initio binding energy of water on several metal surfaces and
applied some simplifying assumptions to develop potentials for the inter-
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actions of water with the 100,110, and 111 surfaces of Pt, Ni, Cu, and Al.
The potentials are designed to give the correct orientational preference of
a single water molecule on the metal surface.

One of the important electrochemical interfaces is that between water
and liquid mercury. The potential energy functions for modeling liquid
metals are, in general, more complex than those suitable for modeling
solids or simple molecular liquids, because the electronic structure of the
metal plays an important role in the determination of its structure.44–50

However, based on the X-ray structure of liquid mercury, which shows a
similarity with the solid -mercury structure, Heinzinger and co-workers
presented a water/Hg potential51 that is similar in form to the water/Pt
potential described earlier. This potential was based on quantum mechani-
cal calculations of the adsorption of a water molecule on a cluster of
mercury atoms.52

Finally, we mention the approach taken by Siepmann and Sprik,53,54

which is based on two- and three-body site–site interactions designed to
reproduce the correct adsorption of the water molecule. Their model also
includes a many-body electrostatic induction of the metal atoms that
allows for investigation under applied external field conditions.

(b) The metal electronic structure

Although the water/metal potentials obtained from simplified quan-
tum mechanical calculations on a single water molecule and a few metal
atoms are somewhat more reasonable than the simple flat wall-type
potential as far as the adsorption structure and energetics are concerned,
they neglect the fact that there is a quasi-free electronic density in the metal
that could influence the structure and energetics of the pure water and of
the double layer. In particular, measurements of the interfacial capacity as
a function of surface charge and electrolyte concentration point to the
importance of incorporating the metal electronic structure in any model
of the metal/solution interface.55 There is extensive literature on calcula-
tions of the metal electronic structure in the presence of an electrolyte
solution, treated with various degrees of sophistication, but limited to a
fixed solvent configuration.56–62 Although in some of these treatments the
solvent molecules are allowed to respond to the change in the electronic
structure of the metal, no attempt has been made to follow the dynamics
of the system. Here we briefly mention the attempts that have been made
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to combine these approaches with the molecular dynamics description of
the liquid phase.

The crudest way to partially account for the fact that the metal surface
is an equipotential surface and that the bulk metal electrode has an infinite
dielectric constant (ideal conductor) is to have each charged particle on
the solution side interact with an image charge of the same size but
opposite sign located the same distance inside the metal. An example for
this approach was presented by Hautman, Halley, and Rhee.32 The metal
wall in their work is represented by 9-3 Lennard-Jones potentials acting
on the oxygen and the hydrogens of each water molecule. Only the
repulsive part of the hydrogen–wall interaction is included. This results
in the desired preferential adsorption of the water with the oxygen end
near the surface. Each atom in the water molecule interacts with an image
atom of opposite charge. The total electrostatic interactions are calculated
using an Ewald sum (see later discussion), and the effect of an external
field due to a fixed potential difference between the metal and the solution
is also considered. The results of this model are discussed in the following
paragraphs.

Using image charges to take into account the “metallic” nature of the
surface can be troublesome at short distances because the quantum me-
chanical nature of the metal electrons comes into play. A simple model
that gives some insight into the nature of this problem is the jellium
model.8,63 In this model, the metal cations are replaced by a constant
positive charge density that drops to zero at the metal surface, and the
electrons are described by a continuous charge distribution that can
penetrate into the solution side. Although this electronic “spillover” de-
cays exponentially outside the metal surface, it produces a net surface
dipole that can affect the properties of the pure water and of the ionic
distribution in the solution. A very crude way to account for this within
the simple model potentials discussed earlier is to position the image plan
slightly inside the metal surface, so that the image interaction is given by

where z is the distance of the charge from the metal surface,
nm, is the Fermi wave vector, and  is the Fermi energy
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of the metal. The shift in the image plan is on the order of an atomic unit
of distance.

In recent years, dynamic calculations of both the electronic and the
molecular structure of complex molecular systems have started to become
feasible.64–69 These methods are based on the general idea that the elec-
tronic structure of the system is to be calculated “on the fly” as the nuclei
move, while the nuclei respond to the forces determined from the dynami-
cally calculated electronic structure. This assumes that the system moves
on the lowest electronic state, and transitions between states are either
ignored (because they are well separated in energy) or treated semiclassi-
cally.

To date, the only applications of these methods to the solution/metal
interface have been reported by Price and Halley,62 who presented a
simplified treatment of the water/metal interface. Briefly, their model
involves the calculation of the metal’s valence electrons’ wave function,
assuming that the water molecules’ electronic density and the metal core
electrons are fixed. The calculation is based on a one-electron effective
potential, which is determined from the electronic density in the metal and
the atomic distribution of the liquid. After solving the Schrödinger equa-
tion for the wave function and the electronic density for one configuration
of the liquid atoms, the force on each atom is calculated and the new
positions are determined using standard molecular dynamics techniques.
For more details about the specific implementation of these general ideas,
the reader is referred to the original article.62

(iii) The Problem of Long-Range Forces
As is clear from this discussion, the potential energy functions used

in the simulation of interfacial electrochemical systems include a Cou-
lomb potential. This potential is a very slowly decreasing function of
distance. Since typical molecular dynamic simulations involve systems
that include up to a few thousand atoms, and thus have a spatial extent of
only a few nanometers, the proper handling of the long-range Coulomb
interactions is very important. Increasing the size of the system is ex-
tremely inefficient. For example, although doubling the size of the system
costs almost four times more in computer time, it increases the largest
distance in the system by only a factor of and thus the
smallest term in the sum of the electrostatic energy is reduced by only
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20%. This explains the very slow convergence of the electrostatic energy
of an ionic crystal. For liquids, because the intermolecular correlation
decays very rapidly, the electrostatic interactions are relatively well
screened and the problem is not so acute, although the complete neglect
of any correction due to the long-range interactions can still lead to
significant error.

The simplest possible approach that gives reasonable results in some
cases is to use the tapered spherical truncation method17 and to correct the
final results by setting the intermolecular correlation function to 1 in the
appropriate statistical mechanical integrals.17 In this method, one uses the
minimum image convention to calculate the interactions between atomic
centers and to continuously switch the energy (or the forces) to zero near
the boundaries. The switching function is taken to be a function of the
distance between the centers of neutral groups (and not individual atomic
centers). This approach seems to give reasonable results for such proper-
ties as the structure of the liquid, the solvation free energy of ions, and the
surface tension.

The problem of directly accounting for the contributions of long-
range forces in molecular simulations has been the subject of intense
activity during the past decade. Two methods that have been used with
some success to account for the contributions of the long-range Coulomb
interactions are the Ewald sum (ES) and reaction field (RF) techniques.17

In the ES method (which was originally developed for ionic crystals70,71),
the Coulomb interactions of a molecule with all of its infinite periodic
images are summed by replacing the slowly convergent series with two
rapidly converging series, one that is evaluated in real space and one in k
space. In the RF method,17,72 the interactions between molecules inside a
spherical cavity (tapered appropriately at the boundaries) are supple-
mented with a contribution from the polarization induced in a dielectric
continuum that surrounds the cavity.

There are problems with using both of these methods in the simulation
of inhomogeneous systems. Because the periodicity of the system is lost
in the direction normal to the interface (unless one uses image charges
with the flat wall model, which effectively results in a 3D periodic
system32), implementation of the ES method is not straightforward for
certain type of systems. Hautman and Klein73 have presented a modified
Ewald sum method for the simulation of systems that are periodic in two
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dimensions, but of finite thickness in the third dimension (such as mono-
layers). They also give references to earlier work in this area. Glosli and
Philpott74 described the implementation of the fast multiple method75 for
simulation of electrochemical systems, which is a more efficient way of
summing the electrostatic potential than the ES method. Despite this
progress, there are more fundamental problems with the ES method. In
particular, this method artificially magnifies the instantaneous dipolar
fluctuations in the simulation box, which may be particularly large at
interfaces, and could result in artificial correlations in the system.76,77 The
RF method is based on the existence of an analytical solution to the
problem of the field acting on a dipole at the center of a cavity, due to the
polarization induced by the total dipole of the cavity in the surrounding
continuum medium. There is no such solution when the medium is
inhomogeneous (although an approximate solution based on an expansion
of the dielectric tensor has been used to estimate surface potentials of water
near its critical temperature78). Thus, although much progress has been
made in the treatment of long-range forces in molecular simulations, the
problem, at least as far as nonhomogeneous systems are concerned, is still
very much open.

3. Structure of Water at Metal Surfaces
The microscopic structure of water at the solution/metal interface has been
the focus of a large body of literature, and excellent reviews have been
published summarizing the extensive knowledge gained from experi-
ments, statistical mechanical theories of varied sophistication, and Monte
Carlo and molecular dynamics computer simulations. To keep this chapter
to a reasonable size, we limit ourselves to a brief summary of the main
results and to a sample of the type of information that can be gained from
computer simulations.

The structure of water at interfaces in general, and at the metal surface
in particular, is determined by a number of factors:

1. The specific interactions between a water molecule and the metal
atoms. The pair interaction is further modified by the metal
surface lattice structure and by defects and the electrons in the metal, as
discussed earlier.
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2. The tendency of water molecules to orient in such a way as to
maximize hydrogen bonding with other water molecules at the interface
and in the vicinity of the interface.

3. Any external forces due to adsorbed molecules and charges on
the metal surface.

The interaction among these factors gives rise to a unique interface
structure and dynamics, which we now summarize.

(i) Density Profile
When a liquid is brought into contact with a solid surface, the

relatively immobile surface atoms give rise to a dampened oscillation in
the density of the liquid, which dies out after 3–5 molecular diameters
when the liquid has reached its constant bulk density. This is similar to the
oscillations in the pair correlation function of a bulk liquid, except that at
the liquid/solid interface the oscillations are generally more pronounced
and have a longer decay length. This is a universal feature that reflects the
packing of the finite-sized molecules and has been demonstrated for a
large number of systems using various types of statistical mechanical
theories and simulations.9,20,33 Interestingly, there is only indirect experi-
mental evidence for these density oscillations, which comes from the
measurements of forces between macroscopic surfaces in liquids34,79,80

and other methods.5,81

The results for water are mainly available from computer simulations,
although some results of integral equation theories have been reported in
recent years.20,82,83 Despite the varied nature of the intermolecular poten-
tial energy functions used, most of these studies give a qualitatively similar
picture. As an example, we consider in some detail the results obtained for
the potential energy function given above (for the interface between water
and Pt).

Figure 2a shows the density of water between two parallel Pt surfaces
(the 100 crystal face) at T = 300 K. The distance between the two surfaces
is chosen so that the density of water in the middle region (which we
consider as bulk water) is near One can clearly see three peaks
near each surface, which represent approximately three disordered layers
of water molecules. The data in Fig. 2a are based on an approximately
500-ps molecular dynamics trajectory with the Heinzinger–Spohr poten-



Molecular Dynamic Simulations in Interfacial Electrochemistry 129

tial energy surface and the flexible version of the SPC model of water. The
peaks of the density profile are somewhat more enhanced than the results
of the 16 ps molecular dynamics trajectory obtained by Heinzinger and
Spohr,40,84 but are quite close in their general features. They are also close
to the results obtained by Raghavan et al.37 for water near the 111 surface
of Pt. On the other hand, a significantly less defined structure in the density
profile has been reported for water weakly interacting with a flat
wall,31,32,36 although the existence of two water layers is quite evident even
in these cases.



130 Ilan Benjamin

These results reflect the point made earlier that the structure of water
is determined by the competition between the water–metal and water–
water interactions. When the former are weak with no underlying lattice
structure, the water structure near the metal is similar to the bulk structure.
When the water–metal interactions are stronger, the water is much more
structured. This was clearly demonstrated by Lee et al.,31 who observed
much more pronounced density oscillations when the water hydrogen-
bonding interactions were turned off.

The underlying metal lattice structure also has a significant effect on
the water structure. As pointed out by Spohr,40 although the Pt-Pt nearest-
neighbor distance is which is very close to the O–O
distance in ice, the cubic symmetry of the100 surface is incompatible with
the hexagonal symmetry of the ice lattice. As a result, the water molecules
cannot form a uniform monolayer and occupy all adsorption sites. On the
other hand, Berkowitz and co-workers showed that the hexagonal Pt (111)
surface is able to support a more complete layer of adsorbed water
molecules,37 and one can identify patches of an icelike structure in the first
layer. This “freezing” is further enhanced by an external electric field, as
will be discussed later.

The results for the density profile of water near other metals are also
similar to the one discussed above. However, the density profile of water
near liquid mercury85 is significantly less pronounced than that of water
near the Pt surface or the solid mercury surface,51 reflecting the fluidity
of the metal, which smears out the profile. The oscillatory density profile
of the mercury atoms is consistent with many theoretical9,46,48,50,86,87 and
experimental81,88 studies of liquid metals and their surfaces.

(ii) Orientational Structure and Surface Potential
The orientation of water molecules at the interface is an important

ingredient in understanding the properties of the surface region. A large
body of data is available on the structure of water at metal surfaces
measured under ultrahigh vacuum (UHV) conditions,42 but it is expected
that the orientation of water molecules under the conditions that exist at
the electrode/electrolyte interface is very different. As mentioned earlier,
the fact that the minimum energy required to eject an electron from the
surface (the work function) is lower when the metal is in contact with water
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suggests that, among other effects, there is a net dipole density pointing
away from the surface, which indicates orientational ordering.

In addition to the indirect experimental evidence coming from work
function measurements, information about water orientation at metal
surfaces is beginning to emerge from recent applications of a number of
in situ vibrational spectroscopic techniques. Infrared reflection-absorption
spectroscopy,89 surface-enhanced Raman scattering,2,90 and second har-
monic generation91 have been used to investigate the structure of water at
different metal surfaces, but the pictures emerging from all these studies
are not always consistent, partially because of surface modification and
chemical adsorption, which complicate the analysis.

Computer simulations or statistical mechanical theories that are based
on isotropic water/metal potential energy surfaces give rise to water
dipoles that are oriented parallel to the interface, and thus will not predict
the correct potential drop at the interface. The potential energy surface
given by Eq. (3) strongly favors the adsorption of water with the dipole
perpendicular to the surface, which leads to the correct orientation. This
can be seen from Fig. 2a, which shows that the hydrogen density profile
does not coincide with the oxygen profile, or more directly in Fig. 2b,
which shows the dipole density P(z). This water dipole density is obtained
by partitioning the volume occupied by the water molecules into slabs
parallel to the metal surface, by summing up the total component of the
electric dipole moment normal to the interface in each slab, and then
dividing by the volume of the slab. The result is shown by the solid line
in Fig. 2b. The main peak near the surface represents the net positive
contribution in the direction of the center of the water lamella. This dipole
density results in a net surface potential of about 1.7 V calculated using

where is the vacuum permittivity and is
the position of the (left) metal surface. Equation (5) does not include the
contribution of higher moments, which can lead to a significant error.92 A
more accurate formula based on the atomic charge distribution is obtained
by direct integration of the one-dimensional Poisson equation
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The charge density  and the corresponding potential profile are shown
in Fig. 2c. The potential drop is 0.75 V, which is still somewhat larger than
the value believed to exist in reality. This may be due to several factors,
including the neglect of the electronic density outside the metal surface
discussed earlier, and the neglect of the contribution due to long-range
electrostatic forces. It is also worth mentioning that because of the pair-
wise approximation to the water intermolecular potential, the water dipole
moment near the metal surface is probably smaller than the one used in
the molecular dynamic simulations. All of these approximations could be
the reason for the large value of the potential change. Nagy et al.93 and
Glosli and Philpott94 have recently reported calculations of interfacial
electric fields in a system that includes ions and charge on the metal. This
work is reviewed in the following paragraphs.

(iii) Pair Correlation
Much more detailed information about the microscopic structure of

water at interfaces is provided by the pair correlation function
which gives the joint probability of finding an atom of type at a position

and an atom of type at a position relative to the probability one
would expect from a uniform (ideal gas) distribution. In a bulk homoge-
neous liquid, is a function of the radial distance only, but
at the interface one must also specify the location of the two atoms
relative to the surface. We expect the water pair correlation function to
give us information about the water structure near the metal, as influenced
both by the interaction potential and the surface corrugation, and to reduce
to the bulk correlation function when both and  are far enough from
the surface.

The interfacial pair correlation functions are difficult to compute
using statistical mechanical theories, and what is usually done is to assume
that they are equal to the bulk correlation function times the singlet
densities9,18,20,33 (the Kirkwood superposition approximation). This can
be then used to determine the singlet densities (the density and the
orientational profile). Molecular dynamics computer simulations can in
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principle be easily used to compute the full dependence of the pair
correlation function on and In practice, however, only a few
calculations have been reported, and only for some types of averaged (over

and/or or the orientation of the vector) interfacial pair
correlation.

Spohr provides a detailed discussion of the water pair correlation
function at the water/Pt(100) interface.40 His results are shown in Fig. 3
for the oxygen–oxygen, oxygen–hydrogen and hydrogen–hydrogen pair
correlations when one of the reference atoms is in either the first or the
second layer, but otherwise a complete averaging over the locations and
orientations of the other atom has been performed. The pair correlations
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of adsorbed water molecules show that the first solvation peak is enhanced
but its location is unchanged relative to bulk water. Thus, despite the strong
interaction with the crystal lattice, the surface is able to support a water
structure that is similar to the one in the bulk. On the other hand, beyond
the first peak, the new peaks (which are absent in bulk water) result from
the periodicity of the Pt lattice. The pair correlations of the second
adsorbed layer are already very close to the structure of bulk water.

(iv) Hydrogen Bonding
An examination of the number of hydrogen bonds per water molecule

in different locations in the system provides additional insight into the
interfacial structure of water. This issue has been extensively discussed in
the past using lattice models, and the reader is referred to a recent review
by Guidelli and Aloisi95 and to Chapter 2 of the text by Bockris and Khan4

for details. Molecular dynamics results are available for the water/Pt( 100)
interface,40 for the water/Pt(111) interface,37 and for the water/mercury
interface.51 To study this issue, some definition of hydrogen bonding is
necessary, but unfortunately, different workers have used different defini-
tions, which has sometimes led to different conclusions. In addition, some
of the calculations were run for only a few picoseconds, which is particu-
larly short given that the lifetime of a hydrogen bond may be on the same
order of magnitude. Nevertheless, one can make some general statements
about the hydrogen-bonding characteristics of interfacial water molecules
compared with those in bulk water.

A widely used definition of hydrogen bonding considers two water
molecules to be hydrogen bonded if their interaction energy is more
negative than –10 kJ/mol. This seems to be equivalent to a geometric
definition in which two water molecules are considered hydrogen bonded
if the nonbonded OH distance is less than 0.235 nm (this is the location
of the first minimum in the O–H radial distribution function of bulk water).
Based on this definition, we show in Table 1 the number of hydrogen bonds
per water molecule for water in different locations. The results for the
water/Pt( 100) interface are obtained from a 500-ps trajectory at T = 300 K.

One notes that there is little change in the hydrogen bonding ability
of interfacial water molecules compared with the bulk. This seems to be
a general result for the systems mentioned earlier. However, it is in stark
contrast to the situation at the other water interfaces, where the number of
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hydrogen bonds decreases to about 2.4–2.6 for the water liquid/vapor and
the water/oil interfaces.10,96 Further insight into this phenomenon can be
obtained when one normalizes the number of hydrogen bonds per water
molecule by the number of water molecules in the first coordination shell
(defined by the location of the first minimum in the O–O radial distribu-
tion function, which is 0.32 nm). This is also shown in Table 1. We note
that whereas at any time in bulk water 82% of the hydrogen bonds exist,
at the interface this rises to around 90%, reflecting a tighter, less fluid
structure.

4. Dynamics

Much less attention has been paid to the dynamic properties of water at
the solution/metal interface (or other interfaces). Typical dynamic prop-
erties that are of interest include the diffusion constant of water molecules
and several types of time correlation functions. In general, the time
correlation function for a dynamic variable of interest A(t) is defined as

where the angular brackets denote an ensemble average as well as an
average over all time origins, An equivalent representation of these
data is given by the Fourier transform of the time correlation function,
which is just the power spectrum of the dynamic variable A(t). An



important example of this correlation function is when the dynamic
variable is the orientation of the molecular dipole (the corresponding
power spectrum is proportional to the vibrational spectrum of the mole-
cule). The diffusion constant is given by the zero frequency component of
the velocity power spectrum,97

although it is sometimes more efficient to determine it from the equivalent
result97

which states that the ensemble average of the square distance traveled by
each molecule is given by 6Dt at long times.

(i) Translational Diffusion
The diffusion constant of water molecules at the water/Pt(100) and

water/Pt(l 11) interface at different locations is given in Table 2, which is
taken from the article by Raghavan et al.38 In this table, the diffusion
constants in the direction perpendicular and parallel to the Pt surface are

136                                                                                                Ilan Benjamin
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shown. In general, the diffusion constant is significantly reduced com-
pared with the value in bulk water, and it is quite anisotropic in the second
and third layers from the surface. The diffusion in the direction normal to
the surface is slower than the direction parallel to the surface. The diffusion
constant in the first layer is very small, suggesting that the first layer is
highly immobile. This is explained by the observation that the diffusion
in the first layer proceeds by the hopping of water molecules to available
adsorption sites, a process which is slow if most of the sites are occupied.38

Spohr98 and Heinzinger99 obtained similar results.

(ii) Rotational Dynamics
Another important dynamic property to consider is the water mole-

cule’s reorientation. Given a vector u that is fixed in the molecular frame
of reference, one is interested in the time-dependent quantities

where is the lth-order Legendre polynomial. As before, the ensemble
average is over all molecules in a given region of space and over all time
origins Because molecules can get out of a given region during a
sufficiently long period of time, the average over the time origin is limited
to times that are shorter than the residence time of the molecule under
observation in the specified region.

Rose and Benjamin100 studied the water dipole and the water H–H
vector reorientation dynamics at the water/Pt(100) interface and the results
are reproduced in Fig. 4. As in the case of the translational diffusion, the
effect of the surface is to significantly slow down the adsorbed water layer.
We note that the effect is very short range, and that the rotational motion
of water molecules in the second layer is already very close to the one in
bulk water.

Spohr found a significant reduction in the dipole reorientation time
for a different model of water (but using the same water/Pt potential).98 In
that paper, the reorientation dynamics are characterized by the spectral
densities for rotation around the three principal axes of the water molecule.
These calculations demonstrated the hindered rotation of water molecules
in the plane parallel to the surface. In addition, a reduction in the frequency
of rotation about the molecular dipole for water molecules in the adsorbed
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layer is consistent with a reduced number of hydrogen bonds between
water molecules in the adsorbed and second layers.

5. Effect of External Electric Field
An important aspect of the study of water under electrochemical condi-
tions is that one is able to continuously modify the charge on the metal
surface and thus apply a well-defined external electric field, which can
have a dramatic effect on adsorption and on chemical reactions. Here we
briefly discuss the effect of the external electric field on the properties of
water at the solution/metal interface obtained from molecular dynamics
computer simulations. A general discussion of the theoretical and experi-
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mental work on water under external perturbations has been recently
presented by Zhu, Singh, and Robinson.11

The effect of a homogeneous constant external electric field of
magnitude directed normal to the interface can be incorporated into the
molecular dynamic simulations by adding a constant force  on every
charge in the direction normal to the interface being a unit vector
along this direction). This is equivalent to having a charge density of

on the left wall, and an opposite
value on the right wall. The electrostatic potential energy of the system is
modified by an amount where is the position normal to the
interface of atom i. The potential drop across the interface is now given
by Eq. (5), modified to include the term Hautman et al.32 give a
detailed justification of this approach and its implementation when the
long-range electrostatic interactions are also included. A different ap-
proach for including the effect of an external electric field by incorporating
electrostatic induction for the individual metal atoms (using the extended
Lagrangian method) has been presented by Siepmann and Sprik.53,54 Their
method is especially suited for studying the effect of a nonhomogeneous
field like the one near the tip of a scanning tunneling microscope.

Lee, Rasaiah, and Hubbard101 presented one of the first molecular
dynamic studies of the effect of an external field on the properties of a
dipolar fluid between charged walls. They simulated a film of 206 Stock-
mayer fluid molecules (a Lennard-Jones core in which a point dipole is
imbedded) between two flat walls under the influence of external electric
fields of intensities ranging from 0 to 4 V/nm. We summarize their results
here because they can be used as a reference point for the more compli-
cated case of water.

Without the external field, the Stockmayer fluid near the wall exhibits
symmetric density oscillations that die out as they reach the middle of the
film. Near the surface, the fluid dipoles are oriented parallel to the walls.
Upon turning on the electric field, the density profile of the Stockmayer
fluid exhibits pronounced oscillations throughout the film. The amplitude
of these oscillations increases with increasing field strength until a satu-
ration point is reached at which all the fluid dipoles are oriented parallel
to the field (perpendicular to the walls). The density profile remains
symmetric. The dipole–dipole correlation function and its
transverse and longitudinal com-
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ponents show that the fluid dipoles move slower in the direction parallel
to the walls than in the direction perpendicular to the walls.

The calculations of the structure of water between charged flat
walls32,35 show that the density profile becomes asymmetric and that there
is enhanced structuring. This enhanced structuring is intimately con-
nected with the possibility of a continuous phase transition in quasi
two-dimensional systems, a subject of recent intense interest.35,102,103

Most of the molecular dynamics computer simulations on the effects of
an external field have been carried out in an attempt to clarify the
field-induced restructuring of water molecules at the metal surface, for
which recent experimental data have become available.2,3,104,105

In the following paragraphs we present results on the restructuring of
water at the water/Pt interface under the effect of different external fields
using the potentials developed by Heinzinger and Spohr and the flexible
SPC model of water. The results are very similar to those published by
Nagy, Heinzinger, and Spohr93,106; Rose and Benjamin107; and Berkowitz
and co-workers.108,109

Figure 5 shows the density profile of the water oxygens for a system
that includes 512 SPC water molecules between the faces of two Pt(100)
surfaces for four different values of the external electric field. Each system
is simulated for 500 ps. There is a small but noticeable change in the profile
as the electric field intensity increases from 0 to 10 V/nm, followed by a
dramatic change when the field is further increased to 20 V/nm. These are
almost identical to the results reported by Xia et al.108 (their Fig. 6), who
used a rigid model of water. This behavior is suggestive of a phase
transition to a state where all the water in the lamella is transformed to an
ordered form resembling the structure of ice. This phase transition was
investigated by Watanabe, Brodsky, and Reinhardt,35 who showed that as
a function of the external field, the water entropy exhibits a maximum at
the point of the (continuous) phase transition.

More direct information about the structuring of water is available
through an examination of the dipole density profile. Figure 6 demon-
strates how the water dipoles align with the external field. These dipoles
point slightly away from the metal surface when the field is zero and
gradually orient perpendicular to the surface as the field increases. Note
the reversal of the water polarization near the right surface (which is
negatively charged) for fields of intensity of 5 V/nm and higher. Again, a
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dramatic alignment of most water dipoles is achieved when the external
field reaches a value of 20 V/nm. A different representation of similar data
is given by Xia and Berkowitz,109 who showed that the average polariza-
tion of water molecules reaches saturation when the charge on the elec-
trode is between 8.85 and 26.55 which corresponds to
fields between 10 and 30 V/nm. Both Figs. 5 and 6 and the detailedanalysis
by Xia and Berkowitz demonstrate that the adsorbed layer of water splits
into two layers; about half of the water molecules in the first layer move
from the on-top positions to interstitial sites and give rise to a (nonperfect)
ice-I structure.109
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Direct experimental observation of the restructuring of water as a
function of an applied field has been reported by several groups. For
example, Bockris and Habib used Fourier Transform Infra-Red (FTIR)
spectroscopy to show that water molecules “stand up” as the field in-
creases from the potential of zero charge (pzc),110 and very recently, the
same phenomenon has been demonstrated by Ataka et al.,105 who used
surface-enhanced IR spectroscopy to study the orientation of water at the
Au(111)/solution interface. They showed that water dipoles point toward
the surface at potentials below the pzc, are nearly parallel at the pzc, and
point away from the surface to form an icelike structure at potentials above
the pzc.

Nagy et al.93,106 investigated the effect of the external electric field on
the dynamics of water molecules at the water/metal interface. They found
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that the dipole relaxation time for water molecules in the middle of the
lamella or at the interface is scarcely affected by electric fields up to 10
V/nm, although the dipole correlation function decays to a value that is
different from zero and corresponds to the polarization set by the external
field. On the other hand, the external electric field seems to make the water
diffusion motion more mobile in the direction perpendicular to the sur-
face.106

III. IONIC ADSORPTION AND SOLVATION AT THE
WATER/METAL INTERFACE

1. Overview
Understanding the behavior of charged atoms and molecules at the elec-
trode/electrolyte interface is of fundamental importance and is the basis
for elucidating many electrochemical processes. It is not surprising that
this has been one of the most important goals of electrochemistry since at
least the beginning of this century. This topic is generally referred to as
the problem of the structure of the electric double layer, and many aspects
of it are discussed at length in numerous reviews and books.4,7,8,16,20,111–116

These reviews clearly demonstrate the high degree of understanding
achieved about the structure of the electric double layer.

Because of the complexities of the interactions between the solvent
and the solid surface, their electronic structure and the need to consider
the ion–solvent and the ion–surface interactions, the progress made to date
has been based on some simplifying assumptions. In most of the work
done to date, the molecular structure of the solvent has generally been
neglected, and the solvent has been described using a simple continuum
model. Even in the few cases in which the molecular nature of the solvent
has been explicitly taken into account, this has been done in a very
simplified way. We stress that despite the less than adequate description
of the solvent, a significant understanding of the structure of the interface
has been achieved. Our goal in this section is to discuss the new insight
that has been gained into the structure of the electric double layer and more
specifically, into the behavior of ions at the solution/metal interface
through the use of molecular dynamics computer simulations. The main
motivation for the effort to treat all aspects of the problem at the micro-



144 Ilan Benjamin

scopic level is the recent advances in in situ experimental techniques2,5

and in the theoretical understanding of the molecular structure of water at
the metal surface, which we discussed earlier.

In Fig. 7, we show a schematic diagram of the widely accepted
structure of the electrolyte-solution/metal interface. Depicted are a single-
crystal metal surface represented by the hatched circles, water molecules
represented by the dotted circles with an arrow pointing in the direction
of the water dipole, and ions represented by solid circles. As discussed
earlier, the water molecules near the surface are highly immobile and
oriented mostly parallel to the surface. The rest of the water molecules are
more mobile, and their dipolar orientation is not shown. Consider now the
expected behavior of ions in this system. In bulk water, each ion (at least
in a not too concentrated solution) has a structurally well-defined coordi-
nation shell containing between 3 and 12 water molecules, depending on
the charge and the size of the ion.13 In general, the higher the charge and
the size of the ion, the larger the coordination number. The water mole-
cules in the hydration shell are mobile: there is a constant exchange of
molecules between the first shell and the bulk. The lifetime of any given
water molecule in the hydration shell can vary between a few picoseconds
for singly charged large ions to many nanoseconds for highly charged
ions.117 In a more concentrated solution, interionic correlations develop,
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and each hydrated ion is surrounded by an “atmosphere” of hydrated ions
of the opposite charge.

The ion–water interactions are very strong Coulomb forces. As the
hydrated ion approaches the solution/metal interface, the ion could be
adsorbed on the metal surface. This adsorption may be accompanied by a
partial loss of coordination shell water molecules, or the ion could keep
its coordination shell upon adsorption. The behavior will be determined
by the competition between the ion–water interactions and the ion–metal
interactions. In some cases, a partial charge transfer between the ion and
the metal results in a strong bond, and we term this process chemisorption,
in contrast to physisorption, which is much weaker and does not result in
substantial modification of the ion’s electronic structure. In some cases,
one of the coordination shell molecules may be an adsorbed water mole-
cule. In this case, the ion does not lose part of the coordination shell, but
some reorganization of the coordination shell molecules may occur in
order to satisfy the constraint imposed by the metal surface, especially
when it is charged.

The main goal of the molecular dynamics computer simulation of
ionic solvation and adsorption on a metal surface has been to test the above
model and to provide more quantitative information about the different
factors that influence the structure of hydrated ions at the interface.
Unfortunately, most of the experimental information about these issues
has been obtained from indirect measurements such as capacity and
current-potential plots,1,8 although in recent years in situ experimental
techniques have begun to provide an accurate test of the above model. For
a recent review of experimental techniques and the theory of ionic adsorp-
tion at the water/metal interface, see the excellent paper by Philpott.118

2. Potential Energy Functions
In order to study the behavior of ions at the water/metal interface using
the molecular dynamics method, the potential energy functions for the
interaction between the ions and the water and between the ions and the
metal surface must be specified.

A considerable amount of work has been done on the development
of water–ion potential energy functions.117,119 Most of these functions are
of the standard Lennard-Jones plus Coulomb form, with parameters
selected to give the experimental free energy or enthalpy of solvation.120
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Although the potential energy functions can be made to reproduce ther-
modynamic solvation data quite well, they are not without problems. In
some cases, the structure of the ion solvation shell, and in particular the
coordination number, deviates from experimental data. The marked sen-
sitivity of calculated thermodynamic data for ion pairs on the potential
parameters is also a problem.121–123 Attempts to alleviate these problems
by introducing polarizable ion-water potentials (which take into account
the induced dipole on the water caused by the ion strong electric field)
have been made,26 and this is still an active area of research.

Much less work has been done on developing ion–metal potential
energy functions. One simple approach is to use the Lennard-Jones
pairwise additive interactions between the ion and each metal surface (or
between the ion and the flat wall36,124). The metallic nature of the surface
can be introduced by using image interactions.100 Although this approach
seems quite reasonable for a study of the nonspecific adsorption of ions,
it will fail for cases where the ions are specifically adsorbed. An excellent
account of specific vs. nonspecific adsorption and its experimental mani-
festation is given in Chapter 2 of the text by Bockris and Khan,4 but put
simply, specific adsorption involves short-range and strong chemical
forces that result when the ion electronic orbitals begin to overlap with
those of the metal atoms. In this case, a more accurate approach is to use
ab initio quantum mechanical methods. This has been recently done by
Seitz-Beywl et al.125 for the interaction between a Pt surface and and

ions, and by Tóth, Spohr, and Heinzinger126 for the interaction between
alkali and halide ions with the mercury surface. These calculations involve
an SCF solution of the Schrödinger equation for a cluster of a few metal
atoms and the ion that are fitted to ion–metal pair potentials. Clearly, much
more work is needed in this area.

3. Single Ion Adsorption at the Water/Metal Interface
Although our knowledge of the structure of the electric double layer is
based on experimental data collected at finite electrolyte concentrations,
understanding the structure of the electric double layer at the microscopic
level must begin with knowledge of the structure of a single solvated ion
at the interface. This information has been obtained in recent years from
molecular dynamics computer simulations.
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The molecular dynamics studies of single-ion hydration at the
metal/solution interface are able to provide several key properties that are
impossible or very difficult to obtain by any other means. These include
the molecular structure of the coordination shell, the hydrated ion adsorp-
tion sites, the potential of mean force (free energy) for the ion adsorption,
and a number of dynamic properties.

(i) Coordination Shell Structure
The structure of the adsorbed ion coordination shell is determined by

the competition between the water–ion and the metal–ion interactions,
and by the constraints imposed on the water by the metal surface. This
structure can be characterized by water–ion radial distribution functions
and water–ion orientational probability distribution functions. Much is
known about this structure from X-ray and neutron scattering measure-
ments performed in bulk solutions, and these are generally in agreement
with computer simulations.l5 The goal of molecular dynamics simulations
of ions at the metal/water interface has been to examine to what degree
the structure of the ion solvation shell is modified at the interface.

A detailed study of the ionic coordination shell structure at the
water/metal interface was performed by Rose and Benjamin,100 who
considered single and ions at the water/Pt(100) interface, using
the water-Pt potentials developed by Spohr and Heinzinger39,40,98 and an
ion–metal image interaction. They found that although the structure of
water at the interface is significantly different from the structure in the
bulk, the structure of the hydration complex is relatively unperturbed, even
for moderate external electric fields.107 Some data are reproduced in Fig.
8. It can be clearly seen that the location and height of the first peak of the
O–Cl and O–Na radial distribution function in the bulk and at the interface
is almost the same. The slight enhancement at the interface reflects a
tighter structure due to the steric constraints imposed by the solid surface.
The main change in the interface radial distribution function is in the
appearance of additional peaks at locations consistent with the periodic
structure imposed by the metal surface on the position of the water
oxygens. The bottom two panels in Fig. 8 show the probability distribution
function for the angle between the water dipole and the oxygen–ion vector
for water molecules in the first coordination shell. Again, the structure is
essentially the same.
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This behavior suggests that the and ions keep their solvation
shells intact upon adsorption, with only small changes due to the restric-
tion put on the water structure by the metal lattice. For example, when an
external electric field is applied, stronger ion–metal interactions are able
to strip a small part of the coordination shell, but only for large fields.107

The electric field is also found to decrease the residence time of water
molecules in the ion’s coordination shell.

In the study by Rose and Benjamin, the ion–metal interactions were
selected to give a weak physisorption. Seitz-Beywl et al.127 and Perera and
Berkowitz128 selected much stronger and metal interactions (lowest
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minimum of –265 kJ/mol and –319 kJ/mol, respectively). As a result, the
equilibrium position of the hydrated ion near the metal is such that the ion
seems to be in direct contact with the metal, which is what one expects for

but is contrary to common belief for (see later discussion). Never-
theless, the structure of the coordination shell seems to be only mildly
affected by the adsorption. Tóth and Heinzinger129 obtained similar results
for the adsorption of  and at the water/mercury interface. On the other
hand, in the study by Glosli and Philpott,36 the adsorption of hydrated
and on a flat charged wall seems to be consistent with common ideas
about contact vs. noncontact adsorption. The ion is adsorbed with no
water between the ion and the surface, whereas  is adsorbed with the
full coordination shell, so that there are water molecules between the ion
and the surface. In a later study, Glosli and Philpott124 considered the
adsorption of hydrated halide ions and showed that and contact
adsorb while adsorbs with a full coordination shell and represents
an intermediate case. Stability of the coordination shell upon adsorp-
tion was found by Matsui and Jorgensen130 using a Monte Carlo simula-
tion, which includes ion–wall and water–wall image interactions.

(ii) Ion Density Profiles and Adsorption Free Energies
The issue of contact vs. noncontact adsorption and the location of the

adsorbed ion relative to the surface is best handled by an examination of
the ion potential of mean force. If we denote by P(z) the probability density
for finding an ion at a position z relative to a planar interface, then the free
energy profile (or the potential of mean force) is given by

so that if one knows the probability of finding the ion in the bulk relative
to the probability of finding it near the interface, then the adsorption free
energy of the ion can be calculated. In particular, if A(z) exhibits a
minimum at a point near the metal surface, then one may have a
well-defined adsorbed state, and the issue of contact adsorption and
solvent-separated adsorption can be elucidated.

The direct simulation of P(z) is possible in principle by following the
motion of the ion in a long molecular dynamics trajectory and binning the
observed values of the ion position. This method will give reasonable
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results only if the simulation time is long enough to allow the ion to sample
each interval a large number of times. It will fail if the free energy
difference between any two points along z is much larger than kT; for
example, when there is a deep minimum near the surface or a large barrier
to adsorption.

Seitz-Beywl et al.127 have determined the and ion density
profiles near the water/Pt( 100) interface. The short simulation time did not
allow for calculation of the adsorption free energy, but the issue of contact
vs. solvent-separated adsorption could be addressed qualitatively. The
is not considered contact adsorbed because its density profile is wide and
its maximum (corresponding to the minimum of the free energy profile)
is shifted away from the surface relative to the minimum of the bare
ion–metal potential. A small section of the ion density profiles has recently
been calculated by Tóth and Heinzinger129 for and at a water-
mercury interface with similar results. The issue of contact vs. solvent-
separated adsorption of halide ions has been addressed by Glosli and
Philpott,124 as discussed earlier, and although the ion density profiles have
been determined, they are not very accurate despite the relatively long
simulation time.

To overcome the problem of poor sampling in calculating the ion
density profile and the corresponding free energy, one can use the tech-
nique of umbrella sampling.131,132 Briefly, the interval over which the ion
density profile is needed is divided into overlapping subintervals. In each
subinterval, the density profile is calculated by a simulation with a
Hamiltonian that is modified by adding a potential energy which
is a function of the ion coordinate z only. This potential is selected in such
a way as to constrain the ion to the subinterval and to increase the
sampling of high free-energy regions. The ion density profile obtained
with the modified Hamiltonian gives rise to a free energy:

The correct free-energy profile in the subinterval
is found using

This procedure is repeated for all subintervals. Because the free energy is
a continuous function of z, the different sections of the free energy can be
matched to produce the final free energy profile over the whole range of
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interest. This method hasbeen used in numerous calculations. Anderson133

gives a detailed general review and a complete reference list of applica-
tions. Benjamin96 provides examples for calculations of adsorption free-
energy profiles in interfacial systems.

Using the umbrella sampling method, Rose and Benjamin determined
the free-energy profile for and over the range from bulk water to
the water/Pt(100) interface.100 The results are shown in Fig. 9a. The
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free-energy profile is nonmonotonic and shows a barrier to adsorption.
The barrier location seems to coincide with the point where the ion
coordination shell molecules would begin to unfavorably overlap with the
water-adsorbed layer. The free energy profile is not calculated in the region
of the strong repulsion between the ion and the surface because the
accuracy of the image model must be very poor there. However, it is
expected that the free energy will rise rapidly, generating a local minimum
near the surface. Note that the barrier to adsorption of the smaller sodium
ion is greater than that of the chloride ion, which is consistent with the
tighter solvation shell around the smaller cation.

A different method of calculating the potential of mean force for ion
adsorption is based on evaluating the average force acting on an ion in the
direction normal to the surface. The ion is constrained to be in a thin slab
parallel to the surface (so it is free to move in this direction, but its distance
from the surface is kept within a very narrow interval). The average force
is then integrated to obtain the free energy.134 The advantage of this method
is that one can independently compute the different contributions from the
solvent and the surface.

Using this method, Berkowitz and co-workers computed the free
energy profile for the adsorption of  and at the water/Pt interface,128

and they found, as in the case of and discussed earlier, that the
barrier to adsorption for is greater than that for The free energy of
adsorption of on the water/Pt surface has also been extensively investi-
gated by Spohr,135,136 who examined the influence of different models of
ion–metal and water–metal interactions on the shape of the free-energy
profile. Some of his results are shown in Fig. 9b. As in the work by Rose
and Benjamin,100 a significant barrier separating the solvated ion state
from the (lower energy) adsorbed ion was found. An important conclusion
of Spohr’s work is that both the image-based and the quantum mechani-
cally based ion–metal potentials give rise to this barrier (see Fig. 9b). The
barrier is due to displacement of adsorbed water molecules, and increasing
the strength of the water–metal interaction indeed raises this barrier.136

Finally, we note that Spohr also considered the adsorption of halide ions
and at the mercury/water interface,137 again finding a barrier to
adsorption for but not for It is important to stress that quantitatively
the results are sensitive to the potential energy functions used and to the
way the long-range forces are treated.138
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4. Simulations of Electrolyte Solutions at the Water/Metal Interface
The preceding discussion was limited to the artificial case of a single ion.
When multiple ions are present, in addition to the issues discussed, there
is the problem of ion–ion interactions and correlations. The main motiva-
tion for such studies is to come close to the realistic situation in which a
finite concentration of ions exists near the metal surface that is in equilib-
rium with ions in the bulk. Another important specific goal is to investigate
the applicability of continuum models, such as the Gouy–Chapman
theory.139,140 Although this has been the subject of several Monte Carlo
simulations and statistical mechanical theories,20,114,116,141,142 the solvent
in these attempts has generally been described as a structureless contin-
uum. Very little work has been done on this question using microscopic
solvent models.

One of the first studies of multiple ions at the water/solid interface
was by Spohr and Heinzinger, who carried out a simulation of a system
of 8  and ions dissolved in 200 water molecules between uncharged
flat Lennard-Jones walls.143 However, the issues discussed in their paper
involved water structure and dynamics and the single-ion properties
mentioned earlier. No attempt was made to consider the ions’ distributions
and ion–ion correlations. This work has recently been repeated using more
realistic water–metal potentials.144

Philpott and co-workers extensively discuss simulations of electro-
lyte solutions containing ions at several concentrations, and in some cases
they also discuss several neutral species.94,145–147 In addition to calculating
water and ion density profiles, the electrostatic potential drop across the
interface is calculated using different methods, and the issue of coadsorp-
tion of ions and benzene molecules is addressed. Of most interest to the
topic of this section is a simulation involving 1600 water molecules and
32 and 28 ions (an approximately 1M NaCl solution).94 The SPCE
model of water and the flat-wall potential model were used. The simula-
tions gave information about the diffuse layer and about the screening of
the charged electrode,147 but only a qualitative comparison with the
Gouy–Chapman theory was made. In general, the electrostatic drop across
the interface contains features that are absent from the Gouy–Chapman
theory. Clearly, much more work is needed in this area.
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IV. INTERFACIAL ELECTRON TRANSFER REACTIONS

1. Preliminaries
Despite the fact that electron transfer reactions at the electrode/electrolyte
interface are of fundamental importance to many chemical processes, a
quantitative understanding of the factors that influence the rate of these
reactions is still lacking. Although the general theoretical framework was
established many years ago by Marcus, Levich, Dogonadze, and oth-
ers,148,149 following earlier work by Gurney,150 the complexity of the
inhomogeneous system has limited the calculation of rate constants to very
simple approaches, ignoring in many cases significant details that are
important for a quantitative treatment. On a more fundamental level, it has
become apparent in recent years that solvent dynamic effects could have
an important influence on the rate of chemical reactions in general, and of
charge transfer reactions in particular. 151–153 These effects are especially
significant for fast charge transfer reactions, which are difficult to explore
experimentally and thus could be much more readily understood using a
microscopic theoretical analysis.

The theoretical modeling of electron transfer reactions at the
solution/metal interface is challenging because, in addition to the
difficulties associated with the quantitative treatment of the water/metal
surface and of the electric double layer discussed earlier, one now needs
to consider the interactions of the electron with the metal surface and the
solvated ions. Most theoretical treatments have focused on electron–metal
coupling, while representing the solvent using the continuum dielectric
media. In keeping with the scope of this review, we limit our discussion
to subjects that have been addressed in recent years using molecular
dynamics computer simulations.

Traditionally, electron transfer reactions have been treated using
chemical kinetics concepts.1 We briefly review the phenomenological
treatment to introduce some concepts that will be useful later.

In an electrochemical cell, oxidation occurs on the anode and reduc-
tion on the cathode. The measured current density j (current per unit area
of the electrode) is proportional to the difference in the rate of the two
reactions
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where N is Avogadro’s number, e is the electron’s charge, and [R], [O] are
the surface concentrations of the reduced and oxidized molecules (or ions),
respectively. The rate constants are given by the phenomenological ex-
pressions

where is the free energy of activation per molecule, and A is a
constant. Experimentally, one measures the current density j as a function
of the electrode’s potential difference If the reaction is at equilibrium,
there is no current. We can generate current flow by changing electrode’s
potential difference from its equilibrium value by an amount  which is
called the overpotential. This reduces the anodic reaction free energy by

and increases the cathodic one by the same amount. Assuming a linear
free energy relationship, the activation free energy will be reduced by

and by (where and are phenomenological constants) for
the anodic and cathodic reactions, respectively. The new current density
is

where is the anodic current at equilibrium (which is equal to the cathodic
current). Equation (15) is called the Butler–Volmer equation. In practice,
it has been found to provide a reasonable fit to experimental data, unless
the overpotential is too large. This treatment ignores the dependence of
the surface concentration on the electrode potential, and this can be
corrected using double-layer theories such as the Gouy–Chapman theory
mentioned in the previous section. More details about this and the preced-
ing discussion can be found in many textbooks.1,7,8

Early theories of electron transfer attempted to give a theoretical
foundation to the phenomenological rate expression (Eq. 15) and the
constants A, and  A brief summary of the history and references to
recent reviews have recently been given by Marcus.154 Marcus’ theory has
been able to derive an expression similar to Eq. (15), in which the
relationship between the activation free energy and the reaction free
energy is given in terms of a new quantity called the reorganization free
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energy (see later discussion). For electron transfer that involves no change
in the equilibrium structures of the molecules, but only changes in the
solvent configuration (so called outer-sphere electron transfer), the rela-
tionship turns out to be quadratic, but reduces to the linear relation in Eq.
(15) under certain conditions. Marcus shows how to compute the reorgani-
zation free energy in terms of the microscopic properties of the system
using statistical mechanics or continuum models.155,156 The theory has
been found to agree well with experiments and has made important
predictions that have been subsequently confirmed.157

Marcus’ theory is based on certain assumptions that will be discussed
later. The main goal of computer simulations of electron transfer is to
check some of these assumptions and to provide additional microscopic
insight into the mechanism of electron transfer and the microscopic factors
that influence the rate of transfer. We discuss these issues in the following
section for the simple case of outer-sphere electron transfer reactions.

2. Two-State Models

(i) Background
Most of the work published to date on molecular dynamic studies of

interfacial electron transfer involves the simplified assumption of a two-
state model for the electronic degrees of freedom. Consider an ion of
charge near a solution/metal interface. As a result of electron transfer
between the ion and the metal surface, the charge of the ion changes to

We will consider both forward and backward electron transfer and
assume that so that the forward reaction corresponds to
a single electron transfer from the metal to the ion, for example:

In the two-state model, the electron transfer is viewed as a
quantum transition between two localized states  and In the ion
with charge is at equilibrium with the interfacial water molecules, and
the electron is in the metal. In the metal has lost one electron, and the
ion with charge is at equilibrium with the interfacial water. The total
Hamiltonian of the system H, including all nuclear and electronic degrees
of freedom, is not diagonal in the basis and so if the system is
prepared in the state it will evolve in time according to:
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The probability of finding the electron on the ion at time t is given by

The difficulty of evaluating the quantity in Eq. (17) is that it requires the
time-dependent solution of the Schrödinger equation in which the Hamil-
tonian is a function of all the solvent, ion, and metal nuclei, as well as of
the metal electrons. In the two-state approximation, the Hamiltonian can
be written as

where  are the Born–Oppenheimer surfaces for the system localized in
the quantum states i and f. We can distinguish two limiting cases that make
the evaluation of the transition probability feasible:

1. In the nonadiabatic limit, the coupling  between the two elec-
tronic states (called the diabatic states) is weak. One can use perturbation
theory to calculate the integral in Eq. (17).

2. In the adiabatic limit, the coupling  is strong, so that one may
consider the transition between the two quantum states a continuous
motion of the system on a single Born–Oppenheimer surface (called the
adiabatic state) that is the lowest eigenvalue of the matrix in Eq. (18).

Case (2) is applicable for ET at the solution/metal interface involving an
ion that is contact adsorbed, whereas one may get close to the nonadiabatic
limit if the ion is far enough from the metal. In both cases, important
concepts that aid in calculating and understanding the nature of electron
transfer are those of the reaction free energy profile and the transition state
along this profile. Most of the contribution of molecular dynamic simula-
tions to understanding electron transfer has been in the calculation of this
free energy, and we briefly examine this next.
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(ii) The Free Energy Curves for Electron Transfer
It is easiest to understand the concept of solvent free energy for ET

when one works in the diabatic representation. Given a general solvent
configuration denoted by r, the energy of the two states i and f is different
mainly because the charge of the ion is different. Electron transfer occurs
with a high probability in the nonadiabatic limit when (thanks to proper
solvent fluctuation) the two states become nearly degenerate. This leads
to the following definition of a generalized reaction coordinate

Because electron transfer occurs when the solvent molecules attain a
configuration for which we are interested in the probability that

will be equal to some number  being the transition state. Thus,
we have for this probability

where and is the Dirac delta function. The corresponding free
energy functions are given by

The intersection between  and  gives the activation free energy for the
ET, The intersection between the two free energy curves can be
controlled in an electrochemical cell by the application of an external
voltage V, which modifies the energy level of the electron in the metal.
This is equivalent to changing the energy of the states i by V and, as it can
be easily shown, shifting  by V. The reaction free energy defined by

is also shifted by –V. The three quantities and are not inde-
pendent. It can be shown158 that
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In Marcus’ original formulation of ET theory, the free energy curves
and are assumed to be quadratic in x (linear response approxima-

tion). Using this assumption, Marcus derives the relationship between the
activation free energy and the reaction free energy148,159,160

where is called the reorganization free energy. It is defined along with
the other parameters in Fig. 10. [Note that Eq. (24) does not include the
reversible work necessary to bring the ion to the surface and to send the
product ion to the bulk.161] Marcus presents a continuum model calcula-
tion of the reorganization free energy155,160

where are the optical and static dielectric constants of water,
respectively, r is the radius of the conducting sphere used to model the ion,
and R is the distance of the ion from the metal surface. Equation (25) gives
the outer-sphere contribution to the reorganization energy. The inner-
sphere contribution involves a change in the equilibrium position and force
constants of the ion ligands, which may be obtained from spectroscopic
data.

The main utility of recent molecular dynamics calculations has been
first to determine if the assumption of quadratic free energy curves holds
and second, to calculate the reorganization free energy in order to test Eqs.
(24) and (25). In principle, a molecular dynamic simulation of the free

Figure 10. A schematic representation of the free
energy curves for an outer-sphere electron transfer
reaction.
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energy curve for ET can be done by a straightforward application of Eq.
(20). By running a molecular dynamics trajectory with the Hamiltonian

and binning the electrostatic interaction energy of the ion with the
solvent, one may obtain the probability distribution  in the region near
the equilibrium value of x

(where and thus the values of near its minimum. If the
assumption of the quadratic dependence of the free energy of each state
on the reaction coordinate is correct, then the full free energy curve,
and thus the activation free energy, can be obtained with the aid of Eq.
(20). However, in order to test the linear response approximation, one
must know over the whole range of x. This can be accomplished
with an umbrella sampling procedure that is described in detail else-
where.158,162–165 Using this procedure, the solvent free energies for elec-
tron transfer reactions in bulk and in interfacial systems have been
calculated by a number of researchers.163–170

The results of the free energy calculations for electron transfer in bulk
water158,162 show that the full free energy curves are well approximated
by paraboli. The calculations for electron transfer at the solution/metal
interface are also, in general, in agreement with the linear response
assumption.

Straus and Voth165 calculated the solvent free energy curves associ-
ated with the electron transfer at the water/Pt interface
using the water–metal potential of Raghavan and Berkowitz.37 They found
that although the solvent free energy in the presence of the ion is well
approximated by a parabola, the free energy curve for the neutral atom
shows significant deviations in the high free energy region. However, the
calculated reorganization free energy was very close to the value obtained
when the reaction was carried out in the bulk (as a half-cell reaction).

Rose and Benjamin163,169 determined the free energy curves for two
ET reactions: and They again found that
the agreement with linear response theory (parabolic free energy curves)
was quite good and that the largest deviation was in the case of the neutral
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atom. As an example, Fig. 11 shows the free energy curves for the
reaction at the water/Pt(100) interface and in bulk water, using

the water–ion potentials derived by Kuharski et al.162 Note that the solvent
coordinate   is given in units of volts and is shifted so that the transition
state for the symmetric reaction is at zero. This choice of the reaction
coordinate is especially useful when discussing the effect of overpotential
on the rate of the interfacial ET reaction.163 Rose and Benjamin also
investigated the effect of the external field on the diabatic free energy
curve, and generally found that the reorganization free energy was only

Figure 11. Solvent free energies for the electron transfer
reaction in bulk water (top panel) and
at the water/Pt(100) interface (bottom panel) at
K. In each panel, the solid line gives the results of um-
brella sampling molecular dynamics, and the thin line is
the best parabolic fit to the bottom region of each curve.
(Adapted from Ref. 163.)
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mildly affected.169 Of course, the main effect of the external field is to
change the reaction free energy and the activation free energy. Simulation
studies of this effect are discussed later.

Similar results for the reaction were reported by
Smith and Halley,167 who also considered the effect of external field and
the distance of the ion from the electrode. They stressed that the transition
from diabatic to adiabatic behavior of the ET process varies with the
distance of the ion from the electrode.

It is interesting to note that in most of these studies, one finds that
despite the fact that the water structure is markedly different in the bulk
and at the interface, the shape of the free energy curves is not significantly
affected. This can be traced to the fact that the main contribution to the
reorganization free energy comes from water molecules that are near the
ion whose coordination shell is only slightly affected in these cases. In this
regard it is interesting to note that Xia and Berkowitz168 found that the
minimum of the solvent free energy for the contact-adsorbed ion is
shifted toward smaller values, reflecting the partial loss of the ion’s
coordination shell (which reduces the free energy of hydration).

(iii) Rate in the Nonadiabatic Limit
Electron transfer occurs when, due to a proper solvent (or inner sphere

molecular) fluctuation, the energy of the system in the two electronic states
becomes nearly the same. This situation corresponds to the intersection of
the two free energy curves in Fig. 10. Electron transfer is a quantum
mechanical process, and actual transfer does not occur every time the
system reaches the transition state. Rather, the probability of the transfer
must be determined through the solution of the Schrödinger equation. If
the coupling is small, most of the passages of the system through the
crossing region do not result in a transition between the two states. If the
frequency with which the system enters the crossing region is small
enough that the system loses coherence (that is, there is no specific phase
relation between the wave function of the system in successive visitations
of the crossing region), then it can be assumed that the rate of electron
transfer can be approximated by the product of the thermal probability of
reaching the crossing region and the quantum mechanical probability of
changing the electronic state.
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Following earlier work by Warshel,171–173 Halley and Hautman174 and
Curtiss et al.175 presented an approximate numerical scheme to calculate
the nonadiabatic electron transfer rate under the above conditions. The
method is based on solving Eq. (18) to the lowest order in the coupling
by treating the elements and as known functions of time obtained
from the molecular dynamics trajectories. The result for the probability of
the system making a transition to the final state at time t, given that it was
in the initial state at time is given by

The total rate of electron transfer is calculated by summing over the
probability of the transitions for the multiple passes of the system through
the crossing region

where T is the length of the molecular dynamics trajectory, is the time
of the nth entry of the system into the crossing region and is the nth
exit time. The transition region is somewhat arbitrarily defined as the
region where This provides a reasonable estimate of the
rate, if one can find a range of values of for which the calculated rate
is independent of the choice of The main limitation of this method,
besides the assumptions discussed above, is that one is limited to the case
where the system makes many passes through the crossing region during
the simulation time T. Because the number of times the system gets to the
transition state falls off exponentially with the activation energy, this
means that the activation free energy needs to be quite low, which
corresponds to a high overpotential.

To obtain a reasonable estimate of the nonadiabatic rate for low
overpotential ET reactions (typically high activation energy), one may
replace Eq. (28) by
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where is the activation free energy calculated from the intersection
of the free energy curves, is the average value of the quantum transition
probability once the system is in the crossing region, and is the
frequency of the system’s motion in the reactant well, which can be
obtained from the fluctuations in calculated from the equilibrium
molecular dynamics trajectory with the Hamiltonian

can be estimated by assuming that the system passes through the crossing
region with a uniform velocity, so that the quantum one-dimensional
problem can be solved to obtain the Landau–Zener form176,177:

in which is the average absolute value of the system velocity through
the crossing region, but could be approximated by the value near the
reactant well [the same value used in Eq. (30)]. A slightly better approxi-
mation to is the Holstein form, which takes into account multiple
passages of the system through the crossing region178

Shown in Fig. 12 is an example of the nonadiabatic rate calculated
using the full simulation method [Eqs. (27) and (28)] and the approximate
formula [Eqs. (29)–(31)] for the reaction at the
water/Pt(100) interface with For the reason discussed earlier,
the full simulation method can only be used for the high overpotential
case. In this region, the agreement between the two methods is quite good.

(iv) Rate in the Adiabatic Limit
When the coupling is much larger than kT, the diabatic repre-

sentation is no longer valid. The quantum treatment cannot be limited to
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Figure 12. The rate of the electron transfer reac-
tion in the nonadiabatic limit.
The dotted line is the result of molecular dynamics
computer simulations [Eqs. (27) and (28)] and the
solid line corresponds to Eqs. (29)–(31). (Adapted
from Ref. 163.)

the crossing region. For very strong coupling, the two new basis states
obtained by diagonalization of the matrix in Eq. (18) are far enough apart
in energy that quantum transitions between them can be ignored. We are
thus led to the adiabatic representation. The treatment that follows is
discussed in the paper by Rose and Benjamin163 and follows developments
similar to rate calculations in the adiabatic limit in bulk liquids.179,180

Diagonalization of Eq. (18) at fixed nuclear coordinates yields

The system is assumed to be moving classically on the potential energy
surface given by Eq. (33). This surface is reduced to the diabatic reactant
surface when the coupling  is   very small and or to the diabatic
product surface when the coupling is very small and It is
easy to show that the energy of the system is the same as that of a system
having an ion with an effective charge of
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Note that the effective charge of the ion changes smoothly from to
when changes from positive to negative values, and for we get

(where sign is 1 for positive and
–1 for negative so that the charge is equal to either  or

The fact that the adiabatic electron transfer is described by a classical
Hamiltonian makes it possible to use the molecular dynamics methodol-
ogy developed for the study of general condensed-phase chemical reaction
dynamics.151,181 Starting with the ion of charge and running equilibrium
trajectories with the Hamiltonian will enable the study of thermally
activated electron transfer only for very low activation energies. Calculat-
ing the rate for larger activation energies involves an expression similar to
that given in Eq. (29), except for two important differences: First, the
activation energy must be determined from the adiabatic free energy curve,
and second, the parameter now represents the fraction of trajectories that
successfully cross the transition state, where unsuccessful trajectories
reflect the classical recrossings of the transition state due to solvent
friction.

The adiabatic free energy curve can be calculated by umbrella sam-
pling using the adiabatic Hamiltonian as discussed earlier. If the
coupling is constant (independent of nuclear positions), then it is
possible to show163 that the adiabatic free energy curve can be obtained
from the diabatic free energy curve according to

where the definition of the reaction coordinate includes the value of the
overpotential, as explained in detail elsewhere.163 Examples of adiabatic
free energy curves for several values of the overpotential and electronic
coupling are shown in Fig. 13.

The calculation of the transmission coefficient for adiabatic electron
transfer modeled by the classical Hamiltonian is based on a similar
procedure developed for simulations of general chemical reactions in
solution.181 The basic idea is to start the dynamic trajectory from an
equilibrium ensemble constrained to the transition state. By following
each trajectory until its fate is determined (reactive or nonreactive), it is
possible to determine A large number of trajectories are needed to
sample the ensemble and to provide an accurate value of  More details
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Figure 13. Adiabatic free energy curves for the
electron transfer reaction for
selected effective electronic coupling  and over-
voltage (Adapted from Ref. 163.)

about this procedure and its theoretical foundation can be found else-
where.151,182 The main issue in the implementation of this procedure is to
produce the transition state ensemble. If the ET reaction is symmetric (for
example, in the case of the bulk reaction  then
the transition state is easily determined by symmetry considerations (in
this example it will be a pair of   “ions”). In the electrochemical case,
the location of the transition state (in terms of the value of is
determined by many factors, including the overpotential and the electronic
coupling. One way to prepare a transition state ensemble is to determine,
with the help of Eq. (34), the effective ion charge and to equilibrate the
ion with this charge near the interface. The nonequilibrium dynamic
trajectory begins when the Hamiltonian is taken to be This method
has been used in one case to compute the transmission coefficient, and its
value has been compared with approximate analytical theories.163 It
should be stressed, however, that this area of research is still in its infancy,
and more work is necessary, both simulation and experiments.
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3. Multistate Models

The main shortcoming of the molecular dynamics approach discussed in
the previous section is that it ignores the fact that an electron transfer at
the solution/metal interface occurs between an ion in a well-defined
electronic state and a continuum of electronic states in the metal. For
example, depending on the ion’s orbital energy, the reorganization free
energy and the overpotential, the electron could be transferred from, or to,
any level around the Fermi level of the metal. Therefore, a sum over all
these possibilities must be performed. Analytical theories of electron
transfer at the solution/metal interface recognized this issue very early on,
and the reader is referred to many excellent expositions on this sub-

The fact that there are an infinite number of electronic degrees of
freedom in the metal, and an analysis of experimental results by Schmick-
ler,185 suggest that electron transfer at the solution/metal interface is near
the adiabatic limit. A particularly useful approach is based on the Anderson–
Newns approach to adsorption.190 When it is adapted to the electron
transfer problem, the total Hamiltonian of the system is given by170,185,189

where includes all the solvent–solvent, solvent–surface, and
solvent–ion interactions that do not explicitly involve electronic degrees
of freedom, and is the quantum occupation operator for the ion’s orbital
(with eigenvalues of 0 or 1), whose energy is and whose shift due to the
solvent is The sum in Eq. (36) is over all the metal electronic states
(ignoring the spin), where and  are the energy, the occupation
operator, and the creation operator of level k, respectively, is the creation
operator for the ion’s orbital, and is the coupling between the ion orbital
and the electronic level k in the metal.

For a fixed value of the nuclear coordinate, the ground-state energy
of the electronic part of the Hamiltonian in Eq. (36) can be found
analytically185,l88 to be

ject.149,183–189
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where is the Fermi energy of the metal electrons and is a parameter
that describes the strength of the ion–metal interactions

Although is a function of energy, it can be taken to be a constant
parameter for energies in the range of interest.

For adiabatic electron transfer, the Hamiltonian of the system is given
by adding the nuclear part of Eq. (36) to the ground-state electronic energy
given by Eq. (37). The resulting potential energy surface describes, for a
certain range of the parameter a double-well potential similar to the one
discussed earlier. Schmickler used a harmonic oscillator model for the
solvent to calculate the rate of electron transfer with this Hamiltonian.185

This was followed by more sophisticated applications, including elec-
tronic excitation in the metal.188,189 The solvent has been described using
harmonic oscillators or a generalized Langevin model.189

It is clear, however, that one may introduce a microscopic description
of the solvent into the above formalism. This was done by Straus, Calhoun,
and Voth.170 The total classical Hamiltonian is given by

where is given by Eq. (37) as an explicit function of the nuclear
positions, and is the classical Hamiltonian describing the interaction
of an ion of charge with the metal (through image interactions) and
the solvent. The classical simulation with the Hamiltonian given by Eq.
(39) gives rise to the following average occupancy of the ion orbital:



170 Ilan Benjamin

This expression shows that the average occupancy of the ion’s orbital takes
on values between 0 and 1, depending on the solvent shift of the ion’s
energy relative to the Fermi level of the metal. For example, if
we get and the electron is on the metal, as we find in the case of
the two-state model.

The Hamiltonian in Eq. (39) has been used to calculate the adiabatic
free energy as a function of the solvent coordinate using the umbrella
sampling method, and reactive flux correlation function calculations have
been used to determine the adiabatic rate constant.170 The results were
qualitatively similar to the results based on the two-state model.

Voth and co-workers also considered the effect that the quantum
nature of the water molecules may have on the adiabatic free energy
curve.170 This was done by using path integral molecular dynamics to
quantize the motion of the water’s hydrogen atoms. These workers found
that the activation free energy and the reaction free energy are significantly
affected by the water quantization. Similar results were found earlier for
electron transfer in bulk water.191 These results suggest that classical
models of water need to be modified to take this effect into account.
However, it is not clear how important the details of the water potential
are in contributing to the large quantum effects seen. This is clearly an
open area for future work.

V. PROCESSES AT THE LIQUID/LIQUID INTERFACE

Electrochemical processes at the liquid/liquid interface have been another
important area in interfacial electrochemistry. Understanding charge
transfer processes, such as ion transfer and electron transfer at the interface
between two immiscible liquids, is of fundamental and practical impor-
tance to many areas of science. Nevertheless, our knowledge of this
electrochemical environment is much less developed than our knowledge
of the corresponding solution/metal interface. The main reasons are the
difficulty of performing simple electrochemical measurements and the
even greater difficulty of applying the techniques of modern surface
science to this system. Theoretical developments have also been very
limited, and only in the past few years have the techniques of molecular
dynamics and Monte Carlo computer simulations been used to gain some
microscopic insight into this system. As in the case of the solution/metal
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interface, the main drive to apply these methods has been the availability
of new microscopic-level experimental data. New experimental develop-
ments in this area have been extensively reviewed in the past few
years.91,192–195

Although this chapter would not be complete without a discussion of
the contribution of molecular dynamics computer simulation to the study
of electrochemical processes at the liquid/liquid interface, this subject has
been extensively reviewed recently,96,196 and so here we limit ourselves to
a complete listing of the publications in this area.

Developments in molecular dynamics and Monte Carlo studies of the
liquid/liquid interface have followed the general outline of developments
in the area of simulations of the solution/metal interface. The first molecu-
lar dynamics and Monte Carlo simulations of the interface between two
immiscible liquids were concerned with the study of the structure and
dynamics of the pure interface and calculating properties such as the
density profile of the two liquids, pair-correlation functions, hydrogen
bonding (if one of the liquids is water), general structural features of
the interface, diffusion constants, and molecular reorientation dynam-
ics. This was done for quite a large number of systems, including the
water/benzene,197 water/hexanol,198 water/hexane,199 water/ 1,2-dichIo-
roethane,200 water/decane,201 water/nonane,202 water/octanol,203 and

interfaces.29 Although most calculations have been for the
interface between water and an organic liquid, there have been calculations
for simple model liquids.204,205 Unlike the extensive literature on the effect
of the external electric field on the water/metal interface discussed earlier,
there has only been one such study on the water/liquid interface.206

Following the early studies on the pure interface, chemical and
electrochemical processes at the interface between two immiscible liquids
have been studied using the molecular dynamics method. The most
important processes for electrochemical research involve charge transfer
reactions. Molecular dynamics computer simulations have been used to
study the rate and the mechanism of ion transfer across the water/1,2-
dichloroethane interface207,208 and of ion transfer across a simple model
of a liquid/liquid interface, where a direct comparison of the rate with the
prediction of simple diffusion models has been made.209,210 Charge trans-
fer of several types has also been studied, including the calculations of
free energy curves for electron transfer reactions at a model liquid/liquid
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interface164 and at the water/1,2-dichloroethane interface,166 and the cal-
culations of solvent dynamic response to a solute electronic transi-
tion.196,211

free energy212,213 and of isomerization reaction equilibrium and dynam-
ics214 have been reported. Detailed accounts of all these calculations are
provided in the two reviews mentioned earlier96,196 and in another one that
has been recently published.215

VI. CONCLUSIONS AND OUTLOOK

The use of molecular dynamics and Monte Carlo simulations to study
electrochemical processes at the interface between two phases is only in
its preliminary stages. The need to provide a molecular-level under-
standing of structure and dynamics at the interface to help in interpreting
the new microscopic level of experimental data will increase. However,
many important basic issues remain to be understood before these com-
putational methods become routine research tools.

One of the fundamental difficulties of using classical molecular dynam-
ics computer simulations in general, and for the electrolyte/electrode
interface in particular, is the accuracy and applicability of the model
potential energy functions used. Although much progress has been made
in recent years, much still needs to be done, especially in the development
of solute–metal interactions that take into account both the quantum
mechanical nature of the interactions at short range and the classical
image-type interactions that result from the extended metal structure. The
development of methods that avoid the concept of potential energy func-
tion altogether and attempt to directly evaluate the forces from electronic
structure calculations is still in its infancy, but it seems quite promising.

A related, relatively unexplored topic is the importance of many-body
forces in the simulations of interfacial systems. The development of
water-polarizable models has reached some level of maturity, but one
needs to explore how these models must be modified to take into account
the interactions with the metal surface atoms and the polarizable nature of
the metal itself.

Developments in the area of analytical statistical mechanical theories,
which we did not discuss in this chapter, will have an important impact on

In addition to charge transfer processes, calculations of adsorption
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computational approaches by providing more insight into the importance
of different factors in determining the properties of the solution/metal
interface. Progress in this area as well as in the development of simple
continuum models and new experimental techniques will allow us to have
a much better understanding of this important system.

In addition to the development of new methods, new applications of
molecular dynamics computer simulation are also needed in order to make
comparisons with experimental results. In particular, more complicated
chemical reactions, beyond the relatively simple electron transfer reaction,
could be studied. Examples include the study of chemical adsorption,
hydrogen evolution reactions, and chemical modification of the electrode
surface. All of the above directions and opportunities promise to keep this
area of research very active!
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Underpotential Deposition on Single-Crystal
Metals

Akiko Aramata
Catalysis Research Center, Hokkaido Univeristy, Sapporo Japan 060

I. INTRODUCTION

1. Scope of this Chapter
Underpotential deposition is described as less than monolayer metal
deposition on a foreign metal substrate, which occurs at more positive
potentials than the equilibrium potential of a metal ion deposed on its own
metal, expressed by the Nernst equation. Kolb reviewed state-of-the-art
Underpotential deposition up to 1978.1 As Underpotential deposition is a
process indicative of less than a monolayer metal on a substrate, it is
expected to be quite sensitive to the surface structure of the substrate
crystal; a well-defined single-crystal electrode preparation is a prereq-
uisite to the study of Underpotential deposition. In the case of Au and Ag
single-crystal electrodes, Hamelin and co-workers extensively studied the
necessary crystal surface structure, as reviewed in Ref. 2.

A dipping technique was proposed by Dickermann et al. in 19763 for
the study of single-crystal electrodes, in which only the surface of a
well-defined single-crystal is in contact with an electrolyte solution, and
without any other pretreatment, the other portion of the crystal metal is
not exposed to the solution. In the case of Pt, an annealing-quenching
technique was developed by Clavilier et al.4 in 1980. This technique has

Modern Aspects of Electrochemistry, Number 31, edited by John O’M. Bockris et al.
Plenum Press, New York, 1997
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extensively improved the quality of single-crystal surfaces by preventing
pollution of the surfaces by impurities in the air and by refreshing the
surface structure in a well-defined form. The two techniques of annealing-
quenching and dipping are described as being combined for preparation
of a well-defined electrode surface in Ref. 4. The technique is simple
enough to be adopted by any research group, and seems to present a
standard treatment of single crystals for electrochemical measurements.
This combined method for obtaining a well-defined condition is called the
Clavilier method. It was first employed for Au single-crystal electrode
preparations in 19815 and then for Ir6 and Rh.7

In order to find the features of a one-atomic-height surface structure,
various spectroscopic techniques have been introduced by which only
information from electrochemical measurements was tested on single-
crystal surfaces and the results interpreted.8,9 This chapter aims to review
recent (post-1978) experimental reports on underpotential deposition,
mostly for well-defined surfaces. Electrochemical in situ scanning tunnel-
ing microscopy (STM) at an atomic scale was used for lead on HOPG in
1989,10 and for the study of underpotential deposition of copper in 1990.11

Various reports on the studies of well-defined surfaces are published in J.
Chim. Phys., Vol. 88, No.7–8 (1991), edited by J. Clavilier et al. Various
aspects of nanometer-scale electrode interfaces are covered in the Faraday
Discussions.12 In J. Phys. Chem. (1993), a feature article on the
electrode/electrolyte interface by 12 authors discussed not only underpo-
tential deposition but also various modified electrodes at a monatomic
level, such as electrodes with LB membranes, molecular adsorption,
specifically adsorbed anions, self-assembled monolayer, and polymer
films, where STM, AFM, X-ray diffraction, XANES, EXAFS, FTIR,
QCM, and SHG are mentioned as investigation tools of in situ as well as
ex situ techniques.13 Those methods are suggested to be powerful tech-
niques to reveal an atom or molecule monolayer in a clearly well-defined
structure. Among the spectroscopies, STM and AFM gave a real image of
the structure of the electrode surface and provided the first confirmation
that single crystals have well-defined surfaces that are in good order down
to an atomic nanometer scale. From those images obtained as a function
of electrode potentials, earlier findings and understandings could be
tested. However, such images cannot give the chemical identity of a
species. Therefore, in addition to the above methods,13 the radiotracer
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technique should be mentioned as a tool for atomic-level observation of
the electrode/electrolyte interface,14–19 which provides information on the
kind of atoms at the electrode interface.

Specific adsorption of anions is one of the major subjects for the
elucidation of the double-layer structure at the electrode interface,20 and
is treated in a different category from the electrode processes such as
hydrogen adsorption/desorption on Pt and underpotential deposition of
metal. In the former, specific adsorption and partial electron displacement
are considered, and in the latter, adsorption and underpotential deposition
processes are as the Faradaic reduction/oxidation reaction with an integral
number of electrons transferred. However, Clavilier and co-workers pro-
posed a new concept that involves an elaborate experimental technique
of CO adsorption. Specific adsorption is regarded as a redox reaction
on the electrode surface. Thus, the cyclic voltammogram feature clas-
sified as a hydrogen adsorption wave on Pt is regarded as not only being
due to the redox reaction of adsorbed hydrogen formation/desorption,
but also to a redox reaction of specifically adsorbed anions, e.g., for
sulfuric acid solutions.21–24

The process of monolayer deposition of metal ions in underpotential
deposition is strongly affected by anion-specific adsorption, and the two
processes at the electrode interface must be elucidated if one is to under-
stand underpotential deposition phenomena in a unified way.

2. Preparation and Qualification of Single Crystals

(i) Pt and Pt Metal Single Crystals
The preparation of Pt single-crystal electrodes with well-defined

surface qualities achieved by Clavilier and co-workers in 1980,4 known
as the Clavilier method, is schematically shown in Fig. 1.25 The crystal
dipping procedure of Fig. 1d was adopted from the work of Dickermann
et al.3 By means of the Clavilier method, characteristic cyclic voltammo-
grams, depending on crystal faces and the kind of electrolytes, were
revealed, with the voltammograms of Pt( 111) in and being
quite different from each other and totally different from cyclic voltam-
mograms of polycrystalline Pt; these results were reproduced later by
many other researchers. Reliable work on Pt single-crystal electrodes can
be said to have begun with Clavilier’s work described in Ref. 4. The
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Clavilier method for crystal preparation and flame annealing has been
improved since 1980 and is employed as a standard procedure for single-
crystal electrode experiments using Pt, Pt metals, and Au.

Clavilier’s currently recommended procedure is as follows.26 Two
cooling processes of the crystal after flame-annealing treatment are carried
out between steps (a) and (b) in Fig. 1; i.e., air cooling until the temperature
of the crystal becomes 200–300°C and cooling in pure water under an

stream. The transfer of the crystal into the cell in step (c) of Fig.
1 with a droplet of + Ar-saturated pure water on the crystal face is
important for protecting the crystal surface from impurities in air. Then
the crystal surface is exposed to the solution by the dipping method of
Fig. 1.
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Cyclic voltammograms on Pt(111),21 Pt(100),27 and Pt(110)26 in
perchloric and sulfuric acid solutions are given in Fig. 2. Figure 2A shows
voltammograms of Pt(100) and Pt(111) in 0.1M 27 where the cyclic
voltammogram of Pt( 111) is a well-recognized curve. The cyclic voltam-
mogram of Pt(100) gives a charge amount of at the so-called
hydrogen adsorption potential region, which is well over for
monolayer coverage of the adsorbed hydrogen on Pt(100). These authors
observed that Pt(100) surface is reconstructed in the form of In
sulfuric acid solution, the amount of the charge on Pt(100) was 214 or 217

for air or + Ar cooling, as shown in Fig. 2B, which suggests
that the Pt(100) surface is not reconstructed in 0.5M 27 Figure 2C
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shows a voltammogram of Pt(111) in 0.5M Figure 3 shows
voltammograms of Pt(110) in 0.5M  and 0.1M 26; the charge
densities in the hydrogen region are 218 and respectively,
which suggests that the Pt(110) surface is reconstructed in
in low energy electron diffraction (LEED) observations in vacuum, after
electrochemical treatment, the Pt(100) surface was observed to be in the
form of 28 Detailed specification of cyclic voltammograms
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on Pt(111) and Pt(100) can be found in Ref. 29. Surface structure-sensitive
cyclic voltammograms were observed for various high-index Pt crystals
in as shown in Fig. 4.30

A cyclic voltammogram on Rh(111) was observed in 0.1 M
7,31 and in 3I where the crystal was prepared accord-

ing to the Clavilier method. Cyclic voltammograms on various Ir single-
crystal faces were also observed in being quite surface
structure-sensitive,6,32 as shown in Fig. 5. The preparation of Ir single
crystals was conducted under hydrogen-oxygen flame because its melting
point is higher than the other Pt metals.

(ii) Au Single Crystals
Gold single-crystal electrodes have been extensively studied by

Hamelin and co-workers since the 1960s, as reviewed in Ref. 2. At the
beginning of their work, the crystal was not treated by the flame annealing
developed by Clavilier and co-workers and then subjected to the Clavilier
method developed since 1981,5 which was found to give excellent per-
formance in cyclic voltammograms for Au crystals also. Cyclic voltam-
mograms on Au(111), Au(100), and Au(110) in perchloric acid solution
are shown in Fig. 6.33 These are now taken to be the standard cyclic
voltammograms for respective crystal planes (see Ref. 34). This means
that the cyclic voltammogram features of anodic formation of the adsorbed
oxygen species (OA) and their cathodic desorption (OC) in Fig. 6 are
standards for judging the crystal faces exposed to the solution. Although
experimental results for Pt single crystals before the work of Clavilier et
al.4 should be carefully viewed, for Au single crystals, the qualities of the
crystal and experimental procedures (especially by Hamelin et al.) have
been progressively improved without any abrupt discontinuity by the new
crystal treatments of Ref. 4, as found in Ref. 2.

(iii) Ag, Cu, and Other Single Crystals
Ag, Cu, Bi, Zn, and Pb single crystals were employed as electrodes

and their surface characteristics reviewed by Hamelin.2 Among them, Ag
single crystals were mostly investigated, as found in Refs. 35 and 36, in
addition to Ref. 2.
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3. Well-Defined Surface Structure and Reconstruction of
Single-Crystal Surfaces

(i) Voltammogram Observations
In the study of single-crystal electrodes, a real surface exposed to an

electrolyte solution should be always qualified to some extent since the
surface atom arrangement is not a priori oriented along the bulk crystal
configuration. It is well known that crystal surfaces are roughened by
applying positive potentials to form oxide layers, since the surface area
was observed to be increased during positive potential electrolysis. The
reconstruction of the electrode surface was suggested by observations of
cyclic voltammograms and double-layer capacitance even after the poten-
tial was imposed to negative potentials in the case of Au single crystals.2,37

This was summarized in Ref. 36 and is shown in Fig. 7, where the values



192 Akiko Aramata

of capacitance at the change of potential sweep direction were changed
when the negative potential limit was less than –0.15 V(SCE) on Au(100)
in 1M This reconstruction of gold crystal was later confirmed
clearly by STM, as described in the next section. Studies of electroreflec-
tance and SHG seem to reflect surface structure and reconstruction.38

In an ultra-high vacuum (UHV) system, single-crystal surfaces of
Pt(100) and Pt(110) are known to be reconstructed as Pt(100)-(5 × 20) and
Pt(110)-(1 × 2), respectively, but the Pt(111) is believed not to be recon-
structed. In electrochemical systems, Pt(111) and Pt(100) do not seem to
be reconstructed up to the double-layer region by a positive potential limit
as shown by LEED39 and by STM through CO adsorption.40 How-
ever, Rodes et al. claimed that the most carefully treated Pt(100) is



Underpotential Deposition on Single-Crystal Metals 193

reconstructed in 0.lM  but not in 0.5M 27 A Pt(110) surface
treated by flame annealing and subjected to a cyclic voltammogram in
acidic solution was put into an ultrahigh vacuum (UHV) chamber for
LEED pattern observation and gave Pt(110)-(l × 2),28 where the evalu-
ation of the so-called adsorbed hydrogen did not give a 1 to 1 ratio of the
adsorbed hydrogen to the surface Pt atom of  Pt(110)-(1 × 2). Later, it was
suggested that each Pt surface of Pt(110)-(l × 2) accommodated one
hydrogen atom according to the amount of the adsorbed hydrogen.26 It
seems likely that the transfer of electrode from solution to vacuum
chamber gives some contamination on the surface in the case of the work
in Ref. 28, since the observation by simple electrochemical techniques
easily reproduced the results of Clavilier el al. by many other groups, as
indicated in Refs. 41 and 42. Here, we have to remark that these criteria
based on the so-called amount of charge densities of “the adsorbed
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hydrogen” seem to fail in interpretation of the surface sites of platinum
atoms from work done later by Orts et al., Clavilier et al., and Feliu et al.
for Pt single crystals,21–24 which is discussed further in Section I.4.

(ii) Observation by STM
The first confirmation of a plain Au(100) electrode surface by STM

was reported in Ref. 8, in which the Au(100) STM image revealed the
Au(100)(1 × 1) structure by atomic-scale resolution at a potential of E =
0.2 V(SCE) in 0.1M The surface was reconstructed at E = –0.25
V(SCE), becoming a hexagonal arrangement, which again returned to the
(1×1) surface at positive potentials after polarization for several minutes,
as found in Fig. 8. The atomically resolved STM images on Au(111) were
also observed to be reconstructed by the change of electrode potentials;
the Au(111)-(1 × 1) structure was observed at  E=0.1 V(SCE) on Au(111),
which undergoes reconstruction at –0.3 V(SCE), as shown in Figs. 9 and
10.43 In the case of Au(110), atomically resolved STM images were not
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initially observed in the potential region of E = –0.1 to 0.2 V. However,
by altering the potential from E = –0.3 V to 0 V(SCE), the STM image of
Fig. 11 was observed at E = 0 V(SCE).44 Figure 12 shows an STM image
of reconstructed Au(110)(l × 2) and (l × 3) at E = – 0.3 Vin 0.l M 44

Comparison of the electrochemical and STM results clearly demonstrated
that the reconstruction of surfaces reflects the potential dependence of
double-layer capacitance.9,45,46 Later, detailed STM observations were
conducted not only on low-index surfaces,47–49 but also on high-index
surfaces.50,51 The effects of anions and cations were also observed.52–55 In
the case of Pt(111), an atomically smooth STM image was observed56 and
later an atomically resolved STM image was found at –0.25 V(SCE) in
0.1 M 57

4. Anion Adsorption Behavior
In 1992 the cyclic voltammogram feature of Pt single crystals in sulfuric
acid solution was examined by CO adsorption.21,22 Figure 13 shows the
effect of CO adsorption on Pt(111) in sulfuric acid solution,24 where at

0.3, and 0.5 V(RHE), CO gas was introduced and the current
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associated with desorption of the adsorbed species expelled by CO was
observed. At 0.08 V, the adsorbed species is expelled with oxidation
current, as expected by processes such as At 0.3 V,

58 already observed on polycrystalline Pt.    This may be explained by the
reductive desorption of sulfate species.21,22,24 This shows that the cyclic
voltammogram current at 0.3 V < E< 0.5 V is due to adsorption/desorption
of sulfate species. The effect of sulfate concentration on this wave was
observed,59 showing a change of about 60 mV with one order of change
in sulfate concentration, which suggests sulfate-specific adsorption to be
a one-electron transfer process.

practically no current was observed, and at 0.5 V, the absorbed species was
expelled by reduction current. A similar reduction current had been
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The adsorption of sulfate was confirmed by radiotracer technique as
shown in Fig. 14, which clearly shows that the sulfate adsorption feature
depends on crystal faces, as reviewed in Ref. 17.

Sulfate adsorption on Pt(111) was investigated by thermodynamic
treatment of the Gibbs excess, which is based on the Frumkin treat-
ment.60,61 The above cyclic voltammogram feature at Pt(111) in sulfuric
acid solution was also thought to be due to the adsorbed sulfate.59

The cyclic voltammogram characteristics of Pt(111) in phosphate,
sulfate, and perchlorate acid solutions were observed with changing pHs,
shown in Fig. 15,62 where the potential scale is with respect to SHE, and
concentrations of sulfate and perchlorate ions were kept constant, as was
phosphate ionic strength. Figure 15A shows that the cyclic voltammogram
currents at 0.28 < E < 0.5 V converged into a single curve even with a pH
change between 0.8 and 2.1 in sulfate solutions. This tendency of no
change of cyclic voltammogram curve by pH at the positive potential in
the so-called hydrogen region indicates that the process in this region is
not associated with the hydrogen adsorption/desorption process and is in
good harmony with the observation that the curve position is dependent
on sulfate concentration, but not on pH.59 The plateau currents at E < 0.3
V shifted by ca. 60 mV with a unit change of pH in Fig. 15 A. Figures 15B
and C show the potential shift of the cyclic voltammogram with the
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change of pH, where the shift of two current peaks is identical by ca.
60 mV with a unit change of pH for perchlorate. The 60-mV change by a
unit change of pH can be interpreted by a one-electron transfer of hydro-
gen adsorption/desorption at the negative potential of A, B, and C. At the
positive potential of B, the adsorbed hydroxyl species seem to ad-
sorb/desorb at potentials E > 0.35 V(RHE), which depends on pH. In the
case of phosphate in Fig. 15C, the current peaks negatively shifted with a
pH increase. Phosphate species in a solution of  of  and/or
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are suggested to undergo a redox adsorption/desorption process
in which ions are always involved.

II. UNDERPOTENTIAL DEPOSITION ON SINGLE-CRYSTAL
ELECTRODES

The electrodeposition/electrodissolution of  on metal M is given by

where n is the number of electrons to transfer through the electrode
interface and the equilibrium potential of Eq. (1) is given by the Nernst
equation of

where is the standard potential of Eq. (1), and are activities of
and M, respectively, and R, T, and F have the usual meanings.

When the potential negative to E, is imposed, the electrodeposition
of the forward reaction of Eq. (1) takes place and the electrodissolution of
the backward reaction of Eq. (1) takes place when E is positive to

The underpotential deposition/dissolution process of metal ions
takes place on the substrate metal at E > Eeq,which is expressed

by the equation,

where underpotential deposition takes place with an electron transfer
number of n by formation of M metal on substrate which is described
as The electron transfer number n in Eq. (3) is presumed to be
identical to n of Eq. (1) for simplicity. When Eq. (3) is in an equilibrium
at a certain potential a quasi-Nernst equation can be written as*

*This definition is modified in Section II.4.
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where is formally defined as potential when the second term of the
right-hand side is zero. The as are activities of  and   respectively;
n is the same as that of Eq. (3), and an underpotential deposition process
is observed since locates at more positive potentials than Eeq of the
Nernst equation, and the underpotential shift potential of can be
defined as

In the following section, the position of underpotential deposition is
determined at the maximum peak of a cyclic voltammogram peak current,
which is expressed as  Underpotential deposition of on  has
been mostly observed by voltammograms, which were quite characteristic
for various combinations of and

1. Underpotential Deposition on Au Single Crystals

(i) Electrochemical and Ex Situ Spectroscopic Measurements

(a) Cu underpotential deposition

underpotential deposition on low-index single-crystal Au elec-
trodes was observed in for which case the crystal dipping method
was developed.3 This method is not only easily handled, but can also
provide clean conditions for the electrochemical system, and it became a
standard technique for the study of single-crystal electrodes. The cathodic
and anodic cyclic voltammogram characteristics were not reversible with
respect to potential sweeps at 20 mV for on single-crystal Au
electrodes in perchloric acid solution. However, a cyclic voltammogram
of   underpotential deposition on Au(111) gives well-reversible waves
in sulfuric acid solution, as shown in Fig. 16a, in which two clearly
distinguished peaks are found. This suggests a two-dimensional and
well-defined structure for Cu underpotential deposition on Au(111). Ex
situ RHEED and LEED observations gave a surface structure
at potentials between the two peaks of the cyclic voltammogram of Fig.
16a.38 Figure 16b shows an adsorption isotherm with a monolayer struc-
ture of Cu underpotential deposition on Au(111) in 0.05M + 1 mM

where the structure was derived from RHEED.63 It is interesting
that the RHEED pattern at the potential of  no Cu underpotential deposition
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is identical to the pattern in the potential region between two underpoten-
tial deposition current peaks. Underpotential deposition of Cu on Au(111)
was studied by changing the concentration of ions, where the shifts
of underpotential deposition peaks were 60 mV and 30 mV per
for the positive and negative potential side peaks of  Fig. 17, respectively.
These primarily suggest a one-electron transfer process at the positive
potential side and a two-electron transfer process at the negative potential
side, where the underpotential deposition monolayer is completed.64 The
number of electron transfers at the underpotential deposition process
should be examined with respect to the specific adsorption process of
anions in the system, which is discussed in Section 4.

(b) Other underpotential depositions

Cyclic voltammograms of Pb on low-index single-crystal Au were
observed in Voltammograms of Pb underpotential deposition on
various index Au faces were observed in 0.01 M + ImM
solution.2 Since the voltammograms of  underpotential deposition are
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quite sensitive to surface structure, the voltammograms may be treated as
indicators of single-crystal faces. The Ag underpotential deposition on
Au(111), of which the cyclic voltammogram is shown in Fig. 18, was
studied by LEED at 0.51 and 0.7 V to give R30°. The

R30° is believed to be due to sulfate adsorption with coverage
of 0.3. Zn underpotential depositions on low-index Au single crystals were
observed in phosphate and chloride solutions, where the electron transfer
number was one from concentration dependence of underpotential
deposition peaks,34 as was the case for Cu underpotential deposition on
Au(111). The underpotential deposition of was investigated on
polycrystalline Au in alkaline solution.65 The underpotential depositions
of and on polycrystalline Au have been recently
studied.66

(ii) In Situ STM and AFM
Atomically resolved STM images of underpotential deposition

on Au(100) and Au(111) in sulfuric acid solution were first observed by
Magnussen et al. in 1990,11 features of which are shown in Figs. 19, 20,
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21, and 22. At potentials between two peaks of Cu underpotential deposi-
tion on both Au(100) and Au(111), shown in Figs. 19 and 20, respectively,
the STM images were well resolved down to an atomic scale, and Fig. 20
was analyzed to give two phases of phases I and II of and
(5 × 5), respectively. In Ref. 11, the STM images were considered to be
derived from Cu atoms of underpotential deposition on Au single crystals.
In 1992, atomically well-resolved STM images of  R30° were
observed at various potentials, as shown in Fig. 21.67 Figure 22 shows
STM images with their model for Cu underpotential deposition on
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Au(111) and Au(100). The AFM images of Cu underpotential deposition
Cu on Au(111) and Au(111) (1 × 1) were observed at the same
potential as the STM image of Ref. 11, and at a potential where
Cu underpotential deposition does not take place, as shown in Fig. 23.68

By adding to sulfuric acid solution, an AFM image of (5 × 5) on
Au(111) was obtained at potentials between two underpotential deposition
peaks.69 The AFM image of Cu underpotential deposition on Au(100) was
observed to be identical to phase I of Ref. 11. Underpotential deposition
of Ag on Au(111) was observed to give an AFM image of p(3×3)-4 at
0.42 V as shown in Fig. 24. The amount of charge of the cyclic
voltammogram gave 0.52 for Ag coverage, which nearly corresponds to
coverage of 0.44 ~ 0.56 for (3 × 3) and (5 × 5), observed by LEED on
rinsed samples.19 An STM study of on Au(111) was carried out
separately.70 Later, the STM image at 0.7 V was observed to be
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in sulfuric acid solution, which was now assigned to the
adsorbed sulfate species.67

In situ STM images were observed in the cases of Zn underpotential
deposition on Au(111) with and without in phosphate solutions.71

Underpotential deposition of T1 on Au(100) and Au(111) was inves-
tigated by X-ray scattering and STM in perchloric acid solution. Both
measurements gave c(p × 2) monolayer structures before bulk deposi-
tion.72

(iii) In Situ EXAFS, XANES, and XRD

An in situ X-ray absorption spectroscopic study was carried out for
Cu underpotential deposition at Au(111)73 and Au(100).74 The 0.3 mono-
layer of Cu underpotential deposition at Au(111) gave 0.359 nm for
Cu-Cu. In the case of Cu underpotential deposition, the distance of Cu-O
was observed as 0.197 nm, irrespective of the surface structure of Au(111)
and (100).75 Recently, EXAFS study clearly indicated an atomic arrange-
ment between anion, underpotential deposition metal, and substrate, i.e.,
that anions are located over the underpotential deposition metal layer.76

Ag underpotential deposition on Au(111) was studied by EXAFS, and has
a (1×1) structure on Au(111).77 The distance of Ag-O was not dependent
on applied potentials, being 0.21 nm. These distances of Cu-O and Ag-O
on Au(111) are in contrast to the distance of Pb-O on Ag(111), which
changed with the electrode potential from 0.233 to 2.38 nm.78 XRD
observation showed that the distance between underpotential deposition
on Au(111) changed with the applied potentials, but the distance between
underpotential deposition Tl and Au on Au(111) remained constant against
the potentials in the underpotential deposition region.79 An X-ray scatter-
ing study of on Au(100) was also conducted, the results of which were
in conformity with those from STM.72

Underpotential deposition of on Au(100) in 0.1M  was
investigated by in situ XANES to obtain an indication of  alloy formation.80

(iv) In Situ FTIR
An in situ FTIR study of bisulfate and sulfate adsorption indicated

that the coverage of adsorbed sulfate increased in the presence of Cu
underpotential deposition on polycrystalline Au.81
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(v) Electrochemical Quartz Crystal Microbalance Method
The electrochemical quartz crystal microbalance (EQCM) method

was first used to study underpotential deposition in 1988 for Pb, Bi, Cu,
and Cd on polycrystalline Au.82 In 1994, the underpotential deposition of
Cu on Au(111)-like electrodes was clearly monitored by the EQCM
technique, as shown in Fig. 25.83,84 Figure 25a shows a reversible cyclic
voltammogram current increase between 0.3 and 0.7 V, with a change in
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EQCM frequency of 20 Hz, which corresponds to a one-third monolayer
of sulfate species adsorption/desorption. However, the electricity from the
above cyclic voltammogram current is calculated to be about 1 ×

i.e., 6 ×  molecules          which is about one-tenth of a
monolayer. This may indicate that sulfate adsorption on Au(111) is asso-
ciated with a partial charge transfer process. In Fig. 25b, an increase in
EQCM frequency was observed as for (a), and a decrease in the frequency
was observed at the Cu underpotential deposition region. The frequency
change due to Cu underpotential deposition is determined to be 35 Hz,
which is quite close to the 33 Hz of the Cu monolayer value. The total
frequency change at the underpotential deposition region is 49 Hz, which
shows that sulfate adsorption is associated with Cu underpotential depo-
sition.

2. Underpotential Deposition on Single-Crystal Pt Group Metals

(i) Electrochemical and Ex Situ Spectroscopic Measurements

(a) Cu underpotential deposition

Cu underpotential deposition on single-crystal Pt(111) shows two

shown in Fig. 26, where the underpotential deposition current peak of the
cyclic voltammogram was negatively changed by 0.1 V with the addition
of    The two peaks at a positive sweep nearly converge with each
other. This underpotential deposition is widely studied by a variety of
methods, as described later. The underpotential deposition of Cu on
Pt(311), the surface structure of which is equal to Pt[2(111) × (100)],
was investigated and it was found that cyclic voltammogram peaks ap-
peared at different potentials from those of Pt(111) and Pt(100) faces.85

Rotating ring-disk electrodes were employed for an anion effect on
the Cu underpotential deposition on Pt(111) in fluoric and perchloric acid
solutions, the results of which were discussed in comparison with UHV
results of AES and LEED.86–88

An ex situ EXAFS study was conducted for Cu underpotential depo-
sition on polycrystalline Pt in 0.2mM +               89 The
iodine-treated Pt was subjected to Cu underpotential deposition, the
features of which were observed by EXAFS.90 An EXAFS study of Cu

peaks of a cylclic voltammorgram in 0.05M              + 1mM               as

0.5M
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underpotential deposition on Pt(111) showed the distances of Cu-Cu and
Cu-O as 0.27 and 0.21 nm, respectively.91

(b) Zn underpotential deposition

Underpotential deposition of on Pt was seen as adsorption of
ions in 1970,92 since is as high as 1 V, a value that well exceeds

the one expected from previous results on various metal combinations of
underpotential deposition systems.1 Recently, Zn underpotential deposi-
tion on Pt was reported in acidic solutions,93 and then in alkaline solu-
tions.94,95 Zn underpotential deposition on Pd was also found in acidic and
alkaline solutions.94,96 Then cyclic voltammograms of underpoten-
tial deposition on three low-index, single-crystal Pts were observed in
sulfuric and perchloric acid solutions, as shown in Figs. 27 and 28.41 In
comparing Figs. 27 and 28, Zn underpotential deposition on Pt seems to
take place only on Pt(110), but not on Pt(111) and Pt(100). Therefore it
can be said that a cyclic voltammogram on polycrystalline Pt was observed
on a Pt(110)-like surface.
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A cyclic voltammogram of Zn underpotential deposition on Pt(110)
in sulfuric acid solution is more reversible than that in perchloric acid
solution with respect to the change of potentials, as shown in Fig. 27. The

was evaluated as about 1 V. Since Zn underpotential deposition in
acidic solutions was observed in the adsorbed hydrogen region, the pH
was increased to separate Zn underpotential deposition from the hydrogen
adsorption region. At pH 4.6, Zn underpotential deposition was observed,
as shown in Fig. 29.62 The different cyclic voltammogram appearances of
Zn underpotential deposition on Pt(111) at different pHs is discussed in
Section II.4.

(c) Other underpotential depositions

Ag underpotential deposition in1 M  was observed by LEED,
as shown in Fig. 30, where the Pt(111) surface, pretreated by iodine, forms

Pt(111) R19.1°. The LEED patterns are quite dependent on
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potentials and potential sweep direction.97 Iodine pretreatment was mostly
done to avoid contamination before measurement. Ag underpotential
deposition on Pt(111) was subjected to electrochemical and UHV stud-
ies.98 The irreversible underpotential depositions of and on
Pt(111) in sulfuric acid solution were investigated by an ex situ adsorption
method.99–101 The irreversible underpotential deposition of Pb on Pt(111),
Pt(100), and Pt(110) was studied in acidic and alkaline solutions, where
Pb underpotential deposition in alkaline solution was quite substrate-
structure sensitive in underpotential deposition potentials and cyclic vol-
tammogram features.102

(ii) In Situ STM
An STM image at 0.68 V(RHE) on Pt(111) in the presence

of Cu underpotential deposition was first observed in 1991,103 as shown
in Fig. 31, where the electrolyte was sulfuric acid and the applied potential
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of 0.68 V was located at potentials between the two underpotential
deposition peaks of Fig. 32. The charge density of the positive potential-
side underpotential deposition peak was which exceeds the
coverage of one-third on the STM image; at present, the STM
image is not attributed to Cu underpotential deposition but to the sulfate
species adsorbed as in Cu underpotential deposition on Au(111), as stated
in Section II. 1.

STM images of Ag underpotential deposition on Pt(111) were ob-
served as (1 × 1) and structures at the potentials of Ag mono-
layer formation and between two underpotential deposition peaks,
respectively.104 The STM image at Pt(100) was examined for Cu under-
potential deposition in the presence of  halide ions in sulfuric acid solution
by a (2 × 2) structure at 0.4 V(SHE).105

(iii) In Situ EXAFS and XANES
Cu underpotential deposition on Pt(100) in 0.l mM + 1mM

+ 1M  was studied by in situ XANES and EXAFS.106 The
chemical state of copper was taken to be similar to the state. From
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EXAFS results, Cu atoms locate on the top of Pt atoms. Experimental and
theoretical EXAFS studies were carried out for Cu underpotential depo-
sition on Pt(111) in a 0.1 M solution, giving the
position of copper underpotential deposition at three hollow sites of
Pt(111), which is partially positively charged.91,107,108

(iv) In Situ FTIR
In situ FTIR for Cu underpotential deposition on Pt(111) and Rh(111)

was observed in sulfuric and perchloric acid solutions.42 Both adsorbed
sulfate and perchlorate species were found on underpotential deposition
Cu. The underpotential deposition of T1 on Pt(111) was observed by FTIR
in view of the coadsorption of perchlorate and bisulfate.109 The IR bands
of the adsorbed anions were found to be due to the presence of underpo-
tential deposition metals on Pt(111), and the possibility of the presence of
an ion pair of the underpotential deposition metal and an anion is dis-
cussed.
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3. Underpotential Deposition on Ag Single Crystals

Pb underpotential depositions on Ag(111), Ag(100), and Ag(110) were
observed by cyclic voltammogram in a 0. lM +1 mM solution.
The surface structure of the underpotential deposition is suggested from
total charge densities of underpotential deposition.3 Atomically resolved
STM images of Pb underpotential deposition on Ag(111) and Ag(100)
were observed in 5mM + 10mM The image patterns
varied with the potentials110 applied. Voltammograms of Ti and Pb under-
potential depositions on a chemically polished Ag(111) are given in Fig.
33,111 where the shift in underpotential deposition potential of Eq.

*In this section, is not the underpotential deposition peak potential, but that defined
in Eq.(5).
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(5) is presented with respect to the SCE for the ordinate potential scale.
STM images of Ag(111) and Ag(100) were observed with atomic-scale
resolution of an interatomic distance of between nearest
neighbors and are shown in Fig. 34 for which is not in
the underpotential deposition region.112 The value shows the STM
image of an unreconstructed Ag substrate in the case of Ag(111). The STM
images at in Fig. 35 are thought to be due to the monolayer
of Pb underpotential deposition in comparison with the potential of Fig.
33. T1 underpotential deposition on Ag(111) seems to be composed of two
monolayer structures where the STM images of T1 and Pb underpotential
depositions on Ag(111) were observed, as shown in Figs. 36 and 37.113
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Figure 36a shows an STM image of T1 underpotential deposition on
Ag(111) taken at during adsorption of the first mono-
layer peaks of and of Fig. 33, and subsequent polarization at
potential between the peaks of  and  during 708 s; (b) is the same as
scheme a, where black circles represent T1 atoms of the rearranged
coverage and dark gray ones are for an initial hcp adsorbate layer.113 Pb
underpotential deposition on Ag(111) gave the STM image in Fig. 37,
taken at after adsorption of an incomplete monolayer at
peaks and of Fig. 33, and subsequent polarization at a potential
between and during 600 s. These show that various surface states
of underpotential and overpotential deposition can be expected for differ-
ent pretreatments of the surface.

Underpotential deposition of Zn ions on polycrystalline Ag was
investigated in 1M KOH to form two kinds of alloys.114

4. Underpotential Deposition and Anion Adsorption

(i) Apparent Electron Transfer Number
As found in preceding sections, the underpotential deposition process

is strongly influenced by anion adsorption, or controlled sometimes by the
presence of the adsorbed anions. Anion-specific adsorption/desorption
seems to take place as an electron transfer process24 and may be accom-
panied by the underpotential deposition formation/removal process.62

Let us consider the case that underpotential deposition takes place at
potentials where specifically adsorbed anions depart from the surface, or
the removal of underpotential deposition species induces specific adsorp-
tion of anions. Then the underpotential deposition process is taken to
consist of three consecutive steps: (1) desorption of specifically adsorbed
anions from substrate M, (2) adsorption and electron transfer of metal ions

to form an underpotential deposition metal layer on the substrate
metal and (3) readsorption of the anions on the underpotential depo-
sition metal M on i.e.,
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where is an anion with m as a negative charge in solution,
is an adsorbed anion on substrate which forms by the oxidation of

with electrons as the electron transfer number by the reverse step
of Eq. (6), is a metal ion in solution, is the underpotential
deposition metal with electrons as the electron transfer number on
which may be different from n, and is an adsorbed anion with
electrons as the electron transfer number on

As an overall reaction,

is a reaction that occurs in the underpotential deposition process, where
the above anion redox steps of Eqs. (6) and (8) may partially occur with
respect to or to

When Eq. (9) is at pseudoequilibrium, the pseudo-Nernst equation

is obtained, where the is the underpotential deposition potential
for Eq. (9), in which the effect of electron transfer of anion-specific
adsorption is taken into account, and are activities of xs. The
in Eq. (4) should be replaced by Eq. (10) when the reaction proceeds
by Eq. (9). In Eq. (10), the activities of the adsorbed species can be
expressed by coverages of and for underpotential
deposition M, the adsorbed anion on substrate and the adsorbed
anion on underpotential deposition M, respectively. By dif-
ferentiation of with log at constant and and
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at 298 K. In the case that the activity of ions can be replaced by their
concentrations, Eq. (11) becomes

The differentiation of E for the electron transfer reaction of Eq. (6) can be
written in the same manner as Eq. (12) as

which was first derived by et al.115

(ii) Anion Adsorption Effect on Underpotential Deposition on Au
The effect of trace amounts of on Cu underpotential deposition

was studied on Au(111) in solution by STM and cyclic voltammo-
gram.116 Figure 38 shows that the cyclic voltammogram was tremendously
changed by the addition of at maximum. Sweep rate depend-
encies also demonstrate that Cu underpotential deposition on Au(l11) in

is a slow process. The coadsorption of underpotential depo-
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sition and (or on Au(111) was investigated by changing the
concentration of sulfate ions in perchlorate solution by thermodynamic
treatment.117 For full coverage of Cu underpotential deposition, the
amount of charge was observed to be which corresponds to
0.75 coverage with a unit atomic ratio of Cu to Au. However, the Gibbs
excess of underpotential deposition Cu was                      atoms            which
is nearly identical to Au atoms at Au(111). The STM image
of is thought to be due to the adsorbed sulfate species. The
effect on Cu underpotential deposition on Au(111), which gives quite
sharp reversible underpotential deposition peaks in perchlorate solution,
was also investigated in terms of the Gibbs excess.118 The anion effect on
Cu underpotential deposition at Au(111) was discussed by evaluation of
electrosorption valences of 0.8, 1, and 1 for and from the
Gibbs excesses of Cu underpotential deposition and anions.119 The num-
ber of electrons transferred at underpotential deposition was also
estimated as 1.4 ~ 1.8.

For the Cu underpotential deposition peak at the positive potential-
side on Au(111) in sulfuric acid solution, the slope of peak potentials with
respect to the logarithm of concentration was 60 mV,64 which
indicates a one-electron transfer process for Cu underpotential deposition.
EQCM measurement83 shows a weight loss of one-third coverage of
sulfate species before Cu underpotential deposition occurs, where the
associated charge corresponds to its one-tenth coverage, provided that
sulfate species adsorption takes place by one electron transfer process.
This discrepancy may be interpreted as the sulfate species on Au(111)
adsorbing by a partial charge transfer process. The adsorption of the sulfate
on Cu underpotential deposition on Au(111) is expected as specific
adsorption by one-electron transfer oxidation, as for the case of Cu
underpotential deposition on Pt. Then, of Eq. (11) is nearly zero, and
is 2 with These values are put into Eq. (11), giving 60 mV as
observed in Ref. 64. For the case of Zn underpotential deposition on Au
single crystals, the same argument as for Cu underpotential deposition can
be made since the slope of Eq. (11) was 60 mV.34 Most of underpotential
deposition is affected by specifically adsorbed anions in the solution.
However, a study in fluoride solution shows that Ag underpotential
deposition on Au(111) was found to receive little effect from anion-
specific adsorption.120
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(iii) Anion Adsorption Effect on Underpotential Deposition on Pt
In Eq. (13),1l5 was given as 1 for the case of sulfate adsorption on

Pt(111). By applying such an argument to the case of Zn underpotential
deposition on Pt(111), with the assumption of (that the number of
electron transfers of anion adsorption on and on is identical),

about 2.5 from the slope of 25 mV As n = 2 for is
found to be nearly identical with n. Since the condition of is not
plausible, the number of electron transfers will be identical to n; 62

As shown above, the effect of anions on a cyclic voltammogram was
characteristic of individual anions. With respect to an anion that is present
at the electrode interface, we discussed the behavior of Zn underpotential
deposition in different anion solutions, as shown in Fig. 39,121 in which
sulfate solutions (a) and perchlorate solutions (b) do not give sharp
underpotential deposition peaks in comparison with phosphate solutions
(c), in which quite sharp and high peaks appeared when pH > 3. In close
comparison with Fig. 15, we find the potential positions of Zn underpo-
tential deposition and phosphate desorption to nearly coincide in the case
of phosphate, but not in cases of sulfate and perchlorate. In the latter two
cases, the interface does not accommodate a large enough amount of
specifically adsorbed anions in the Zn underpotential deposition region.
Therefore, the underpotential deposition process is closely associated with
the anion desorption/adsorption process.

When underpotential deposition occurs in the presence of a strongly
adsorbable anion, the underpotential deposition process is accompanied
by anion desorption. Recently, Horányi and Aramata122 observed adsorp-
tion of sulfate species on polycrystalline Pt by a radioactive S tracer
method and found that the amount of the adsorbed sulfate on underpoten-
tial deposition Zn is lower than that on Pt at a positive potential range, and
that sulfate adsorption is stronger than chloride adsorption on Zn under-
potential deposition although chloride adsorbs on Pt at a positive potential
range as generally accepted order of adsorption strength of anion specific
adsorption. The former findings support underpotential deposition of Zn
at specific sites such as Pt(110) as found in Ref. 41. In this reference,
the different interaction energies of anion-specific adsorption on underpo-
tential deposition metal and bare substrate metal were first suggested in
a study of underpotential deposition. It seems to be anion desorption-
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assisted underpotential deposition, as if the footprint of the adsorbed
anion assists underpotential deposition with two-dimensional nucleation,
where the adsorbed anion has formed a two-dimensional phase, as dis-
cussed in Section I.

The underpotential deposition cyclic voltammogram peaks of Cu in
the presence of and  were investigated, and the negative
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shift of the peak potentials was observed to be due to the reaction of
for the case of as an example.123 The adsorption

of and was also observed to be induced by Cu underpotential
deposition on Pt(111); adsorbed anions were believed to be in contact with
the Pt surface.124 The effects of and were observed on Pt(311) in
sulfuric acid solution, giving complicated cyclic voltammogram fea-
tures.85 The effects of thiourea, acetonitrile, and polyethylene glycol
on Cu underpotential deposition were investigated by EQCM and visible
reflectance spectroscopy.125 The effect of on Cu underpotential depo-
sition at Pt was studied by AES, LEED, RRDE, and X-ray scattering
methods. Cu underpotential deposition was found to form by a two-step
process: the formation of a Cu-Cl layer and a pseudomorphic Cu mono-
layer with a Cl adlayer.88 Different shifts in Cu underpotential deposition
potential on Pt(111) and Pt(l00) with the addition of are thought to
be due to the difference in energies between Cu and 126
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Ex situ LEED and XPS studies were conducted to demonstrate the
effects of and these anions form densely packed incommensurate
structures on Cu underpotential deposition at the full monolayer.127

Ag underpotential deposition on Pt(111) R19.1°-I was ob-
served by STM in 128

Underpotential deposition of T1 on Pt(111) was found to be quite
sensitive to anions in perchloric acid solution, as shown in Fig. 40, where
the addition of l0mM changed the underpotential deposition peak
potential negatively over 100 mV.129 The effect of and
phosphate ions was also shown.129 The effect of specific adsorption of
sulfate ions on underpotential deposition was studied in perchloric
acid solution by voltammetric and radiochemical methods. In both meth-
ods, a part of the deposited Cd is taken to be in an oxidized form at positive
potentials, being transformed to an atomic form by the negative-moving
potential sweep.130

III. MECHANISM OF UNDERPOTENTIAL DEPOSITION

1. Kinetics and Dynamics

(i) Kinetic Formula for Underpotential Deposition Process
When underpotential deposition adsorption/desorption takes place

randomly at any substrate site the following random adsorption-
controlling treatment is to be employed, and when the process is controlled
by a two-dimensional nucleation-growth mechanism, the process analysis
should be carried out according to Section III.1.(b).

(a) Langmuir or Temkin (Frumkin) random adsorption controlling proc-
esses

In the process of underpotential deposition of a metal ion in
solution as

we assume that the reaction of Eq. (14) is a rate-determining step in the
underpotential deposition process. When the underpotentially deposited
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M occupies the site on by the coverage of Eq. (12), which is
abbreviated as the current of Eq. (14),  j, is given as131

where the current density j is taken as a negative value for underpotential
deposition formation,  and are forward, and backward rate constants,
respectively, is the concentration of  is the electron
transfer coefficient, E and are applied potential and the potential where
the underpotential deposition process begins, respectively, is the con-
stant of and r is a lateral interaction parameter between
underpotential deposition metals M on The interaction parameter
between underpotential deposition metal M on r, is assumed to be
given as

where and are heats of adsorption when and 0, respectively,
and the constant term is included in  or of Eq. (15). In Eq. (16),
the interaction is absent when r=0; such a process is called the Langmuir-
type adsorption process. When r is constant with the adsorption
process is known as the Temkin-(or Frumkin-) type adsorption.* When
r > 0, the interaction between Ms on is repulsive and when r < 0, it is
attractive.

When the reaction of Eq. (14) is in a reversible condition, the first and
second terms of the right-hand side of Eq. 15 are equated, and

is given, where is constant. When the change of coverage  occurs, the
current j to be observed is

*This approximation is also called a linear approximation since r is taken to be constant in
Eq.(16).
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and becomes with Eq. (17)

where From Eqs. (17) and (19), the capacity r is given as a
function of electrode potential E, which is given in Fig. 41, where the
potential width of half of the current peak, is given as

where
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The peak current at peak potential i.e., at is given by

Here, from , the interaction parameter r can be estimated. When
r = 0, i.e., the adsorption is expressed by the Langmuir-type adsorption,
and at 25°C.

When the potential sweep rate is fast, and the above equilibrium
condition is not valid, the current-potential profiles depend on kinetic
parameters and sweep rates, which are discussed in Ref. 132.

When the potential step method is employed to elucidate the mecha-
nism of the underpotential deposition process, the current j against time t
is readily found to be in the form of

for the case of the Langmuir adsorption mechanism, i.e., r = 0, where ks
are constants and k2(>0) is a function of potential. When a simple
mathematical expression was not deduced, and an empirical Elovich
equation can interpret the j vs. t relation as a zeroth approximation, as
discussed in Ref. 133. The treatment of the case of attractive interaction
between adsorbates, i.e., r < 0, can be applicable in the sense of a
mathematical expression, but its physicochemical explanation will be
rather difficult, and the two-dimensional nucleation-growth treatment will
replace its position.

(b) Nucleation growth controlling processes

In the treatment by Langmuir and Temkin of adsorption kinetics, a
current curve against time is in a monotonic decrease at a given potential
as given by Eq. (23) for the former adsorption. However, the curve showed
a plateaulike feature in the case of Pb underpotential deposition on an Ag
single crystal.134 The two-dimensional adsorption of underpotential depo-
sition was suggested to induce a two-dimensional phase formation on the
substrate metal. The underpotential deposition of Pb on an Ag single crystal
was observed to give quite sharp cyclic voltammogram peaks134–136 and
interpreted by phase transformation of nucleus formation with subsequent
nucleus growth, which specific adsorption of anions was also reported to
strongly influence underpotential deposition potential and the underpo-
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tential deposition peaks. The nucleation growth process was examined for
two experimentally different conditions: Refs. 137–139 used the poten-
tial-step method, and Refs. 139–141 used the potential-sweep method.

A kinetic study of underpotential deposition was carried out to
determine if it is best described by adsorption processes or by nucleation
processes.142 The nucleation growth process is classified into two categories:
instantaneous nucleation growth and progressive nucleation growth.137–141 In
the case of instantaneous nucleation growth, where nucleation site forma-
tion is so fast that no other following nucleation sites are created, the
number of nucleation sites N(t) is expressed as

where is the number of sites active for nucleation at time t = 0. In the
case of progressive nucleation growth, where nucleation site formation is
slow, the following approximation is employed as

where a is assumed to be a constant. The growth rate r of a single
nucleation center is given in the assumption of the Butler–Volmer mecha-
nism for the electron transfer process as

where the definition of various terms is identical with that of Eq. (15).
Likewise, the underpotential deposition removal reaction is also defined.
The overlap among the growing centers is also taken into account, and the
current observed by the potential-step method against t is given for
instantaneous nucleation by

where and are constants. For progressive nucleation, the following
variation of Eq. 28 is obtained

where and are constants, including signs of the direction of the
current.l42 The summary of the general trends of various processes, in
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which monolayer formation takes place under the potential-sweep condi-
tion, is given in Table 1.

(ii) Elucidation of the Kinetics of Underpotential Deposition
Formation

Zn underpotential deposition on polycrystalline Pt, Pd, and Au was
subjected to evaluation of the kinetic parameters of the lateral repulsive
interaction constant r.96 As the underpotential deposition peak width

changes with pH, a shift in the peak is caused when is large,
as found in Fig. 41. A correction did not cause a change and the
were ca. 1.08, 0.98, and 0.61 V, for Pt, Pd, and Au, respectively, as
averages.

Equations (27) and (28) give mountainlike curves of j against t, and
js against t of underpotential depositions of Pb on Ag single crystals were
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observed to have mountainlike curves or plateaus,134–136 which were
attributed to nuclear formation or removal phenomena. In Ref. 142,
underpotential deposition of on Au(111) was analyzed for elucida-
tion of the mechanism of underpotential deposition for the individual
cyclic voltammogram peaks of Fig. 42. The curves of j against t for peaks
of A, and of Fig. 42 are given in Fig. 43, where j vs. t at peak A
shows a monotonic decrease with t. However, js vs. t at peaks B, and

show mountainlike shapes, which can be attributed to nucleation
growth processes. The cyclic voltammogram current peaks and their
potentials are plotted against the square root of scan rates in Fig.
44, showing a good linear relationship, which is characteristic of instan-
taneous nucleation. We reexamined the case of Cu underpotential deposi-
tion on Au(111) and found that at peak the characteristic feature
seemed to be progressive nucleation rather than instantaneous nuclea-
tion.133 The influence of step density on underpotential deposition
at Au(111) was investigated to enhance nucleation growth rates.143 In the
case of Zn underpotential deposition on Pt(111), the kinetics of underpo-
tential deposition was found to be changed by the addition of in
phosphate solution.121
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(iii) Dynamics of Underpotential Deposition Phase Formation
Observed by STM

The characteristics of monatomic height step formation of Cu under-
potential deposition on Ag(111) in sulfuric acid solution were observed to
be dependent on electrode potentials.144 At more positive underpotential
deposition potential regions, STM revealed the frizzy edges of Cu under-
potential deposition at the corners of Cu islands growing on the Ag(111)
terrace STM. The kink site mobility was roughly estimated as 3000 nm

Monatomic height steps on Au(111) electrodes did not show any sign
of frizziness under the experimental condition.144

(iv) Underpotential Deposition, Work Function, and Point-of-Zero
Charge

The occurrence of underpotential deposition of various metals on
different metal substrates is an interesting subject: Why is it possible? The
relation of the underpotential deposition shift potential  was plotted
against physicochemical values for differences of the heat of adsorption
derived from Pauling’s concept, and work function differences of M and

was found to be in good proportional relation to since
1 Later, the Born–Haber cycle was used to elucidate

was expected to be in the form of l45 How-
ever, the double-layer potential is present at the solution side of the
electrode interface, which is expected to affect the evaluation of the energy
value by the Born–Haber cycle, as described in Ref. 146 in detail. This
argument needs to incorporate an additional correction to describe the
difference between outer potentials over substrate metal and underpoten-
tial deposition metal at electrode potentials, where the underpotential
deposition occurs, since the value and sign of the outer potentials are
generally different between both metals at a certain potential. Therefore,
the relation

is present when no anion-specific adsorption needs to be taken into
account, since the value of the outer potential is relatively small. In the
case of Zn underpotential deposition on Pt, the condition of Eq. (29) is
approximately attained because the equilibrium potential of is
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located at relatively negative potentials, and the underpotential deposition
current can be found in the double-layer region of the Pt electrode.121 In
the case of underpotential deposition on Pt(111) in perchloric acid,

nearly satisfies the relation of Eq. (29) with  the cyclic
voltammogram of which is shown in Fig. 40.129

It is interesting that the photoelectronic work functions of Pt, Au, and
Ag electrodes changed with electrode potentials E when the electrodes
were imposed before they were transferred for measurement in a vacuum;
the difference of E, and the work function of the
standard hydrogen electrode potential was evaluated as 4.85 eV.147 This is
supported by the work for determination of the point-of-zero charge of the
Au single-crystal electrode.148 Various discussions on the vacuum-scale
potential of the standard hydrogen electrode are given in Ref. 146. These
results suggest that the relation of Eq. (29) can be expected from an ideal
case in which the electrode surface is neither oxidized nor specifically
adsorbed by anions.

IV. ELECTROCATALYSIS ON ELECTRODES MODIFIED BY
UNDERPOTENTIAL DEPOSITION

Electrodes modified by underpotential deposition of metal were subjected
as electrocatalysts to reduction of oxygen,149 oxidation of formic acid,150

and other processes in which polycrystalline metal substrates were used
(see review in Ref. 151). Electrocatalysis of single-crystal electrodes
modified by underpotential deposition was also investigated, as reviewed
by l52

Since a well-defined condition of the underpotential deposition metal
at a definite coverage is better for studying its modified surface at a definite
coverage, an irreversibly adsorbed underpotential deposition metal is
desirable: Sb on Pt(111) for CO oxidation,153 Bi and Te on Pt(l00) for
formic acid oxidation,154 Sb + Bi on Pt(l00) for formic acid oxidation,155

and others found in these references.
In most of the works referred to in this section, catalytic activities

were observed through cyclic voltammograms, which exhibit only pri-
mary trends for electrocatalysts. The observation of steady current at
certain potentials is quite important because the degree of catalytic activity
under the steady-state condition must be known in order to develop
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practically applicable processes. The transient phenomena shown on
cyclic voltammograms do not always indicate trends of the steady state of
catalytic activity. In addition, under steady-state condition, the reaction
mechanism can be easily elucidated, as discussed in Refs. 156 and 157.

V. MISCELLANEOUS

1. Bimetallic Underpotential Deposition
For the design of electrode surfaces by binary underpotential deposition
layers, Schmidt and Gygax observed and

on Ag at different concentrations of underpotential deposition of
metal ions,158 where the Ag substrate was polycrystalline. Stucki investi-
gated the effect of underpotential deposition on polycrystalline Ag, Au,
and Cu substrate with predeposited metal or Underpotential deposition
metal.159 Simultaneous underpotential deposition of and on
polycrystalline Ag has also been studied using cyclic voltammo-
grams.160,161 Underpotential depositions of   and
on Au(111) and Au(l00) were observed by cyclic voltammogram, where
Ag deposition may be in the overpotential region.162 The system of
and subsequently and irreversibly adsorbed on Pt (111) was observed
by an ex situ method on Pt(111).100 The underpotential depositions of
and affected each other, giving different cyclic voltammogram fea-
tures according to the order of the underpotential deposition procedure,
and were found to interact with each other by forming individual islands.
The in situ binary underpotential deposition of and on Pt(111)
in a phosphate solution of pH 4.6 was observed by voltammograms, where
the concentration of was ten times larger than that of The Cu
underpotential deposition seems to expel underpotential deposition of  Zn,
even in the potential region of Zn underpotential deposition on Pt.163

2. Effect of Underpotential Deposition on Overpotential Deposition
The overpotential three-dimensional nucleation process is affected by the
change of prepolarization potential in the underpotential deposition region
of Pb on Ag. When is low (potential is close to the rate of the
overpotential nucleation process becomes slow; the Pb underpotential
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deposition seems to inhibit the nucleation process in the overpotential
region.112

Silver deposition on polycrystalline Pt electrodes at potentials posi-
tive to the equilibrium potential gave 2.5 atomic layers.164 Two binding
types of Ag layers were found by anodic stripping: the first Ag layer
deposited on Pt, which seems to form an alloy of Ag-Pt, on which the
second Ag deposition takes place in the Ag underpotential deposition
region. STM images from the underpotential to the overpotential deposi-
tion region were observed for Cu underpotential deposition on Au(111) in
sulfuric acid solution, where Cu underpotential deposition does not affect
overpotential deposition, although the latter always takes place on the
surface with Cu underpotential deposition and a metal.67

3. Effect of Organic Additives on Underpotential Deposition
The electrode interface structure is changed by adsorption of organic
additives. Since Grahame’s work in the 1940s,20 their effects have been
concisely studied, mostly on liquid Hg electrodes.165 Recently, the effect
of organic additives has also been studied on well-defined single-crystal
electrodes.166–168 A change in the surface structure reconstruction poten-
tial with a change in concentration of pyridine and pyrazine was reported.
With a concentration increase in these species, a negative shift of surface
reconstruction from Au(100)(5 x 20) to Au(100)(l x 1) was observed in
cyclic voltammograms with 0.6 V and 0.2 V for pyridine and pyrazine,
respectively, at a sweep rate of 166

The effect of acetate, citrate, and thiourea on Pb underpotential
deposition on Ag(111) has been studied.135–136 The effects of the anionic
character of the additives were discussed in relation to changes in voltam-
mograms. The two-dimensional phase transformation was also discussed.
The influence of various additives such as dimethylfluoride (DMF) and
pyridine on cyclic voltammograms of Cu underpotential deposition on
Pt(111) was observed.169 Cu underpotential deposition on Pt(111) was
studied in the presence of crystal violet, coumarin, and hydroquinone.170

The addition of crystal violet to a Cu underpotential deposition
system on Au(111) gave two different STM images at potentials different
from the images seen in its absence. One of these was due to the presence
of as a counteranion in the crystal violet molecule.67 Thiourea was
added to Cu underpotential deposition on Au(111) to investigate the
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kinetic mechanism of underpotential deposition as well as Cu overpoten-
tial deposition.171

4. Underpotential Deposition in Nonaqueous Solvents
Underpotential depositions of on Au and Ag in acetonitrile and of
on Cu, Ag, and Pt in propylene carbonate (PC) were observed at 1.23,
0.96, 1.00, 1.05, and 1.30 V for the underpotential deposition shift poten-
tial where the electrodes were all polycrystalline.172 The Pb and
Cd underpotential depositions on Ag(111) and Au(111) were studied in
nonaqueous solvents where the solvents were PC, THF, and DMF.173 The
highest observed at present is 1.7 V for on Pt in PC.174 In
aqueous solution, it is 1.4 V for on Pt(111).129 These large values
suggest the possibility of an underpotential deposition supercapacitor or
a secondary battery of any combination of in nonaqueous media,
as shown in Fig. 45, for an example.

VI. CONCLUSION

In this chapter, hydrogen adsorption, particularly observed on Pt elec-
trodes, was not treated as an underpotential deposition phenomenon.
However, from a theoretical point of view, it may provide a breakthrough
insight into underpotential deposition.175 Since the underpotential depo-
sition of M on is quite characteristic among different combinations of
M and together with a change in the kind of anions in the solution, a
theoretical approach, which requires simplification, is still limited, and
more experimental clarification is needed for theoretical work. However,
the jellium model was successfully used to describe the lattice contraction
of adsorbate T1 and Pb on Ag(111) as underpotential deposition.176,177
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Other researchers have attempted to simulate the cyclic voltammogram
feature from theoretical bases.178,179

The under-potential deposition process is one of the simpler electrode
processes that have been experimentally studied, not only by electro-
chemical methods, but also by various in situ and ex situ spectroscopic
methods; the current-potential relation was therefore examined by atomic
resolution techniques. Since the underpotential deposition process always
involves the substitution reaction at the interface, it receives the strong
effect of the species at the interface, i.e., the counterion of the underpo-
tential deposition metal ion at/on the electrode interface may play a crucial
role in the underpotential deposition process. The residence of cations
and/or anions depends on the double-layer potential, the sign and magni-
tude of which are determined by the position of the point-of-zero charge
(pzc) of the electrode. Primarily, the position of the pzc changes with a
change in the crystal face of the metal electrode;148,180,181 the kind of
adsorbed species and its coverage are changed with respect to the pzc. It
is likely that the underpotentially deposited metal is directly bound to the
substrate metal electrode, while the anions and/or solvent present at the
electrode are substituted before the underpotential deposition. Since the
underpotential deposition metal’s pzc usually locates at more negative
potentials than the substrate metals, the anion substituted from the sub-
strate metal is expected to be again pulled over onto the underpotential
deposition metal. The underpotential deposition feature on a cyclic vol-
tammogram changes with various combinations of underpotential depo-
sition metal and substrate metal reflecting the interface structure.
The current-potential relationship is now revealed at an atomic scale to be
correlated with the change of surface state of the underpotential deposi-
tion.

Some possibilities of practical application of the system were
pointed out in the preceding sections. The underpotential deposition has
been studied mostly in aqueous acidic, and, to some extent, in neutral
solutions. With an increase in pH, the equilibrium potential of the
hydrogen evolution reaction shifts negatively with respect to that of the
electron-transfer reaction of and produces the system M
and which can operate as an underpotential deposition capacitor, an
atomic-scale switching device, and in some other applications, as well as
in aqueous alkaline solutions, as shown by a basic set in Fig. 45.
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In electroplating industrial iron metals,182 zinc metal electrodeposi-
tion is accompanied by the formation of Zn-Ni, Zn-Co, and Zn-Fe alloys,
where zinc electrodeposition is known to be anomalous in some cases.
The ratio of zinc metal to iron metal in those alloys is sometimes higher
than that of the electroplating bath solution, and zinc ions occasionally
deposit at potentials positive to the equilibrium potential of zinc ions on
zinc metal although is very negative to the equilibrium potentials
of iron metals. It can be seen from the study of underpotential deposition
of zinc ions41,62,93,96 that this is not anomalous, but could be explained as
an underpotential deposition phenomenon, to be clarified in further work.
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I. INTRODUCTION

Measurements of corrosion rates and other parameters connected with
corrosion processes are important, first as indicators of the corrosion
resistance of metallic materials and second because such measurements
are based on general and fundamental physical, chemical, and electro-
chemical relations. Hence improvements and innovations in methods
applied in corrosion research are likely to benefit basic disciplines as well.
A method for corrosion measurements can only provide reliable data if
the background of the method is fully understood. Failure of a method to
give correct data indicates a need to revise assumptions regarding the basis
of the method, which sometimes leads to the discovery of as-yet unnoticed
phenomena.

The present selection of automated methods for corrosion measure-
ments is not motivated simply by the fact that a certain measurement can
be performed automatically. Automation is applied to nearly all types of
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measurements today. The features of the selected methods are that some
could not be applied without automatic devices for control and measure-
ment, and that the automation enables measurements or resolution of
measurements, which could not be obtained by manual techniques. Also,
even if automation is not essential for applying a given method, it enables
numerous measurements to be made in fast succession, possibly at remote
locations.

II. CORROSION MEASUREMENTS BY TITRATION

1. General
Corrosion measurements by titration (CMT) were first introduced in
1990.1 The method is based on the followingconsiderations: When a metal
corrodes with no applied current in an aqueous solution, the anodic
dissolution reaction

is combined with cathodic reactions, mostly oxygen reduction

or hydrogen evolution

This shows that the number of hydrogen ions used in cathodic reactions
is equal to the number of charges transferred in the anodic reaction. The
pH value in the solution can then be maintained constant by a pH stat,
controlling the addition of acid to the solution at such a rate that the loss
of  hydrogen ions is compensated. Then the following condition is fulfilled:

where is the corrosion current. A measurement of the titration rate under
pH-static control is thus a direct measure of the corrosion rate. The
advantages of the method are

1. The corroding metal electrode is not disturbed by polarization.
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2. Because of (1), measurements can be made at short intervals,
virtually continuously.

3. The measurements present the rate directly without extended
mathematical analysis and interpretation.

Similar advantages can be claimed for a ring-disk electrode system,
where the disk electrode corrodes freely, and metal ions arriving at the ring
electrode undergo reduction or oxidation reactions and thus also allow a
direct measure of corrosion rate via the ring current. However, few stable
metal ions can undergo further oxidation, and reduction will often be
accompanied by other cathodic reactions, such as those described by Eqs.
(2) or (3). Reduction of  ions of Al and Mg, for example, cannot take place
at the ring electrode. The fabrication of a ring-disk electrode system is
rather complicated, and use of the system is restricted to the condition of
metal corrosion with a vigorous streaming of solution at the rotating
electrode. If corrosion proceeds as a combination of electrochemical
dissolution and disintegration of metal (by chunk formation), the metallic
particles may dissolve rather fast in the solution, but maybe not before
having passed the ring electrode. Detection on the ring electrode will then
only relate to contributions from the electrochemical dissolution. In this
case, CMT measurements will correspond to the full loss of metal as
chunks and by electrochemical dissolution.

2. Restrictions and Limitations of  CMT Measurements
The CMT method is based on the direct measurement of chemical change,
and a number of restrictions may arise due to the chemistry of the corrosion
reactions and the electrolyte solution. The simple relation (4) in accord-
ance with reactions (1)–(3) is not always valid because of complications
connected with either the anodic or the cathodic reactions.

The anodic reaction (1) is often followed by hydrolysis

If  n = z, the loss of hydrogen ions in (2) or (3) is balanced, and there is no
need for titration. However, (5) often represents an equilibrium or a
number of equilibria associated with various values of n (< z). When
stability constants for the various hydrolyzed species are known, it is
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possible to calculate the effective number of  hydrogen ions associated with
transfer of one metal ion and thus to arrive at the actual corrosion
current.2,3

A metal surface that is immersed in an electrolyte solution without
prior treatment is often covered by an oxide layer, which can dissolve at
the pH of the solution. This gives rise to consumption of acid and is
recorded by the CMT measurements in addition to the loss of acid due to
electrochemical dissolution. The opposite situation, which could arise
during corrosion of an initially film-free metal surface, is the following:
At the pH value selected for the experiment, a film of an oxide or
hydroxide forms and grows to a certain thickness, after which the thick-
ness remains constant. CMT measurements will then give a zero reading,
as long as all oxidized metal is deposited in the film, but when some and
finally all of the oxidized metal ions pass the film and enter the solution
as simple or partly hydrolyzed ions, the CMT measurements will gradu-
ally increase and finally represent the full dissolution rate.4 The develop-
ment can be seen more clearly by recording some electrochemical rate
measurements during the same period.

A different situation arises when This is the case with metals
such as Zn and Al corroding in alkaline solutions. Taking the reaction with
aluminum to be

and combining with (2) or (3) leads to a net loss of one OH– ion. Hence
in such a case it would be necessary to titrate with alkali in order to
maintain a constant pH value. This has recently been confirmed experi-
mentally.5 There is another course of the anodic reaction that can give rise
to the need for titration with alkali. This is a fast reaction between the metal
ion and a protonated ligand. A recent example is the dissolution of nickel
in a solution containing the 1,10-phenanthrolinium ion. At pH values
lower than 3.9, more than 90% of the 1,10-phenanthroline is protonated,
and the net reaction can be written as

where L is the 1,10-phenanthroline molecule. The result of (7) combined
with (2) or (3) is a gain of one hydrogen ion, so even in an acidic solution
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with pH < 3.9, titration with alkali is necessary in order to keep the pH
constant. It follows in this case that the corrosion current calculated on the
basis of the titration should be multiplied by two in order to fit the number
of charges involved in the metal dissolution. Similarly, in the case of
aluminum corrosion according to (6), the corrosion current is obtained by
multiplying the immediate result from the titration by three.

The anodic dissolution reaction may produce an ion of a lower
valence a, which is subsequently oxidized in the solution by oxygen or by
hydrogen ions to a valence of b. Electrochemical measurements will then
reflect oxidation to the valence a, but CMT measurements will correspond
with the final valence b. The ratio of the two measurements will be a/b.

If cathodic reactions other than (2) or (3) can take place, they should
be considered and allowed for with due consideration of their
stoichiometry under the conditions of the experiment. It is obvious that
partial reduction of some cations, such as

does not give rise to loss of acid, so CMT measurements cannot detect
corrosion combined with this type of reaction. Also, corrosion associated
with reduction of the nobler metal ions to metal (galvanic corrosion), such
as deposition of copper or silver on steel or other base metals, fails to result
in loss of acid.

With various oxidizing anions, reactions such as the following may
occur

both of which involve the same number of charges and hydrogen ions, so
that the relation (4) is valid. On the other hand, the reactions of some other
anions
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show that there is often not a simple 1:1 ratio between charges and
hydrogen ions involved in the reaction, and that reduction of an anion such
as nitrate may give different products, each of which results in a particular
ratio between charges and hydrogen ions. This means that whenever the
cathodic reactions accompanying corrosion include anything but a negli-
gible contribution from reactions of the latter character [in addition to
reactions (2) or (3)], there is no safe basis for CMT measurements.

It is readily seen that there are also two types of oxidizing molecular
species. The reduction of oxygen according to (2) was included in the basic
considerations. Reduction of hydrogen peroxide is of the same type

but it is obvious that reduction of halogen molecules only involves charges
and no hydrogen ions.

CMT measurements should preferably be made in weakly acid or
weakly alkaline, unbuffered solutions. In these solutions, a minute loss of
acid (or base) results in a measurable change in pH, and the loss is quickly
compensated by titration. Each unit of lowering of the controlled constant
value of pH from a slightly acid value means a requirement of a ten times
greater loss of acid, before titration is triggered. A correspondingly greater
amount of acid is then needed to restore pH. The result is increasingly
fluctuating measurements when lower pH values are selected. The only
way to obtain smoother CMT measurements is by selecting larger intervals
between measurements. It is evident that at lower pH values more concen-
trated acid must be used for titration. In a recent work it was shown that
CMT measurements could be made at a pH value of 2.0 when using 0.050
mole/liter HC1 for titration.6 At pH=4 and higher values, 0.0050 mole/liter
HCl can conveniently be used.

Another important point when working at low pH values is the
effective concentration of the acid used for titration. Use of 0.0050
mole/liter HCl at pH = 5.0 presents no problems, but at pH = 4.0, the
stoichiometric amount of acid is not available for titration. After allowance
for the titration required, there must still be enough acid remaining to give
the titrant a pH value equal to that of the titrated solution. Taking into
account the activity coefficients in a solution of 0.0050 mole/liter HCl and
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simultaneously containing 3% NaCl, it could be shown that the effective
concentration of acid was 0.0049 mole/liter.6

Finally, the gas atmosphere in contact with the solution must be consid-
ered. In view of (2) and (3), both oxygen-free and oxygen-containing gas
can be used, but the gas must be free of acid or alkaline components,
must be removed from atmospheric air, and since there is always some

dissolved in ordinary distilled or otherwise purified water, solutions
should be prepared from pure water carefully maintained free from
Even then it has been observed that when a solution has been titrated to a
selected pH value of 5.0, further titration is needed for 15 to 20 min just
to keep the pH constant. A recording during this stage, when titration due
to corrosion also takes place, makes a false contribution of more than 20

during the first few minutes.2 At pH = 6.5, the final adjustment
of pH takes even longer due to slow liberation of carbonic acid.7 It is
clearly a shortcoming in the CMT method that it cannot be used to examine
the effect of the carbonate system on the corrosion of metals.

3. CMT Measurements with a Polarized Electrode
Although the CMT method was originally developed to measure the
corrosion rate at the corrosion potential, it has been demonstrated6 that it
can also be used, with some restrictions, to measure the dissolution rate
of a polarized electrode. The device for polarization can be a galvanostat
or a potentiostat, the operation of which must not interfere with the pH
measurements. Most important, the counter electrode must be in the same
cell compartment as the experimental electrode and its content well mixed.

At sufficiently high anodic potentials, only the anodic reaction (1)
will proceed at the experimental electrode. Then on the counter electrode
the reactions (2) or (3) causing CMT measurements will proceed at the
same electrical rate. These CMT measurements should coincide with the
value of current measured electrically. The only restriction in this case
(other than those discussed in Section II.2) is that dissolved metal ions
must not be plated onto the counter electrode in a cathodic reaction in
parallel with (2) or (3).

At sufficiently cathodic potentials, metal dissolution according to (1)
will be negligible, and again provided that metal deposition does not take
place, the reactions on the experimental electrode will be (2) or (3). On
the counter electrode, only oxygen evolution is acceptable; being the
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reverse reaction of (2), it will compensate for the acid lost in the cathodic
reactions, and the result should be no titration and thus a zero reading for
CMT measurements. In this case it is important to consider whether
unwanted reactions can occur at the anodic potentials (mostly not meas-
ured) of the counter electrode. Use of inert electrodes both as the experi-
mental and the counter electrode and a modest concentration of NaCl in
the electrolyte solution (3%) demonstrated chlorine evolution at very low
current densities.6 Since this reaction does not generate acid, there was a
false titration not relating to metal dissolution.

Significant CMT measurements due to two types of reactions at low
cathodic potentials can then be recorded: Dissolution of oxide layers or
transfer of metal into solution without charge transfer. Oxide layers are
often present, formed by exposure to air or generated in solution as
passivating or partially passivating films. At low potentials, these oxides
may undergo both electrochemical reduction to metal and dissolution.
Electrochemical reduction will release an amount of base equivalent to the
corresponding partial current, which is counterbalanced by the anodic
reaction at the counter electrode; however, dissolution of oxides will
release a base, requiring a separate titration. Oxide layers may persist for
rather long periods, but ultimately their contributions to dissolution and
reduction reactions should disappear.

The other type of dissolution reaction, metal dissolution without
charge transfer, is a subject involving conflicting ideas. It is well known
and clearly demonstrated that during uneven anodic dissolution of metals
some fragments or “chunks” may simply fall off the metal.8 In the solution,
the less noble metals will then corrode according to (l)–(3), so CMT
measurements will include the amount of metal lost in this way, while
electrochemical measurements will be unable to detect this loss. Demon-
stration of any chunk effects could thus be made during anodic polariza-
tion, but with cathodic polarization and hardly any anodic dissolution,
there is no basis for expecting chunk effects.

Dissolution of some metals can, however, take place at cathodic
potentials. Two theories have been advanced to explain the phenome-
non,9,10 and a third one has recently been formulated for a special case.6

These theories are discussed in connection with the experimental results,
but it is obvious that when metal can be transferred into a solution before
charge transfer has taken place, then, just as with chunks, subsequent
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oxidation in the solution according to reactions (l)–(3) will cause loss of
acid and thus allow CMT measurements.

In the vicinity of the corrosion potential, the partial anodic and
cathodic currents are of comparable magnitude. The net current flowing
through the cell is given by

where is the current passing the experimental electrode and are
the partial anodic and cathodic currents due to the reactions on the
experimental electrode, and is the current passing the counter elec-
trode. Rearranging (15) gives

This shows that for both net anodic and net cathodic currents at the
experimental electrode, the sum of the cathodic partial current at this
electrode and the current at the counter electrode (anodic or cathodic) is
equivalent to the anodic metal dissolution reaction. The combined
cathodic reactions will thus give rise to titration corresponding to the metal
dissolution rate.

4. Instrumentation and Recording of CMT Measurements
The necessary equipment for a pH stat is easily available, but to obtain
highly reliable measurements with a minimum of fluctuations, the greatest
care should be used to select instruments of especially high reliability and
precision. In all work quoted here the following instruments from Radi-
ometer International A/S were used:

A PHM84 Research pH meter reading pH values with three decimals.
In all well-behaving experiments, the pH value could be maintained
constant within one or two units in the third decimal place. After an
experiment lasting 4 days, the drift in the buffer adjustment was less than
0.02 units.

A combined glass-reference electrode, GK2401C.
A TTT80 Titrator controlling the buret.
An ABU89 autoburet, volume 25 ml, providing a pulse to external

units for each microliter delivered.
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In addition to these instruments, an interface2 was required. The
interface serves to count the pulses coming from the autoburet. The time
it takes to deliver a preset number of microliters (1,2,5,10...) is measured
accurately; selection of a higher number of microliters eliminates the
effect of mechanical imperfections in the operation of the buret and gives
less fluctuating measurements, but also less frequent ones. By the time a
CMT measurement has been completed, there is a recording of pH and
also of the potential of the corroding metal vs. a separate reference
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electrode. These data are then transferred to a personal computer. During
an experiment, incoming data are treated continuously, and corrosion
potential and the calculated rate of corrosion are plotted on the screen as
functions of time. The connections to the electrochemical instruments are
shielded from PC signals by optocoupling.

Two types of cell have been described. In Fig. 1 a cell with a rotating
disk electrode is shown. Connections to a pH-stat and to the interface are
indicated; simultaneously with recording CMT measurements, the metal
and reference electrode and a counter electrode (not shown in Fig. 1) can
be connected to a potentiostat, so that electrochemical measurements can
be recorded intermittently. The volume of solution in the cell is ca. 400
ml. What matters for safe and reliable conditions of measurement is that
the disk electrode rotating at a speed of no less than 1000 rpm ensures
efficient stirring, so that the effect of alkali formed at the corroding metal
(or sometimes at the counter electrode located ca. 1 cm below and parallel
to the metal electrode) is immediately sensed effectively by the glass
electrode and also the effect of acid supplied from the autoburet is quickly
detected.

The use of a rotating disk electrode is convenient in many ways.
Cylinders of various metals, of metal plated on other metals, or of
variously post-treated metals can readily be made with fixed dimensions.
The standardized test material facilitates comparison of results. However,
the need for fast rotation for stirring means that corrosion measurements
obtained in this way refer to conditions of fast streaming of solution over
the surface of the metal. It is possible to calculate the diffusion rate of
oxygen arriving at the electrode surface and to see the effect of increasing
rotation rates, but it is difficult and risky to extrapolate measurements to
lower rotation rates. In some cases a protective layer might form on the
metal if the corrosion products were not washed away by the vigorous
stirring. In order to overcome these problems, an arrangement with a flow
channel cell has been used.

Figure 2 shows the essential parts of such an arrangement. There is a
(smaller) cell with provisions for measurement of pH, titration, stirring
with an inert stirrer, and gas bubbling through the solution. When the
solution in this cell has been titrated to the selected pH value, a peristaltic
pump takes the solution to the inlet of the flow cell. Before the solution
comes to the metal electrode, it passes two thin holes in the bottom of the
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channel that connect to a reference electrode compartment. The delivery
rate of the pump is variable. In one version of the cell, a flow rate in the
channel of 0.49 to 5.6 cm/min could be selected. The metal electrode and
a counter electrode are mounted so that they form a part of the bottom face
of the channel.

At the end of the channel, the solution is returned via a short, thin
tube, to the titration cell. Titration of alkali formed by corrosion is thus
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delayed by the time it takes the solution to pass from the metal electrode
to the titration cell. This is not a serious problem. However, a CMT reading
is stored together with a time measurement and a simultaneous reading of
the potential. The latter represents the actual value at the time recorded,
while the CMT reading refers to this recorded time minus the delay.

In addition to a free choice of flow rate, this cell also allows use of
electrodes of shapes other than a circular disk. The cell shown in Fig. 2
was designed for examining the corrosion of only the edge of a 2-mm-
thick plate, which had been laser cut.

Recently a new pH-stat instrument (PHM290 with autoburet
ABU901) was introduced by Radiometer International A/S. This instru-
ment can be connected directly to a personal computer, so that titration
data and pH can be recorded in a Windows-based program. A recording
of corrosion potential must then be made by another instrument, but both
titration data and potential measurements can be recorded simultaneously
using two inputs.

The advantages of the new instrument are the direct communication
with the personal computer (so that an interface is not needed) and digital
settings for buffer adjustments and end point. It is a limitation that titration
data can only be read at fixed time intervals. The intervals chosen must be
long enough for at least 25 to 30 pulses (each representing a addition
of titrant) to be counted, and the significance of a pulse arriving  just before
or after the end of the interval becomes sufficiently low. A test in the
chemistry department of the Technical University of Denmark has con-
firmed good stability, reliable performance, and a smooth course of the
measurements for titration with more than 50  during a time interval.

5. Aim and Results of CMT Measurements
There is an obvious need for simple, fast, and reliable corrosion measure-
ments on metallic products, whether use in particular environments is the
concern, or whether the application of a particular post-treatment neces-
sitates a control. Various types of chamber tests are used for technical
testing. These tests are “accelerated,” which means that the metallic items
are exposed to more aggressive conditions than they are expected to meet
during actual service, but it still takes a long time to obtain a measurement.
The measurement indicates the time to failure (to a certain degree or
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totally) but gives no details on the development and course of the corrosion
processes.

The CMT method was primarily developed to replace traditional
corrosion tests with a faster, quantitative test. Since the course of corrosion
with time is continuously shown on the screen, it is easy to see if and when
a stable situation has been established, resulting in a constant rate of
corrosion. The rate of corrosion at that stage can often serve as a safe
measure of the lifetime of the object. An assessment of quality on the basis
of such a measurement can be made in a much shorter time than by a
chamber test. In the latter, a good quality product should typically have a
time to failure of more than 100 h, whereas a CMT test of a similar product
mostly shows a stable, constant rate of corrosion (on the order of 5–10

after less than 2 h.
In most cases CMT measurements have been supplemented by elec-

trochemical measurements; these measurements were performed at inter-
vals because of the unavoidable disturbance of the corroding metal. It is
important that the electrochemical (EC) measurements give reliable values
for corrosion current density. In all work quoted here, only one electro-
chemical measurement method has been used.3 Data obtained by this
method are indicated on diagrams as EC measurements. Reliable results
can be obtained with well-behaving systems. In general, the error in a
measurement is less than 20% and often no more than ca. 10%. Consid-
ering this, and the fluctuations often seen in CMT measurements, it is not
easy to discern very modest deviations between EC and CMT measure-
ments, but larger and significant ones are clearly seen.

(i) Observations with Zinc and Alloyed Zinc
A great number of measurements have been reported for articles

electroplated with zinc. The various aims have been: evaluation of the
corrosion rate of zinc that had been plated in a number of commercial
cyanide-free zinc baths,11 comparison of the corrosion rate of a composite
material (zinc with codeposits of various oxides) and of pure zinc depos-
its,12 corrosion testing of various alloyed zinc platings (Zn-Ni, Zn-Co,
Zn-Fe), with or without subsequent post-treatment. Most of the work in
the last category was only recorded in internal reports. The published work
consists of an examination of the corrosion behavior of a chromated Zn-Fe
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alloy13 and corrosion testing as a tool for developing a chromate-free
post-treatment for zinc and other metals.14–15

The work described above provided the technical information for
which the CMT method had been developed, while various details of the
instrumentation and programming were improved. However, it became
obvious at an early stage that there is very rarely agreement between CMT
and electrochemical measurements, even if the two are recorded simulta-
neously. The reliability of the CMT measurements has been tested in
several cases (see Refs. 2 and 13, for example), where a sufficient amount
of metal had been dissolved during an experiment. Analysis of the cell
solution has then in most cases agreed very closely with the result
according to the CMT measurements (the total amount of acid used in the
experiment is displayed on the autoburet).

The discrepancies between CMT measurements and electrochemical
measurements have given rise to some closer examinations revealing a
number of different causes ranging from trivial to novel phenomena.

The first striking observation of widely differing CMT and EC
measurements was seen with a Zn-Ni alloy with 5% Ni.16 Because of
tensile stress in this particular alloy,17 cracking and hence loss of particles
into the solution caused the CMT measurements to be higher than the EC
measurements for some time, until relief of stress brought the cracking to
an end. After this, the dissolution apparently took place only by an
electrochemical mechanism, and the CMT and EC measurements gave
more nearly the same result.

A different pattern of dissolution was seen with a Zn-Sn alloy con-
taining 26% zinc.2 In this case the stable dissolution situation established
after ca. 90 min showed a ratio of EC to CMT measurements of 1:4. As
seen in Fig. 3, this remained fairly constant, though the corrosion potential
increased by more than 50 mV. Only selective zinc dissolution took place,
and analysis by atomic absorption spectroscopy of the amount ofdissolved
zinc agreed within 10% with the value according to the titration. This
pattern is still difficult to understand. The ratio of ca. 1:4 between EC and
CMT measurements could be interpreted in terms of formation of the
low-valent zinc species which seems unlikely, or in terms of disso-
lution of divalent zinc ions accompanied by loss of chunks consisting of
precisely three zinc atoms, each time a zinc ion is dissolved. The latter
alternative seems to require a more discrete mechanism of dissolution than
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usually seen, when chunk effects appear. There are some similarities
between the observations in this experiment and those quoted in the
following example.

The most striking results were obtained with a chromated Zn-Fe alloy
(0.3% Fe).13 It was confirmed that the particularly good corrosion resis-
tance of this alloy is due to the properties of the chromating layer,18 which
remained firmly attached to the metal surface until nearly all of the zinc
alloy had been dissolved. This feature rules out chunk effects, so that a
shift in the ratio of EC to CMT measurements from a little less than one
to one half (over a long time and accompanied by an increase in corrosion
potential by 120 mV) could best be explained as a result of a shift in
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dissolution valence from 2 to 1. A kinetic model combining two dissolu-
tion reactions, one forming divalent zinc ions and the other forming a
relatively short-lived monovalent species, predicted the same devel-
opment of corrosion potential and apparent dissolution valence as that
observed. The model explained at the same time a typical pattern of
etching observed with pure and alloyed zinc that had not been chromated.
A recent publication19 dealing with inhibition of zinc corrosion by sus-
pended inert particles in the solution gives further support to the above
model.

(ii) Observations with Nickel
It was found at an early stage that there is an anomalous dissolution

reaction for nickel in oxygen-containing solutions.16,20 However, it was
difficult to prove that CMT measurements exceeding the simultaneous EC
measurements were not just the result of dissolution of oxides or of chunk
effects. Lately a convincing and simple demonstration of the phenomenon
has been given.6 Shifting between an oxygen-containing and an oxygen-
free atmosphere appeared to be the only factor giving rise to (a) CMT
measurements some three to four times higher than the simultaneous EC
measurements in the presence of oxygen, but (b) CMT and EC measure-
ments becoming equal in the absence of oxygen (at a constant potential)
(Fig. 4).

Several other important features of the anomalous dissolution reac-
tion were revealed by the CMT measurements, but they seemed to support
the following general interpretation: Dissolution of nickel can take place
without charge transfer and under conditions where chunk effects or
effects of trapped hydrogen can be excluded. It has been suggested6 that
a complex of nickel ad-atoms and anions of the solution can attach an
oxygen molecule and thus form a soluble species. Many other metal
complexes are capable of forming such complexes with undissociated
oxygen molecules,21 in some cases reversibly, as with hemoglobin. After
the complex has passed the electrochemical double layer, a normal nickel
ion is formed in a redox reaction, resulting in CMT measurements that
exceed the EC measurements.

Under the conditions of the experiments revealing the effect of
oxygen (with solutions of chloride, sulfate or perchlorate ions at pH 4 or
lower), it was not possible to observe the potential-independent dissolu-
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tion reaction of nickel reported earlier by Penov and co-workers.22 How-
ever, when nickel dissolution was studied using the same set of solutions
at pH 3.7 or 6.3, but now containing a strong complexing agent (1,10-
phenanthroline), it was found that also in the absence of oxygen the net
dissolution reaction was much faster than the electrochemical dissolution
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reaction.5 Kolotyrkin has stated that most metals are capable of dissolving
via nonelectrochemical reactions.23 The work quoted above seems to
indicate that such reactions may be significantly enhanced by various
substances, forming relatively stable, soluble complexes with metal ad-atoms.

6. Concluding Remarks
It is likely that combined CMT and EC measurements can contribute to
further information about the basic details of several other corrosion
processes and provide more reliable data for corrosion rates than EC
measurements alone. Concerning the possible use of CMT measurements
as a routine test of technical products, some of the limitations (it can’t be
used with iron and steel in aerated solutions or with other metals in
bicarbonate solutions) are rather serious. However, there are still many
applications where the fast and quantitative results obtained by CMT
measurements would seem advantageous.

III. IMAGING CORROSION BY SCANNING PROBE
MICROSCOPY

1. General
Scanning probe microscopy (SPM) techniques rely on computer record-
ings of interactions between the tip of a minute probe and the surface of
the small specimen as a function of position; the measurements are used
to depict an image of the atomic-scale surface topography on the computer
screen. Mechanical control, recording, and data processing must therefore
be automated to a high level of precision and reliability. These general
techniques and the apparatus involved have been described extensively.24–35

The automated methods of such high-resolution microscopy coordinated
with computerized electrochemical measurements as well as elemental
analysis look very promising for elucidating corrosion reaction mecha-
nisms. The study of initial surface reactions at the atomic or submicron
level is becoming an important field of research in the understanding of
corrosion processes. At present, mainly two scanning microscope tech-
niques are employed investigating corrosion processes, and usually in situ:
in situ scanning tunneling microscopy (in situ STM) and in situ atomic
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force microscopy (in situ AFM). It is these techniques to which attention
is directed here.

2. Use of STM and AFM in Corrosion Studies
As a rule, in situ STM is applied to conducting surfaces and in situ AFM
to insulating surfaces.30 In order to minimize faradaic currents at the tip
surface, except for the sensing extremity, the tip must be coated by an
insulating material such as epoxy resin, glass, or electropaint.31–33 The
electric insulation limits faradaic currents to the tip because these currents
would otherwise introduce a significant error by making the tip current
deviate notably from the actual tunneling current; such an error would, of
course, give an error in the image generated.33

In addition, a bipotentiostat is used to control the tip potential with
respect to the surface and independent of control of the surface potential
with respect to the reference electrode.30 The tip potential is given by

where is the bias potential that generates the tunneling
current between tip and surface, and (a vital variable not typical of other
applications of STM and AFM) is the potential of the surface relative to
the reference electrode.

This experimental setup has a dual purpose. First, it enables further
reduction of tip faradaic currents during recording of images, thus improv-
ing image clarity. Second, if the faradaic contribution to the total tip
current is not too large, it allows the tip to be used actively to examine the
electrochemical processes that are simultaneously occurring on the sur-
face being imaged. Although, as explained earlier, such an involvement of
the tip in faradaic processes is undesirable, it is sometimes advantageous
to be able to use the tip as an independent electrochemical probe. In this
mode and with a coated carbon fiber tip, the technique is called scanning
electrochemical microscopy (SECM).27–28 For in situ AFM, a more usual
three-electrode potentiostat is sufficient to control the electrochemistry of
the system while the surface is being imaged. When the scanning tech-
niques are used to study dynamic changes occurring at the surface, there
are some limitations to be considered that are defined by the scanning
speed and the sensitivity of the electrochemical equipment. In the lower
limit, metal deposition followed atom by atom requires a highly stable
surface with little drift and a low (nA) electrochemical current. When fast
changes on the surface are to be followed, the upper limit for electrochemi-
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cal current lies in the vicinity of depending on the scan speed
and the desired image quality.36

Although oxides are generally considered to be insulators, it is
sometimes possible to monitor the surface of an oxide film by STM.
Basically two mechanisms that explain the imaging of oxide surfaces by
in situ STM are considered:

1. Oxides may exhibit conductivity or semiconductivity, depending
on the lattice oxygen content. Oxides of the transition groups of metals
especially can exhibit conductivity as a result of a deficiency of lattice
oxygen. In oxides, electronic conduction proceeds by the hopping of
electrons between sites of oxygen depletion to which they are attracted
and where electron density is low. The electronic structures of such oxides
have considerable electron density in the band gap. Electrons close to the
top of the valence band may consequently be excited to the conduction
band by thermal excitation.37 Demonstrating this effect, excellent ex situ
images have been obtained with atomic resolution of  and
surfaces.

2. The oxide film may be very thin, involving only a few monolayers,
so that electron tunneling through the film may occur.

Surfaces of transition metals that have been passivated by electro-
chemical oxidation or by the action of chemical oxidizing agents have
been extensively investigated by in situ STM/AFM; these investigations
have yielded a wealth of new and interesting information.36 Figure 540

illustrates atomic resolution obtained by in situ STM of chromium oxide
on aged passivated Fe-25Cr surfaces; the unit cell of chromium oxide can
be recognized. After Ni(111) was passivated in  an epitaxial
layer of nickel oxide was imaged by ex situ STM also with atomic
resolution (Fig. 6).41 The images of Figs. 5 and 6 were obtained after
passivating the metallic surface in the potential region below the pitting
potential, and they demonstrate that it is indeed possible to image oxide
layers on metal surfaces. Aging of the thin film of oxide under potential
control increases the stability of the passive film in air, which is explained
by the formation of an interfacial oxide layer grown below the top surface
layer.43,44

Most of the early corrosion studies by in situ methods were directed
toward elucidation of the mechanism of pitting corrosion, the nature of
the transition from the potential region for passivation to the pitting
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potential, and the mechanism of pit formation. These results confirmed
the current ideas but also provided valuable new insights. In the following
sections corrosion processes have been collected under four main head-
ings, all related to processes occurring in the anodic range of potentials.

1. Potential excursions provoking surface oxidations and surface
reconstructions of crystalline surfaces. These phenomena can be moni-
tored on noble metal surfaces over a wide range of potentials. With the
unique atomic resolution of in situ STM/AFM, it is possible to follow
corrosion processes in real time at the atomic level.

2. The low overpotential regions with metal dissolution and inhibi-
tion. The results from these investigations include information concerning
aspects of metal dissolution, mobility of surface atoms, and the blocking
actions of both noble metal atoms and organic inhibitors.

3. Potential regions involving passivation. The passivation of the
surfaces of metals of the transition metal series has been followed by in
situ STM, which at first was expected to be usable only on unoxidized
metal surfaces. Passivation has been followed on stainless steel, nickel,
and titanium in various buffers and chloride-containing electrolytes.
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4. Regions characterized by large anodic overpotentials. Under such
conditions, complete passivation and severe oxidation of most metal
surfaces occurs. A breakdown of passive oxide layers and pitting corrosion
is observed for transition-metal model systems. In this section are consid-
ered also the surfaces of electropositive metals such as aluminum.

(i) Stability and Reactivity of Crystalline Surfaces
Owing to the inherent capability of obtaining atomic resolution by in

situ STM/AFM, much effort has been devoted to its application in
studies of crystalline surfaces, including their stability and chemical
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reactivity as a function ofpotential.35 It has been shown that, depending
on the potential, specific adsorption of anions (e.g.,

and occurs, and this may initiate the surface reconstruc-
tion of the model crystalline systems provided by gold and platinum.35

The bond strength of substrate surface atoms is diminished by anion
adsorption, thus causing significant surface relaxation. The bonds may
become so weak as to induce mobility in the surface atoms. Surface atom
mobility has been studied in detail at atomic resolution or near atomic
resolution in model systems.

Vitus and Davenport25 showed that upon anodic oxidation of
Au(111), a monolayer of AuO was formed on the surface, maintaining the
surface crystallinity. Subsequent electrochemical reduction of the oxide
formed a characteristic wormlike structure that coarsened in a matter of
hours to restore the original terrace structure of the substrate surface. This
result shows that repeated potential cycling performed in the anodic region
may destroy or roughen the surface owing to a lack of coalescence of
surface atoms after oxide reduction.

(ii) Metal Dissolution and Inhibition
Consideration of surface mobility of gold atoms in a Au alloy is

important in understanding the presence of a critical potential above
which corrosion currents increase by orders of magnitude.29 Moffat et al.29

showed that the gold atoms are highly mobile on the surface, and at low
overpotentials they block the dissolution of copper atoms. At potentials
above the gold atoms are held less firmly and become unable to protect
the copper; this results in a general roughening of the surface (Fig. 7). The
influence of the blocking action of gold atoms owing to the surface tension
of the gold film leads to some points of resemblance with the behavior of
systems in which inhibitors have been introduced.

Inhibitors form a film on the surface that blocks the dissolution of the
substrate. Adsorption of an alkyl-thiol to the surface of the alloy
resulted in an increased surface tension of the gold film; this is observed
as an increase in the value of which depresses dissolution of copper.
This behavior resembles inhibition of copper corrosion on a pure copper
surface where benzotriazole increases the potential to start significant
copper dissolution; this was demonstrated by Cruickshank et al.45 using
in situ AFM. However, when the critical potential for benzotriazole film
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breakdown was exceeded, the corrosion in this case was vigorous and
resulted in pit formation. This type of film protection of the substrate also
resembles passivation of transition metal surfaces.

(iii) Passivation of Surfaces
Below the pitting potential, in the passivation region of potentials, a

complete and coherent oxide film protects the surface against metal
dissolution. With the aid of both ex situ STM and in situ STM, Ryan et
al.40 showed that images displaying atomic corrugation could be obtained
with a passivated and nitrogen-aged film on Fe-25Cr. The periodicity of
the image features corresponded to unit cell dimensions, probably display-
ing a chromium(III)-oxide lattice (Fig. 5). Atomic corrugation on Ni(111)
passivated in 0.05M was obtained by Maurice et al.41–42 using ex
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situ STM imaging. The NiO surface displayed a kinked and stepped
structure with rows of oxide atoms aligned along the edges (Fig. 6).41–42

At high potentials in the passive region, the imaging of nickel surfaces
proves difficult owing to the formation of thick oxide layers.46 It was
shown by Bhardwaj et al.47 that on polycrystalline iron in a borate
electrolyte, oxide formation starts as patches on the surface that gradually
fuse together to establish a surface oxide film. Also, clusters of the
hydroxide were seen48 on a polycrystalline iron surface observed by in
situ STM and after potential cycles in an NaOH electrolyte.

Stainless steel (SS) is protected against corrosion by a passivating
oxide layer, but corrosion may be initiated by addition of chloride ions. In
buffered chloride electrolytes, corrosion of SS surfaces is initiated at
surface defect sites or edges, and the surface is slowly roughened, with
steps formed at random across the surface.49 Upon addition of a pitting
corrosion inhibitor such as N-lauroylsarcosine (NLS), Fan and Bard49

showed that the inhibition mechanism is different from the film formation
mechanism discussed earlier for copper surfaces exposed to benzotriazole.
The addition of NLS to SS in chloride electrolytes leads to the buildup of
an insulating interfacial layer with a disordered structure and of more than
monolayer thickness. The precise composition and growth of this layer
needs further investigation to be fully understood.49

(iv) Pitting Corrosion
On a clean surface of an alloy in a 0.5M NaCl electrolyte,

corrosion is accelerated as pitting corrosion when a potential pulse of 1 s
duration extending from the passive region and above the pitting potential
is applied.50 Gugler et al.50 showed by in situ AFM that in this case the
pitting corrosion was initiated close to an inclusion on the surface (Fig.
8). Such a surface defect may act as a center for pit nucleation, as was
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shown by Casillas et al.51 working with titanium surfaces in bromide–
sulfuric acid media.

In an excellent combination of SECM imaging and optical micros-
copy, Casillas et al.51 showed that the sites of pit nucleation on the surface
can be predicted by SECM before any pitting appears. On the titanium
surface, the pitting sites may represent oxygen vacancies, as discussed
earlier, because they exhibit centers of high electronic conductivity. The
high electronic conductivity correlated well with oxidation of bromide to
bromine on the passivated titanium surface, the oxidation occurring rap-
idly on only a few microscopic surface sites.51 Imaging of these sites of
high faradaic activity thus provides a means for identifying precursor sites
for pit formation. The number of active sites that were identified as sites
of bromine generation was estimated to be approximately 50 sites/cm2 for
a 500 nm thick oxide film.52–53 A detailed micrograph ofa single precursor
site of pitting corrosion imaged by SECM is shown in Figs. 9a and 9b.

Typically, oxidation of bromide generates only small measured cur-
rents. However, if it is assumed that all the current passes through the
active sites within an area of approximately 500 nm diameter, the current
density at the active regions would be very large indeed and on the order
of 1 A/cm2. Thus, the oxidation of bromide is associated with an intense
but highly localized current.

These detailed microscopic studies show that it is possible to predict
how and where pitting corrosion will occur on the surface. Like the
titanium surface, an aluminum surface is passivated at normal tempera-
tures by formation of an oxide layer in the ambient atmosphere. Despite
formation of an oxide layer, aluminum surfaces can also be studied by
STM.54 Pitting corrosion can be observed after 10 h of immersion of an
aluminum surface at –1.2 V/normal hydrogen electrode in a 10-2 M NaCl
electrolyte.30 The pitting on aluminum is observed as a general roughening
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due to pits appearing randomly over the surface, as seen in Fig. 10 for an
aluminum surface corroding in seawater. The mechanism of pitting on
aluminum involves chemisorption of anions, resulting in formation of
soluble hydroxide and chloride species, which thins the surface oxide
locally. At the sites where the thinning is initiated, the electric field
strength increases and attracts more anions, thus accelerating the proc-
ess.54,55 The soluble species involved are                           and

Aluminum surfaces do not seem to passivate in chloride-containing
solutions.

3. Concluding Remarks
The most recent results of applying in situ STM/AFM to studies of
corrosion convincingly demonstrate that novel and interesting images of
solid–interface processes can be obtained. In fact, the images may be
collected and presented consecutively, thereby enabling the viewer to
follow the corrosion process as  a moving picture in real time. In combi-
nation with simultaneous acquisition of  electrochemical data, such as
current–potential curves, these techniques provide excellent tools for
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elucidation of corrosion mechanisms. The new techniques also present a
challenge to authors and publishers in the sense that a single publication
may not be able to accommodate all the images necessary to demonstrate
fully the understanding of a corrosion process. Therefore we may antici-
pate references to the Internet services, for example, where film strips of
certain corrosion processes can be transferred and viewed locally, thus
giving a better understanding of the ideas expressed.

IV. CRITICAL PITTING TEMPERATURE

1. General
The critical pitting temperature (CPT) is widely used as a measure of the
resistance of stainless steel against pitting attack.56 Various methods for
determination of the CPT are described here, special attention being given
to the choice of test potential for the control of stainless steel quality.

The materials group “stainless steel”56 contains alloys based on iron
with a chromium content of a minimum of 12%. Chromium is far from
the only alloying element in stainless steel, and from the corrosion
resistance point of view, molybdenum and nickel are especially important
elements. The corrosion resistance is due to a thin, invisible surface film,
the passive layer, in which chromium oxide is the main compo-
nent. It is formed by a reaction between the alloy and the oxygen in the
environment. The passive layer is constantly breaking down and being
rebuilt due to a reaction between the steel and the environment. In
situations where the environment is too aggressive, so that rebuilding is
impossible, a corrosion attack is started. If the entire passive layer is
destroyed, the corrosion attack takes the form of uniform corrosion.

More often the passive layer is broken down locally and then the steel
is said to be attacked by localized corrosion, the most important forms
being pitting, crevice corrosion, and corrosion cracking. Most often the
localized corrosion is caused by halogen ions such as chloride, bromide,
and iodide. Pitting or pitting corrosion is seen as small pinholes on the
surface of the steel. This section describes electrochemical instrumental
methods to investigate and measure this form of corrosion attack.

The mechanism57 of pitting is usually considered as involving two
phases: (1) the nucleation phase (initiation phase) when the passive layer
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is finally punctured at a susceptible site and (2) the propagation phase,
involving growth of the pit.

It is not simple to give a measure of the resistance to pitting of a
particular stainless steel, because it depends on many factors associated
with the actual environment. The three main factors are potential, tem-
perature, and concentration of initiating ions.

Experimental methods exist to determine a critical value for any one
of these factors when the others are held constant. However, parameters
such as pH, concentration of inhibiting ions (e.g., dissolved gas,
test area, flow rate, and surface finish influence the resistance to pitting.58–62

In research laboratories, potential is often used as the critical value
for comparison purposes. A “pitting potential” is determined at a given
suitable constant temperature, recording the anodic polarization curve
while keeping other factors constant (Fig. 11).
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In the early 1970s, Brigham and Tozer were the first to make a
systematic study, using temperature as the variable, of the connection
between potential, temperature, and pitting corrosion (Fig. 12). They
argued that in principle a critical pitting temperature should exist, but the
data obtained showed a transition over a range of temperatures. The sharp
transition was demonstrated experimentally by Quarfort61 in 1989.

Experimental CPTs were determined by Brigham and Tozer63–66 in
three different ways based on chloride solutions: two electrochemical and
one chemical. In electrochemical testing in sodium chloride (NaCl) solu-
tion, the methods involved recording the current while either increasing
the potential at suitable selected temperatures (a potentiodynamic test) or
increasing the temperature at suitable fixed potentials (a potentiostatic
test). Alternatively, a potential was established by the redox couple
(Fe(III)/Fe(II) in a simple immersion test in ferric chloride solution.

Over the years different researchers58,60–61,67–69 have investigated the
relationships between potential, temperature, and concentration of activat-
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ing ions. The illustration in Fig. 13 was published in 1995 by Arnvig and
Bisgaard.69 It shows the existence of two different CPT values: a poten-
tial-dependent CPT and a potential independent CPT.

The potential-independent CPT can be determined by two different
electrochemical methods: a potentiostatic test method using a suffi-
ciently high potential, and a potentiodynamic test method. The potential-
independent CPTs are well-defined, experimental results having a
reproducibility of approximately by potentiodynamic testing and
approximately by potentiostatic testing.

The potential-dependent CPT is determined by potentiostatic testing
using a relatively low potential; the scatter of results is about or
higher.
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2. Experimental Equipment for CPT Testing
A common chemical laboratory test for corrosion resistance is a simple
exposure test using metal coupons. The ASTM standard G4870—Pitting
and Crevice Corrosion Resistance of Stainless Steels and Related Alloys
by Use of Ferric Chloride Solution—describes a simple exposure test. The
material coupons (e.g., 60 × 60 mm) are placed on a glass cradle and
immersed in the solution in such a way that the coupons are evenly
exposed.

In electrochemical measurements it is necessary to establish good
insulated electrical contact with the sample and furthermore to have a
well-defined exposed surface area. It is difficult to comply with these
demands without creating, at the sample/mount interface, a crevice be-
tween the sample and the sample holder. If the bulk solution is not
prevented from entering the crevice, crevice corrosion attack is often
initiated.62

Crevice corrosion is another form of localized corrosion, which is
easier to initiate than pitting. Since crevice corrosion will occur at lower
potentials and temperatures than pitting, it is necessary to avoid crevice
corrosion completely when trying to characterize resistance to pitting.
Over the years, several suggestions have been presented for solving this
problem.

If crevice corrosion occurs unintentionally, the pitting test results
must be discarded. A visual inspection of the specimen using a light
microscope readily shows whether crevice corrosion has occurred. Fur-
thermore, unusually low CPT values or pitting potentials provide grounds
for suspecting the development of crevice corrosion. Various setups for
obviating some of these difficulties are described in the following section.

(i) Knife-Edge Teflon Washer
Stern et al.62 describe a method using a knife-edge Teflon washer. A

sample with a highly polished surface is tightened closely to the Teflon
washer, avoiding any crevice between the sample and washer through
which the solution might enter. A little scratch on either the sample or the
Teflon washer is enough to produce a crevice, allowing capillary action to
draw in electrolyte and leading to crevice corrosion.
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(ii) Gas Purging of the Crevice
Bernhardsson et al.60,67–68 used argon gas to avoid crevice corrosion.

The cylindrical specimens (exposed area 3–10 cm2) were placed vertically
in the cell. The specimen holder was provided with a collar that was filled
with argon during testing. The crevice between the specimen holder and
specimen was filled with a stream of argon to hold back solution from the
crevice. However, distribution of the gas is critical and difficult to control
satisfactorily.

(iii) The Avesta Cell
Here distilled water69,71–72 instead of argon is pumped into the test

cell at the crevice between the sample and the sample mounting. With a
few exceptions, the Avesta cell is like the usual electrochemical cell for
corrosion measurements (Figs. 14 and 15). The Avesta cell is made up of
two concentric cylindrical glass pieces with a top and bottom made of
polyvinylidene fluoride pieces.

The electrolyte (the bulk solution) is in the inner of the two chambers,
and thermostat fluid circulates in the outer chamber. In the top of the
Avesta cell are mounted the salt bridge from the reference electrode, a
thermometer, nitrogen gas inlet, counter electrode, and perhaps a mechani-
cal stirrer.

Normally, square specimens are cut from 2–5-mm-thick sheet mate-
rial. Two versions of the Avesta cell have been developed. One contains
120 ml of solution and uses specimens with an exposed area of 1 cm2. The
other contains 1200 ml of solution and uses specimens with an exposed
area of 1–5–10 cm2. The specimen is mounted as illustrated (Fig. 15).
There is a small flow (0.1 ml/min) of distilled water through the pores of
a ring of filter paper in the crevice between the specimen and the cell
bottom. The filter paper ensures an even distribution of the flow of distilled
water. In this way the liquid in the crevice is flushed constantly and the
chloride ions do not enter the crevice and cannot initiate crevice corrosion.

The Avesta cell was originally used for testing sheet material as shown
here. However, with a few changes, tubes and welds can be tested as well
without preparatory machining.72

In 1991 Mathiesen and Maahn73 published construction details of a
modified form of the electrode holder used in ASTM G574 (Fig. 16). The
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specimen is in cylindrical form and together with its mounting is sus-
pended in the solution. This specimen holder can easily be introduced in
the Avesta cell by covering the hole in the bottom and by making slight
changes in the top of the cell.

In testing sheet, welded, and pipe material, the specimen is placed as
a part of the bottom plate of the Avesta cell. Especially at higher tempera-
tures there will be a difference between the temperature of the solution
and the temperature of the specimen. This can be corrected for by calibra-
tion. When the modified ASTM G5 electrode holder is used, the specimen
is totally immersed in the solution and no correction is needed.

Summarizing, the Avesta cell is a flexible and convenient device
for measuring pitting corrosion without interference from crevice
corrosion.
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3. Methods for Pitting Characterization

(i) Pitting Potentials
For decades a common way to characterize the resistance of speci-

mens to pitting corrosion has been determination of the pitting potential,
This is done by recording an anodic polarization curve at a

suitable fixed temperature, as shown by the curve marked “pitting corro-
sion” (Fig. 11). If the temperature is too low, no pitting will occur, and
eventually the material will be attacked by transpassive corrosion. Tran-
spassive corrosion (uniform dissolution of the passive layer) occurs at
higher extreme potentials (transpassive potentials, as shown by the
curve marked “transpassive corrosion” (Fig. 11).

The pitting potential is a stochastic parameter.76 The potential de-
creases as the area increases, because the chance of there being a weak
spot for pit initiation is greater on a large surface than on a small surface.

The choices of electrolyte and concentration (e.g., chloride content),
gas purging, and the presence of inhibitor ions must be controlled carefully
if reproducibility is to be obtained.

(ii) CPT in FeCl3

With small modifications, ASTM standard G4870 can be used to
determine a CPT. The test is used as a ranking parameter for the resistance
to pitting of high-alloyed austenitic stainless steels. In this method, mate-
rial coupons are typically exposed for 24 or 72 h to a 6% (=1.11
mole/liter) solution at fixed temperatures (typically with 2.5°C intervals).
The CPT is defined as the lowest temperature at which the specimen is
attacked by pitting corrosion.

The redox couple (Fe(II)/Fe(III) causes a potential of approximately
450 mV/SCE (saturated calomel electrode).62 Some of the ions are
bound in Fe(III) complexes. Melstrom and Bernhardsson60 have measured
the activity of to be 0.53 mole/liter.

Using this method, it takes many days to determine a single reliable
CPT value. Salinas-Bravo and Newman77 published in 1994 what they
called: “An alternative Method to Determine Critical Pitting Temperature
of Stainless Steels in Ferric Chloride solution.”
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(iii) Potential-Dependent CPT (Determined by a Potentiostatic
Method)

In 1980 Bernhardsson et al.60,67,68 introduced an automated electro-
chemical method for CPT determination. The specimen is mounted as
described in Section IV.2 (ii) using a stream of argon to avoid crevice
corrosion and 0.02–5% sodium chloride as electrolyte. The CPT is deter-
mined by a potentiostatic test method using an instrument called the
Santron CDT 400 for potential control, temperature control, and current
measurements.

Testing starts at a temperature 30°C below the expected CPT using
an applied anodic potential (200–600 mV/SCE). Current is measured for
15 min, and if pitting does not occur (current density is below
the temperature is raised 5°C and the potential is applied once again for a
new test (Fig. 17). The CPT is defined as the lowest temperature at which
pitting occurs.

Measurements of this kind have been made for many different steel
grades and chloride concentrations (Figs. 18 and 19). The conclusion is
that the CPT for a given material depends on the potential and the chloride
concentration.
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Normally seven different temperature steps are used to determine a
CPT value. With a polarization measurement time of 15 min at each
temperature step, it takes about 3 h to determine one CPT value. The
reproducibility was claimed to be good60 with temperature steps of 5°C.

(iv) Potential-Independent CPT (Determined by a Potentiodynamic
Method)

In 1989 Quarfort61 showed that the potential-independent CPT can
be determined as a well-defined value The Avesta cell (1 cm2

exposed area, 120 ml electrolyte volume) was used.
The potential-independent CPT determined by the potentiodynamic

method61,72 is defined as the lowest temperature at which pitting initiation
occurs during a dynamic anodic polarization scan.72
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Polarization curves are recorded at temperatures with intervals of 1°C
around the expected CPT. A new specimen is used for each polarization.
The specimen and the electrolyte (usually neutral 1 mole/liter NaCl) are
thermostatted at the selected temperature. Referring to Fig. 11, when the
temperature has stabilized, the anodic polarization is started at 300 mV
SCE and reversed at a given current density the
polarization is stopped when the current density has decreased to a level
of

Figure 11 shows idealized polarization curves for the cases where the
temperature is above the CPT (pitting) and below the CPT (transpassive
corrosion). These polarization curves show the pitting potential
transpassive potential and repassivation potential and are
defined as the potentials at which the current density unambiguously
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exceeds 100 and is the potential at which the current density
falls below A/cm2.

Plotting the repassivation potentials (or the pitting potentials and the
transpassive potentials) as a function of the specimen temperature evalu-
ates the CPT. An example of an evaluation is shown in Fig. 20.

The potential-independent CPT determined by the potentiodynamic
test method is found to be independent of both the chloride content of the
solution in the range of 0.1–5 mole/liter of NaCl and the pH value (pH
1–7). Testing at different temperatures with different specimens, and
evaluating the results from one test temperature before the next tempera-
ture is selected, is a time-consuming process. It takes several days to
determine a single CPT value.

(v) Potential-Independent CPT (Determined by a Potentiostatic
Method)

In response to the desire for a short testing time and high reproduci-
bility, a potentiostatic CPT method was developed.69 The larger version
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of the Avesta cell (electrolyte volume 1200 ml) was used because it is
easier to control a continuously increasing temperature in this cell, where
mechanical stirring can be introduced.

The specimen is polarized to a constant anodic potential and the
temperature is raised continuously by 1°C/min. The solution is 1 mole/liter
NaCl.

The CPT is defined as the temperature of the specimen at which the
current increases sharply. For practical reasons the CPT is taken as the
temperature at which the current density unambiguously exceeds 100

A/cm2 for 60 s (Fig. 21). It is evaluated by plotting the current density
as a function of the temperature of the specimen (Fig. 22).

To determine the potential-independent CPT by the potentiostatic
method, it is necessary to select a potential placed between the pitting
potential and the transpassive potential for the relevant stainless steel (Fig.
13). A suitable choice of potential is 700 mV SCE, and in order to obtain
compatibility for a range of stainless steels, the polarization was always
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started at approximately 0°C. The temperature was raised continuously
until pitting occurred as indicated by a marked increase in the current.

As mentioned earlier, the pitting potential is sensitive to several
experimental parameters. The influence of some of these parameters on
the potentiostatically measured potential-independent CPT was examined
by Arnvig and Bisgaard.69

Applied potential: Using a sample of type 316 stainless steel with a
high content of molybdenum, the CPT was determined with an applied
potential in the range of +400 to +800 mV/SCE (Fig. 23). It can be seen
that the transition between the potential-dependent CPT and the potential-
independent CPT is at about 550–600 mV/SCE, and that the standard
deviation in CPT measurements decreases as the applied potential is
increased (from about 5°C at low potentials and down to about 0.5°C at
800 mV/SCE).
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Although there were small instrumental differences (e.g., temperature
control and test cell), the potential-dependent CPTs69 were similar to those
found by Bernhardsson.67

Exposed test area: CPTs have been determined using exposed speci-
men areas of 1, 5, and 10 cm2 (Fig. 24). In this range the CPT is seen to
be independent of the exposed area, but the standard deviation is relatively
higher at 1 cm2 compared with 5 and 10 cm2.

Solution: Neutral 1 mole/liter NaCl purged with nitrogen is the
usually chosen standard electrolyte. CPTs have been determined in solu-
tions purged with either nitrogen or oxygen. The conclusion is that purging
with oxygen or nitrogen has no effect on the CPT. The effects of inhibitors
such as or in the solution have not been investigated so far.

4. Summary

Several methods to determine the resistance to pitting corrosion of stain-
less steel have been introduced. The methods are divided into two groups.
The first group includes determination of pitting potential, CPT, in
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and the potential-dependent CPT [sections IV.3(i)–3(iii)]. The second
group includes the determination of the potential-independent CPT by
potentiodynamic and potentiostatic testing [sections IV.3(iv)–3(v)].

The first group is characterized by low reproducibility and sensitivity
to a range of experimental parameters. The second group is characterized
by high reproducibility and less sensitivity to a range of experimental
parameters, or none.

This difference between the two groups is probably due to different
influences arising from pit initiation. The initiation is strongly dependent
on the steel’s surface condition, and therefore the methods in the first
group are suitable for evaluating the effect of the surface condition.

The methods in the second group leading to the potential-independent
CPT are practically independent of the surface condition and therefore
more likely reflect the nature of the propagation part of the pitting process
and characterize the steel’s bulk material.
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The choice of test method for examining pitting resistance depends
on the objective. For evaluation of surface condition, the methods in the
first group are preferable, while the methods in the second group give the
best characterization of the alloy.

5. Concluding Remarks
The automation involved in CPT measurements is rather simple, but is
necessary to more quickly provide reliable and reproducible data for the
limits of application of stainless steel. The demonstration of correlations
between CPT and chloride concentration at various potentials (Fig. 18)
may help to further the understanding of the basic pitting phenomena.

V. APPLICATIONS OF THE ELECTROCHEMICAL
HYDROGEN PERMEATION CELL

1. General
Application of the electrochemical hydrogen permeation cell provides a
simple technique for measuring the amount of hydrogen being absorbed
by a metal during a hydrogen evolution reaction. Ever since the important
developments by Devanathan et al. in the early 1960s, the technique has
been used increasingly for various purposes. These include basic studies
of the hydrogen evolution reaction mechanisms, investigation of hydrogen
trapping in metals, and examination of threshold hydrogen concentrations
for hydrogen-related stress corrosion cracking. Commercial sensors for
monitoring purposes have also been developed.

2. The Principle
The type of apparatus described here has been used by many workers since
the early 1900s, but was not used much until the work of Devanathan and
Stachurski78 emphasized its potential in the early 1960s. The principle is
quite simple and is illustrated in Fig. 25. Two electrochemical cells are
separated by a metallic membrane, which acts as the working electrode in
each of the cells.

In one of the cells (cathode chamber), conditions are such that the
hydrogen evolution reaction occurs. This may be due to potentiostatic or
galvanostatic polarization, or corrosion of the metal in an acidic solution.



300 Gregers Bech-Nielsen et al.

Atomic hydrogen formed as an intermediate in the hydrogen evolution
reaction is adsorbed to the surface of the membrane. Molecular hydrogen
is formed by one of at least two mechanisms, but parallel to this, a fraction
of the atomic hydrogen is absorbed by the metal, eventually leading to an
equilibrium between adsorbed and absorbed atomic hydrogen. In the
absorbed state, the hydrogen atoms are able to diffuse as interstitials in the
metal lattice.

In the other cell (the anode chamber) on the opposite side of the
membrane, conditions are maintained, causing reoxidation of the hydro-
gen atoms exiting the membrane. By complete oxidation of the exiting
hydrogen atoms, the current flowing in this cell becomes a measure of the
amount of hydrogen diffusing across the membrane.

At least two factors should be considered in this context. First, the
current should not include significant contributions from electrochemical
reactions other than the oxidation of hydrogen. If the membrane is made
of steel, this can be achieved by the choice of an alkaline electrolyte in the
anode chamber and application of a potential that passivates the steel.

Second, care should be taken that the hydrogen atoms exiting the
membrane do not escape by formation of molecular hydrogen. Otherwise,
the current flowing in the cell will not account for the entire amount of
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hydrogen diffusing across the membrane. This difficulty is usually over-
come by plating the exit surface of the membrane with palladium, which
catalyzes the hydrogen oxidation. A very clear demonstration of the effect
of palladium plating has been given by Manolatos et al.,79 who plated half
the exit surface with palladium. Throughout a permeation experiment, this
surface was examined with a camera, and the photographs showed that
hydrogen bubbles were formed only on the part of the surface that was not
covered with palladium.

3. Diffusion of Hydrogen into Metal
The transport of hydrogen from the entry side to the exit side of the
membrane can be described by Fick’s laws of diffusion. In the steady state,
the hydrogen flux is given by Fick’s first law of diffusion:

where:
the steady state hydrogen flux,

D = the diffusion coefficient for hydrogen in the material,
the concentration gradient of absorbed hydrogen across
the membrane.

Assuming that the exiting hydrogen atoms are oxidized sufficiently
fast, the concentration of absorbed hydrogen directly beneath the exit
surface may be taken as zero. Using Faraday’s law, the steady-state
hydrogen flux across the membrane is described by the steady-state
hydrogen permeation current:

where:

the steady-state hydrogen permeation current,
F = Faraday’s number,

the concentration of absorbed hydrogen just beneath the
entry surface,

L = the thickness of the membrane.

For nonsteady-state conditions, Fick’s second law of diffusion can be
applied
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For a rising transient, this equation has been solved using Laplace trans-
formation and appropriate initial and boundary conditions,80 and Fig. 26
illustrates the expected rising transient so derived.

From the dimensionless time parameter used in the solution, the
diffusion coefficient (D) can be obtained from

where:

the time needed to achieve (63%) of the steady-
state permeation level (time-lag method),
the breakthrough time; referring to Fig. 26, this is defined
as the intercept on the dimensionless time axis of the tan-
gent to the curve at the point of inflexion.

4. Studies on the Hydrogen Evolution Reaction
The overall hydrogen evolution reaction can be expressed by
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Two different reaction mechanisms are considered as being experi-
mentally established81:

According to the Volmer–Tafel mechanism, the discharge of a proton
forms an adsorbed hydrogen atom (Volmer reaction). Two such adsorbed
hydrogen atoms then combine to form molecular hydrogen (Tafel reac-
tion)

Alternatively, according to the Volme–Heyrovsky mechanism, the
Volmer discharge reaction is followed by the Heyrovsky electrochemical
desorption reaction

In either case a fraction of the adsorbed atomic hydrogen may enter
the metal

The electrochemical hydrogen permeation technique has proved to
be a valuable tool in the study of these reaction mechanisms. This is mainly
due to the ability to estimate the amount of an intermediate in the
reaction scheme. Such studies have been presented, for example, by
Devanathan and Stachurski,82 by Bockris et al.,83 and by lyer et al.84,85

The applicability of the Volmer–Tafel reaction scheme can be evaluated
by considering the kinetic expressions for reactions (22) and (23), together
with equilibrium in the absorption process (25)
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[Although no actual current is involved in the Tafel step, it is convenient
to include F in (27) to express the rate in terms of a current. A similar
argument applies to the inclusion of F in (30).]

The following symbols have been used:

current representing rate of reaction (Volmer, Tafel,
appropriate rate constant for reaction i (Volmer, Tafel, ab-
sorption, desorption),
activity of H+,
activity of adsorbed H in terms of degree of surface cover-
age,
transfer coefficient for the Volmer discharge reaction,
hydrogen overvoltage,
subsurface hydrogen concentration at the entry side of the
membrane.

It can be assumed that the current representing the Volmer discharge
reaction (26) equals the current representing the Tafel reaction (27), i.e.,
only a minor part of the discharge current  results in hydrogen atoms
being absorbed into the membrane; the reverse Volmer reaction is taken
to be negligible so that the observed current, It follows from
(27) that

Combining (18) and (28) gives

[Regarding the inclusion of F in (30), see the comment for (27).]
Inserting (29) into (30) gives

This equation predicts a linear relationship between  and  this
behavior was established experimentally by Bockris et al.83 The slope of
the curve is inversely related to the thickness of the membrane, and in
addition valuable information can be obtained regarding the rate constants
involved.
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In the analysis of Iyer et al.,85 is not assumed to be very much
less than so that at steady state equals the sum of the currents
representing the Tafel recombination reaction and hydrogen permeation

That is

and an analysis similar to that of Bockris et al. leads to the equation

In other words, the analysis of Iyer et al. differs from the analysis of
Bockris et al. by predicting a linear relation between the steady-state
hydrogen permeation current and instead of Figure 27
shows such plots according to the equations of Iyer et al. The experiments
were carried out in an acetate–acetic acid buffer system at pH 6 under
stagnant and stirred conditions, using carbon steel membranes of 1.0 and
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0.5 mm thickness.86 The hydrodynamic conditions do not appear to affect
the behavior, and the slopes correlate well with the membrane thicknesses.

The clear verifications of the equations of Bockris et al. and of Iyer
et al. described above are interesting as fundamental studies, but they also
provide confidence in the reliability of automated measurements made
with probes designed on the basis of the verified theories.

5. Hydrogen-Related Stress Corrosion Cracking
Stress corrosion cracking (SCC) may develop due to either highly local-
ized anodic dissolution processes or the specific effects of hydrogen. The
latter case usually involves a localization of absorbed hydrogen atoms at
specific trap sites, such as dislocations, grain boundaries, and microvoids
within the metal. These trapping effects cause a deviation from the simple
diffusion behavior, not only by immobilization, but also because intersti-
tial sites and defect sites are differently affected when hosting hydrogen
atoms.

(i) The Trapping of Hydrogen in Metals
A description of the trapping process may be based on the chemical

potentials of the hydrogen absorbed in the metal.88 In the general case, the
chemical potential of interstitial or diffusible hydrogen may be described
by the equation

where

(H,diff) = chemical potential of diffusible absorbed hydrogen,
(H,diff) = standard chemical potential of diffusible absorbed hy-

drogen,
{H,diff} = activity of diffusible absorbed hydrogen.

The chemical potential of trapped hydrogen may similarly be expressed
by

Under equilibrium conditions, the chemical potential of diffusible
hydrogen equals the chemical potential of trapped hydrogen, i.e.,
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Equation (36) states that the activity of hydrogen at trap sites increases
with decreasing chemical potential of the trap; hence a trap involves a site
where the chemical potential is lower than the chemical potential associ-
ated with an interstitial site. Consequently, the concentration of hydrogen
in a trap site is higher than the concentration found in the surroundings of
the trap. Further mathematical treatments and classifications of traps have
been presented in several papers.87–93 The effect of traps on the rising
transient hydrogen permeation behavior (Fig. 26) is an increase in the
observed breakthrough time (due to the time needed to saturate the traps)
and a steepening of the rising curve (due to a larger hydrogen concentra-
tion gradient at the exit surface when the traps are saturated and until
steady state is attained).88

(ii) The Threshold Hydrogen Concentration for Stress Corrosion
Cracking

The electrochemical hydrogen permeation technique has been used
in efforts to establish threshold hydrogen concentrations in steel below
which no cracking occurs. The threshold concentration depends largely
on the type of failure under investigation, the chemical and physical
properties of the steel, and the magnitude of applied and residual stress.

Hydrogen-induced cracking (HIC) may develop in the absence of
external stresses and is caused by the recombination of absorbed hydrogen
atoms at, for example, microvoids present in the steel. Very high pressures
may build up as a result of the formation of hydrogen gas; if the pressure
sets up great enough stress, crack initiation will result. The threshold
hydrogen concentration in this case may be assessed simply by estab-
lishing a suitably large concentration gradient in Fig. 25) over the
membrane. The subsurface hydrogen concentration just beneath the entry
surface has to exceed the threshold concentration. This can be achieved
by adding a recombination poison to the catholyte. Hydrogen sulfide is
known to be such a poison, which inhibits the Tafel recombination
reaction, thereby increasing and according to Eq. (28), also

Under steady-state conditions, the concentration of interstitially ab-
sorbed hydrogen can be established at any depth of the membrane (dotted
line in Fig. 25). By subsequent metallographic examination of the mem-
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brane, the maximum depth where cracks can be found is noted and
compared with the hydrogen concentration profile found in the permea-
tion experiment. A more elegant variant was demonstrated by Coudreuse
and Charles.94 By repeated permeation experiments, these authors man-
aged to distinguish among diffusible, reversibly, and irreversibly trapped
hydrogen and were thereby able to describe the threshold concentration
as the sum of these three contributions.

In cases where the propagation of hydrogen-related cracks depends
on externally applied stresses, the SCC test may be performed using
fracture mechanical test specimens. In this case, the direct measurement
of the hydrogen concentration in the specimen is difficult, since the
electrochemical permeation technique involves the creation of a hydrogen
concentration gradient in the membrane. For this reason, the test specimen
itself cannot act as the membrane due to the need for a uniform concen-
tration of diffusible hydrogen during the test.

Alternatively, as demonstrated by Robinson and Kilgallon,95 the
hydrogen concentration in the test specimen may be assessed by placing
a hydrogen permeation cell in the same environment as that used for the
fracture mechanical test. By charging the membrane of the hydrogen
permeation cell in the same manner as the test specimen, a parallel
permeation experiment can be performed, which can be used to assess the
hydrogen concentration present in the actual test specimen. This procedure
yields a description of the critical stress intensity factor for stress corrosion
cracking as a function of the concentration of hydrogen absorbed
by the test specimen. Robinson and Kilgallon offer the following empirical
relation found by constant displacement tests in various environments
using double-cantilever beam (DCB) specimens prepared from a
quenched and tempered high-strength, low-alloy offshore steel95

For comparison, the following relationship has been found for an X70
pipeline steel (slow strain rate test using compact tension specimens with
the precrack located in the heat-affected zone of a weld)96
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The oil and gas sector in particular has an interest in such relation-
ships, since offshore steel structures are cathodically protected and may
be exposed in biologically active environments that involve activity of
sulfate-reducing bacteria. These anaerobic bacteria produce sulfide, which
in turn may enhance hydrogen uptake by the steel. There are similar
concerns when pipelines are buried in anaerobic soil. The relations (37)
and (38) can be compared with stress intensity factors actually present at
flaws in the steel under operating conditions; the actual hydrogen concen-
tration should be assessed as well, for example, by using hydrogen
permeation units designed for this purpose.

6. Cell Types
Figure 28 illustrates a soil hydrogen permeation cell mounted in a
general-purpose probe used for screening soil corrosivity.97 Other exam-
ples of specific hydrogen probes are illustrated in Fig. 29.

The cells shown in Figs. 28 and 29 all operate according to the same
principles, which have been developed by Arup.98,99 The interior of the
cell acts as the anode chamber, and a metal oxide cathode placed inside
the cell in an alkaline electrolyte acts as the counter electrode. The
hydrogen flux across the integrated membrane (coated with palladium on
the internal surface) can be measured as the potential drop across a resistor
placed between the membrane and the counter electrode.
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The intrusive hydrogen probe (IHP-200) shown in Fig. 29 can be
placed in access fittings in industrial plants (pressure vessels, pipelines)
and withstands pressures up to 200 bar. It is typically used to monitor the
efficiency of measures taken to diminish the risks of hydrogen damage
(use of inhibitors, scavengers, etc.).

The immersible hydrogen sensor (IHS-12 in Fig. 29) can be used to
quantify hydrogen uptake by directly immersing it in the corrosive envi-
ronment. Hydrogen uptake can also be measured under cathodic protec-
tion.

The hydrogen contact cell (HCC-11 in Fig. 29) does not have an
integrated membrane, but merely a palladium “window,” and is intended
for “clamp-on” purposes. It can be used on any smooth or flat surface and
measures the effluent hydrogen permeation through vessels, pipelines,
etc., for example, during full-scale testing as demonstrated by Christensen
et al.100

Owing to their simplicity, measurements with the hydrogen sensors
are easily automated. Figure 30 shows a setup in which eight hydrogen
contact cells are used in an investigation with a steel pipe filled with a
corrosive test medium under pressure. Temperature, pressure, and hydro-
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gen permeation levels are recorded by a data logger and displayed on a
computer screen.101

7. Summary

The electrochemical hydrogen permeation technique can be useful in a
variety of investigations. Mechanistic information on the hydrogen evo-
lution reaction can be obtained owing to the ability of the technique to
quantify the amount of adsorbed atomic hydrogen intermediary formed in
the process.



312 Gregers Bech-Nielsen et al.

The method can be used for studies on hydrogen diffusion and
trapping in metals, which, for example, are relevant within the field of
hydrogen-related stress corrosion cracking. Critical hydrogen concentra-
tions for various types of cracking can be assessed.

Commercial sensors suitable for automated measurements are avail-
able and can be used, for example, for field measurements of hydrogen
uptake by cathodically protected steel buried in soil sediments. Other types
can be mounted in process plants for monitoring purposes.
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Interfacial electron transfer, calculated, 154

Interfacial interactions, with water, work
of Berkowitz, 148

Interfacial parameters, the work of Trasatti
18

Inverted region
free energy of activation, 79
unsuccessful search for, 80

Ion adsorption, single, at the metal-water
interface, 146

Ion–ligand bonds, force constants, 88
Ionic adsorption at the interface, 143
Ions, specific effect on the adsorption ca-

pacitance, 58
Isotherms, used in underpotential deposi-

tion, 231

Jellium model, use in the double layer the-
ory, 7

Kazarinov, use of radiometric methods at
interfaces, 31

Khan, Wright, and Bockris, the first quan-
tum mechanical calculation of
transmission coefficients, 103

Kinetics of underpotential deposition, 236
Kornyshev, use of the Jellium model in

double layer theory, 8
Kubo and Toyozawa, priority in the contin-

uum approach to electrode ki-
netic theory, 72

Kuzuetsov, thermal adsorption data, quan-
tum mechanically examined, 24

Lead, underpotential deposition, 202
Linear response theory, 73
Lipkowski, Gibbs energy of the adsorption

of diethyl ether on single crys-
tals, 48

Liquid–liquid interfaces, Monte Carlo
studies, 171

Long range forces, 125
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Matsui and Jorgensen, the Monte Carlo
simulation of ion–ion and wall-
wall image interactions, 149

Maxima, of capacitance plots, 59
Mechanism, of underpotential deposition,

231
Mercury, adsorption of acetone thereon, 52
Metal dissolution and inhibition, 274
Metal–electrolyte interface, diagram-

matic, 144
Metal water interactions, work of Thiel

and Madey, 24

Metals
effect upon the standard free energy of

adsorption, 46
contribution to capacitance in the dou-

ble layer, 6
Metal interface and ionic adsorption, 143
Metal–solution interface

experimental, 1
methods for its study, 15
molecular approach, 3
for solids, 8
thermodynamic approach, 35

Metal–solvent interactions, donicity, 20
Metals, diffusion of hydrogen therein, 301
Methods, for study of the metal solution

interface, 15
Molecules, at the interface, orientation

thereof, 18
Molecular approach, to the metal-solution

interface, 3
Molecular dynamic calculations, for elec-

trode transfer at interfaces, 159
Molecular dynamic simulation

for electrode reactions, 88
made by Strauss and Voth, 92

Molecular models
electron transfer at interfaces, 85
for bond breaking ion in electron trans-

fer reactions, 94
Monocrystalline electrodes, roughness

therefrom, 13

Monte Carlo studies for liquid–liquid in-
terfaces, 171

Multi state models, for electron transfer,
168

Nagy and Halley
effect of external field on the dynam-

ics of water structure, calcu-
lated, 142

potential energy changes due to charge
on the metal, 132

Newton, quantum mechanical computa-
tion of transmission coeffi-
cient, 103

Nickel, its corrosion, 267
Nikitas and Sotiropoulos, calculations

for standard free energy as a
function of different standard
states, 40

Nomura and Iijima, determination of the
mass change in electrode on ad-
sorption, 29

Non-adiabatic limit, 162
Non-adiabatics, work of Warshel, 163
Nonaqueous solutions

the study of water on the double layer,
32

at underpotential deposition, 243
Nonaqueous solvents, adsorption of

thiourea from them, 51
Nucleation growth, as a controlling proc-

ess, 234

Organic additives, underpotential deposi-
tion, 242

Organic compounds
adsorption, on platinum, 16
effect of their structure, on the stand-

ard free energy of adsorption,
47

Orientation of water molecules at the inter-
face

change with potential, 25
computer simulation studies, 29
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Oxides
semiconductivity, 271

Oxygen distribution, near silver, in the
double layer, 28

Pair correlation coefficients, 132
Palladium windows, for hydrogen meas-

urements, 310
Parameters, for organic adsorption, ther-

modynamic, 60
Parsons, work upon potential or charge, as

determinative in double layer
studies, 46

Parsons and Bockris, 1951 quantitative
model for electron transfer re-
actions, including bond break-
ing, 94

Parsons–Zobel plot, determination of
roughness, 11

Parsons and Zobel, work on adsorption of
organics in the presence of ad-
sorbed ions, 55

Passivation, involving certain regions of
the electrode, 272

Passivation of surfaces, 275
Peak potentials, for copper underpotential

deposition on gold, 227
Penov, work on nickel corrosion, 268
Perez and Benjamin, maintenance of solva-

tion shells in the interface, 148
Perez, Monte Carlo simulation of free en-

ergy curves for electron trans-
fer, 97

Permeation, work of Bockris and
McBreen, 304

pH effects, on corrosion measurements,
256

Philpot
work on water at interfaces, 153
review of ionic adsorption, 145

Philpot and Blosli, the calculation of con-
tact adsorption, 150

Pitting
of aluminum, 281

Pitting (cont.)
diagrammated, 277
function of chloride ions, 292
photographs, 278
effect of temperature, 285

Pitting characteristics, 290
Pitting corrosion, 276

the work of Brigham and Tozer, 284
Pitting measurements, 289
Platinum, interaction with water, 121
Platinum surfaces, interaction of propyl-

ene carbonate, 32
Polarization curves, as a function of tem-

perature, 293
Polarized electrode and corrosion measure-

ments, 257
Polycrystalline electrodes, double layer

theory thereat, 9
Pope, and underpotential deposition, a re-

view, 181
Potential or charge, in double layer stud-

ies, 46
Potential dependence of sulphate adsorp-

tion, on platinum, 198
Potential energy functions, molecular dy-

namics, 117
Potential energy surface for the iodide-io-

dine system, 101
Potential independent, character of tem-

perature effects, on corrosion
measurements, 296

Potential of mean force behind adsorption,
calculated by Berkowitz, 152

Potential of zero charge, work function, 17
Potentiostatic determination of corrosion,

291
Preparation, of a voltammogram, 186
Propylene carbonate

adsorption on platinum, by means of
radiotracers, 33

interaction of platinum surfaces, 32
Proton transfer reactions

some difficulties in the theory, 104, 105
work of Schmickler, 104
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Quantal treatments, of electron transfer, 99
Quantum electrochemistry, beginning by

Gurney, 72, 94
Quantum mechanics, in electrode kinetics,

71
Quartz crystal microbalance, 211

study of surfaces, 29
Quenching

described in detail, 184
effect on voltammograms, 185

Quenching technique, work of Clavilier,
181

Radiometric methods
used by Kazarinov to study the double

layer, 31
work of Wieckowski, 30

Reconstruction, of well defined surface
structures, 191

Reconstruction and voltammograms, 191
Reduction of testing time, in corrosion,

294
Relaxation time, solvent dynamic effect in

electron transfer, 109
Reorganization energy

free energy of activation, 76
harmonic movement of the ion-solvent

vibrations (compared with non-
harmonic approach), 78

nonisotopic reactions, with harmonic
free energy profile, 80

Reorientation, of organic molecules, 44
Restructuring of water, as a functional ap-

plied field, work of Bockris
and Habib, 142

Robinson and Kilgallon, assessing hydro
gen concentration in a test
specimen, 308

Rose and Benjamin, molecular dynamic
approach to electrode kinetics,
71, 151

Ross, voltammetric plots on platinum, sur-
prising differences in single
crystals and polycrystals, 14

Rotating disc electrode, corrosion meas-
urements, 260, 261

Rotational dynamics of water at the inter-
face, 137

Roughness
determination according to methods

developed by Trasatti and Pe-
trii, 10

moncrystalline electrodes, 13

Salting out of substances, near electrodes,
55

Saveant, contribution to the theory of
bond breaking at electrodes, 96

Scanning tunneling microscopy, structure
of the double layer, 29

Schmickler
formulation of the potential energy

curves in ion-transfer, 100
nonlinear Tafel lines, 84
proton transfer reactions, 104
unified model for electron and ion

transfer, 94
Second coordination shell, effect upon

electrode reactions, 79
SERS, for adsorbed water on silver, 26
SERS spectra, the effect of adsorbed

fluoride, 26
Side reactions, in corrosion measure-

ments, 255
Siepmann and Sprik, three bodied interac-

tion equation, 123
Simulation, for the electrode-solution

interface, 153
Single crystals, 184

preparation, 183
Single crystals and polycrystals,

surprisingly different voltam-
mogram, 14

Single crystal silver, 19
Single crystal surfaces, anion adsorption

behavior, 196
Smith and Hynes, introduction of electron

friction, 108
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Solids, and the metal-solution interface, 8
Solvation of ions, 143
Solvent

effect upon the interface, 15
effect on the standard free energy of

adsorption, 51
effect on metal, 15

Solvent dipoles, potential difference at the
interface, 6

Solvent dynamic effects on electron trans-
fer, 108

Solvent free energy calculations for the
electron transfer reaction, in
ferrous-ferric, 161

Spectroscopy, thermal desorption, double
layer, 23

Spohr, water pair correlation functions,
133

Spohr and Heinzinger, water-platinum po-
tential, 120

Stability, of crystalline surface, 273
Standard states, virial isotherm, 37
Standard state studies, Frumkin isotherm,

37
Standard states

at the interface, studied by Conway
and Dhar, 36

the selection thereof, 41
study of Torrent, 39
work of Nikitas, 40

STM, applied to underpotential deposi-
tions, 215

use in electrode processes, 182
corrosion studies, 270

STM images, 193
on gold, 194, 195, 205, 207
single crystals, with various crystal ori-

entation, 206
of lead on silver, 220, 221, 223
showing reconstruction, 192
of thallium, on silver, 222

STM on platinum of copper sulphate, 217

Straus and Voth, study of sodium reduc-
tion at a water-platinum inter-
face, 160

Stress corrosion cracking, and the critical
hydrogen concentration, 307

Summary, of methods of measuring corro-
sion, 297

Supporting electrolyte
its effect on differential capacity, 56
electrosorption, 54

Surfaces, examined by means of X-ray
scattering, 27

Surface area, real, underpotential deposi-
tion of metals, 12

Surface corrugation, 120
Surface and enhanced Raman spectros-

copy, at the interface, 25
Surface molfraction, for adsorption of ace-

tate, compared with that of the
solvent, on mercury, 53

Tafel linearity, current density at the metal
solution interface, 75

Tafel recombination, transfer of
hydrogen through steel, 305

Ternkin approach, to underpotential depo-
sition, 232

Test specimen, hydrogen concentration
therein, 308

Testing time, reduced, 294
Theory, of underpotential, deposition, 200
Thermal desorption spectroscopy, 23
Thermodynamic approach, to the metal-

solution interface, 35
Thiel and Madey, metal–water interac-

tions, 24
Thiourea, adsorption on mercury, 60
Titration method for corrosion measure-

ments, with a polarized elec-
trode, 257

Titrations, corrosion measurements, 252
Torrent, study of standard states, 39
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Transfer coefficients, plotted as a function
of temperature, work of
Schmickler, 106

Translational diffusion of water at the in-
terface, 136

Transmission coefficient, calculated, 102,
167

Transpassive corrosion, 284
Trasatti and Petrii, determination of rough-

ness, 10
Trasatti, interfacial parameter, 18

Underpotential deposition, 181, 214
anion adsorption, 226
of copper, 235
on gold, 201
on lead, 202
its mechanism, 231
from nonaqueous solutions, 243
as a function of overpotential, 241
on single crystals, 200
single crystal platinum metals, 212
on silver single crystals, 219
thallium on platinum, 230
connected to work function, 239
on zinc, 213

Valetti, work on single crystal silver on
the double layer, 19

Virial isotherm, standard state, 37
Vitanov and Popov, the hydrophilicity se-

quence in adsorption on gold
and silver, 49

Volta potential difference, 20
in terms of donor and acceptor num-

bers, 22
Voltammograms

effect of quenching, 185
on gold single crystals, 190
knowledge of various platinum single

crystal surfaces, 187
for irridum and platinum low index sin-

gle crystals, 188

Voltammograms (cont.)
of platinum electrode in sulfuric acid, 9
preparation of the electrode, 186
showing reconstruction, 191

Voth, on quantum nature of water struc-
ture, adiabatic free energy
curves, 170

Warshel, an approximate method for
nonadiabatic electron transfer, 163

Water
affected by electric fields, 138
density in the inner layer, 28
diffusion at the interface, 138
at an interface, 140
rotational dynamics, 138
structure at metal surfaces, 127

Water models, 118
Water molecules at the interface, orienta-

tion, 18
Water–metal interaction potential, 119
Water–metal interface, dynamic simula-

tion, 116
Weiss

1951 theory of electron transfer, 94
priority in the continuum approach to

electron transfer theory, 72
Well defined surface structures, reconstruc-

tion, upon solution contact, 191
Wieckowski, use of radiometric methods

in adsorption at interfaces, 30
Work function

effect of contamination, 17
Trasatti’s contribution, 7
underpotential deposition, 239

X-ray scattering at surfaces, 27
XANES, 210

Zho and Philpot, water-metal interaction
equation, 121

Zinc, underpotential deposition, 212
Zinc–iron alloys, corrosion, 264, 266
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