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Preface

Electrochemistry, long-time corner stone for fundamental chemistry and physics, now
plays an important role in many areas of applied science and technology. A very broad
range of applications of electrochemical principles and technologies is found in materials
science. Electrochemical deposition of metals and alloys, formation of oxide films and
semi-conductors, corrosion and corrosion protection, new polymer materials that can
switch between metallic conductivity and semi-conducting properties, and new applica-
tions in fast-evolving nanotechnologies are just some of the examples. To fully compre-
hend them, however, one should understand the basic electrochemical concepts. Therefore,
these fundamentals are introduced and described in the first six chapters. The book
begins with a look at the properties of electrolytes and electrodes whereby solid-state
background, especially for electrode materials, is emphasized. Next, there is a discussion
of the potential differences that develop when electrodes and electrolytes are combined.
How thermodynamic functions of solids can be determined from potential measurements
is explained as well. The properties of the electrochemical double layer are described on
molecular and atomic levels. The kinetics of the two main reaction steps, mass transport
and charge transfer, is also treated. The newcomer as well as the more experienced reader
should find this introduction to the basic principles and subsequent discussion of the
problems and examples in the first-half of the book, both readily comprehensible and
informative.

The second-half of the book, which treats various applications of electrochemistry in
several areas of materials science, introduces and discusses the principles and the special
literature. The quickly evolving specific applications are mentioned but not treated in
greater detail. The book’s goal is to communicate a working knowledge of the fundamen-
tals to people from all different areas and backgrounds and to guide the reader through an
array of electrochemistry applications, strategies, and techniques in various scientific envi-
ronments. The author’s long teaching and research experience at a technical university,
particularly in materials science, has also played a role in the book’s conception and
success.

The author would like to thank several people for their help in the preparation of the
manuscript, in particular for their proofreading of individual chapters, valuable discus-
sions, and critical comments. They are Dr. Andreas Bund, Dr. Hartmut Dietz, Dr. Karl
Doblhofer, Prof. Dr. Ulrich Guth, Dr. Thomas Heine, Dr. Ursula Rammelt, and Dr. Holger
Sahrhage. He would also like to thank Dr. Pamela Winchester for language polishing
and editing the text.

Waldfried Plieth, Technische Universität Dresden, Germany
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Electrolytes

Conductivity is based on the free mobility of electrons in a metal, but some substances
can also transport electricity without free electrons. Instead free mobile ions transport
the current and are therefore called ionic conductors. The first ionic conductors were aque-
ous electrolytes. Later on, polymer and solid electrolytes were discovered and the name
electrolytes became a synonym for ionic conductors. 

The physical chemistry of electrolytic solutions is a special area of physical chemistry
with a large number of reference literatures. Classical descriptions are given in the books
of Harned and Owen1 or Robinson and Stokes.2 A more recent advanced treatment is found
in the book of Barthel, Krienke, and Kunz.3 The special problems of ionic-conducting
polymers and ionic solid electrolytes are described in various other reviews. Gray4

described polymer electrolytes. A classical treatment of ionic solid electrolytes is the
book by Rickert5 or the Kudo and Fueki6 compilation. Because these materials are used
in batteries and fuel cells, there is much literature for this research field including such
detailed reviews in the book by Julien and Nazri.7 Another source for details and data
compilations is the CRC Handbook of Solid State Electrochemistry.8

1.1 LIQUID ELECTROLYTE SOLUTIONS

The dissolution of a salt in water was described by Arrhenius9 as a dissociation of the salt
in positive and negative ions of free mobility. This was originally a difficult suggestion to
accept because salts were very stable substances. Therefore, for a long time the theory was
called Arrhenius’ dissociation hypothesis. Later it became clear that the process was a
reaction of the solvent water with the ions and that the ion–dipole interaction provided the
necessary energy for the compensation of the strong lattice energies. For example, the
process can be formulated for sodium chloride by the equation

(1.1)

The enthalpy of solution connected with the solution process is relatively small because
it is just the difference between the lattice enthalpy and the enthalpy of solvation of cations
and anions. For several years the dissociation theory explained most of the experimental

NaCl ( )H O Na Cl2 H O H O2 2
� � ��m n m n� �
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2 1. Electrolytes

observations. The specific conductivity 
 was defined in analogy to the conductivity of
metals as the reciprocal value of the specific resistivity �. The specific resistivity � is usu-
ally measured in �·cm and the specific conductivity in ��1 � cm�1 � S � cm�1. 

A typical cell for the measurement of the conductivity is shown in Figure 1.1. The cell
is filled with a solution of an electrolyte with known conductivity, e.g., 0.1 mol · dm�3 KCl
solution, 
 � 0.0129 S · cm�1 up to a marked filling level. After the cell constant Z � R � 

is determined by the measured resistance of the cell, the electrolyte of the unknown con-
ductivity is filled in. The specific conductivity of this electrolyte can be calculated with the
newly measured resistance.

A molar conductivity is obtained if the specific conductivity 
 is divided by the
concentration c

(1.2)

If 
 is measured in S · cm�1, c should be measured in mol · cm�3. Then �m is measured
in S · cm2 � mol�1. The conductivity of aqueous electrolytes is related to the mobility of
cations and anions, u� and u�. Mobility is the rate of motion in a field of one V � cm�1.
The independent conductivity of anions and cations was postulated

(1.3)

(1.4)

(F is Faraday’s constant). The molar conductivity is the sum of the ion conductivities

(1.5)� � �m � �� �

�� �� Fu

�� �� Fu

�



m c
�

Figure 1.1 Conductivity cell and Fl filling level. The conductivity is usually measured with an
alternating current to prevent polarization effects at the electrodes.
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The mobility was also used to define transference numbers (also called transport numbers)
for anions and cations (Hittorf10)

(1.6a)

(1.6b)

The transference numbers describe the contribution of cations and anions to the current.
For strong electrolytes (electrolytes with a nearly complete dissolution in cations and

anions) Kohlrausch’s law described the observed concentration dependence of the molar
conductivity

(1.7)

Plotting �m over �c� the molar conductivity at infinite dilution �� can be determined.
The so-called weak electrolytes did not follow Kohlrausch’s law. This could be partially

explained by incomplete dissociation. The dissociation equilibrium of a salt CA (C cation,
A anion) in a diluted electrolyte, where activities a can be approximately substituted by
concentrations c, is described by the equation

(1.8)

With the introduction of the degree of dissociation � Eq. (1.8) can be written as

(1.9)

The concentration c0 is the total concentration of the salt. The degree of dissociation can
be described by the equation

(1.10)

Ostwald’s law11 is derived by combining Eqs. (1.9) and (1.10) and can be written in the
following form:

(1.11)

By plotting 1/�m over c0�m the characteristic constants �� and Kc can be determined.
The reason for deviations of strong electrolytes from ideal behavior is ion–ion inter-

action. In 1923, Debye and Hückel12 published a theoretical description of the interac-
tion of ions in the electrolyte. The principal concept of this theory was the ionic atmosphere
formed by charge of opposite sign surrounding each ion. The radius of this atmosphere
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was inversely dependent on a summarized ionic concentration and the ionic strength
I was defined as

(1.12)

As a result, an approximate equation for the activity coefficient �i of an individual ion i was
derived. 

(1.13)

This equation can be used up to an ionic strength of 10�2 mol · dm�3. For water (relative
dielectric permittivity � � 78.54) at 25 	C the following equation can be used

(1.14)

The dimension of the ionic strength in this equation is mol · dm�3. The mean ionic activity
coefficient is given by

(1.15)

A more advanced approximation that is valid for water at 25 	C up to ionic strength of 10�1

mol · dm�3 also takes into account the diameter of the ions di

(1.16)

The dimension of the ionic strength in this equation is mol · dm�3. The dimension of
di is nm. For the mean ionic activity the following approximation with a mean ionic diam-
eter d
 can be used

(1.17)

For higher ionic strengths an additional term is added

(1.18)

C and d
 can be adapted to known activity data. An interpretation of the term C is based
on salting out effects. A comparison of different equations for ion activities is shown in
Figure 1.2.

In the extension of the Debye–Hückel theory by Onsager13 an equation similar to
Kohlrausch’s law was derived

(1.19)� � �� �� �� B B I1 2( )
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The constants B1 and B2 for one/one valent electrolytes have the values

(1.20)

(1.21)

In aqueous electrolytes (relative dielectric permittivity � � 78.54, viscosity � � 0.8397 P)
and at 25 	C the following equation is obtained

(1.22)

The two terms in the constant B of Kohlrausch’s law represent the two correction effects
in Onsager’s approach: the electrophoretic effect where the ion moves against the flux in
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Figure 1.2 Comparison of experimental values of activity coefficients for NaCl with calculations
using different approximations. Lg �
 is plotted versus the square root of the ionic strength I. 
(1) Eq. (1.15), (2) Eq. (1.17) with d
 � 0.3 nm, and (3) Eq. (1.18) with d
 � 0.4 nm and C � 0.55
dm3 . mol�1.



opposite direction of the ionic atmosphere and the relaxation effect in which the polariza-
tion of the ionic atmosphere creates a field that slows down the motion of the ion.
Onsager’s equation is a limiting law for dilute solutions (�10�2 mol · dm�3). It should be
mentioned that deviations from the given equations were observed for very high electric
fields (�106 V · m�1) and for alternating electric fields at high frequencies (�106 Hz)
(Wien and Debye-Falkenhagen effects, respectively).

It is remarkable that an approach (Bjerrum’s association theory14), which is based on ion
pair formation, was very successful for very concentrated solutions. The Bjerrum radius rB

(1.23)

describes a region around the central ion in which an association between the central ion
and an ion of opposite sign is postulated, with e0 the charge of the electron, � the relative
dielectric permittivity, and kB the Boltzmann constant. Ions with distances smaller than the
Bjerrum radius are considered neutral species.

1.2 IONIC MELTS

Separation of the ions in an ionic crystal is also possible by thermal energy. At higher
temperatures the crystals melt which gives the ions a certain amount of free mobility.
While pure salts have relatively high melting temperatures, mixtures of different salts form
eutectic systems with considerably lower melting points. The melt of an ionic crystal is,
however, a complicated system consisting of a variety of complexes. In classical ionic
melts (alkali halide melts) these complexes are exclusively ionic, but the ions may also be
embedded in a matrix of non-ionic molten components (glass forming molten salts). A
new class of ionic melts with low melting points has come into focus for research, which
is room temperature ionic melts or ionic liquids.

1.2.1 Alkali halide melts

After melting, alkali halides consist exclusively of metal cations and halide anions. It
should be easy to give a description of the properties of such a simple system. Problems
arise though because of the extraordinary number of complexes possible in these systems.
Even in a pure salt melt like LiCl, NaCl, etc., several complexes can be formulated. The
postulation that the preferential coordination number in the melt is four and the dominating
species are MeX4

3� and XMe4
3� helps restrict the number of complexes (Smirnov et al.15,16).

Furthermore, single ions can exist that are not bound to a specific complex. The first step
of the transport mechanism is to separate a single ion from the complex so that it occupies
a free space between the complexes. The next step is to move the single ion from place to
place. The single ion disappears when it finds an unoccupied place in a complex. This
mechanism can be compared with the transport in solids by interstitials (Section 1.4). This
mobility model of ions in melts was also used to explain other properties like viscosity.

r
z z e
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The activation energy of the entire process is determined by the relative magnitude of the
bond energy of individual and complex ions �UII compared with the internal energy of the
melt �UMX. The molar conductivity versus the ratio of pair energy to melt energy is shown
in Figure 1.3.

In mixed electrolytes like LiCl/KCl several more complexes should be considered but
the general concept is a way to also understand the transport properties of such mixtures.

1.2.2 Glass forming molten salts

In the previous chapters liquid phases consisting exclusively of charged particles were
considered. In some molten salts a separation into an ionic phase and a neutral glasslike
matrix is observed. An example for this kind of ionic melts is a melt of 0.4 mole Ca(NO3)2 �
0.6 mole KNO3 (CKN). Another example is CdF2/LiF/AlF3/PbF2. Some glasses with
metal salts as one component also belong, in the molten state, to this type of melts. Li�

ion-containing glasses have been intensively investigated. An example is 0.6 mole LiCl/0.7
mole Li2O/1.0 mole B2O3. 

The structure of the liquid phase is the dominating property for determining the trans-
port properties in these systems. As a result, structure sensitive methods are important for
investigating these systems. Infrared and Raman spectroscopy and X-ray scattering or
neutron scattering are some examples. High-frequency conductivity measurements have
become exceptionally effective, because the different phases should show different time
domains. Conductivity, shear viscosity, and other transport properties were investigated as
a function of temperature with these methods. As an example, the frequency dependence
of the conductivity is shown in Figure 1.4 as a function of frequency (after Funke et al.18,19).
Considerable changes of the properties were observed in ultra high-frequency regions

1.2 Ionic Melts 7

Figure 1.3 Molar conductivity of various alkali halides at T � 1100 K (fluorites at T � 1270 K)
versus the ratio of the bond energy of individual and complex ions �UII to the internal energy of the
melt �UMX (according to Khokhlov17). (Reproduced with permission from Ref. [18], © 1998 by
Trans Tech Publications.)



(above 108 Hz). Ngai20,21 has given theoretical descriptions of the dynamic phenomena in
such systems at high frequencies. Reproduced with permission.

1.2.3 Ionic liquids

A new class of ionic melts is called room temperature melts or ionic liquids. They consist
of organic ions or a mixture of organic and inorganic ions. A number of reviews have
been published.22,23 Examples of cations and anions are shown in Figures 1.5A and B,
respectively. 

Ionic liquids posses some remarkable properties:

– They are liquid at temperatures between room temperature and 100 	C.
– They are inflammable and have high thermal stability.
– Newly developed ionic liquids also have hydrophobic properties that allow handling in air.
– They have a negligible vapor pressure.
– Their large electrochemical potential window (Figure 1.6) allows electrochemical

processes that are not possible in aqueous electrolytes such as deposition of metals that
are not deposable in aqueous electrolytes.

8 1. Electrolytes

Figure 1.4 Frequency dependence of the real part of the complex conductivity of 0.4 mole
Ca(NO3)2 � 0.6 mole KNO3 (CKN) at different temperatures.18,19 (Reproduced with permission from
Ref. [17], © 1998 by Trans Tech Publications.)
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The experimental simplicity of these materials has led to intensive investigation. An
early electrochemical example was the deposition of aluminum and several aluminum
alloys.25 The addition of AlCl3 leads to an acidic or basic character of the melt. This influ-
ences the potential window (Figure 1.7).

Figure 1.5 (A) Examples of cations in ionic liquids. (B) Examples of anions in ionic liquids.
(Reproduced from Ref. [24] with permission of the author.)



1.3 IONIC CONDUCTANCE IN POLYMERS

By mixing a polymer with a salt, one can form ionic-conducting polymers. The polymer
can react with the ionic components partially dissociating the salt (polymer electrolytes).
An ionic-conducting polymer can also be prepared by mixing a solution of an alkali salt in
an organic solvent with a polymer, which forms a gel polymer electrolyte.  The polymer itself
can contain ionic groups in which case only the counter ion is mobile and the polymer has
ionic exchange properties (ion exchangers). The application of these materials in lithium
batteries has led to intensive interest in this class of materials.26

1.3.1 Polymer electrolytes

Some polymers with hetero-atoms carrying free electron pairs have solvating power to
dissolve metal salts, e.g., alkali halides. An example is LiClO4 dissolved in polyethylene

10 1. Electrolytes

Figure 1.6 Electrochemical potential window of neutral 1-butyl-3-methyl imidazolium hexafluo-
rophosphate ([BMIM]�PF6

�). (Reproduced with permission from Ref. [25], © 2002, Elsevier.)

Figure 1.7 Electrochemical potential windows of N-butyl-pyridinium chloride (BPC) and 1-ethyl-
3-methyl imidazolium chloride (EMIC) in the presence of AlCl3 and depending on the acidity of the
ionic melt, different potential windows exist. (Reproduced with permission from Ref. [25], © 2002,
Elsevier.)



oxide (PEO, Figure 1.8). The polymer has a helix like structure with oxygen atoms
coordinated to Li cations. The anions stabilize the chain structure. The polymer and the
LiClO4 can form different complexes. In this context it is a common practice to describe
the composition by the number of hetero-atoms per cation (PEOnLiClO4). The polymer
has crystalline and amorphous regions. The conductivity increases with an increase in
volume of the amorphous regions. A reference point is the glass transition temperature Tg

(transition from crystalline structure to amorphous structure): the lower the glass transition
temperature, the higher the conductivity at a given temperature.

The temperature dependence of the conductivity is described by the Vogel–Tamman–
Fulcher equation.27,28

(1.24)

A is a constant related to the free carrier concentration, Tg the ideal glass transition tem-
perature, Ea a pseudo activation energy. Examples of conductivity temperature relations
are shown in Figure 1.9.

Several theoretical descriptions of the temperature dependence of the conductivity of
these systems have been given. An example is the free-volume theory.30 The conductivity
is proportional to a “free volume”, defined as the deviation of the real volume of the
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Figure 1.8 Polyethylene oxide/LiClO4 polymer electrolyte structure.



polymer from the theoretical volume (van der Waals volume). The free volume increases
with temperature. An equation similar to the VTF-equation (Eq. (1.24)) could be derived. 

Conductivity is increased by increasing the volume of the amorphous phase. This is
achieved by using larger anions like LiCF3SO3 or by adding gel-forming components to
the polymer electrolyte, e.g., polyethylene glycole.31,32 This will be discussed in more
detail in the following chapter.

1.3.2 Gel polymer electrolytes

The addition of gel-forming components (plasticizers) to polymer electrolytes (see the
above) produces gel like structures. Therefore, this type of ion-conducting polymers can
also be described as gel polymer electrolytes. Gel polymer electrolytes can also be pre-
pared, if a solution of a salt in an organic solvent is added to a polymer matrix (polyvinyl
chloride, polyvinyl fluoride). The solvent dissolves in the polymer matrix and forms a gel
like structure. The conductivity as well as the current density and rate of diffusion, etc., are
determined by the mobility of the solvated ions in the polymer matrix. The transport
constants are again proportional to the free volume in the polymer.

12 1. Electrolytes

Figure 1.9 Temperature dependence of the conductivity of some examples of polymer electrolytes:
(a) poly(ethylene oxide), (-CH2-CH2-O-)n-LiClO4 (12:1), (b) poly(bis-methoxy-ethoxy-ethoxy) phosp-
hazene [(CH3O-C2H4O-C2H4O)2PN-]n-LiCF3SO3 (4:1), (c) poly(propylene oxide) [-CH2(CH3)-CH2-
O-]n-LiCF3SO3 (9:1), and (d) poly(ethylene-amine (-CH2-CH2-NH-)n-LiCF3SO3 (9:1). (Reproduced
with permission from Ref. [29], © 1994, Kluwer Academic Publishers.)



1.3.3 Ion exchanging polymer electrolytes

The representative substance of this type of polymer ionic conductors is nafion. This
polymer consists of a porous perfluorated carbon matrix with sulfonic acid groups. While
the anion is fixed, the material shows high cation conductivity and is of high chemical
stability. These materials are applied, for example, in membrane chlorine alkaline elec-
trolysis and in polymer electrolyte membrane (PEM) fuel cells. Other types of fixed anions
are carboxylic acid groups (weakly acid). Examples for ion exchange polymer electrolytes
with fixed cations and anion conductivity are polymers with ternary amino groups (weakly
basic) or quaternary amino groups (strongly basic). 

1.4 IONIC CONDUCTANCE IN SOLIDS

The crystallographic structure in solids with fixed positions for atoms or ions restricts the
free mobility of the ions. The ionic conductivity observed in solid electrolytes is based on
defects and disorder in the crystallographic structure. One can distinguish 

(i) Crystal defects—defects are formed during crystal growth.
(ii) Intrinsic disorder—defects are formed according to temperature and partial pressure

and can be described by thermodynamics.
(iii) Extrinsic disorder—defects are formed by variation of the composition of a mixed

phase or doping.
(iv) Disorder in sub-lattices (quasi molten sub-lattices)—these types of materials are

called super ionic conductors or fast ionic conductors.

The value of the specific conductivity at room temperature is usually orders of magni-
tude smaller than in liquid electrolytes. For example, the ionic conductivity of NaCl at
room temperature is of the order of 10�15 S . cm�1. Conductivities with values almost as
high as those for liquid electrolytes can nevertheless be achieved by increasing temper-
ature. The transition from the region of low conductance at room temperature to super
ionic conductance at higher temperature can occur continuously, as a transition of second-
order, or as first-order transition, which is shown in Figure 1.10.

Different defects in solids will be described and some examples of super ionic conductors
presented.

1.4.1 Crystal defects

During crystal growth defects in the ideal crystal lattice can occur. They are characterized
as zero-, one-, or two-dimensional. A vacancy or an interstitial atom is a zero-dimensional
defect due to a missing atom on a lattice place or an additional atom on an interstitial
(Figure 1.11). 

A zero-dimensional defect in the lattice creates varying distances between the neigh-
boring atoms, which also generate tensions.

1.4 Ionic Conductance in Solids 13



Step dislocations (Figure 1.12) are one-dimensional defects. A step dislocation is gen-
erated if an additional lattice plane is inserted into the ideal lattice. A step dislocation
marks a plane of deformation. The step dislocation is characterized by the Burgers vector b.
The construction of the Burgers vector is shown in Figure 1.13. The defect is circumvented
on a trajectory along the neighboring lattice points beginning at S (starting point) and
ending at E (end point). In the distorted lattice S and E are identical. The same process is
then performed in an ideal lattice region. The distance between the endpoint in the first and
second cases defines Burgers vector b. The Burgers vector characterizes the distortion of
the lattice by the inserted plane.

Another one-dimensional defect is a screw dislocation (Figure 1.14). It results if the
planes of a lattice are twisted. Screw dislocations are centers of a permanent growth
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Figure 1.10 Transition from room temperature ionic conductance to super ionic conductance. 
(a) Continuous, (b) second-order transition, and (c) first-order transition, TC, critical transition
temperature.

Figure 1.11 Vacancies and particles on interstitials in a lattice and tensions created by the
defect.



of crystals. Step dislocations and screw dislocations not only determine transport proper-
ties but also the mechanical properties of the crystal. 

Grain boundaries, small angle grain boundaries, and all other phase separating borders
in crystals are two-dimensional defects. As an example, a small angle grain boundary is
shown in Figure1.15. Transport through the crystal can occur along these interfaces.
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Figure 1.12 Step dislocation. An additional lattice plane is partially inserted into the ideal lattice
(according to Kittel33).

Figure 1.13 Construction of the Burgers vector, b to characterize a step dislocation. S, starting
point, E, end point of circumvention of the step dislocation.



1.4.2 Intrinsic disorder

Defects can be formed according to temperature and partial pressure. Eq. (1.25) describes the
formation of a vacancy and an interstitial in a silver lattice according to the Kröger–Vink
notation.

(1.25)

The thermodynamic description relates the density of vacancies [VAg
� ] and of interstitials

[Agi°] to the formation enthalpy �forHV (NAg number of Ag atoms per volume)

(1.26)V Ag NAg i Ag
RT

HV

� � �⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦
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Ag V AgAg Ag
o� � � i
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Figure 1.14 Screw dislocation. Screw dislocation results if the planes of a lattice are twisted.
(Reproduced with permission from Ref. [34], © 2000, Hanser Verlag.)



The formation enthalpy of a vacancy is of the order of 50–150 kJ . mol�1, R is the gas
constant and T the Kelvin temperature. Vacancies and interstitials can move through the
lattice. The activation energy for this transport is approximately 20–30% smaller than the
formation enthalpy of vacancies (Kanani34).

In ionic crystals, defects in one partial lattice must be compensated by defects in the
second partial lattice to fulfill the law of electroneutrality. Therefore, one can distinguish
(Hauffe35) among

– Frenkel defects: Vacancies in the cation lattice are compensated by cations on interstitials
(Figure 1.16a).

– Anti-Frenkel defects: Vacancies in the anion lattice are compensated by anions on
interstitials (Figure 1.16b).

– Schottky defects: Vacancies in the cation lattice are compensated by vacancies in the
anion lattice (Figure 1.16c).

– Anti-Schottky defects: Cations on interstitials are compensated by anions on interstitials
(Figure 1.16d).

The thermodynamic description of the formation of these defects is analogue to the
description of vacancy-interstitial formation.
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Figure 1.15 Small angle grain boundary. The defect can be considered as a two-dimensional
array of step dislocations tilting the two crystals by an angle �. The defect is characterized by
the distance d between the step dislocations and by the tilting angle � � a/d (a lattice constant
according to Kittel33).



In compounds with ions of different oxidation states the compensation of ion vacancies
or ions on interstitials is also possible by changing the oxidation state of the counter ion.
For example, in non-stoichiometric Cu2O with vacancies in the Cu� lattice, the negative
excess charge of the oxygen ions in the oxygen lattice is compensated by oxidation of
some Cu� ions to Cu2� ions (Figure 1.17). The intrinsic disorder in an oxide lattice can be
controlled by variation of the partial pressure of oxygen. Under electrochemical conditions
the electrode potential is equivalent to the oxygen partial pressure.

1.4.3 Extrinsic disorder

Defects in mixed phases can be formed by doping or changing the stoichiometry of the
mixed phase. An example for this type of disorder is yttria stabilized zirconia (YSZ).
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Figure 1.16 (a) Frenkel defect, vacancies in the cation lattice are compensated by cations on
interstitials; (b) anti-Frenkel defect, vacancies in the anion lattice are compensated by anions on
interstitials; (c) Schottky defect, vacancies in the cation lattice are compensated by vacancies in the
anion lattice; and (d) anti-Schottky defect, cations on interstitials are compensated by anions on
interstitials.

Figure 1.17 Non-stoichiometric Cu2O crystal with charge compensation of missing Cu� ions by
Cu2� ions.



The tetravalent zirconium ion is substituted by the three-valent yttrium ion. As a result
twofold charged oxide ion vacancies are formed. 

(1.27)

The highly conducting ZrO2 crystallizes in the fluorite structure, which stabilizes by
doping with Y2O3 or CaO. ZrO2 is used in several electrochemical developments, e.g., as
electrolyte in solid oxide fuel cells (SOFCs) or for an electrochemical oxygen sensor in
the car industry (�-probe).

1.4.4 Disorder in sub-lattices

These substances have more sites then ions. This led to high conductivity values, which
led to the name super ionic conductors. The disorder can concern the cation lattice (cation
conductors) or the anion lattice (anion conductors). The transfer numbers t� and t� deter-
mine the classification with t� → 1 for cation conductors or t� → 1 for anion conductors.
Because of the usually small size of the cation compared to the anions, cation conductors
are dominant.

The super conducting properties can extend over the entire experimental temperature
range. One example is the Nasicon group of substance. These are compounds with the
general formula Na1�x Zr2Six P3�xO12. Optimum conductivity is achieved with 1.8�x�2.2.
The stoichiometric compound Na3 Zr2Si2 PO12 is called nasicon, derived from the name
natrium (sodium) super ionic conductor. It can be considered as a solid solution of three
components, Na2ZrO3, SiO2, and ZrP2O7. The composition triangle is shown in Figure 1.18.

Y O 2Y 3O V2 3 Zr O O� �  � �
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Figure 1.18 Composition triangle of nasicon. The original compound is represented in the center
of the triangle. The experimental variation of the composition was preferentially made along the line
for x � 0 (no Si) and x � 3 (no P).



The material develops a structure of conduction channels within a network of zirconium/
oxygen octahedrons and Si3PO tetrahedrons (Figure 1.19). The conductivity of sodium
ions in this network is of the order of 0.2 S . cm�1 at 300 	C. The temperature dependence
is shown in Figure 1.20.

Another example is �-alumina, Na2O � Al2O3, and derivatives. It consists of aluminum
oxide layers separated by intermediate layers of sodium and oxygen ions. The sodium
ions are partially located on interstitials in channels with high mobility at ambient
temperatures. The conductivity of sodium ions is of the order of 0.2 S . cm�1 at 300 	C. The
conductivity in some derivatives can be 2 S . cm�1 at 300 	C. The temperature dependence
is shown in Figure 1.20. In the development of a sodium-sulfur battery �-alumina was
used as the electrolyte membrane separating sulfur and liquid sodium.

The super ionic conductivity can occur after a phase transformation at a characteristic
transformation temperature. A representative example is AgI. The material has consid-
erable conductivity already at room temperature. The large iodide ions form a lattice in
which the much smaller Ag� ions can move via interstitials. At this temperature the stable
form of silver iodide is the sphalerite lattice (see Chapter 2). 
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Figure 1.19 Network of zirconium/oxygen octahedrons and Si3PO tetrahedrons of nasicon (lantern
structure, after Didishem et al.36)



The transition to super ionic conductivity (	-AgJ) is observed at 147 	C (Figure1.21).
At 137 	C the wurtzite lattice is formed. The wurtzite lattice transfers into the 	-Form
at 147 	C connected with a jump in conductivity from 10–3 to 1.3 S . cm�1. This lattice
consists primarily of a phase centered iodide lattice with a highly disordered Ag� sub-
lattice with very mobile Ag� ions. The transition to super ionic conductivity is a first-
order phase transition. 

The high conductivity of AgI in the super ionic conducting state can be extended to
lower temperatures by substitutions in the cation lattice. The best-known example is the
RbAg4I5.

Similar properties were observed for Cu-ion conductors. An example of higher transi-
tion temperature is Bi2O3 with a transition temperature of 729 	C.

If the anions in the lattice are the dominant charge carrier, one speaks of anion conductors.
There are two subclasses, halides and chalcogenides. In the class of halides the fluorites
are the most intensively investigated anions. An example is the PbF2 with a typical transi-
tion to super ionic conductivity between 250 and 350 	C (Figure 1.22). Another example
of super ionic conductivity is LaF3. By doping with Sr the conductivity of LaF3 can be
increased even more (Figure 1.22). More details of this class of materials can be found in
the review by Schoonman.38

With the development of lithium batteries, lithium conducting solid electrolytes were
intensively investigated. The representative compound is Li3N. Another super ionic
conductor is Li3P while Li3As shows metallic conductivity. Other Li ions conducting solid
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Figure 1.20 Arrhenius plots of conductivity-temperature dependence of (a) Nasicon and 
(b) �-alumina. (Reproduced with permission from Ref. [37], CRC Press.)
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Figure 1.21 Conductivity of AgI. Transition to super ionic conductivity and comparison to
RbAg4I5. (Reproduced with permission from Ref. [37], CRC Press.)

Figure 1.22 Conductivity of some fluorites (data from Julien and Nazri7). (Reproduced with
permission from Ref. [29], © 1994, Kluwer Academic Publishers.)



electrolytes are composites consisting of a highly dispersed two-phase system, e.g., of a
lithium salt with Al2O3. These materials go back to the work of Liang.39

1.4.5 Transport by defects

In metals the conductivity decreases with temperature according to the Wiedeman–
Franz law.

(1.28)

The quotient of electrical conductivity 
 and thermal conductivity � is inversely proportional
to the temperature. The ionic conductivity of solids depends on the lattice type and the type
of the defects. The conductivity increases with temperature. This property is used to
distinguish the ion conductor from the electron conductor. For vacancies and interstitials
in the ion lattice, conductivity depends on the formation enthalpy for vacancy-interstitial
pairs, �forHV. 

With increasing temperature the number of vacancies and atoms on interstitials will
increase. Increasing temperature will also activate the motion of vacancies and interstitials
through the crystal, the activation energy is Ea. The temperature dependence of the con-
ductivity 
 is given by the equation

(1.29)


0 is the conductivity for infinite temperature or 1/T � 0.

1.4.6 Ion conducting glasses

Glasses are amorphous substances consisting of a network former like SiO2, B2O3, and
P2O5, which have a strong tendency to form solid polymeric networks below the glass
temperature Tg instead of crystalline structures. In addition they usually contain a network
modifier like Li2O or Ag2O and can contain other oxides like Al2O3. The conductivity is
achieved by the addition of a doping salt, e.g., alkali halides. 
Several models were developed to explain conductivity in the network.

– Electrolyte models. Assuming dissociation of the donor salt in the glass matrix, there is
either a complete dissociation (strong electrolyte, Anderson–Stuart model40) or incom-
plete dissociation (weak electrolyte, Ravaine–Souquet41 model) and the cations usually
move in the matrix.

– Defect model. Analogue to crystalline ionic conductors, a transport via defects is
discussed for glasses.

– The coupling model. This model, which was already discussed as an approach to
understand conductivity in molten salts, could also be applied to glasses.
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Depending on the type of ions, different ion conducting glasses are distinguished like
lithium ion conducting glasses, sodium ion conducting glasses, as well as anion conducting
glasses, e.g., fluorite glasses. The conductivity can reach values of 10�2 S . cm�1 (300 	C).

1.4.7 Mixed ionic and electronic conductance

Solids are mixed conductors that means electronic and ionic charge carriers show mobility
in the lattice. One speaks of preferential ionic conductivity if the electronic transference
number is te � 0.01. The electronic conductivity increases exponentially with the tem-
perature and, for oxides, depends on the partial pressure of oxygen. Materials with prefer-
ential ionic conductivity can be found only in a certain temperature and pressure region.
Materials with comparable ionic as well as electronic conductivity are called MIECs
(mixed ionic electronic conductors). These materials have become especially interesting
for applications. As an example, the ratio of electronic conductivity 
e to ionic conductivity
(hole conductivity 
h) is shown in Figure 1.23 as a function of the partial pressure of oxygen
for Ce0.8Gd0.2O1.9. 

The oxygen pressure is proportional to an electrochemical potential applied to the
material. With increasing oxygen pressure the potential gets more anodic. The action on
the Ce0.8Gd0.2O1.9 is first a decrease of the electronic conductivity connected with a
decrease of 
e /
h. After passing a minimum decrease of whole conductivity causes the
ratio to rise again.
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Figure 1.23 Ratio of electronic conductivity 
e to ionic conductivity (hole conductivity 
h) as
function of the partial pressure of oxygen. Ce0.8Gd0.2O1.9 at different temperatures: (a) 600	C,
(b) 650	C, (c) 700	C, and (d) 750	C. (Reproduced from Ref. [42] with permission of the author.)
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– 2 –

Structure and Bonding

In an electrochemical process leading to surface deposition or phase formation a special
crystallographic structure is formed. The structure depends on several factors that are
partially of geometric origin and partially determined by the bonding forces. A measure
for the bonding forces is the bond energy or the cohesion energy. While bond energy is
the energy of bonding between the closest neighbors, cohesion energy also depends on
the long-range interaction including Coulomb and van der Waals forces and is the more
general description for interactions in solids. 

Insight into the nature of the chemical bond has been intensively developed since the pub-
lication of Pauling’s1 famous first review. Frenking and Shaik2 gave a more recent review.
More details can be found in Kittel’s3 classical treatment of solid state physics.

2.1 STRUCTURE FACTORS

Attempts were made in the literature to determine the factors, which are responsible for the
formation of the structure of solids (metals, alloys, and intermetallic or other compounds).
The results of these considerations were summarized in factors or, more precisely, factor
groups. Combining two or more of these factor groups should allow prediction of the struc-
ture that will develop during the synthesis. Villars4 was able to especially develop this con-
cept and described five factors, which could be used for such predictions. These factors are 

– Size
– Atomic number
– Cohesive energy
– Electrochemical
– Valence electron

In later publications a sixth factor, called the Mendeleev factor, was added that describes
the position of an element in an empirical periodical table.

From the modern insight into the nature of the chemical bond, one easily understands
that electronegativity and valence electron concentration are aspects of the electrostatic
and chemical interaction of the components. Therefore, one can reduce the factors respon-
sible for the structure of a solid phase in principal to three properties
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– Size
– Coulomb forces by charge separation (ionic bonds)
– Bond forces by localized or extended orbitals (covalent bonding or metallic bonding).

This all depends, of course, on the chemical nature of the components that are repre-
sented by the position in the periodic table. Thus, these three factors in combination with
the atomic number factor can lead to a successful classification and grouping of the
elements. The results are given in structure tables, e.g., by Pettifor.5

In the following, a short overview of the most important structures and cohesion forces
behind the structure formation will be given.

2.2 CLOSED PACKED STRUCTURES OF METALS

The main structure observed in metal deposits is a closed packing of identical spheres.
A two-dimensional arrangement is shown in Figure 2.1. A layer of spheres is placed in
the depression of the first layer to extend this arrangement into the third dimension. The
arrangement of the third layer determines the type of crystal structure that will form. If
the first layer is reproduced, the ABA arrangement forms the hexagonal closed packed
structure, hcp (Mg type, Pearson symbol hP2, Figure 2.1a). If the third layer does not
reproduce the first layer, the arrangement is ABC and the cubic closed packed structure
ccp is formed (Cu type, Pearson symbol cF4, Figure 2.1b). Other packings are observed
like ...ABAC... for lanthanum and ...ABABCBCAC for samarium.

The packing of layers is described either by the ABC notation or by looking at the
neighboring layers (Jagodzinski and Pauling6). If a layer’s neighbors are equal as in ABA
for B, layer B has a hexagonal structure or h. If the neighboring layers are different like in
ABC, layer B has a cubic structure or c. In the layer arrangement ABAC for lanthanum the
notation is hc. The notation for samarium is chhchhchh or (chh)3. Other notations are
found in the literature.7

For both hcp and the ccp structures, the number of the next neighbors is 12, but the num-
ber of second and third next neighbors is different. The numbers are given in Table 2.1.

The structures obtained by closed packing of atoms in metals given in the literature are
equilibrium structures. The arrangement of layers is a long-range order and is, especially

Figure 2.1 Closed packed structures. (a) hcp structure with ABAB packaging and (b) ccp or fcc
structure with ABCABC packaging.



in more complex arrangements, sensitive to the conditions during crystallization. In electro
deposition the formation of the equilibrium structure depends on many factors like potential,
surface mobility, and the influence of the substrate. Copper, for example, usually forms a
ccp structure. If deposited on platinum, the first layers (approximately nine layers) are
deposited in the body centered cubic structure (Moffat9).

2.3 ALLOYS WITH CLOSED PACKED STRUCTURE

Alloys with similarly sized components and chemically similar atoms can also crystallize
in closed packed structures. A statistic mixture of the different atoms is formed. An exam-
ple is the system Au and Ag with atomic radii of rAu � 0.1442 nm and rAg � 0.1444 nm.
If the radius difference is larger, like in the system Au and Cu (rAu � 0.1442 nm, rCu �
0.1278), complete miscibility is only observed at higher temperatures. At lower tempera-
ture the atoms form the structures AuCu and AuCu3 as shown in Figure 2.2. The driving
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Table 2.1

Number of atoms and distances in coordination polyhedrons of closed packed structures8

Neighbors Number of atoms Distance Number of atoms Distance

hcp hcp ccp ccp
1 12 d 12 d

2 6 �2�d 6 �2�d

3 2 24 �3�d

4 18 �3�d 12 2d

5 12 24 �5�d

6 6 2d 8 �6�d

7 12 ��5d 48 �7�d

11

3
d

8

3
d

Figure 2.2 Structures of the alloy system Au1�xCux. (a) Layered structure of AuCu and (b) the
AuCu3 structure, white atoms for Au and dark atoms for Cu.



force is the reduction of the molar volume. The transition to the ordered structure is a phase
transition of second order (�-transition).

The phase diagram of Au1�xCux is shown in Figure 2.3. At higher temperatures a com-
plete statistical miscibility of Au and Cu in the solid phase is observed. This can be
described as solid solution. The phase separating line shows an azeotropic minimum. The
layered structure for x � 0.5 (AuCu) and the structure for x � 0.75 (AuCu3) with copper
surrounding the Au atoms (Figure 2.2) form at lower temperatures. The formation of AB
and AB3 structures is typical for these systems. 

2.4 HUME-ROTHERY RULES FOR FORMATION OF SOLID SOLUTIONS

Hume-Rothery formulated some rules of thumb for the formation of solid solutions
(Hume-Rothery,11 p. 110) by comparing atomic diameters and electronegativities. The
rules are summarized as follows:

– To form a solid solution over a broad range of composition the atomic diameter should
not differ by more than 15%.

– One indicator for the formation of a solid solution is the difference in electronegativity.
In such a case one can say that a small electronegativity difference is an indicator for
extensive solid solutions, but it is difficult to express the influence of electronegativity
quantitatively.
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Figure 2.3 Phase diagram of the alloy AuCu.10
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The compositional range for solid solutions is restricted, when the components tend to
form a stable intermetallic compound. This tendency increases with increasing difference
of electronegativities.

– A higher valent metal is more soluble in a lower valent metal than a lower valent metal
in a higher valent metal.

Figure 2.4 (a) Atomic radii (Ref. 7 p. 43) and (b) electronegativities12 of metals plotted versus
group numbers for the periods of the periodic table.



Plotting atomic radii and electronegativities of metals of the periodic table versus group
numbers is a way to predict structure based on these rules (Figure 2.4). This is an exam-
ple for the cooperative character of the structure factors introduced in Section 2.1. 

Several improvements of these primary rules were suggested in the literature and have
been summarized by Villars34 or Alonso.13
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Figure 2.4 (Continued)



2.5 BODY CENTERED CUBIC STRUCTURE

The coordination number of first nearest neighbors in closed packed structures is 12.
Nevertheless, several metals crystallize in the body centered cubic structure (W type,
Pearson symbol cI2, Figure 2.5). The coordination number is reduced to 8 but the differ-
ence of the distance between the first and the second nearest neighbors (white spheres) is
small (15.5%). This structure is known as the CsCl structure.

Fifteen metals crystallize in this structure and many alloys prefer this structure for
geometric reasons because of the different sizes of the components.

Of prime importance is the possibility to form superstructures with a twofold or even
threefold transformation length by combining 8 or even 27 cells of CsCl type. In such
systems different atoms can occupy the central position of each individual body centered
cubic unit, providing a great variety of structures. The different lattice positions for a stack
of 8 CsCl units are shown in Figure 2.6.

An example is the Heusler alloy MnCu2Al with a � Al, b � Mn, c � Cu, and d � Cu.
Another example is the Zintl phase Li2AgSb with a � Ag, b � Li, c � Sb, and d � Li.

2.6 HUME-ROTHERY PHASES

Inspecting the structure of copper-zinc alloys, Hume-Rothery observed that the trans-
formation between different phases followed a change in the ratio of the number of
valence electrons to the number of atoms in the Wigner–Seitz cell* (Hume-Rothery,11
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Figure 2.5 Body centered cubic structure (CsCl structure). The coordination number of the unit
cell is eight. The second nearest neighbors are shown as white spheres. Its distance to the central
atom is 15% larger than the distance of the first nearest neighbors.



p. 203). An example is the CuZn alloy. The phase diagram of this system is shown in
Figure. 2.7. 

The formula Cu(1�x)Znx describes the composition. The structure of pure copper (x � 0)
is the face centered cubic lattice (fcc, Pearson symbol cF4). Upon an increase in the zinc
concentration, a solution of zinc in copper is observed (
-phase). The solubility extends up
to x � 0.38 depending on the temperature. The zinc atoms are statistically distributed in
the copper lattice. 

For a copper/zinc ratio of 1:1 (x � 0.5, CuZn), the face centered cubic structure
is no longer stable and transforms into a body centered cubic structure, the �-Phase
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Figure 2.7 Phase diagram of CuZn.10

Figure 2.6 Different lattice positions in a superstructure of 8 CsCl units. (A) Lower half of unit
cell and (B) upper half of unit cell.



(bcc, W type, Pearson symbol cI2). To explain the Hume-Rothery rule for this transfor-
mation, one has to compare the number of atoms in the Wigner–Seitz cell of the bcc struc-
ture (for a copper/zinc ratio of 1:1 the number is 2) with the number of valence electrons
supplied by the two atoms (1 electron for copper, 2 electrons for zinc, which together is 3).
The ratio 3:2 is 1.5, which marks the center of stability for the bcc structure. Copper and
zinc atoms are still statistically distributed, at least at higher temperatures. 

With a further increase of the zinc concentration at Cu5Zn8 and a valence electron/atom
number ratio of 21:13 (1.62), a superstructure of the body centered cubic lattice is formed,
the 	-phase (Cu5Zn8 type, Pearson symbol cI52). The superstructure consists of 33 � 27
simple cells with 52 atoms and two vacancies compared to the simple cells. The atoms and
vacancies are no longer statistically distributed but form an ordered structure. 

The next phase change is observed at CuZn3 and a valence electron/atom number ratio of
7:4 (1.75). At this ratio a hexagonal closed packed structure the �-phase is formed (Mg type,
Pearson symbol hP2).

Finally, from x � 0.98 until x � 1.0, a solution of copper in the zinc matrix is observed.
The regions of homogeneous solutions are examples of Hume-Rothery’s third rule. The
higher valent atom (zinc) is more soluble in the lower valent solvent (copper) then vice versa.

There are several examples of alloys with Hume-Rothery faces, e.g., CuAl, CuSn,
AgZn, and AgAl. 

Jones14 has given a theoretical interpretation of the Hume-Rothery phase formation.
The change of structure occurs if the electrons in the Brillouin zone have to occupy 
anti-bonding levels. A structural change is then initiated with more bonding electron
levels. 

2.7 IONIC STRUCTURES

Metals and alloys in the solid state usually form metal bonds and preferentially crystallize
in the described closed packed structures. Nevertheless, some metal like compounds have
a salt character, e.g., Zintl phases. 

If the components of a solid phase are stable cations and anions, the ions form an ionic
lattice based on the following rules:

1. Ions of opposite sign try to be in contact or as near as possible to each other. 
2. Ions of equal sign try to get as far apart as possible from each other. 

The maximum coordination number of ions of similar radii and with direct contact
between cations and anions is the CsCl structure, coordination number 8 (Figure 2.7a).

What happens if the radius of the cation gets smaller and the radius of the anion larger?
Then the distance between the anions gets smaller. If the anions touch each other, the
lattice structure gets instable; a change of the lattice type occurs. The stability of the CsCl
lattice type is lost at a ratio of rC /rA�0.732. The calculation of this ratio is explained in
Figure 2.8b.

At this ratio the NaCl lattice is energetically more favorable (Figure 2.9). The coordi-
nation number is reduced to 6. At rC /rA�0.414, as shown in Figure 2.9b, the NaCl lattice
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is no longer stable and the sphalerite (ZnS) lattice is preferred (Figure 2.10). The coordi-
nation number is further reduced to 4.

The lattice energy EL of a lattice of oppositely charged ions is determined by Coulomb
forces and can be calculated using Coulomb’s law

(2.1)

with q1 the charge of the central ion and qj the charge of the surrounding ions, r1, j the
distance between ion 1 and ion j, and �0 the permittivity of the vacuum.
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Figure 2.8 (a) CsCl octahedron with the critical ratio of cation /anion radius of 0.732 (white Cs�,
gray Cl�) and (b) calculation of the critical ratio of cation/anion radius. With a � 2 rA and the diag-
onal equal to 2(rA � rC) one gets rC/rA � �3��1.
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Figure 2.9 (a) NaCl lattice (black Na�, gray Cl�) and (b) calculation of the critical ratio of the
cation/anion radius described in Figure 2.8.



The sum over the reciprocal distance values can be expressed as a convergent row, based
on r0, the distance between central ion and nearest neighbors. 

(2.2)

The value of this row CM is the Madelung constant.15 Madelung constants depend on
the lattice type. Some typical values are presented in Table 2.2.

The Madelung constant of CsCl is CM � 1.76267. Then the lattice energy according to
Eq. (2.1) is

(2.3)

If the charges of the ions in a lattice are larger than one, shielding effects occur. This
can be taken into account by a shielding constant. Tosi16 has given a detailed treatment
of this.

2.8 COORDINATION POLYHEDRONS OF MOLECULES

The repulsion between charges is a general phenomenon for the forces determining the
structure of compounds. Gillespie and Nyholm18 presented a very general rule for the influ-
ence of Coulomb interaction with the valence shell electron pair repulsion (VSEPR) theory.
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Figure 2.10 ZnS lattice (sphalerite).
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Table 2.2

Madelung constants for some selected ionic lattice structures17

Compound Lattice type Madelung constant CM

NaCl fcc 1.74756 
CsCl bcc 1.76267
ZnS Sphalerite (zinc blende) 1.63806
ZnS Wurtzite 1.641
CaF2 Fluorite 5.03878
TiO2 Rutile 4.816
TiO2 Anatase 4.800
Cu2O Cuprite 4.11552

Figure 2.11 Arrangement of points on the surface of a sphere with minimal repulsion energy. n is
the total number of points and in brackets are points of slightly different distance to the center. 
(Reproduced with permission from Ref. [7] p. 63, © 1992, Teubner Verlag.)



A detailed treatment is given by Heine et al.19 The theory describes the distribution of
valence electron pairs around a central atom under the influence of the repulsion
between the negative charges. Counting the number of pairs of valence electrons a
prediction about the coordination polyhedron can be made. The electron pairs take
positions on a sphere around the central ion where they have the largest distance from
each other and a minimum of repulsion energy. The different structures are shown in
Figure 2.11. 

The VSEPR theory was developed to explain molecular structures of main group
elements with only bonding electron pairs. Molecular structures of subgroup elements
must also take into account the influence of nonbonding electrons. The nonbonding
electrons are preferentially d-electrons. The ligand field theory describes the inter-
action between d-electrons and bonding electrons (details are found, e.g., by
Ballhausen20). The three-dimensional representation of d-electron orbitals is shown in
Figure 2.12.

In the crystal, the d-electrons are either oriented diagonal to the xy, xz, and yz axes
(t2g orbitals) or point in the direction of the x, y, and z coordinates (eg orbitals). The interac-
tion of these d-orbitals with bonding orbitals leads to a splitting of the energy of the d-orbitals
depending on the coordination polyhedron. This is shown in Figure 2.13. 

VSEPR theory and ligand field theory show the great effect of electrostatic repulsion of
the electrons in a molecular complex, but similar influences can also be expected at the
formation of solid-state structures.
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Figure 2.12 Three-dimensional representation of d-orbitals.



2.9 THE BAND MODEL OF ELECTRONS IN SOLIDS

A simple description of electrons in a solid is the model of a free electron gas in the lattice
of the ions as developed for the description of metals and metal clusters. The interaction
of electrons and ions is restricted to Coulomb forces. This model is called a jellium model.
Despite its simplicity, the model explains qualitatively several phenomena observed in the
bulk and on the surface of metals. For a further development of the description of electrons
in solids, the free electron gas can be treated by the rules of quantum mechanics. This treat-
ment leads to the band model. Despite the complexity of the band model, Hoffmann21

presented a simple description of bands in solids based on the molecular orbital theory of
organic molecules that will also be discussed below. 

2.9.1 Free electrons in a metal

The Schrödinger equation for a free electron in a box is the simplest model describing
electrons in a metal. A comprehensive treatment is found in the book by Kittel.3

Looking at a row of atoms along an x-axis of length l (one-dimensional model), the
Schrödinger equation is 

(2.4)

with �h � h/2� and h Planck’s constant, me the electron mass. Taking into account that the
wave function is zero for x � 0 and x � l (that is outside of the box, which is limited by
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Figure 2.13 Splitting of the d-orbitals in a ligand field is shown for octahedron, tetrahedron, and
tetragon.



potential walls of infinite height) the solution of this equation is a wave function 

(2.5)

The eigen values of the energy En are quadratic functions of the quantum number n

(2.6)

One can introduce periodic boundary conditions. A wave function satisfying periodic
boundary conditions has the form

(2.7)

A solution is a plane wave 

(2.8)

The wave number kx (in the one-dimensional treatment) is defined as 

(2.9)

In the three-dimensional case a wave vector must be defined with

(2.10)

The energy can also be represented as a function of the wave vector (Figure 2.14a).

(2.11)

The lattice of metal ions (distance between two ions a) restricts the free motion of an
electron. The metal ions reflect the electrons. Applying Bragg’s law of reflection, destructive
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Figure 2.14 Free electron in a one-dimensional box of length l as function of wave number kx. 
(a) Completely free electron model and (b) nearly free electron model, reflection of the electrons on
the ions.



reflection in the one-dimensional case occurs for

(2.12)

This leads to energy gaps, the first observed for n � 1, kx � 
� /ax (Figure 2.14b).
The lattice of metal ions creates a periodic potential field. The potential energy of the

electron as a function of the position V(x) (the discussion is again restricted to one dimension)
is periodic with respect to the atomic distances (lattice constant a). 

(2.13)

The Schrödinger equation for the electron must now be solved in a periodic potential
field. The result is that the eigen-functions of the Schrödinger equation for the electron in
a periodic potential have the form 

(2.14)

These functions are called Bloch functions.22 The functions �k(x) are periodic functions of
the wave vector k. 

2.9.2 Orbitals in solids

The structure of molecules is determined by the geometry of molecular orbitals formed
by combinations of atomic orbitals. The characteristic geometries of atomic orbitals are
obtained by the solution of the Schrödinger equation for the different quantum states of the
electrons of an atom. The solutions provide the spherical model of s-orbitals, the orienta-
tion of p-orbitals along the main axis of the Cartesian coordinate system, and the more
complex structures of d-orbitals, as was shown in Figure 2.12, or f-orbitals. In the molec-
ular orbital theory, the bond between two atoms is described by a linear combination of
the wave functions of the single atoms to two new wave functions, one lower in energy and
one higher in energy. The new wave functions are molecular orbitals; the one with the
lower energy is the bonding orbital, the other the anti-bonding orbital. 

In a lattice, the set of atomic orbitals are ideal for the formation of Bloch functions.
A band can be obtained by combining the atomic orbital functions. This model can be said
to be composed of the orbital functions of the solid. Eq. (2.15) describes the combination
for the one-dimensional case

(2.15)

a is the distance between the atoms and kx the wave number. The number of atoms is
counted from n � 0 to N. In the three-dimensional case a wave vector k must be defined.
The wave vector k has several interpretations. The absolute value of k is the number of
nods in the wave function �k. k is also a translation vector in the reciprocal space. 

If one looks at a chain of atoms (in one dimension) the region between kx � 0 and kx � 
�/a
determines the smallest cell of the reciprocal space. This is called a Brillouin zone.
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Each kx represents one orbital of the solid. If the length of the chain reaches typical numbers
of atoms in macroscopic dimensions, a very large number of crystal orbitals are formed.
On the energy scale a single orbital is no longer distinguishable; a band is formed. A sim-
ilar result was obtained with the nearly free electron model.

A short description of molecular orbitals in solids will be given in the following text.
As was already mentioned, a comprehensive treatment of the orbital concept of bonding
in solids was presented by R. Hoffmann.21

The combination of atomic s-orbitals is shown in Figure 2.15. The exponential term in
Eq. (2.15) determines the sign of the combination. In Figure 2.15 the situation for k � 0 (all
signs positive, the energy of this molecular orbital is lowest), k � � / 2a and k � � / a (border
of the first Brillouin zone, alternating positive and negative sign, highest energy), is shown.

The energy of the wave functions plotted versus the absolute value of k in the first
Brillouin zone is shown in Figure 2.16. As was shown in Figure 2.14, the first Brillouin zone
in one dimension reaches from –kx to �kx. The region for negative kx-values in Figure 2.16
would be obtained by reflection on the energy axis. The width of the band (the dispersion) is
determined by the intensity of the interaction of the atomic orbitals. The intensity of interaction
depends on the distance a between the atoms. For a long distance a between the atoms, the
interaction is weak and a small band is formed (Figure 2.16a). For a short distance a between
the atoms, the interaction is strong and a broad band is formed (Figure 2.16b). The combina-
tion of s-orbitals can be demonstrated for a linear string of alkaline atoms, e.g., sodium atoms. 

In the first example in Figure 2.15 s-orbitals were combined. What happens if p-orbitals
are coupled? In this case the orientation of px, py, and pz into the different axes of the
coordination system must be taken into account. This is shown in Figure 2.17. If the axis of
the chain is the x-direction, the orientation of the px orbital leads to a strong interaction,
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Figure 2.15 One-dimensional combination of atomic s-orbitals. k � 0 (all signs positive, the
energy of this molecular orbital is lowest), k � �/2a, k � �/a (border of the first Brillouin zone, alter-
nating positive and negative sign, and highest energy).



but the direction of the energy change in the band is reversed. Wave function �(k � 0) has
the highest energy; wave function �(k � � / a) the lowest energy. While for a linear
combination of s-orbitals the energy increases with k, for a linear combination of px orbitals
in x-direction energy decreases with k. (Figure 2.18) The energy of py and pz orbitals increases
again with k but the band width is small because the overlap is small (large distance).

When several bands are formed in a solid, the bands can overlap or can be separated by
a band gap (Figure 2.19). An example for overlapping s- and p-bands are the earth alka-
line metals.
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Figure 2.16 Energy band formed by the one-dimensional combination of atomic s-orbitals. 
(a) Weak interaction (long distance between the lattice points) and (b) strong interaction (short
distance between the lattice points).

Figure 2.17 One-dimensional combination of atomic p-orbitals. Left site k � 0, right site k � 
�/a.



2.9.3 Density of states (DOS)

A band contains as many states (orbitals) as there are atoms in the macroscopic solid. The
density of orbitals called DOS is a characteristic property of a band. The density of orbitals
is the number of orbitals (atoms), dN in an interval of electron energy, dEe, which is usually
divided by the total number of orbitals (atoms)
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Figure 2.18 Energy as a function of wave vector k for atomic p-orbitals. For the px orbitals, energy
decreases with k and the energy of py and pz orbitals increases with k. The different band widths
(strong for px orbitals and small for py and pz orbitals) represent the different intensities of interaction.

Figure 2.19 s- and p-bands in a solid. (a) Overlapping and (b) forming a band gap. The energy gap
is Eg.



Each band contains the same number of energy levels given by the number of atoms or
molecular units in the chain. If a small band is considered, this band has a high DOS.
However, a broad band with distribution of the same number of orbitals over a larger
energy interval has a lower DOS. But the DOS differs even within a band. For the bands
described in Figures 2.16 and 2.18 the DOS increases at the bottom and top of the band.
As a result, schematic DOS-energy diagrams can be constructed (Figure 2.20).

2.9.4 Filling up with electrons; Fermi energy

The orbitals are defined as the energy levels of electrons in a solid. This is independent of
the number of electrons. To construct an orbital diagram the electrons must be filled into
the orbitals. According to the rules two electrons (spin up and spin down) can be filled in
one orbital. The filling goes on from the bottom to top of the energy scale until all free
electrons have found an orbital (band state). The energy of the highest occupied orbital
(at T � 0 K) is called Fermi energy (EF). 

In Figure 2.21, the filling into the orbital diagram of a free electron model is shown with
the Fermi energy as the highest occupied orbital (dark area). 

In the case of sodium N electrons can be filled into the �-band. The �-band is half filled
with electrons (see Figure 2.23). 

What happens for T > 0 K? In this case the electrons can take up additional thermal
energy. Some orbitals above the Fermi energy get occupied. The same number of orbitals
below the Fermi energy becomes unoccupied. The overlap of occupied and unoccupied
levels is given by the Fermi–Dirac function3

(2.17)

This function is shown in Figure. 2.22. In an exact derivation the Fermi energy in this
equation must be substituted by the chemical potential of the electrons. At experimental
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Figure 2.20 Energy bands and DOS versus electron energy for s- and p-bands.



temperatures (T �� 105 K) Fermi energy and chemical potential have approximately the
same value.

In Figure 2.22 the function f (Ee) is shown for a high temperature. For relevant temper-
atures only a small region around EF is concerned.

2.9.5 Crystal orbital overlap population: the formation of bonds

The final description of the binding forces in the orbital model of solids is the distribution
of electrons to bonding and anti-bonding states. In the description of the bond between the
two atoms A and B, the bond energy is associated with the overlap integral 

(2.18)

Hoffmann21 introduced a similar description for the band model of solids with the
calculation of the crystal orbital overlap population (COOP). In this description the over-
lap integral in a lattice of atoms or molecules is calculated while taking into account the
overlap between all the neighbors. This is shown for a chain of s-orbitals in Figure 2.23.
Positive COOP values represent bonding contributions; negative values anti-bonding
contributions. The sign obtained by integration up to the Fermi level gives a value that is
characteristic for the bond order.
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Figure 2.21 Electrons filled into the energy diagram of the free electron model. The dark area is
the situation for T � 0 K. The energy of the highest occupied orbital is the Fermi energy EF. The
hatched line is T � 0 K. Some electrons are excited into orbitals above EF, which creates unoccu-
pied levels below EF. The Fermi energy is now the point of the equal number of filled and unfilled
energy levels.



In Figure 2.23 only first nearest neighbors were taken into account. In a two- and three-
dimensional lattice contributions from second and higher nearest neighbors can also be
considered.

2.9.6 Extension to more dimensions

The principals of an orbital concept of solids can be extended to more dimensions. The
band construction for the first Brillouin zone follows the same principles as described for
the linear chain. The wave vector k must now be set up, e.g. for two dimensions kx and ky.
The combination of s-atomic orbitals in two dimensions is shown in Figure 2.24.

The energy is usually represented along a line through the area of the first Brillouin
zone. This is shown for a quadratic two-dimensional lattice in Figure 2.25. 

In Figure 2.26 the energy of the linear combinations of s-orbitals along the line -X-M-
is shown.

Three-dimensional treatment is possible in the same way. In Figure 2.27 the Brillouin
zone of a primitive cubic lattice and characteristic points are shown. 
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Figure 2.22 Fermi–Dirac function (after Kittel3); the widths of the distribution around EF is kBT.

Figure 2.23 Band, DOS, and COOP for a one-dimensional s-band. The Fermi level is shown, for
example, Na atoms with a half-filled band.
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Figure 2.24 Combination of s-atomic orbitals in two-dimensions (according to Hoffmann21).

Figure 2.25 Brillouin zone of a quadratic two-dimensional lattice and characteristic points in the
Brillouin zone. The energy-k-dependence is represented along a line in the Brillouin zone through
these points.
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Figure 2.26 The s-band of a two-dimensional lattice is represented along a line -X-M-.

Figure 2.27 Brillouin zone of a cubic lattice and characteristic points in the Brillouin zone.



2.9.7 Band structure of d-metals

The described method can be applied to d-metals. A schematic plot of the expected DOS
and COOP is shown in Figure 2.28.

A calculation by Saillard and Hoffmann23 for nickel is shown in Figure 2.29.
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Figure 2.28 Schematic plot of DOS and COOP versus energy for d-metals.

Figure 2.29 Calculated band structure, DOS and COOP of Ni (Saillard and Hoffmann23); the posi-
tion of the Fermi energy of Ni shows that Ni has metallic character. (Reproduced with permission
from Ref. [21], © 1988, Wiley-VCH.)



2.9.8 Semiconductors: example TiO2

Part of the crystal structure of TiO2 (rutile) is shown in Figure 2.30. The characteristic feature
is the oxygen octahedron. A calculation of orbital structure, DOS- and COOP-functions for the
orbitals of the components, in this case Ti-atoms and O-octahedrons, is shown in Figure 2.31. 

The characteristic feature of this band structure is that the properties of the orbitals of
the atoms and atomic groups are approximately preserved. The lowest band is primarily an
O 2s-band. The next band is primarily an O 2p-band. These bands are fully occupied
valence bands. The next band is primarily of t2g character; the following band primarily of
eg character. These bands are unoccupied and are called conduction bands. The Fermi
level in the ideal crystal is between the highest occupied and the lowest unoccupied bands.
The band gap of 3,2 eV makes TiO2 an insulator. 

Usually the crude band sketch of Figure 2.32 describes this situation. The intrinsic semi-
conductor is shown in Figure 2.32i. In the case of TiO2 donor states are available just below
the conduction band. The doping by these donor states makes TiO2 an n-semiconductor
(Figure 2.32n). The doping by acceptor states, which creates holes in the valence band, as
was observed for NiO, is shown in Figure 2.32p.

2.9.9 Peierls distortion

The combination of s-orbitals could also be demonstrated for a linear string of hydrogen
atoms. Otherwise, hydrogen does not form a stable metallic solid, neither a one- nor
three-dimensional one. The chain separates into individual hydrogen molecules. A similar
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Figure 2.30 Crystal structure of TiO2 (rutile) with the characteristic feature, a Ti atom in an oxygen
octahedron.



situation is observed for a linear chain of CH strings. A chain of alternating single and
double bonds is the chemical description of these strings. 

The reason for the bond separation is called Peierls26 distortion. In the case of hydrogen
atoms, this leads to a complete decay of the chain into individual hydrogen molecules
under normal conditions. Metallic hydrogen is only possible under extreme conditions, e.g.,
on the planet Jupiter.27 If the chains consist of –CH– units (poly-acetylene), Peierls distortion
leads to an asymmetry of the neighboring bonds. 

Poly-acetylene is an insulator, but it can be transferred by oxidation into an
electronic conductor. These intrinsically conducting polymers will be described in
Chapter 11.
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Figure 2.31 Calculated band structure, DOS and COOP of TiO2 (rutile, according to Hoffmann21

with reference to Refs. 24 and 25), position of the Fermi energy shows, TiO2 is an insulator; by
doping it behaves as a semiconductor. (Reproduced with permission from Ref. [21], © 1988, Wiley-
VCH.)

Figure 2.32 Schematic band sketch of intrinsic (i), n-doped (n), and p-doped (p) semiconductor.



2.9.10 Energy bands in electrolytes

The concept of energy bands was extended to electrolytes. The principal concept is based on
the difference of solvation of ions in the oxidized and reduced state. The concepts were devel-
oped by Gurney28 and Essin29 and later extended by Gerischer.30 The concentration of ions in
the reduced state, e.g., an Fe2� ion, can be considered as a density of occupied energy states
of electrons (the occupied energy band) in the electrolyte. The concentration of oxidized ions,
e.g., Fe3� ions, is therefore the density of unoccupied states (the unoccupied energy band) in
the electrolyte. Gaussian distribution functions describe approximately the DOS of the sol-
vated ions as function of energy. The width of the two Gaussian distribution functions is given
by the distribution of the energy of the solvation states of the ions, approximately 0.3–0.6 eV. 

Because the energy of a solvated ion is given by the ion–dipole interaction, the energy
states of the oxidized ions are higher than the energy states of the reduced ions. The
distribution functions of energy states of electrons for reduced and oxidized ions are shown
in Figure 2.33.

The two distributions overlap at the Fermi energy. As will be shown in Chapter 3, this
energy is equal to the equilibrium redox potential and marks the electrochemical potential
of the electrons in the electrolyte. 
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Figure 2.33 DOS of electrons for reduced and oxidized ions as function of energy in an electrolyte.
Equal concentrations of oxidized and reduced ions are assumed; the reference point for the energy
is the Fermi energy, defined as energy of equal DOS of occupied and reduced states. The Fermi
energy is equal to the equilibrium redox potential (Chapter 3).



2.10 COHESION IN SOLIDS

2.10.1 Lattice enthalpy

The cohesion of the atoms of a crystal lattice is determined by the energy that holds
the atoms together and which is released when the crystal is disassembled into its
atomic, molecular, or ionic components. It will be called the lattice energy or lattice
enthalpy �latH.

Forces of different origin contribute to the lattice energy and depend on the distances in
the lattice.

– Attractive forces, which are called dispersion forces or London forces.31

(2.19)

– Repulsive forces, which can also be described by an exponential law.

(2.20)

The exponent 12 is often used in this equation but smaller values are also found in the
literature. The combination of the two equations is called the Lennard–Jones potential.

(2.21)

– Dipole forces or multi-pole forces, if the lattice components have dipoles or multi-
poles. Dipoles can be either intrinsic or induced. Depending on the orientation, the
dipole–dipole interaction energy for linear-orientation (Figure 2.34a) is

(2.22)

For a parallel orientation (Figure 2.34a) one gets

(2.23)

– When ions form the lattice Coulomb forces as described in Section 2.7. 
– Orbital interaction energies as described in Section 2.9.

The lattice enthalpy is the sum of all interactions in the lattice. Sometimes it is necessary
to separate it into contributions from interactions between two atoms, molecules, or ions,
mostly the nearest neighbors. This will be called the bond energy �i�j between compo-
nents i and j.
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2.10.2 Sublimation enthalpy

Experimentally one can determine the energy to separate an atom or molecule from the
lattice. This is called the sublimation enthalpy �subH. The sublimation enthalpy is the
energy to separate an atom from an ideal kink site position on the surface of the lattice.
In this ideal kink site position the atom or molecule is bound with just half of the bonds as
in the bulk. Thus, the sublimation enthalpy is just one half of the lattice enthalpy:

(2.24) 

On a real surface the atoms undergo reorientation processes, which lead to changes in
the distribution of energies between different bonds. The bond of an atom in a kink site
position (the calculation will be described in the next chapter) can differ from the ideal
value.

An approximate value of the sublimation enthalpy is the sum of enthalpy of fusion �fusH
and the enthalpy of vaporization �vapH.

(2.25)

Values of the sublimation enthalpy of main group and transition metals are shown in
Table 2.332

2.10.3 Bond energies of metals

The bond energy �i�j of main group and transition metals of an atom in an ideal kink site
position can be calculated from the sublimation enthalpy �subH. 

In the process of sublimation the atom is separated from a special position on the
surface, the kink site position (half crystal position). In the ideal kink site position the

� � �sub fus vapH H H� �

� �sub latH H�
1

2

2.10 Cohesion in Solids 57

Figure 2.34 Different dipole orientations. (a) Linear orientation and (b) parallel orientation.
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Table 2.3

Sublimation enthalpies, energies of atoms in ideal kink positions and bond energies 
between the two nearest atoms, main group and transition metals32

Metal Structure �subH ± �ksp �Me–Me
(kJ mol�1) (kJ mol�1) (eV) (eV)
298.2 K 298.2 K 298.2 K

Li bcc 159.3 ± 1.0 1.65 0.27
Na bcc 107.5 ± 0.7 1.11 0.18
K bcc 89.0 ± 0.8 0.92 0.15
Rb bcc 80.9 ± 0.8 0.84 0.14
Cs bcc 76.5 ± 1.0 0.79 0.13
Be h 324 ± 5 3.36 0.49
Mg h 147.1 ± 0.8 1.52 0.22
Ca c 111.8 ± 0.2 1.16 0.17
Sr c 164.4 1.70 0.25
Ba c 180.0 1.87 0.31

Sc h 377.8 3.92 0.57
Y h 421.3 4.37 0.63
La hc 431.0 4.47 0.65
Ti h 473 ± 3 4.90 0.71
Zr h 608.8 6.31 0.91
Hf h 619.2 6.42 0.93
V bcc 514.2 5.33 0.87
Nb bcc 725.9 7.52 1.23
Ta bcc 782.0 8.10 1.33
Cr bcc 396.6 4.11 0.67
Mo bcc 658.1 6.82 1.12
W bcc 849.4 8.80 1.44
Mn 280.7 2.91 0.48
Tc h 678.0 7.03 1.02
Re h 769.9 7.98 1.16
Fe bcc 416.3 4.31 0.71
Co h 424.7 4.40 0.64
Ni c 429.7 4.45 0.65
Ru h 642.7 6.66 0.97
Rh c 556.9 5.77 0.84
Pd c 378.2 3.92 0.57
Os h 791.0 8.20 1.19
Ir c 665.3 6.90 1.00
Pt c 565.3 5.86 0.85
Cu c 337.4 ± 1.2 3.50 0.51
Ag c 284.9 ± 0.8 2.95 0.43
Au c 366.1 3.79 0.55
Zn h 130.4 ± 0.4 1.35 0.20
Cd h 111.8 ± 0.2 1.16 0.17
Hg c 61.38 ± 0.04 0.64 0.09
Al h 330 ± 4 3.42 0.50
Ga 272.0 2.82
In c 243.3 2.52 0.37



atom is bound by exactly one half of its lattice bonds. On a real surface, the atoms undergo
reorientation processes, which lead to changes in the distribution of energies between
different bonds. The bond energy of an atom in a kink site position can differ from the
ideal value.

The Gibbs energy of an atom in the ideal kink site position �1/2 is the characteristic value
for the molecular interaction of the atom with the bulk matrix. It takes into account bond
strengths among first, second, and further neighbors. It is exactly one half of the lattice
energy.

The Gibbs energy of an atom in the kink position (chemical potential) can be derived
from the sublimation enthalpy (Volmer33); a discussion is also found in the book of
Budevski, Staikov and Lorenz.34

(2.26)

NA is Avogadros number. In the second term, kB is the Boltzmann constant and T the
temperature, the second term (entropic term) is usually small (�1%). It contains only one
degree of freedom because of the critical oscillation of the atom leading to the bond
breaking.

�
�

1 2
1

2/ � �sub H

N
k T

A
B
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Table 2.3 (Continued)

Metal Structure �subH ± �ksp �Me–Me
(kJ mol�1) (kJ mol�1) (eV) (eV)
298.2 K 298.2 K 298.2 K

Tl h 182.2 1.89 0.27
Ge 372 ± 3 3.86
Sn 301.2 ± 1.5 3.12
Pb c 195.2 ± 0.8 2.02 0.29
Sb 262.3 2.72
Bi 207.1 2.15

Ce c 423.0 4.38 0.64
Pr hc 355.6 3.69 0.53
Nd hc 327.6 3.40 0.49
Pm hc
Sm hhc 206.7 2.14 0.31
Eu bcc 175.3 1.82 0.26
Gd h 397.5 4.12 0.60
Tb h 388.7 4.03 0.58
Dy h 290.4 3.01 0.44
Ho h 300.8 3.12 0.45
Er h 317.1 3.29 0.48
Tm h 232.2 2.41 0.35
Yb c 152.3 1.58 0.23
Lu h 427.6 4.43 0.64

Th c 602.0 6.24 0.90
U 533 ± 8 5.52 0.80



The enthalpy of an atom in an ideal kink site position is 

(2.27)

No strict distinction between free energy and enthalpy is made. Values for enthalpies of
atoms in kink positions for main group and transition metals are listed in Table 2.3.

Using an appropriate lattice model, one can calculate the bond energy between two
atoms. For instance, in a closed packed hexagonal or cubic lattice with 12 nearest neigh-
bors and 6 nearest neighbors in the kink position, one can approximately write

(2.28)

Second and further nearest neighbors are neglected in this first approach. Second and
higher nearest neighbors can be taken into account by a suitable assumption for the degree
of decay of the interaction energies with the radius. One approximation is based on Eq.
(2.19) for the radius dependence. Taking into account all neighbors in a radius of 2r0

(r0 is the radius of the closed packed layer) gives for the ccp and the hcp lattice for the
corrected bond energy 

(2.29)

In the case of a body centered cubic lattice, the number of next nearest neighbors in the
lattice is eight, but the difference between the distance of first and second nearest neigh-
bors is smaller, and the calculation of the bond energy by an equation taking into account
only nearest neighbors should be avoided. For calculation of a value of the corrected bond
energy Eq. (2.30) could be used

(2.30)

Values of energies of atoms in ideal kink site positions and bond energies between two
metal atoms were summarized for transition and main group metals in Table 2.3. On the real
surface, the bond energies in kink site positions and the bond energies between two neigh-
bors can differ from the ideal model values because of relaxation processes on the surface.

2.10.4 Bond energies of alloys

The situation for alloys is more complex. In theoretical calculations of lattice energies
one has to take into account the different contributions from Coulomb interactions (ionic
bonds), localized orbitals (covalent bonds), and delocalized orbitals (metal bonds).
Therefore an ab initio calculation is difficult. Solutions of the problem are under develop-
ment and one can expect that in the near future reliable data will be presented. 

An empirical approach to calculate bond energies between different components of
an alloy was presented by Miedema.35 The basic idea of this approach is to use the interac-
tion at the surface of the Wigner–Seitz cell of the component A and the surrounding
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Wigner–Seitz cells of the component B for an empirical calculation. The result is an
enthalpy value of the interaction of A surrounded by B (or B surrounded by A). 

The interaction was described by two terms with different signs. The first term took into
account the ionic part of the interaction. It was proportional to the difference of the elec-
tronegativities. Only values of the electronegativities were chosen, which took into account
empirical corrections. This term was principally a negative term. The second contribution
came from the interaction of the electrons, which is, in principal, proportional to the
electron density at the interface between the Wigner–Seitz cells.

The Wigner–Seitz cell is the smallest cell of the crystal lattice. While the unit cell is
chosen for reasons of symmetry, the Wigner–Seitz cell represents the full periodicity of
the electron shell. The Wigner–Seitz cell is an example of the construction of a primitive
elementary cell. The characteristic feature of the primitive cell is that it contains only one
lattice point. The rules for constructing a Wigner–Seitz cell are:

– A central lattice point must be connected with the surrounding lattice points by
straight lines.

– A plane is laid in the middle point of each connecting line.
– The smallest volume set up by the planes is the Wigner–Seitz cell.

This is shown in Figure 2.35 for a two-dimensional lattice.
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Figure 2.35 Example for the construction of a Wigner–Seitz cell in a two-dimensional lattice.



Figure 2.36 shows the body centered cubic unit cell and the associated Wigner–Seitz
cell. The face centered cubic unit cell and associated Wigner–Seitz cell can be seen in
Figure 2.37.

An experimental way to find the smallest primitive cell is the atomic environment
concept. The distances of all lattice points around a central lattice are put into a histogram.
In the histogram the largest gap between different lattice points is used as the guiding rule
to define the coordination polyhedron (Figures 2.38a and b).
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Figure 2.36 Unit cell and Wigner–Seitz cell (thick lines) of the body centered cubic lattice.

Figure 2.37 Unit cell and Wigner–Seitz cell (thick lines) of the face centered cubic lattice.



At the interface between the Wigner–Seitz cells of two different components the electron
density must be equilibrate. This can be done by a reorganization of the orbital structure
and the orbital occupation at the interface. This is, in principal, a positive contribution.
This was multiplied by the molar surface area of the Wigner–Seitz cell of component A
(for A in B) VA

2/3 (VA molar volume of the Wigner–Seitz cell of component A) and divided
by an average of the electron density of the adjacent Wigner–Seitz cells, (nWS

1/3 )av leading to
the final equation

(2.31)

The constants P and Q had to be chosen according to the kind of metals in the alloy, e.g.,
transition group metals. The empirical selection of the constants was based on the border-
line between alloys with formation of intermetallic compounds (�HA in B

interface negative) and
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Figure 2.38 Determination of the coordination polyhedron of CaIn2.. (a) For Ca as central atom
and (b) for In as central atom. (Reproduced with permission from Ref. [36], © 2000, J. Wiley.)



alloys with the tendency to form solid solutions (�HA in B
interface around zero) or segregating into

the components (�HA in B
interface with larger positive values). For transition metals the following

values were selected:

P � 14.2 for two metals with valence values larger than two
P � 10.7 for mono- and di-valent atoms 
Q � 9.4P

Enthalpies of interactions �HA in B
interface calculated by this approach are presented in Table 2.4a.

Values �HB in A
interface could be calculated with the equation 

(2.32)

The approach was extended to alloys between transition metals and elements of main
groups. Considerable empiric assumptions were necessary to force the different compo-
nents into this frame. 

The values given by Miedema are the formation enthalpies of solid solutions of A in
B or vice versa. The solved metal is embedded into the matrix of the solvent. Using a
Haber–Born cycle as shown in Figure 2.39 the sublimation enthalpy of the solved
metal embedded in the matrix of the solvent can be calculated. Results of sublimation
enthalpies of the solved metal embedded in the matrix of the solvent are shown in
Table 2.4b.

Bond energies �A�B can then be calculated with the model of the solved metal A embed-
ded in the matrix of the solvent B (Table 2.4c).

The empirical treatment of Miedema et al. is based on some experimental information on
the magnitude of the expected cohesion energies. Values of �H A in B

interface of this first approach
are a guide for the magnitude of the expected interactions. 
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Figure 2.39 Born–Haber cycle for calculation of sublimation enthalpies from enthalpies 
�HA in B

interface.



Table 2.4a

Solution enthalpies �HA in B
interface calculated by Miedema for alloys of transition metals

A Sc Ti V Cr Mn Fe Co Ni Y Zr Nb Mo Tc Ru Rh Pd La Hf Ta W Re Os Ir Pt
B

Sc 28 25 2 �28 �39 �100 �130 4 16 66 38 �141 �157 �221 �319 10 20 59 34 �63 �141 �227 �333
Ti 33 �6 �27 �30 �62 �103 �126 73 �1 8 �14 �153 �169 �204 �260 99 1 6 �23 �100 �160 �227 �304
V 33 �7 �8 �3 �28 �54 �69 85 �17 �5 0 �89 �103 �123 �151 118 �10 �4 �3 �54 �97 �146 �198
Cr 3 �33 �8 8 �6 �18 �27 59 �58 �32 2 �39 �49 �58 �65 93 �44 �30 4 �19 �46 �78 �110
Mn �40 �36 �3 9 1 �21 �33 �8 �74 �17 22 �37 �46 �70 �100 14 �57 �17 28 �2 �38 �80 �128
Fe �53 �74 �29 �6 1 �2 �6 �6 �118 �70 �9 �13 �20 �23 �19 25 �98 �67 0 �1 �17 �38 �59
Co �139 �126 �58 �18 �21 �2 �1 �112 �197 �111 �22 �1 �3 �9 �7 �93 �168 �109 �6 9 0 �15 �33
Ni �180 �154 �75 �27 �33 �6 �1 �162 �237 �136 �32 3 2 �4 0 �146 �204 �133 �14 10 6 �7 �22

Y 3 51 54 35 �5 �4 �67 �97 34 102 81 �96 �112 �181 �286 1 41 93 81 �14 �93 �180 �289
Zr 16 �1 �13 �41 �52 �85 �137 �165 42 15 �23 �195 �212 �261 �339 60 �1 10 �34 �120 �202 -281 �377
Nb 76 8 �4 �26 �13 �57 �88 �107 139 17 �22 �139 �156 �176 �208 177 17 0 �33 �100 �152 �207 �267
Mo 45 �15 0 1 18 �7 �18 �27 114 �27 �23 �45 �56 �59 �59 156 �17 �20 �1 �27 �55 �86 �114
Tc �162 �155 �80 �33 �31 �11 �1 2 �132 �232 �147 �45 �1 1 17 �111 �201 �142 �28 1 1 �6 �13
Ru �185 �176 �95 �41 �40 �17 �3 2 �158 �260 �169 �58 �1 5 25 �137 �227 �164 �40 �4 0 �2 �4
Rh �257 �211 �113 �50 �60 �20 �8 �3 �253 �316 �188 �61 1 5 8 �245 �277 �185 �37 4 8 3 �7
Pd �352 �256 �132 �53 �82 �16 �5 0 �379 �391 �212 �57 17 24 7 �388 �342 �210 �26 26 31 24 8

La 7 64 69 52 8 14 �51 �81 1 45 120 103 �75 �90 �162 �270 53 111 104 9 �70 �158 �267
Hf 21 1 �8 �32 �41 �71 �119 �145 51 �1 15 �15 �172 �188 �232 �301 72 11 �228 �111 �178 �253 �340
Ta 67 5 �4 �24 �14 �54 �86 �105 127 12 0 �19 �135 �152 �173 �206 164 12 �29 �96 �147 �203 �263
W 39 �23 �3 4 23 0 �5 �11 111 �39 �34 �1 �28 �38 �36 �26 154 �27 �30 �16 �38 �62 �82
Re �72 �101 �48 �16 �2 �1 8 8 �20 �153 �105 �27 1 �4 4 26 14 �129 �100 �17 �4 �13 �18
Os �162 �164 �88 �39 �32 �15 0 5 �128 �241 �161 �56 1 0 8 32 �104 �210 �156 �39 �4 �2 �2
Ir �235 �228 �130 �65 �66 �32 �13 �5 �242 �331 �216 �85 �6 �2 2 24 �230 �293 �211 �63 �13 �2 2
Pt �354 �290 �167 �87 �101 �47 �26 �17 �367 �421 �264 �108 �12 �4 �6 8 �368 �374 �200 �79 �17 �2 1

Th 0 28 28 7 �24 �33 �93 �122 5 15 67 43 �132 �147 �210 �306 11 20 60 40 �55 �131 �216 �320
U 14 �1 3 �9 �18 �38 �77 �98 47 �13 15 8 �116 �130 �167 �222 70 �7 12 4 �64 �121 �184 �257
Pt �3 6 16 6 �13 �22 �66 �88 18 �13 34 31 �98 �112 �157 �224 34 �4 30 31 �39 �100 �167 �247
Cu �115 �40 21 51 15 53 26 14 �117 �110 12 82 37 31 �11 �62 �115 �81 9 101 82 46 1 �56
Ag �119 �6 63 98 46 103 69 56 �136 �87 66 147 96 91 37 �29 �143 �53 61 172 151 111 62 �3
Au �291 �180 �69 �1 �39 28 25 25 �318 �303 �124 13 52 56 27 0 �328 �257 125 44 76 68 48 17



Table 2.4b

Sublimation enthalpies calculated with the Born–Haber cycle in Figure 2.39 for transition metals A in B

A Sc Ti V Cr Mn Fe Co Ni Y Zr Nb Mo Tc Ru Rh Pd La Hf Ta W Re Os Ir Pt
�subH 378 473 514 397 281 416 425 430 421 609 726 658 678 643 557 378 431 619 782 849 770 791 665 565

B

Sc 445 489 395 309 455 525 560 417 593 660 620 819 800 778 697 421 599 723 815 833 932 892 898
Ti 345 520 424 311 478 528 556 348 610 718 672 831 812 761 638 332 618 776 872 870 951 892 869
V 345 480 405 284 444 479 499 336 626 731 658 767 746 680 529 313 629 786 852 824 888 811 763
Cr 375 506 522 273 422 443 457 362 667 758 656 717 692 615 443 338 663 812 845 789 837 743 675
Mn 418 509 517 388 415 446 463 429 683 743 636 715 689 627 478 417 676 799 821 772 829 745 693
Fe 431 547 543 403 280 427 436 427 727 796 667 691 663 580 397 406 717 849 849 771 808 703 624
Co 517 599 572 415 302 418 431 533 806 837 680 679 646 566 385 524 787 891 855 761 791 680 598
Ni 558 627 589 424 314 422 426 583 846 862 690 675 641 561 378 577 823 915 863 760 785 672 587

Y 375 422 460 362 286 420 492 527 575 624 577 774 755 738 664 430 578 689 768 784 884 845 854
Zr 362 474 527 438 333 501 562 595 379 711 681 873 855 818 717 371 620 772 883 890 993 946 942
Nb 302 465 518 423 294 473 513 537 282 592 680 817 799 733 586 254 602 782 882 870 943 872 832
Mo 333 488 514 396 263 423 443 457 307 636 749 723 699 616 437 275 636 802 850 797 846 751 679
Tc 540 628 594 430 312 427 426 428 553 841 873 703 644 556 361 542 820 924 877 769 790 671 578
Ru 563 649 609 438 321 433 428 428 579 869 895 716 679 552 353 568 846 946 889 774 791 667 569
Rh 635 684 627 447 341 436 433 433 674 925 914 719 677 638 370 676 896 967 886 766 783 662 572
Pd 730 729 646 450 363 432 430 430 800 1000 938 715 661 619 550 819 961 992 875 744 760 641 557

La 371 409 445 345 273 402 476 511 420 564 606 555 753 733 719 648 566 671 745 761 861 823 832
Hf 357 472 522 429 322 487 544 575 370 610 711 673 850 831 789 679 359 771 1077 881 969 918 905
Ta 311 468 518 421 295 470 511 535 294 597 726 677 813 795 730 584 267 607 878 866 938 868 828
W 339 496 517 393 258 416 430 441 310 648 760 659 706 681 593 404 277 646 812 786 829 727 647
Re 450 574 562 413 283 417 417 422 441 762 831 685 677 647 553 352 417 748 882 866 795 678 583
Os 540 637 602 436 313 431 425 425 549 850 887 714 677 643 549 346 535 829 938 888 774 667 567
Ir 613 701 644 462 347 448 438 435 663 940 942 743 684 645 555 354 661 912 993 912 783 793 563
Pt 732 763 681 484 382 463 451 447 788 1030 990 766 690 647 563 370 799 993 982 928 787 793 664

Th 378 445 486 390 305 449 518 552 416 594 659 615 810 790 767 684 420 599 722 809 825 922 881 885
U 364 474 511 406 299 454 502 528 374 622 711 650 794 773 724 600 361 626 770 845 834 912 849 822
Pu 381 467 498 391 294 438 491 518 403 622 692 627 776 755 714 602 397 623 752 818 809 891 832 812
Cu 493 513 493 346 266 363 399 416 538 719 714 576 641 612 568 440 546 700 773 748 688 745 664 621
Ag 497 479 451 299 235 313 356 374 557 696 660 511 582 552 520 407 574 672 721 677 619 680 603 568
Au 669 653 583 398 320 388 400 405 739 912 850 645 626 587 530 378 759 876 907 805 694 723 617 548



Table 2.4c

Bond energies �A�B calculated from the sublimation enthalpies for alloys of transition metals

A Sc Ti V Cr Mn Fe Co Ni Y Zr Nb Mo Tc Ru Rh Pd La Hf Ta W Re Os Ir Pt
B CN

Sc hcp 0.77 0.85 0.68 0.53 0.79 0.91 0.97 0.72 1.02 1.14 1.07 1.41 1.38 1.34 1.20 0.73 1.04 1.25 1.41 1.44 1.61 1.54 1.55
Ti hcp 0.60 0.90 0.73 0.54 0.83 0.91 0.96 0.60 1.05 1.24 1.16 1.44 1.40 1.31 1.10 0.57 1.07 1.34 1.51 1.50 1.64 1.54 1.50
V bcc 0.60 0.83 0.70 0.49 0.77 0.83 0.86 0.58 1.08 1.26 1.14 1.32 1.29 1.17 0.91 0.54 1.09 1.36 1.47 1.42 1.53 1.40 1.32
Cr bcc 0.65 0.87 0.90 0.47 0.73 0.76 0.79 0.63 1.15 1.31 1.13 1.24 1.19 1.06 0.77 0.58 1.15 1.40 1.46 1.36 1.45 1.28 1.17
Mn 0.72 0.88 0.89 0.67 0.72 0.77 0.80 0.74 1.18 1.28 1.10 1.24 1.19 1.08 0.83 0.72 1.17 1.38 1.42 1.33 1.43 1.29 1.20
Fe bcc 0.74 0.94 0.94 0.70 0.48 0.74 0.75 0.74 1.26 1.37 1.15 1.19 1.14 1.00 0.69 0.70 1.24 1.47 1.47 1.33 1.40 1.21 1.08
Co hcp 0.89 1.03 0.99 0.72 0.52 0.72 0.74 0.92 1.39 1.45 1.17 1.17 1.12 0.98 0.67 0.91 1.36 1.54 1.48 1.31 1.37 1.18 1.03
Ni hcp 0.96 1.08 1.02 0.73 0.54 0.73 0.74 1.01 1.46 1.49 1.19 1.17 1.11 0.97 0.65 1.00 1.42 1.58 1.49 1.31 1.36 1.16 1.01

Y hcp 0.65 0.73 0.79 0.62 0.49 0.73 0.85 0.91 0.99 1.08 1.00 1.34 1.30 1.27 1.15 0.74 1.00 1.19 1.33 1.35 1.53 1.46 1.48
Zr hcp 0.62 0.82 0.91 0.76 0.57 0.87 0.97 1.03 0.66 1.23 1.18 1.51 1.48 1.41 1.24 0.64 1.07 1.33 1.53 1.54 1.72 1.63 1.63
Nb bcc 0.52 0.80 0.90 0.73 0.51 0.82 0.89 0.93 0.49 1.02 1.17 1.41 1.38 1.27 1.01 0.44 1.04 1.35 1.52 1.50 1.63 1.51 1.44
Mo bcc 0.57 0.84 0.89 0.68 0.45 0.73 0.76 0.79 0.53 1.10 1.29 1.21 1.06 0.76 0.48 1.10 1.39 1.47 1.38 1.46 1.30 1.17
Tc hcp 0.93 1.08 1.03 0.74 0.54 0.74 0.74 0.74 0.96 1.45 1.51 1.21 1.11 0.96 0.62 0.94 1.42 1.60 1.52 1.33 1.36 1.16 1.00
Ru hcp 0.97 1.12 1.05 0.76 0.55 0.75 0.74 0.74 1.00 1.50 1.55 1.24 1.17 0.95 0.61 0.98 1.46 1.63 1.54 1.34 1.37 1.15 0.98
Rh ccp 1.10 1.18 1.08 0.77 0.59 0.75 0.75 0.75 1.16 1.60 1.58 1.24 1.17 1.10 0.64 1.17 1.55 1.67 1.53 1.32 1.35 1.14 0.99
Pd ccp 1.26 1.26 1.12 0.78 0.63 0.75 0.74 0.74 1.38 1.73 1.62 1.24 1.14 1.07 0.95 1.41 1.66 1.71 1.51 1.28 1.31 1.11 0.96

La hc 0.64 0.71 0.77 0.60 0.47 0.69 0.82 0.88 0.73 0.97 1.05 0.96 1.30 1.27 1.24 1.12 0.98 1.16 1.29 1.31 1.49 1.42 1.44
Hf hcp 0.62 0.82 0.90 0.74 0.56 0.84 0.94 0.99 0.64 1.05 1.23 1.16 1.47 1.43 1.36 1.17 0.62 1.33 1.86 1.52 1.67 1.59 1.56
Ta bcc 0.54 0.81 0.90 0.73 0.51 0.81 0.88 0.92 0.51 1.03 1.25 1.17 1.40 1.37 1.26 1.01 0.46 1.05 1.52 1.50 1.62 1.50 1.43
W bcc 0.59 0.86 0.89 0.68 0.45 0.72 0.74 0.76 0.54 1.12 1.31 1.14 1.22 1.18 1.02 0.70 0.48 1.12 1.40 1.36 1.43 1.26 1.12
Re hcp 0.78 0.99 0.97 0.71 0.49 0.72 0.72 0.73 0.76 1.32 1.44 1.18 1.17 1.12 0.96 0.61 0.72 1.29 1.52 1.50 1.37 1.17 1.01
Os hcp 0.93 1.10 1.04 0.75 0.54 0.74 0.73 0.73 0.95 1.47 1.53 1.23 1.17 1.11 0.95 0.60 0.92 1.43 1.62 1.53 1.34 1.15 0.98
Ir ccp 1.06 1.21 1.11 0.80 0.60 0.77 0.76 0.75 1.15 1.62 1.63 1.28 1.18 1.11 0.96 0.61 1.14 1.58 1.72 1.58 1.35 1.37 0.97
Pt ccp 1.26 1.32 1.18 0.84 0.66 0.80 0.78 0.77 1.36 1.78 1.71 1.32 1.19 1.12 0.97 0.64 1.38 1.72 1.70 1.60 1.36 1.37 1.15

Th ccp 0.65 0.77 0.84 0.67 0.53 0.78 0.89 0.95 0.72 1.03 1.14 1.06 1.40 1.36 1.32 1.18 0.73 1.04 1.25 1.40 1.42 1.59 1.52 1.53
U 0.63 0.82 0.88 0.70 0.52 0.78 0.87 0.91 0.65 1.07 1.23 1.12 1.37 1.33 1.25 1.04 0.62 1.08 1.33 1.46 1.44 1.58 1.47 1.42
Pu 0.66 0.81 0.86 0.67 0.51 0.76 0.85 0.89 0.70 1.07 1.20 1.08 1.34 1.30 1.23 1.04 0.69 1.08 1.30 1.41 1.40 1.54 1.44 1.40
Cu ccp 0.85 0.89 0.85 0.60 0.46 0.63 0.69 0.72 0.93 1.24 1.23 1.00 1.11 1.06 0.98 0.76 0.94 1.21 1.34 1.29 1.19 1.29 1.15 1.07
Ag ccp 0.86 0.83 0.78 0.52 0.41 0.54 0.61 0.65 0.96 1.20 1.14 0.88 1.01 0.95 0.90 0.70 0.99 1.16 1.25 1.17 1.07 1.17 1.04 0.98
Au ccp 1.16 1.13 1.01 0.69 0.55 0.67 0.69 0.70 1.28 1.57 1.47 1.11 1.08 1.01 0.92 0.65 1.31 1.51 1.57 1.39 1.20 1.25 1.07 0.95



END NOTE

*The construction of the Wigner–Seitz cells is explained in Section 2.10.4.
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Electrode Potentials

3.1 PURE METALS

3.1.1 Equilibrium between a metal phase and an electrolyte phase

If a metal is immersed in an electrolyte the equilibrium of the metal atoms and the hydrated
metal ions in an aqueous electrolyte is described by the equation

(3.1)

According to the jellium model the metal can be considered as metal ions embedded in
the electron plasma. The thermodynamic condition for electronic equilibrium between
both phases is, from a chemist’s point of view, equal values of the electrochemical poten-
tials �� e of the electrons. 

(3.2)

From a physicist’s point of view, the condition for electronic equilibrium is equal values
of the Fermi energy EF. Electronic equilibrium concerns all charged particles and might
also be formulated for the metal ions. The equilibrium contact between a metal phase and
an electrolyte phase is shown in Figure 3.1.

The equilibrium is achieved by the build-up of a potential difference, which can be
expressed by the equation

(3.3)

where � is the chemical potential, � the Galvani potential, and F the Faraday constant. The
Galvani potential describes the electrical condition of a phase, the sum of inner potential
and surface (Volta) potential.

(3.4)

By controlling the surface charge, the Volta potential can be controlled. The inner and
Galvani potentials can neither be controlled nor measured. Only differences of the Galvani
potential between two phases of equal chemical composition can be measured. Trassatti
and Parsons1 have given a detailed description.

� � �� �

� � � �e eF F, ,m m el el� ��

� �� �e e, ,m el�

Me H O Me H O2 2
z n z n� � �� �e �
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Eq. (3.3) can be reformated to obtain an equation for the Galvani potential difference

(3.5)

By connecting the metal phase with a reference electrode of constant Galvani potential,
variations of �m��el with the experimental conditions can be measured as electrode
potential E, which is the difference of the inner potential of the Cu electrode and the con-
necting Cu wire. This is shown in the potential diagram in Figure 3.2.

3.1.2 Standard electrode potentials

After obtaining a reversible system and inserting the concentration dependence of the chem-
ical potential of the electrons in the electrolyte into Eq. (3.5), the Nernst equation for the
equilibrium potential E0 (Nernst potential) of the metal/metal ion equilibrium is derived.

(3.6)

E0
o� is the standard potential, defined for ambient pressure of p�1 atm (1.01325 bar) and

an activity of a�1. In recent definitions for standard conditions p�1 bar was suggested. 

E E
RT
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Figure 3.1 Electronic equilibrium between a metallic phase and an electrolyte phase. The electronic
energy states in the metal are described by the energy band (Section 2.9). The occupied states are Noc
and Dred. The density of states of electrons in the electrolyte are the energy distribution functions of
the reduced and oxidized components of a redox system, e.g., Fe2� and Fe3� ions (Section 2.9.10).
The equilibrium condition is equal values of the electrochemical potentials �� of the electrons in both
phases. An alternative condition is equal values of the Fermi energy EF in both phases.



The activity is defined by the equation

(3.7)

where mMez� the molality of metal ions, mo� the molality for standard conditions equal to 
1 mol . kg�1, and �Mez� the activity coefficient.

In these definitions the molar masses of the metal ions are measured in molalities
(mol . kg–1). A more common way to measure molar masses is the concentration c, mol . dm�3

or mol . l�1 electrolyte (molarity). In this case the molar mass for standard conditions is 
1 mol . l�1. The molar masses (mole fractions) of the metal atoms in a pure metal and the
molar masses of the solvent molecules of a diluted electrolyte (usually water) are one and
therefore do not occur in Eq. (3.7).

In an electrolyte, the activity coefficient of the metal ions �Mez� cannot be neglected and
deviates considerably from one. The activity coefficient depends on the ionic strength I,
defined in Eq. (1.12). For diluted solutions (c�10�2 mol . kg�1), it can be calculated
by the Debye–Hückel theory in the first approximation (Eq. (1.15)). In practice, if
working with an excess of supporting electrolytes, the activity coefficient is approxi-
mately constant. The variation of the equilibrium potential E0 with the concentration
is determined by the Nernst factor 2.303 RT/F�59.2 mV at 25 	C for z��1 (decadal
logarithm).

To measure the potential, the half-cell is connected to a suitable second half-cell. For
example, a copper electrode (Cu metal in CuSO4) can be coupled with a zinc electrode
(Zn metal in ZnSO4). A diffusion potential Edif usually occurs then at the interface of the
two electrolytes. The measured potential is given by the equation

(3.8)�E E E E� �Cu Zn dif�

a
m

m
z

z

zMe
Me

o Me�

�

�� �
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Figure 3.2 Potential diagram of an electrochemical cell with a Cu working electrode with
unknown Galvani potential difference connected to a reference electrode of constant Galvani poten-
tial difference. Changes of the unknown Galvani potential difference of the working electrode can
be measured as difference of the inner potentials of the Cu electrode Cu1 and the connecting Cu wire
Cu2. The diffusion potential between electrolytes El1 and El2 is neglected.



The diffusion potential is approximately given by the Henderson equation

(3.9)

where u� and u� being the mobility of ions and a
 the mean ion activity. A way to sup-
press the diffusion potential is to join the two half-cells by a salt bridge, an electrolytic
connection with a saturated solution of, e.g., potassium chloride or potassium nitrate in
agar jelly (Figure 3.3). The selected salt should have a similar mobility of cations and
anions so that the diffusion potential is brought down to the usual measurement accuracy
of 1 mV.

The copper electrode can be coupled to a standard hydrogen electrode (SHE) as shown
in Figure 3.4. 

If both half-cells contain sulfuric acid of a concentration much larger than the copper
sulfate concentration, the diffusion potential can be neglected. The cell reaction is given
by the equation

(3.10)

The cell voltage is given by the equation

(3.11)� �E E
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Figure 3.3 Combination of two half-cells (Cu electrode in a CuSO4 electrolyte and Zn electrode
in a ZnSO4 electrolyte) joined by a salt bridge. The salt bridge suppresses the diffusion potential.



For standard conditions (ambient pressure of 1 atm (1.01325 bar), proton activity a � 1)
�E0 is equal to the standard potential of the copper electrode E0

o�. The dependence on the
decadic logarithm of the copper ion activity at 25 	C is 

(3.12)

Values of standard electrode potentials of metals in aqueous electrolytes are given in 
Table 3.1.

For unknown activities the measurement of the standard electrode potential is more
complicated. The standard electrode potential is defined at mo��1 mol . kg�1 with the hypo-
thetical activity coefficient of ��1 (ideal diluted solution). First principal experimental
determinations of standard potentials may only be made by extrapolation to this hypo-
thetical value. For measurements, selected cell arrangements are used with complete
elimination of the diffusion potential and with diluted electrolytes. For the correction of
the activity the Debye–Hückel approximation (Eq. (1.15)) may be used, for example, for
the Harned cell Ag/AgCl, HCl (m
)/Pt(H2).

3 A concentration corrected potential value is
plotted versus the square root of the molality. The extrapolation to m
�0 gives the stan-
dard potential of the Ag/AgCl electrode (Figure 3.5). Using this electrode as reference
electrode other standard potentials can be determined.
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Figure 3.4 Combination of the Cu electrode with a standard hydrogen electrode (SHE). The SHE
is operated at standard conditions (ambient pressure of 1 atm (1.01325 bar) and proton activity a�1)
and at the temperature of 25 	C.
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Table 3.1

Standard electrode potentials2 of metal ion electrodes versus
(a) the standard hydrogen electrode (SHE) at 25 	C and (b) on the physical scale with ESHE��4,44V

Electrode process Potential Physical Electrode process Potential Physical 
versus scale versus scale
SCE (V) (eV) SCE (V) (eV)

Li� � e� ↔ Li �3.045 �1.40 Ga��� � 3e� ↔ Ga �0.52 �3.92
Rb� � e� ↔ Rb �2.925 �1.51 S�� ↔ S�2e� �0.51 �3.93
Cs� � e� ↔ Cs �2.92 �1.52 Fe�� � 2e� ↔ Fe �0.441 �4.00
K� � e� ↔ K �2.922 �1.52 Cd�� � 2e� ↔ Cd �0.400 �4.04
Ba�� � 2e� ↔ Ba �2.92 �1.52 In��� � 3e� ↔ In �0.34 �4.10
Sr�� � 2e� ↔ Sr �2.89 �1.55 T1�� � e� ↔ T1 �0.336 �4.10
Ca�� � 2e� ↔ Ca �2.76 �1.68 Co�� � 2e� ↔ Co �0.283 �4.16
Na� � e� ↔ Na �2.712 �1.73 Ni�� � 2e� ↔ Ni �0.236 �4.20
La��� � 3e� ↔ La �2.4 �2.04 Mo��� � 3e� ↔ Mo �0.20 �4.24
Mg��� � 2e� ↔ Mg �2.375 �2.06 Sn�� � 2e� ↔ Sn �0.136 �4.30
Th���� � 4e� ↔ Th �2.1 �2.34 Pb�� � 2e� ↔ Pb �0.126 �4.31
Ti�� � 4e� ↔ Ti �1.63 �2.81 Fe��� � 3e� ↔ Fe �0.045 �4.40
HfO�� � 2H � 4e� ↔ Hf � H2O �1.7 �2.74 2H� � 2e� ↔ H2 �0.000 �4.44
Be�� � 2e� ↔ Be �1.70 �2.74 BiO� � 2H� � e� ↔ Bi � H2O �0.32 �4.76
Al��� � 3e� ↔ Al �1.706 �2.73 Cu�� � 2e� ↔ Cu �0.340 �4.79
ZrO�� � 2H� � 4e� ↔ Zr � H2O �1.5 �2.94 Cu� � e� ↔ Cu �0.521 �4.96
V�� � 2e� ↔ V �1.5 �2.94 Te���� � 4e� ↔ Te �0.56 �5.00
WO��

4 � 4H2O
� � 6e� ↔ W � 8OH� �1.1 �3.34 Po��� � 3e� ↔ Po �0.56 �5.00

Mn�� � 2e� ↔ Mn �1.05 �3.39 Rh�� � 2e� ↔ Rh �0.6 �5.04
Te�� ↔ Te � 2e� �0.92 �3.52 Hg2

�� � 2e� ↔ 2Hg �0.796 �5.24
UO��

2 � 4H� � 6e� ↔ U � H2O �0.82 �3.62 Ag� � e� ↔ Ag �0.799 �5.24
Se�� ↔ Se � 2e� �0.78 �3.66 Ir��� � 3e� ↔ Ir �1.0 �5.44
Zn�� � 2e� ↔ Zn �0.763 �3.68 Pt�� � 2e� ↔ Pt �1.2 �5.64
H3BO3 � 3H� � 3e� ↔ B � 3H2O �0.73 �3.71 Au��� � 3e� ↔ Au �1.42 �5.86
Cr��� � 3e� ↔ Cr �0.71 �3.73 Au� � e� ↔ Au �1.68 �6.12
SbO�

2 � 2H2O � 3e� ↔ Sb � 4OH� �0.67 �3.77 HAsO2 � 3H� � 3e� ↔ As � 2H2O �0.25 �4.69
Cr�� � 2e� ↔ Cr �0.56 �3.88 Pd�� � 2e� ↔ Pd �0.987 �5.43 



Under experimental conditions the SHE is rarely used. Reference electrodes of a second
kind are used instead, which are simpler to handle and are commercially available. The
Ag/AgCl electrode was already mentioned. Other examples are the calomel electrode based
on Hg/Hg2Cl2/KCl (for instance, as saturated calomel electrode (SCE)), the mercury sulfate
electrode Hg/Hg2SO4/H2SO4 (0.5 mol . l�1), and the mercury oxide electrode Hg/HgO/
NaOH (1mol . l�1). Potentials of some reference electrodes versus the SHE are shown in
Table 3.2. 
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Figure 3.5 Procedure of extrapolation to determine the standard potential of the Ag/AgCl electrode.3

Table 3.2

Reference electrode potentials versus the SHE at 25 	C4

Reference Ion concentration Potential versus Physical 
electrode SHE (V) scale (eV)

SHE (H2/H
�) a � 1, p � 1.01325 bar 0.000 �4.440

Ag/AgCl/Cl� a � 1 0.222 �4.662
c � 1 mol l�1 0.237 �4.677
sat 0.198 �4.638

Ag/AgBr/Br� a � 1 0.071 �4.511
Ag/AgJ/J� a � 1 �0.152 �4.288
Hg/Hg2Cl2/Cl� a � 1 0.268 �4.708

c � 1 mol l�1 0.281 �4.721
sat 0.241 �4.681

Hg/Hg2Br2/Br� a � 1 0.140 �4.580
Hg/Hg2J2/J

� a � 1 �0.040 �4.400
Hg/Hg2SO4/SO4

2� a � 1 0.614 �5.054
c � 0.5 mol l�1 0.682 �5.122

Hg/HgO/OH� a � 1 0.097 �4.537
c � 1 mol l�1 0.140 �4.580

Pb/PbSO4/SO4
2� a � 1 �0.276 �4.164



Any cell reaction can be considered to be an electron transfer between two coupled
half-cells. The measured potential corresponds to the difference of the electron energy.
The arbitrary definition of a reference electrode raises the question of whether the elec-
trochemical potential scale can be correlated with energy scales of electrons in surface
physics. If measuring work functions or electron affinities, the reference value is the free
electron in vacuum. Mehl and Lohmann5 calculated for the electron affinity of a hydrogen
electrode �4.5 eV using the following Born–Haber process

(3.13a)

(3.13b)

(3.13c)

The value neglects the transfer of the ion through a dipole layer at the water surface.
Taking into account the most appropriate model for this dipole layer, Trassatti6 recom-
mended a value of �4.44 eV for the hydrogen electrode on the physical scale. The potentials
on the physical scale are also listed in Table 3.2.

The Gibbs energy of the cell reaction (Eq. (3.10)) can be calculated from the standard
potential. For this calculation the following procedure is applied. The potential of the
copper electrode (I) is referred to the potential of the hydrogen electrode (II). 

(3.14)

A cathodic current is then passed through the copper electrode according to the
direction of the arrow in Eq. (3.10). The cathodic current leads to copper deposition and
hydrogen ionization. One mole turnover defines the Gibbs energy of the cell reaction
(Eq. (3.10)). The standard value of the Gibbs energy (ion activity of one) is obtained by
the equation

(3.15)

The sign in this equation stands for the definition7,8 of the voltage measurement: (i) elec-
trode I minus electrode II and (ii) direction of the cell reaction in Eq. (3.10). The sign
changes if the conditions of the voltage measurements are altered.

The change in the direction of the cell reaction (Eq. (3.10)) means the substitution of
one mole of hydrogen ions by one mole of metal ions. This is called the Gibbs energy of
ion formation and is calculated by the equation

(3.16)

The reference value for the Gibbs energy of ion formation is the hydrogen ion for stan-
dard conditions. The temperature dependence of the potential gives the corresponding
value of the ion formation entropy. The reference value is again the hydrogen ion.
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Then the enthalpy of formation of metal ions is calculated using the Gibbs–Helmholtz
equation.

(3.18)

Values for some metal ions are shown in Table 3.3.9

In non-aqueous electrolytes, the different properties of the solvated metal ions lead
to different equilibrium and standard potentials. For comparing standard potentials,
electrode reactions should be defined as reference systems with similar values in different
solvents. Koepp, Wendt, and Strehlow10 suggested ferrocene/ferrocinium and cobaltocene/
cobaltocenium redox systems. The redox systems are bis-pentadienyl complexes of Fe2�/Fe3�

and Co2�/Co3�, respectively. Gritzner and Kuta11 recommended ferrocene/ferrocinium
and bis(biphenyl)Cr(I)/bis(biphenyl)Cr(0). Salt bridges with conventional cells should be
avoided. Similar to aqueous electrolytes a reference to the physical potential scale is
possible.6 Similar considerations hold for ionic melts and molten and solid electrolytes.

3.1.3 Standard electrode potentials of metal complexes

Different equilibrium values and potentials are obtained if chemicals are added to the
electrolyte, forming complexes of higher stability than the water complex. The complex
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Table 3.3

Examples of Gibbs energy, entropy, and enthalpy of ion formation in reference to the hydrogen ion9

Metal ion (aq) �forG
o� (kJ mol�1) �forS

o� (J K�1 mol�1) �forH
o� (kJ mol�1)

H� 0 0 0
Al3� �485 �321.7 �531
Ba2� �560.77 9.6 �537.64
Pb2� �24.43 10.5 �1.7
Br� �103.96 82.4 �121.55
Cd2� �77.61 73.2 �75.90
Ca2� �553.58 �53.1 �542.83
Cl� �131.23 56.5 �167.16
CrO4

2� �727.75 50.21 �881.15
Fe2� �78.90 �137.7 �89.1
F� �278.79 �13.8 �332.63
J� �51.57 111.3 �55.19
K� �283.27 102.5 �252.38
Cu2� 65.49 �99.6 �64.77
Li� �293.31 13.4 �278.49
Mg2� �454.8 �138.1 �466.85
Na� �261.91 59.0 �240.12
Hg2

2� 153.52 84.5 172.4
OH� �157.24 �10.75 �229.99
Ag� 77.11 72.68 105.58
Zn2� �147.06 �112.1 �153.89
Sn2� �27.2 �17 �8.8



formation reaction is

(3.19)

The free metal ion is still the hydrated ion as described in Eq. (3.1). 
The complex concentration is constant, approximately equal to the initial metal ion

concentration, and is part of the complex constant Kc

(3.20)

Inserting Eq. (3.20) into Eq. (3.6) gives 

(3.21)

(3.22)

An example is the formation of the silver cyanide complex given by

(3.23)

The complex constant is

(3.24)

The complex constant has a value of Kc � 8.00 � 10�22 (mol . l�1).3 The standard elec-
trode potential shifts from E0

o� � �0.799 V to Ec,0
o� � �0.446 V. 

Complex constants and standard potentials of some metal ion complex electrodes with
various complex agents are given in Table 3.4.12

3.2 ALLOYS

3.2.1 Partial molar Gibbs energies

For an alloy one has to describe the mixture of two or more metals in one phase. This can
be done by the introduction of partial molar thermodynamic functions for each component.
This will be described for a binary alloy Ax By. The partial molar Gibbs energy for com-
ponent A is defined for the gas phase.

(3.25)

This is the difference of the Gibbs energy of the component A in the gas phase over the
alloy (pressure pA) and the Gibbs energy of the gas phase over the pure metal phase A
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Table 3.4

Complex constants and standard potentials of some metal ion complex electrodes12

z E0
o� (V) Complex Kc log Kc (0.059/z)log Kc E0

o� (V)

Ag/Ag� 1 0.7991 Ag(NH3)2
� 9.31E-08 �7.03 �0.415 0.384

Ag2Br� 2.00E-10 �9.70 �0.572 0.227
AgBr4

3� 6.20E-10 �9.21 �0.543 0.256
Ag2Cl� 2.00E-07 �6.70 �0.395 0.404
AgCl4

3� 4.80E-06 �5.32 �0.314 0.485
Ag(CN)2

� 8.00E-22 �21.10 �1.245 �0.446
Ag(CN)4

3� 2.10E-21 �20.68 �1.220 �0.421
AgOH 5.00E-03 �2.30 �0.136 0.663
Ag3I

2� 8.00E-15 �14.10 �0.832 �0.033
AgI4

3� 1.80E-14 �13.74 �0.811 �0.012
Ag(CNS)4

3� 9.30E-04 �3.03 �0.179 0.620
Ag(SeCN)3

2� 1.32E-13 �12.88 �0.760 0.039
Ag(SO4)2

3� 5.90E-01 �0.23 �0.014 0.786
Ag(SO3)2

3� 4.50E-08 �7.35 �0.433 0.366
Ag(S2O3)2

3� 3.50E-14 �13.46 �0.794 0.005

Cu/Cu2� 2 0.345 Cu(NH3)4
2� 2.14E-13 �12.67 �0.374 �0.029

CuBr� 5.00E-01 �0.30 �0.009 0.336
CuCl� 7.70E-01 �0.11 �0.003 0.342
CuOH� 3.40E-07 �6.47 �0.191 0.154
Cu(OH)4

2� 7.60E-17 �16.12 �0.476 �0.131
Cu(P2O7)2

6� 1.00E-09 �9.00 �0.266 0.080
Cu(CNS)3

� 6.50E-06 �5.19 �0.153 0.192
CuSO4 4.50E-03 �2.35 �0.069 0.276
Cu(SO3)3

5� 6.50E-10 �9.19 �0.271 0.074
Cu(P4O12)2

6� 2.30E-05 �4.64 �0.137 0.208

Ni/Ni2� 2 �0.25 Ni(NH3)6
2� 1.86E-09 �8.73 �0.258 �0.508

Ni(N2H4)6
2� 1.10E-12 �11.96 �0.353 �0.603

NiOH� 2.50E-05 �4.60 �0.136 �0.386
Ni(P2O7)2

6� 6.50E-08 �7.19 �0.212 �0.462
Ni(CNS)3

� 1.55E-02 �1.81 �0.053 �0.303
NiSO4 4.00E-03 �2.40 �0.071 �0.321
NiP4O12

2� 1.12E-05 �4.95 �0.146 �0.396
NiS2O3 8.70E-03 �2.06 �0.061 �0.311
NiP3O9

� 6.00E-04 �3.22 �0.095 �0.345

Pb/Pb2� 2 �0.126 PbBr4
2� 1.00E-03 �3.00 �0.089 �0.215

PbCl3
� 1.40E-02 �1.85 �0.055 �0.181

PbOH� 6.00E-07 �6.22 �0.184 �0.310
PbI3

� 2.22E-05 �4.65 �0.137 �0.263
PbNO3

� 3.30E-01 �0.48 �0.014 �0.140
Pb(P2O7)2

6� 4.74E-06 �5.32 �0.157 �0.283
Pb(S2O3)3

4� 4.48E-07 �6.35 �0.187 �0.313

Sn/Sn2� 2 �0.14 SnBr3
� 4.50E-02 �1.35 �0.040 �0.180

SnCl3
� 2.10E-02 �1.68 �0.049 �0.189

SnOH� 2.00E-10 �9.70 �0.286 �0.426



(pressure pA
0). In the condensed phase the partial molar Gibbs energy for component A is

defined by the activity in Eq. (3.26) 

(3.26)

In equilibrium, the partial molar Gibbs energy for component A of the gas phase is equal
to the partial molar Gibbs energy for component A in the condensed phase

(3.27)

Comparison of Eqs. (3.25) and (3.26) leads to Eq. (3.28)

(3.28)

The activity of component A in the alloy phase is equal to the ratio of the partial pressures
of A in the gas phase over the alloy and the pure component A.

In the principal form, corresponding equations also exist for component B. But
experimentally, the vapor pressure of only one component, the more volatile component,
can be determined. The vapor pressure of the other component can be calculated by the
Gibbs–Duhem or the Duhem–Margules equation, as will be explained in detail in Section
3.2.3.

The measurement of partial pressures over a liquid or solid mixture of two metals is not
as simple. Mostly, it is restricted to higher temperatures or even to the molten phase. The
direct measurement can be done, for example, in high or ultra high vacuum, using a
Knudsen cell and a mass spectrometer for selective pressure determination. Dynamic
measurements were developed, e.g., transportation methods. A steady stream of a reactive
gas is passed over the sample transporting the reactive component to a cooled region of
the apparatus. From the measured mass of the transported metal and the flow rate the
vapor pressure can be calculated. Kubaschewski et al.13 have given a detailed description
of the experimental possibilities.

Examples of the activity of a component A (equal to the ratio of the partial pressure
pA over the alloy and the pressure pA

0 over the pure component A) as function of the mole
fraction xA are shown in Figure 3.6. 

Figure 3.6a shows the ideal case of a linear dependence of the activity on the mole fraction

(3.29)

This expression is called Raoult’s law. More complex behavior is shown in Figure 3.6b–d.
Raoult’s law is observed as a limiting case for xA→1. Another limiting law is found for
xA→ 0 that is called Henry’s law

(3.30)

where KA is the equilibrium constant of the distribution of component A between the gas
phase and the condensed phase. The importance of these limiting laws is that experimental
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data at small concentrations can only be determined with a large error. Using the limiting
laws one can extrapolate measurements down to xA→ 0 or xA→1. 

3.2.2 Electrochemical measurements of partial molar functions

A second method to determine partial molar Gibbs energies and activities of alloy com-
ponents in an alloy is the measurement of the cell voltage of the cell shown in Figure 3.7.
The alloy can be formed by metallurgical alloying or, as is shown in Figure 3.7, be
deposited on a substrate either electrochemically or by vapor deposition methods.

The cell reaction is described by the following equations:

(3.31a)

(3.31b)

(3.31c)A A B A B� �x y x dx y�

A B A A Bx y
z

x dx yze� ��
�

� �
A A� z ze�� �
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Figure 3.6 Activity of aA of component A in the alloy versus the mole fraction xA. (a) represents
the ideal case (Raoult’s law), (b) and (c) the different forms of interaction between the components,
and (d) the case of a miscibility gap (dashed line Henry’s law).13

Figure 3.7 Combination of a bulk metal electrode and an alloy electrode. The alloy is shown as a
layer deposited on a substrate. The cell reaction is the transformation of one mole of pure metal into
the alloy of composition Ax B1�x.



The equilibrium potential of this cell �EA is the difference between the potential of the
metal in the alloy state EA minus the potential of the pure metal EA

0

(3.32)

It is related to the partial molar Gibbs energy of the component A by the equation

(3.33)

The sign is defined by the procedure of Section 3.1.2, Eqs. (3.14) and (3.15). The alloy elec-
trode (electrode I) is measured versus the pure metal electrode (electrode II) and a cathodic
current is assumed through the alloy electrode determining the direction of the cell reaction. 

To measure the equilibrium potential of such a cell several experimental restrictions
must be observed. Some examples are given in the following listing:

– At the interface alloy/electrolyte the concentration of the alloy components must be
the same as in the bulk of the alloy. In aqueous electrolytes or in molten salts the less
noble component might dissolve in the electrolyte and thus lead to concentration fail-
ures. This could be avoided by keeping up a small cathodic current preventing disso-
lution. The current may not distort the potential measurement. 

– The equilibrium of the ion exchange at the alloy/electrolyte interface must be estab-
lished. A slow mobility of metal atoms in the alloy could prevent equilibrium conditions. 

– If a solid electrolyte is used the conductivity of the electrolyte might be a problem. The
conductivity necessary for the measurement may only be achieved at sufficiently high
temperatures.

For these reasons, potential measurements of alloys are frequently made at higher temper-
atures with solid electrolytes or by using molten salt electrolytes. Measurements in aqueous
electrolytes and at room temperatures were mostly restricted to mercury alloy (amalgam)
electrodes. 

From Eq. (3.33), one can derive relations between the activity aA and the cell voltage �EA

and between the logarithm of the activity coefficient �A and the cell voltage �EA of A in the
alloy

(3.34)

(3.35)

If �EA and its temperature dependence are measured, the partial molar entropy of component
A can be determined

(3.36)�
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Then the partial molar enthalpy of A in the alloy can be calculated using the equation

(3.37)

As an example, the alloy system AgAu will be described in Section 3.2.3. 

3.2.3 Agx Auy—example of a solid solution

Ag and Au form a system of complete miscibility in the solid state. The atomic diameter
of Ag is d�0.2890 nm, the diameter of Au is 0.2884 nm. The electronegativity of Ag (after
the calculation of Martynov and Batsanov) is � �1.08 for Ag and � �1.19 for Au.14,15 As
a result of this geometrical and chemical similarity, the atoms in the crystal lattice can sub-
stitute each other.

Kubaschewski and Huchler16 measured the cell voltage as a function of temperature.
The cell used for such experiments is shown in Figure 3.8. Figure 3.8a shows the ceramic
cup in which the AgxAuy /Ag electrode couple separated by a thin glass electrolyte film
was placed. The ceramic cup was placed in a larger cell (Figure 3.8b) with thermocouple
and facilities for measuring in an inert gas atmosphere (nitrogen). Other cell types for high
temperature measurements can be found in the literature.13

In the alloy AgxAuy, silver is the electronegative component (the less noble one) and
gold is the electropositive component (the more noble one). The electrolyte in the given
example was a special glass with Ag ion conductivity. The glass was melted on the silver
electrode. The electrolyte film had a thickness of 0.1 mm and the resistance was of the order
of 2000 �. The cell reaction was described in the previous chapter. The electrode process
(Eq. (3.31)) consisted of the transfer of metal atoms from the pure Ag into the alloy envi-
ronment AgxAuy keeping the alloy composition constant. Eqs. (3.33)–(3.37) could then be
applied to calculate the partial molar functions of the AgxAuy system.

The potential difference �EAg�EI�EII was measured as function of temperature in
the temperature range of 350–650 	C. Linear plots were obtained and average values of
�EAg could be determined for selected temperatures. In Figure 3.9, values for 400, 500,
and 600 	C are presented as a function of the mole fraction of Ag in the alloy. Larger
values of the voltage were measured at a higher gold content. The potential differences
approached zero for silver-rich alloys.

Corresponding partial molar Gibbs energies for 500 	C were calculated using Eq. (3.33).
From the temperature dependence of the potentials partial molar entropies were calculated
using Eq. (3.36). Finally, partial molar enthalpies were obtained using Eq. (3.37). Values
of the partial molar functions of Ag as a function of composition are summarized in
Table 3.5.

The activity of Ag in the alloy can be calculated with Eq. (3.34) as the function of the
mole fraction. Results for 500 	C are shown in Figure 3.10. 

A comparison of Figures 3.10 and 3.6 shows that the AgxAuy alloy represents the type
of alloy shown in Figure 3.6b. For the determination of the linear extrapolation according
to Henry’s law the region of low mole fractions is shown in Figure 3.11.
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The equation determined for Agx Auy is

(3.38)

Extrapolations to higher mole fractions can be made by the data fit in Figure 3.10 and by
Raoult’s law. The possibility for such data fits provides a way for smoothing experimental
data and to obtain data in regions of limited accuracy, typically for xA→ 0 or xA→1. For
reasons of transparency, only the experimental values of Kubaschewski and Huchler16

were used in the following calculations. 

a xAg Ag� 0 16. �
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Figure 3.8 (a) Ceramic cup for potential measurements in the alloy system AgxAuy. (1) Ag plate
with connecting Pt wire (8), (2) Ag electrode, (3) glass film melted on the Ag electrode (thickness
ca. 0.1 mm), (4) AgxAuy alloy electrode with platinum contact wire (8) in a ceramic cup, (5) pressed
on the electrolyte layer by the cover of the ceramic cup (6), and an alumina tube (7).16 (b) Apparatus
used for potential measurements in the alloy system AgxAuy with the ceramic cup (5) shown in detail
in Figure 3.8a. (7) alumina tube, (8) platinum wire connections to the electrodes, (9) wire to hold the
ceramic cup, and (10) thermocouple.16
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Figure 3.9 Potential difference between a AgxAuy alloy electrode and a pure Ag electrode at three
different temperatures.16

Table 3.5

Values of partial molar thermodynamic functions of silver and gold in the AgxAuy alloy as a 
function of composition for 500 	C. The values for gold were obtained by integration of the 

Gibbs-Duhem equation (Section 3.2.4, data for xAg�0.169 were omitted for the integration of the 
entropy values)

�G
– (Ag) �S

– (Ag) �H
–  (Ag) �G

– (Au) �S
– (Au) �H

–  (Au)
xAg (kJ mol�1) (JK�1 mol�1) (kJ mol�1) (kJ mol�1) (JK�1 mol�1) (kJ mol�1)

0.000 0.00 0.00 0.00
0.037 �33.16 23.21 �15.22 �0.26 0.00 �0.26
0.088 �24.63 16.50 �11.87 �0.79 0.46 �1.15
0.169 �20.01 19.93 �4.60 �1.46
0.208 �18.27 10.37 �10.25 �1.86 1.56 �3.07
0.234 �16.69 9.79 �9.12 �2.31 1.73 �3.65
0.287 �15.60 8.73 �8.85 �2.69 2.10 �4.31
0.379 �11.46 6.66 �6.31 �4.76 3.15 �7.20
0.440 �9.88 5.60 �5.55 �5.86 3.89 �8.87
0.532 �7.82 4.83 �4.08 �7.82 4.63 �11.40
0.647 �4.52 3.83 �1.55 �12.08 6.10 �16.80
0.733 �3.07 2.55 �1.10 �16.24 9.03 �23.22
1.000 0.00 0.00 0.00
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Figure 3.10 Activity of Ag in the alloy AgxAuy as function of the mole fraction of Ag, temperature
500 	C.

Figure 3.11 Activity of Ag in the alloy AgxAuy at low mole fractions of Ag, temperature 500 	C.
The solid line is a polynomial fit of the experimental data and the constant in Henry’s law can be
determined from the linear fit.



3.2.4 Partial molar functions of component B

The partial molar functions of the component B can be calculated using the Gibbs-Duhem
equation. The Gibbs–Duhem equation for any partial molar function Z

–
(Z
–

equal to �G
–
, �S

–
,

�H
–
, etc.) has the general form

(3.39)

Applied to the Gibbs function of a binary alloy one obtains

(3.40)

(3.41)

The integration of these equations gives the partial molar functions of component B. For
the integration the integration constants must be known. Because the potential difference
was measured between the alloy and the pure metal, the partial molar functions are rela-
tive values referring to the pure metal as a reference state. Therefore, integration is carried
out between xB�1, xA�0 and xB, and xA�1�xB.

Integrating these equations, one sometimes extrapolates to xA→ 0. For xA→ 0, aA also
goes to zero when the activity coefficient �A approaches a constant value. Therefore, a
better way is to integrate the activity coefficients 

(3.42)

In a similar manner one can reduce �G
–

A and �S
–

A to the non-ideal part with the equations

(3.43)

(3.44)

These functions are called excess functions.
Integration of Eq. (3.42) from xA � 0, xB � 1 (�B � 1, ln �B � 0) to xA, xB � 1�xA gives

the equation

(3.45)

For the integration of Eq. (3.45) one can plot xA/xB versus ln �A as shown in Figure 3.12
for the Agx Auy system. 

Integration of the data gives the logarithm of the activity coefficients of gold, ln �Au.
Using these data, the activities of gold on the AgxAuy alloy can be calculated. The results
plotted versus the molar fraction of Ag are shown in Figure 3.13.
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Figure 3.12 Plot of xA/xB versus ln �A for the AgxAuy system.

Figure 3.13 Activity of Au in the alloy AgxAuy versus the mole fraction of Ag, temperature 
500 	C. The experimental data can be represented by a curve similar to the data fit in Figure 3.10.



The data shown in Figure 3.13 can be compared with the data for silver shown in
Figure 3.10. In Figure 3.10 the data for xAg�0.8 could be fitted by the solid curve.
Calculations with such extended data files provide a way to also obtain values for gold in
this region and to support the data fit in this region in Figure 3.13.

With the data in Figure 3.13 the partial molar Gibbs energy of gold was calculated.
With the same integration procedure the partial molar entropy of gold was obtained using
excess entropy values. Finally, the partial molar enthalpy was calculated. The values for
the complete set of thermodynamic functions for gold in the alloy system as function of
composition are shown in Table 3.5. 

3.2.5 From partial molar functions to integral functions

With the partial molar functions �Z
–

A and �Z
–

B one can calculate the integral functions. One
obtains for an alloy of composition xA and xB the thermodynamic functions of formation

(3.46)

Another way to obtain integral thermodynamic functions is provided by the
Duhem–Margules equation. The partial molar function �Z

–
A is plotted versus y (the

composition of the alloy is represented by the formula Ay B) and then is integrated from
y�0 to y

(3.47)

This procedure provides a second way to obtain partial molar functions of component B.
The partial molar functions of A, �Z

–
A, are known from potential measurements. One can then

calculate the partial molar functions of component B from �for Z subtracting the partial
molar function �Z

–
A according to the equation 

(3.48)

The procedure is demonstrated for the example AgxAuy. The excess function of the
partial molar Gibbs energy calculated with Eq. (3.43) is shown as function of the stoi-
chiometric number y in the formula AgyAu (y is equal to the ratio xA/xB) in Figure 3.14.
For the integration between y�0 and y, �G

–
ex, Ag must be extrapolated to y�0. A logarith-

mic data fit was used for the extrapolation.
The excess function of the Gibbs energy of formation, �forGex, calculated with Eq. (3.48),

is shown in Figure 3.15, where the values of �forGex are also represented by a Gaussian fit.
This is a further possibility of data smoothing and data extrapolation. 

From �forGex, first the excess function and then the partial molar Gibbs energy of gold can
be calculated. The calculated values and values from Table 3.5, which were obtained by the
integration of the Gibbs equation described in the previous chapter, are shown in Figure 3.16. 
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3.3 INTERMETALLIC PHASES AND COMPOUNDS

3.3.1 Potential versus mole fraction diagrams

In the example above, the AgxAuy system was seen to consist of two metals (either with
complete miscibility or just a miscibility gap) and to only form solid solutions. In many
other systems the chemical similarity is much less pronounced. Solubility is limited and new
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Figure 3.14 Excess function of the partial molar Gibbs energy of silver in the silver–gold alloy
plotted as function of y in AgyAu. The solid line is a logarithmic fit of the experimental data.

Figure 3.15 Excess function of the Gibbs energy of formation, �forGex, as function of the mole
fraction of Ag and with Gaussian fitted data.



crystallographic structures (phases) or even new compounds (intermetallic compounds)
are formed. Information about compound or phase formation is obtained from the same
experimental parameters as introduced in Section 3.2.1. The ratio of the partial pressure of
component A is above the condensed phase and above the pure phase. This is equal to the
activity of A in the condensed phase. 

The activity can also be obtained from voltage measurements versus the pure phase A
as the reference electrode. But in the case of the formation of intermetallic phases or
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Figure 3.16 Partial molar Gibbs energy of Au in the alloy AgxAuy as function of the mole fraction
of Ag. Two sets of values are shown: The first set (squares) was calculated with the Gibbs-Duhem
equation, as described in Section 3.2.3, and the second set of data (circles) was calculated with the
Duhem–Margules equation, temperature 500 	C.

Figure 3.17 Activity diagrams for (a) systems with a non-stoichiometric phase and (b) systems
forming intermetallic compounds.



compounds, the dependence of the activity on the mole fraction shows the characteristic
slopes and plateaus schematically shown in Figure 3.17.

The more complex diagrams have led to the development of some modifications of the
methods to determine the characteristic thermodynamic functions. This will be described
in the following chapters.

3.3.2 Coulometric titration

The measurements of metallurgically prepared alloys, which were used as alloy electrodes
in cells as in Figure 3.7, are limited in their number of data points. A big advantage that
was introduced by Wagner17 is the coulometric titration. The cell is either a two-electrode
cell or a three-electrode cell with a solid electrolyte or a molten salt electrolyte. The
alloy is not preformed but is formed instead by a slow electrochemical deposition of
component A into the component B (current I). The mole number of A deposited is deter-
mined by the equation

(3.49)

After deposition, the system must achieve an equilibrium distribution of the deposited
metal. This is only possible if the metal A has enough mobility within the matrix of B,
which is only possible at higher temperatures. This also limits the thickness of an alloy
sample so that either a thin wire or a thin film electrode is used. With ultra thin metal
films or with metal clusters, new applications of this method seem possible at lower
temperatures.

3.3.3 Coulometric titration: the system LiAl

Weppner and Huggins18–20 extensively applied the coulometric titration method. One
example of the formation of intermetallic phases or compounds is the LiAl system. Here
the electrolyte was a eutectic mixture of LiCl and KCl.18 Li was deposited into Al by
coulometric titration. The Li content in the Al film electrode was increased in small steps.
The potential was measured after equilibration of the alloy electrode. In Figure 3.18 the
potential of an LiAl electrode versus an Li electrode is shown as function of y, the stoi-
chiometric coefficient in the formula LiyAl. 

The interpretation of the diagram is the following:

– At low Li contents Li is dissolved in aluminum (�-phase). The activity of Li is very low
but increases fast until the LiAl phase (�-phase) begins to form at 9.2 at% (y�0.10 in
Figure 3.18).

– The well-defined plateau marks the equilibrium between Li-saturated aluminum and
the LiAl phase. The equilibrium is described by the equation 

(3.50)Li Al LiAl� �

n
zF

I t
t

A d�
1

0
∫
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Potential and activity of Li stay constant until at 46.8 at% Li (y�0.88 in Figure 3.18),
where the lower existence limit of the LiAl �-phase is reached. 

– At first the activity of Li in this new compound is of the vacancies and then above
50 at% Li ( y�1.00 in Figure 3.18) of interstitial Li atoms whereupon the slope of the
curve in the potential diagram changes. 

– At 56 at% Li ( y�1.27 in Figure 3.18) equilibrium to a third phase (�-phase) is achieved
with the average stoichiometry of Li3Al2. This is described by the equation

(3.51)

– The �-phase Li3Al2 exists in a smaller region between 60.3 and 61.7 at% Li (y�1.52
and y�1.61 in Figure 3.18).

– At higher Li concentrations a solution of Al in Li is formed as a fourth phase.

Measurements at Li concentrations above 60 at% Li do not hint of other LiAl phases, but
the measurements at these Li concentrations are difficult and are no real proof for the 
non-existence of such phases. 

The evaluation of thermodynamic data follows the same principles as described in the
previous chapters but the existence of intermetallic phases or compounds must be taken
into account. The extrapolation to well-defined limiting values is restricted. While for
solid solutions thermodynamic functions are mostly defined for a composition AxB1�x,

Li 2LiAl Li Al3 2� �
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Figure 3.18 Potential of an LiyAl electrode with increasing Li content versus a pure Li
electrode. (Reproduced with permission from Ref. [18], © 1979, The Electrochem. Soc.)



the stoichiometric formula is used as an alternative for an intermetallic compound. 
For calculation of thermodynamic functions, the data are plotted as function of y (y the
stoichiometric coefficient in AyB). 

The first data calculated from the potential values are the partial molar Gibbs energies
of Li and the activities of Li in the alloy phases. The partial molar Gibbs energies are
shown versus y in LiyAl in Figure 3.19. 

Using the Duhem–Margules equation,

(3.52)

one obtains by integration of the partial molar Gibbs energies the Gibbs energies of
formation of AxA

BxB
. The values for LixAl1�x are shown in Figure 3.20. The activity and

activity coefficient of component B (Al) can be obtained from the energy of formation
�forG(AxA

BxB
) by the previously described procedure.

The Gibbs energy of formation is defined as

(3.53)
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Figure 3.19 Partial molar Gibbs energies �G
–

Li in an LiAl electrode with increasing Li content,
which is represented by y in LiyAl.



The values of ln aB can then be calculated by the equation

(3.55)

For phases of mean composition, e.g., Li0.5Al0.5, another presentation of thermodynamic
functions is possible. The value of a thermodynamic function relative to the value of
stoichiometric composition is given. This is extensively described by Weppner et al.18,19

3.3.4 Intermetallic compounds: the system LiSb

In Figure 3.21 potential measurements in the system LiSb are shown.19 While the borders
between intermetallic phases and intermetallic compounds in the LiAl system were fluc-
tuant, the system in Figure 3.21 shows two intermetallic compounds Li2Sb and Li3Sb
which are of nearly ideal stoichiometry. 

The Gibbs energy of formation is calculated from the plateau potential of Li2Sb by the
equation

(3.56)

A value of (�176.0
1) kJ . mol�1 was obtained.

� �for Li Sb Li2
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Figure 3.20 Gibbs energy of formation of �forG of LixLi
AlxAl

as function of the mole fraction of 
Li, xLi.
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Figure 3.21 Coulometric titration plot of deposition of Li into Sb. Potentials versus a pure Li electrode,
temperature 360	C. (Reproduced with permission from Ref. [19], © 1978, The Electrochem. Soc.)

Figure 3.22 Coulometric titration of Li3Sb. Region of variable stoichiometry, temperature 360 	C.
(Reproduced with permission from Ref. [19], © 1978, The Electrochem. Soc.)
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The authors also measured the temperature dependence of the plateau potentials in the
range of 355–600 	C and then calculated the entropy of formation and the enthalpy of
formation of Li2Sb using Eqs. (3.57) and (3.58).

(3.57)

(3.58)

The values obtained by the calculation are (�66
1) J . mol�1 . K�1 for the entropy of for-
mation and (�220.4 
 0.7) kJ . mol�1 for the enthalpy of formation. 

In Figure 3.21 the second intermetallic compound Li3Sb also looks like a stoichiometric
compound. The high accuracy of the coulometric titration method reveals that this com-
pound has a very small region of variable stoichiometry of Li3
�Sb with � � 
10�3. This
is shown in Figure 3.22.

Figure 3.22 demonstrates the high precision of coulometric titration and the accuracy
achievable for thermodynamic data by electrochemical potential measurements.
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Figure 3.23 Potential measurements of CuZn alloys at room temperatures.21 The bracketed line
was calculated with the data of Ölander.22



3.3.5 Measurements at room temperatures: CuZn

So far all the measurements were made at higher temperatures. Measurements of alloy
potentials, however, can also be made at room temperature. For this purpose,
Schwitzgebel21 developed a cell where the surface of an alloy electrode could be grinded
in the electrolyte. On the fresh surface, reproducible potential measurements were possible.
One system investigated was the classical brass alloy CuZn. The first potential measure-
ments at higher temperatures using a molten salt electrolyte were published by Ölander.22

The present phase diagram is still based on these measurements. The new measurements
at 25 	C are shown in Figure 3.23. 

The results are in excellent agreement with Ölander’s work and extend the phase infor-
mation down to room temperature.
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Ad-Atoms and Underpotential Deposition

In the previous chapter, the equilibrium between the solid and the liquid phase was described.
The interface between the two bulk phases is the mediator and any processes between the
two neighboring phases will be influenced by the properties of this interface. In this chapter
the properties of this interface and methods of investigation will be described.

4.1 THE THERMODYNAMIC DESCRIPTION OF THE INTERPHASE

4.1.1 The electrochemical double layer

In Figure 4.1 a model is shown of the interface of an electrode in contact with an elec-
trolyte that is otherwise known as the electrochemical double layer. 

The description of the surface region distinguishes several layers.1 These layers locate
the different charges on both sides of the interface, qm on the solid side and qel on the elec-
trolytic side, that build up the potential difference between the sides. If the solid phase is a
metal, the charge qm is located in the Thomas–Fermi layer which is less than an Angstrom
(0.1 nm) thickness. The charge for a semiconductor, on the other hand, is located in the
space-charge region which can have a thickness of several hundred nanometers depending
on the doping level (Figure 4.2). On the electrolytic side of the double layer, ions can be
specifically adsorbed on the electrode forming the inner Helmholtz layer. In the adsorption
process the ions can lose part of the solvation shell and part of their charge. Also uncharged
molecules can be adsorbed in the inner Helmholtz layer. If only electrostatic forces are
acting, the ions will just approach the electrode to a distance determined by the thickness
of the solvation layer at the electrode surface and of the solvation shell of the ions. This
layer is called “the outer Helmholtz layer.” The contribution of the thermal forces can
distribute the charge in the electrolyte. This layer is called the “Gouy–Chapman layer” or
“diffuse double layer.” Its contribution to the surface properties is most pronounced when
there is a small surface charge and at low electrolyte concentrations.

The crudest description of the electrical properties is the application of the model of a
plate condenser to the double layer. The capacitance is given by the equation

(4.1)C
A

d
� ��0
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where C is the capacitance, � the permittivity of the medium between the condenser plates,
and �0 the permittivity of the vacuum. A is the electrode area and d the distance between
the charged surface planes. This equation is an approximation for the outer Helmholtz
layer in the case of the absence of specific adsorption. The potential difference of the
inner or Galvani potential across this layer between the metal and the Helmholtz plane
��H � �m � �H is proportional to the surface charge density qm of the metal side of
the double layer. It can be described by the equation

(4.2) 

Gouy and Chapman developed the theory for the diffuse part of the double layer in front
of the electrode.2 In a first approximation and for a z/z valent electrolyte, an exponential

��
��H m�
d

q
0

Figure 4.1 Model of the electrochemical double layer on a metal electrode. TF Thomas–Fermi
layer, iH layer of specific adsorption (inner Helmholtz layer), H Helmholtz layer (outer Helmholtz
layer), and GC Gouy–Chapman layer.



potential decay with increasing distance x from the Helmholtz plane was derived.

(4.3)

The potential �H is the potential in the plane of closest approach for the solvated ions to
the electrode surface, which is the Helmholtz plane. This plane can be different for anions
and cations. The constant � of the exponential function is given by the equation

(4.4)

The reciprocal value is a measure for the thickness of the Gouy–Chapman layer. 

(4.5)

On the surface of a metal the surface charge concentrates in the very thin 
Thomas–Fermi layer. The charge for a semiconductor is distributed in a layer similar
to the Gouy–Chapman layer called “the space-charge layer.” A theory similar to the
Gouy–Chapman theory can be developed for the space-charge layer.3 If one combines
the potential variation in the different layers of the electrochemical double layer, one gets
the description shown in Figure 4.2. 

1
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Figure 4.2 Potential changes in the different parts of the double layer. ��sc potential drop in the
space-charge layer, ��H potential drop in the Helmholtz layer, and ��GC potential drop in the
Gouy–Chapman layer (Bard, Memming. Miller4). 



The potential change between the electrode and the electrolyte is the sum of the different
potential drops

(4.6)

The total capacitance of the double layer is given by a linear combination of the recip-
rocal capacitances of the different layers, that is, for a metal electrode

(4.7)

For a semiconductor electrode a third term, the capacitance of the space-charge layer,
must be added

(4.8)

Usually the capacitance of the Helmholtz layer and at higher electrolyte concentrations
the capacitance of the Gouy–Chapman layer are much larger than the capacitance of the
space-charge layer. Therefore, the reciprocal term can be neglected. The space-charge
layer is the dominant element and represents the properties of the double layer for semi-
conductor electrodes

(4.9)

The adsorption layer (inner Helmholtz layer) is also important. In the case of the specific
adsorption of a selected ion, the adsorbed mass is given by the surface concentration ad

(mol m�2) and the corresponding charge is qad � zad Fad (C m�2). In a more specific
description in which only metal electrodes will be discussed, the following relation can be
derived for the relation between the measured capacitance to the capacitance values of the
different layers

(4.10)

The partial derivation ∂qad/∂qm is made at constant concentration that means constant
chemical potential �.

The charge on the metal surface is qm. Substituting the charge qad gives

(4.11)

A general description of the different capacitances of electrified interfaces was given by
Trasatti and Parsons.5
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4.1.2 Ideally polarizable electrodes

The thermodynamic description of the boundary layer between electrode and electrolyte is
usually based on the application of Gibbs’s fundamental equation to the double layer. For
this application the surface region is considered as a separate phase called the “interphase”
(Figure 4.3). In the following description it is assumed that no Faradaic current between
the electrode and the electrolyte is possible, which means no reduction or oxidation can
occur. This is called an “ideally polarizable electrode.”

The interphase region is limited on both sides by vanishing differences of the main
intensive parameters to the bulk phase. At constant temperature and constant pressure the
Gibbs–Duhem equation for the interphase has the form6

(4.12)

where 
 is the Gibbs surface energy (for liquid electrodes equal to the surface tension), qm

is the surface charge density of the metal side of the interphase (in C cm�2), E the elec-
trode potential versus a constant reference electrode, i the surface concentration of a
component in the interphase (in mol.cm�2), and �i the chemical potential of the component
i in the electrolyte.*

4.1.3 Electrocapillary curves

Eq. (4.12) leads to two quantities, which can be experimentally determined. The charge on
the metal side of the interphase is obtained by the dependence of the surface energy on the
potential at constant activities

(4.13)

This equation is called Lippmann equation.7
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Figure 4.3 The concept of an interphase to describe the surface properties between two electrified
phases, �-phase and �-phase.



For the application of this equation one has to measure surface energy (surface tension)
and its dependence on electrode potential at constant activities of the different compo-
nents. Precise measurements are restricted to liquid metals like mercury or gallium and
their alloys. Classical experiments were made with the Lippmann electrocapillary meter.
The measurement of the drop time or the drop frequency of a dropping mercury electrode
is easier. 

A typical measurement for mercury in an inert electrolyte is shown in Figure 4.4. The
charge of the interphase is given by the derivative of the surface tension versus the elec-
trode potential. The maximum of the capillary curve represents a point with charge zero.
This is called the potential of zero charge (pzc). On the cathodic side of the pzc the elec-
trode is charged negatively and on the anodic side it is charged positively. If substances
are added, which are adsorbed on the electrode surface, the pzc either shifts to negative
potentials with anion adsorption (curve 2) or to positive potentials with cation adsorption
(curve 3).

The charge on each side of the interphase is the sum of the charge of the different
charged components. For a metal electrode and on the metal side, using the simple
jellium model, this is the difference between the positive metal kernels and the
electrons. This difference represents the asymmetry of the electron density on the metal
surface.

(4.14)q F z Fi i
i

em � �� �,∑ �
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Figure 4.4 Dependence of the surface energy (surface tension) of a mercury electrode on the
potential. (1) 0.55 mol.dm�3 H2SO4, (2) 1.1 mol.dm�3 HBr ( Br� adsorption), and (3) 0.55 mol.dm�3

H2SO4 � 0.1 mol.dm�3 C6H11NH2 (C6H11NH3
� adsorption).8



The charge of the electrode side qm must be balanced by the charge of the electrolytic
side qel � �qm, which is the sum of the charge of the different ionic components in the
double layer, the diffuse as well as the Helmholtz double layer. The model was shown in
Figure 4.1. The sum is given by the equation

(4.15)

The surface concentration  stands for the different ions and their different charges zi

(cations zi � 0 and anions zi � 0). 
Much less accurate than the surface tension measurements on liquid electrodes are

surface energy or surface tension measurements on solid electrodes. The special properties
of metal electrodes will be treated in Section 4.1.7, but the measurement of the capacitance
can be an alternative even for liquid electrodes. The differential capacitance is related to
the surface energy by the equation

(4.16)

As an example, the capacitance of a mercury electrode in NaF on the potential is shown
for different electrolyte concentrations (Figure 4.5). The pzc is obtained from these meas-
urements at low electrolyte concentrations. By integration of the differential capacitance
versus potential curves the surface charge is obtained. 

Capacitance measurements are extensively used for investigation of semiconductor
electrodes (Chapter 9).

4.1.4 Adsorption isotherms

The second quantity obtained from the Gibbs–Duhem equation is the relative surface
excess i(s), which is the difference of the amount of a substance in the interphase and the
relative amount of solvent (s) expressed by the ratio of the mole fractions xi and xs.

(4.17)

The relative surface excess is a result of the restriction that only i�1 chemical potentials
are independent quantities. The meaning of the expression is explained in Figure 4.6. 

The relative surface excess is obtained from the dependence of the surface energy on the
activity of the independent variable components.

(4.18)

This is called the Gibbs adsorption isotherm. The equation represents the most general
and pure thermodynamic description of enrichment of a substance on a surface. The
description of the surface concentration of ions on the electrode is also possible by special
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Figure 4.5 Dependence of the differential capacitance of a mercury electrode on the potential.
(1) 0.001 mol.dm�3 NaF, (2) 0.01 mol.dm�3 NaF, (3) 0.1 mol.dm�3 NaF, and (4) 0.9 mol.dm�3 NaF.
The representation is based on measurements by Grahame.9 

Figure 4.6 Schematic presentation of the relative surface excess i(s) . ci(x) and cs(x) are the
concentration of substance i and solvent s in front of the surface. Usually large excess of the solvent
in the electrolyte, represented by the ratio xi/xs, reduces the concentration of the solvent to the
concentration of the substance i. The relative surface excess is the hatched area in the diagram.
If (xi /xs )cs ≈ c–i the relative surface excess is approximately the surface excess of the adsorbed
substance over its bulk concentration.



models, which lead to adsorption isotherms that describe the dependence of the surface
concentration  on the electrolyte concentration c with model parameters. For conven-
ience the surface concentration is usually expressed by the surface coverage � � /max,
the ratio between the surface concentration and the maximum surface concentration. The
Langmuir isotherm is the simplest example. 

(4.19)

The adsorption constant Kad is characteristic for the surface enrichment of a substance.
For the description of ion adsorption the strong electrostatic forces between the ions must
be taken into account. The first equation applicable to these problems was the Frumkin
isotherm.10

(4.20)

The constant g determines the ion or molecule interaction. g � 0 implies repulsion and
g � 0 attraction. Temkin11 derived a similar isotherm for rough surfaces. Several more
models of adsorption isotherms are described in the literature.

4.1.5 Reversible electrodes

The thermodynamic description of the electrode–electrolyte interface of a reversible elec-
trode differs from the simple case of the polarizable electrode.12 The concentrations of the
redox components in the electrolyte and the potential are related by the Nernst equation.
This means dE must be substituted by

(4.21)

No longer an independent variable, the electrode potential is determined by the redox
concentrations. Accordingly, the surface excess of redox components and charge qm are
also not independently determinable. The expressions for the redox components are shown
in the following equation

(4.22)

As an example, the surface excess of the quinon–hydroquinone redox components on
mercury is shown in Figure 4.7.

While the surface excess of quinon or hydroquinone cannot be determined without
addition or substraction of qm/zF, the charge term is eliminated if the sum of the relative
surface excess values of quinon and hydroquinone is formed. 

� �d d dox
m

ox red
m

red
 � �� � �( ) ( )ln lns s

q

zF
RT a

q

zF
RT a

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

d d ox

red

E
RT

zF

a

a
� ln

	
	

	
1�

� K c
g

RTad exp
⎛
⎝⎜

⎞
⎠⎟

	 �
�

K c

K c
ad

ad 1

4.1 The Thermodynamic Description of the Interphase 109



For an example of a metal electrode in equilibrium with a solution of metal ions, the
equation for the relative surface excess of the metal ions is

(4.23)

Surface charge and charge of adsorbed ions can be considerably different. For complete
coverage one can calculate

(4.24)

Therefore, if the charge zFMez�(s) � qm in Eq. (4.23) is much larger than 10�5 C cm�2 it
is mostly determined by adsorbed metal ions. The same argument can be applied to the
surface excess of the redox pair in Figure 4.7. Under similar conditions the contribution
of the surface charge to the surface excess values of quinon and hydroquinone can be
neglected.

4.1.6 Partial charge and electrosorption valency

For molecules and ions adsorbed at the interphase the possibility of partial discharge is
discussed in the literature. Metal deposition, for example, can occur in two steps with a
partial charge transfer

(4.25a)

(4.25b)Me e Mead ad
adz z� � �

Me e Mead ad
adz zz+ � � � �

q zF z sm Me�� � �( )

�d dMe
m

Me
� �� �� z zs

q

zF
RT a( ) ln

⎛
⎝⎜

⎞
⎠⎟

110 4. Ad-Atoms and Underpotential Deposition

Figure 4.7 Relative surface excess of the redox components quinon and hydroquinone on a
mercury electrode.13



The intermediate adsorbed ion is called ad-atom (Section 4.3). It can have a charge
between the charge of the ion in the solution and the discharged metal atom. Lorenz and
Salié14,15 and Plieth and Vetter16 independently described the concept of partial charge
zad � �z. In Lorenz and Salié’s description the partial charge is the consequence of a bond
formation between the adsorbed ion and the metal surface forming a molecular orbital
with an asymmetric electron distribution. Plieth and Vetter discussed a redox reaction and
gave a statistical interpretation based on the fast electron transfer between the adsorbed
redox system and the metallic substrate. 

As was explained in Section 2.9.10, the reduced and oxidized ions of a redox couple
interact with the solvent dipoles by ion–dipole interaction. This influences the energy of
the electronic states. The fluctuation of the solvent molecules around the ion with only a
statistical equilibrium solvation leads to a distribution of the electron energies around a
central value of Gaussian form. Two energy distribution functions describe the energy dis-
tribution, one for the reduced ions (the occupied states) and the other for the oxidized ions
(the unoccupied states). This was shown in Figure 2.33. The development of two different
distribution functions is based on stable oxidation states. In each state the ion–dipole inter-
action can achieve a quasi equilibrium distribution. 

If the ion is specifically adsorbed, the clear distinction between reduced and oxidized
states is no longer possible as a consequence of the formation of bonding orbitals and the
fast electron fluctuation between the metal surface and the adsorbed ion. The solvation
shell cannot achieve a stable configuration for oxidized and reduced states of the adsorbed
ion. Instead, an intermediate solvent distribution develops for a mean residence probability
of an electron on the adsorbed ion. 

Only one distribution function exists for a metal ion in the electrolyte with a fixed
charge z. But in the specifically adsorbed state, the situation is the same as for a redox
couple. Electrons are in a fast exchange process between the energy bands of the metal
electrode and the energy levels of the adsorbed ion. The adsorbed metal ions become
partially discharged. The charge zad is the fraction � � z of the charge of the metal ion in
the electrolyte. The electron energy distribution functions of the metal ions in the elec-
trolyte and the partially discharged adsorbed metal ions, the so-called ad-atoms, are shown
in Figure 4.8 (together with the electron energy levels in the metal). 

Discharge of a metal ion during the deposition process is often assumed for two-valent
metal ions like Zn2� or Cu2� thus forming a one-valent ad-atom Zn� or Cu�. The concept
of partial discharge is a generalization of this concept. Lorenz and Salié have investigated
several systems.17,18,19

The experimental verification of the partial charge transfer and determination of the
partial charge of ions adsorbed on the electrode surface is connected with a general con-
troversy about the pure thermodynamic interpretation of the partial charge and attempts
to interpret measurements by models allowing an approximate view on the charge distri-
bution in the double layer. 

The thermodynamic interpretation is based on the derivative of the Lippmann equation
defining the electrosorption valency �:
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Eq. (4.26) was probably first derived by Schmidt.20 Vetter and Schultze21 introduced the
expression “electrosorption valency”.

Thermodynamically it is the total charge balance of the adsorbed ion and co-adsorption
of counter ions. The value can be obtained by independent measurements of adsorbed
charge and adsorbed mass. The charge is usually determined by chronoamperometry and
integration of potential scans either in the negative direction (adsorption) or the positive
one (desorption and anodic stripping method). The latter method is usually preferred
because the adsorption film reaches a stable condition. The mass can be determined by
several methods. The experimental techniques and examples will be described in Section 4.2.

A second coefficient can be derived from the Gibbs–Duhem equation if, instead of the
potential, the chemical potential is kept constant

(4.27)

This value is the reciprocal value of the Esin–Markov coefficient.22

The partial charge can only be determined from the electrosorption valency by intro-
duction of specific models about geometric structure and charge distribution in the double
layer. The basic Gibbs adsorption isotherm does not give any information on the charge
separation in the interphase. One model has already been presented by Grahame.23,24 He
gave a picture of a variable position for the adsorbed ion in the double layer. The model of
partial charge appointed a fixed position to the adsorbed ion in the double layer (potential
�ad ) and a partial charge zad � z�. Parsons and Sass25 and Schmickler and Guidelli26 con-
nected the electrosorption valency with a dipole moment of the adsorbed ion. While the
dipole moment concept might be sufficient for a description of a polarized bond between
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Figure 4.8 Electron energy distribution function D(Ee) as function of the energy Ee � F�. (a) In
the metal, potential �m, (b) for an adsorbed ion in the adsorption layer (inner Helmholtz layer),
potential �ad, and (c) for the metal ion in the electrolyte, potential �el. EF is the Fermi energy. In equi-
librium is EF,m � EF,ad � EF,el. The Fermi energy of the electrolyte is equal to the equilibrium redox
potential (Nernst potential).16



adsorbed ions and the metal, as was pointed out by Lipkowski in his investigations of
anion adsorption,22 the concept of partial charge and partial charge transfer is something
one has to take into account in kinetics.15,27,28 Rate equations for ion desorption or equa-
tions for surface diffusion, for example, can depend on the charge of the adsorbed ion.
Examples will be described in Chapters 4 (Section 4.3) and 10. 

If the concept of partial charge is introduced into the electrocapillary equation one gets
the following result for the relative surface excess of the adsorbed ion29

(4.28)

The ad-atom is divided into a charged part still belonging to the electrolytic side of the
interphase and a discharged part already part of the metallic phase. Again this is not a ther-
modynamic result but the thermodynamic reflection of the model of charge separation
characteristic for the description of the electrochemical double layer.

4.1.7 Thermodynamics of solid electrolyte interfaces

So far the description has been focused on interfaces between liquid metals and elec-
trolytes. These systems served preferentially for fundamental experiments because of the
easy access to the free surface energy by just measuring surface tension. The situation
becomes more complicated if a solid electrode is considered. For a solid electrode one
must distinguish the work connected with the creation of a new interface, e.g., by cleavage
from the work required to increase the surface area by stretching. 

In the first case the atom density in the surface remains constant at least as long as no
restructuring occurs. The transfer of NA atoms from the bulk into the newly created surface
increases the surface area. As the process is the same as for liquid electrodes, this may be
termed surface energy 
. In the review of Linford30 this contribution is called “superficial
work.”

The second contribution to the surface energy is new because it is based on an extension
of the atomic distances in the surface area by a force called surface stress. The symbol used
for the surface stress in this book is T  as in the review of Linford.30 The surface stress is
a tensor with the tensor components Txx, Txy, Txx, and Tyy. The tensor is only independent
in its direction for an isotropic solid. The surface stress causes an elastic deformation of
the surface described by the surface strain tensor �e. 

Otherwise, a deformation can have two components: the above-mentioned elastic defor-
mation �e and a plastic deformation by replacing atoms from the bulk into the surface �p.
Both parts of the surface strain were combined to a new function derived by Everett and
Couchman.31

(4.29)

A good name for this function is surface tension. In the review of Linford30 this contri-
bution is called “surface energy.”
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The classical Gibbs–Duhem equation must be modified to describe thermodynamic
properties of solids. If temperature and pressure are kept constant, one obtains by the func-
tion of Everett and Couchman31

(4.30)

With Eq. (4.29) one gets

(4.31)

From Eq. (4.31) follows the Shuttleworth equation32

(4.32)

Furthermore, a modified Lippmann equation is obtained

(4.33)

Gokhshtein derived a modified form of this equation.33

The question of how to describe a solid surface is still being developed. To give some
examples, Grafov recently derived a generalized Shuttleworth equation.34 The present
concept was critically discussed by Lang and Heusler35 and Guidelli.36 Experimental
efforts to verify the thermodynamic approach were published, e.g., by Haiss, Nichols,
Sass, and Charlé.37

4.2 PRINCIPAL METHODS FOR THE INVESTIGATION OF 

THE ELECTROCHEMICAL DOUBLE LAYER

The first verification of the fundamental equations of Gibbs and Lippmann was based on
surface tension (surface energy) measurements. The investigation of solid electrodes with
this method is restricted. In the following paragraph a description is given of some of the
modern methods, which are used for investigation of the electrochemical double layer.

4.2.1 Measurement of capacitance

Capacitance measurements have become an important method in electrochemistry.
Combinations of resistance and capacitance elements, the so-called equivalent circuits,
describe the electrochemical properties of the double layer. In the case of an ideally polar-
izable electrode, the equivalent circuit is a linear combination of a double layer capaci-
tance and an Ohmic electrolyte resistance (Figure 4.9a). The equivalent circuit of an
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electrode with an additional charge transfer resistance across the double layer is shown in
Figure 4.10a. More complex equivalent circuits are necessary if more elements must be
taken into account. The Warburg impedance, for example, represents diffusion limitation.
A detailed description is given in Chapter 5. In the most general approach a transfer func-
tion can be defined. The determination of the elements of an equivalent circuit is of prime
importance in electrochemical investigations. 

The result of the combination of a resistance and a capacitance is the complex impedance

(4.34)

Any impedance point can be represented in the complex plane (Figure 4.11). For a
capacitance, the imaginary part of the impedance has a negative sign.

Z Z iZ� �re im
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Figure 4.9 (a) Equivalent circuit of an ideally polarizable electrode, Rel electrolyte resistance and
Cdl capacitance of the electrode. (b) Representation of the complex impedance as function of fre-
quency, � in a Nyquist diagram.

Figure 4.10 (a) Equivalent circuit of an electrode with charge transfer. Rel electrolyte resistance,
Cdl capacitance of the electrode, and Rct charge transfer resistance. (b) Representation of the com-
plex impedance as function of frequency, � in a Nyquist diagram.



The impedance can also be expressed in an exponential form

(4.35)

with |Z| the modulus of the impedance and � the phase shift between output and input. The
following equations relate the two representations:

(4.36)

(4.37)

The impedance of an Ohmic resistance is a real quantity 

(4.38)

The impedance of a capacitance is an imaginary quantity 

(4.39)

The serial combination of a resistance and a capacitance has the impedance

(4.40)

The impedance of a parallel combination of a resistance and a capacitance is given by

(4.41)
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Figure 4.11 Representation of an impedance value Z(�) in the complex plane.



The impedance of the equivalent circuit in Figure 4.10a is obtained by the reciprocal com-
bination of ZR and ZC. The result is linear (serial) combined with Zel � Rel. This leads to
the following real and imaginary impedance terms, Z re and Z im, respectively

(4.42)

(4.43)

Two plots are used to represent the results of impedance measurements of electrochem-
ical systems. In the Nyquist plot the negative imaginary part (y-axis) is plotted versus the
real part (x-axis). The Nyquist plot of the equivalent circuits in Figures 4.9a and 4.10a is
shown in Figures 4.9b and 4.10b. 

In the Bode plot log |Z| and |�| (y-axis) are plotted against the logarithm of frequency �
(x-axis). Figure 4.12 shows the Bode plot of the equivalent circuit of the double layer with
charge transfer (Figure 4.10a).

The standard method to measure impedance values as a function of the potential is the
Wheatstone bridge (Figure 4.13). The electrochemical cell is placed in one branch of the
bridge. In the second branch a variable resistance and a variable capacitance are placed.
An alternating current is applied to a potentiostat. In the reference circuit, capacitance
and resistance are varied until the bridge current, measured with an AC instrument or an
oscilloscope, is zero. 

For the measurement of the impedance, a modern “impedance spectrometer” provides
automatic data registration over at least five decades of frequency. With this equipment it
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Figure 4.12 Bode plot representation of the impedance of the equivalent circuit in Figure 4.10a.



is possible to analyze the electrical response of very complex surface structures. Detailed
descriptions of the method exist in the literature.38–41 

4.2.2 Cyclic voltammetry and chronoamperometry

The principal method for investigating the current potential dependence of an electrode–
electrolyte system is cyclic voltammetry. A potentiostat is used to scan the potential with
a constant scan rate v (given in V s�1 or mV s�1) from potential E1 to potential E2. Then
the scan direction is turned around and the associated current is measured (Figure 4.14).

At potentials where an electrochemical process can occur (a platinum electrode in
sulfuric acid is shown in Figure 4.14) characteristic peaks are observed. Peak potential,
peak height, and peak width are characteristic parameters. 

A big advantage of cyclic voltammetry is the detection of surface processes like adsorp-
tion, oxide layer formation, etc. In the anodic scan in Figure 4.14 the oxidation of weakly
and strongly bound hydrogen (peaks a and b) is followed by hydroxide adsorption (peak c)
and oxide layer formation (d). In the cathodic scan the reduction of the oxide (peak e) is
followed by hydrogen adsorption strongly and weakly bound to the platinum atoms (peaks
f and g). Further examples will be shown in Chapters 4 (Section 4.4) and 9. In these appli-
cations cyclic voltammetry is very similar to thermodesorption spectroscopy in surface
science. Cyclic voltammetry can also be used to study diffusion and kinetically controlled
processes. This will be discussed in more detail in Chapters 5 and 6.

An early application of this method was reported by Knorr, Breiter, and Will.42

Nicholson and Shain43,44 developed one of the first theoretical analyses of a diffusion con-
trolled redox process. The dynamic character of the method enabled kinetic investigations,
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Figure 4.13 Wheatstone bridge for capacitance measurements. Electrochemical cell, with working
electrode WE, counter electrode CE, and reference electrode RE. Variable resistance Rx and capaci-
tance Cx for balancing the electrochemical cell. R3, R4 are fixed resistances, Pot potentiostat, and AC
applied alternating potential. Osc oscilloscope for balancing the bridge (zero current).



especially in organic electrochemistry. Representative for this application is, for instance,
the work of Saveant, Andrieux et al.45 and Amatore and Lefrou.46

In addition to the current potential dependence, the charge connected with the electro-
chemical processes can be obtained by integration of the potential peak over the time scale
associated with the potential scale. This application is called coulometry. Examples will be
shown in Section 4.4.

4.2.3 Determination of the adsorbed mass

Several methods are available for the determination of the adsorbed mass. One is the radio-
tracer method pioneered by Horanyi47 and Kazarinov and Andreev.48 Experimental details
are found in the literature.
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Figure 4.14 Potential variation in cyclic voltammetry and associated current for platinum in 
0.5 mol·dm�3 H2SO4.



Schmidt and Siegenthaler developed thin-layer cells to reduce the ratio between the vol-
ume of the bulk electrolyte and the volume of the interphase.49 This method was especially
useful for investigation of metal ion adsorption. The two-electrode thin-layer cell will be
described in more detail (Figure 4.15). Two electrodes terminate the thin-layer compart-
ment, the working electrode, and a generator electrode made from the metal adsorbed on
the working electrode. A reference electrode is used to control the potential of the work-
ing electrode E and of the generator electrode Eg. The potential of the generator electrode
(metal Me) is controlled by the concentration of the metal ions (Me z�). The potential of
the generator electrode is kept constant against the reference electrode. If the potential of the
working electrode is changed so that metal ions are adsorbed on the working electrode, the
concentration of the metal ions in the thin-layer compartment is reduced. The generator
electrode, kept at its old equilibrium potential, generates metal ions until the equilibrium
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Figure 4.15 Principal construction of a thin-layer cell for determination of adsorption isotherms of
metal ions. WE working electrode, GE generator electrode, RE reference electrode (not reversible
for the investigated metal ions), V thin-layer compartment, C channel to keep electrical contact
between the thin-layer compartment and outer electrolyte, E potential between the working and ref-
erence electrodes, Eg potential between the generator and reference electrodes (to be kept constant),
and ig current through the generator electrode after a potential jump in the potential of the working
electrode.



concentration is reached again. The time integral of the current flux through the generator
electrode represents the amount of ions adsorbed on the working electrode.

An example for the determination of an adsorption isotherm is presented in Figure 4.30.
The most effective method to measure the adsorbed mass is the quartz crystal microbal-

ance (QCMB). This method goes back to the work of Sauerbrey.50 The application of this
method is based on the following equation relating the shift �f of the resonance frequency
f0 of a quartz crystal to the change of the mass of the crystal �m divided by A (area)

(4.44)

�q and �q are the density and the shear modulus of quartz. CSB is the Sauerbrey constant.
A special cut of a disc from the quartz crystal is necessary to provide a useful quartz plate.
The value of the Sauerbrey constant depends on the cut. For an AT-cut CSB is 226.01
Hz·cm2·�g�1. The plate is then coated with the metal on which the adsorption is investi-
gated (Figure 4.16). To provide a good adhesion of the metal film to the quartz plate, a very
thin chromium layer is evaporated. The limitation to evaporated metal films weakens this
method for investigating structure sensitive surface processes. Otherwise, the method is of
extreme value for the investigation of surface films like conducting polymers (Chapter 11).

The application of this method is not as simple as previously assumed.51,52 Secondary
effects accompany the change of the mass, e.g., increase of roughness or changing viscosity
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Figure 4.16 Quartz crystal and quartz crystal plate used as working electrode in QCMB.



of the surface film. Therefore, in addition to the frequency shift damping and broadening
of the resonance frequency occurs. This is shown in Figure 4.17.

To determine frequency shift and damping a frequency analyzer is used. The additional
damping can be represented by a complex frequency shift, determined by the change of the
full width at half maximum (FWHM) ��.

(4.45)

The principal equipment for QCMB is shown in Figure 4.18. 

4.2.4 Scanning tunneling microscopy and related methods

In situ structural investigation of the interface of solid electrodes has become possible by
the development of scanning tunneling microscopy (STM).54 This method is based on the
tunneling current between a metallic tip and an electrode. The tunneling current is used
to control the distance between tip and electrode surface on an atomic scale. The tunnel-
ing current starts if the tip is so close to the surface that the electronic orbitals begin to
overlap. Therefore this method is principally able to scan the surface in atomic dimensions
(Figure 4.19). 

The tunneling current It depends exponentially on the distance d between nearest tip
atom and surface atom

(4.46)I
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Figure 4.17 Shift and change of the resonance frequency of a quartz crystal microbalance, real part
of the admittance versus frequency. f0, w0, resonance frequency and full width at half maximum
(FWHM) of the initial gold electrode, fa, wa, resonance frequency and FWHM of a gold electrode after
formation of a rigid and smooth surface film (no damping), fb, wb, resonance frequency and FWHM
of a gold electrode after formation of a viscoelestic and/or rough surface film (strong damping).



Ut is the applied voltage. The function

(4.47)

is the average of the work functions of tip and metal sample. 
The motion of a tip in atomic dimensions became possible by the invention of a mechan-

ical scanning device shown in Figure 4.20 by Binning and Rohrer.55 Three piezoelectric
crystals enable a very precise motion, which in this case is with atomic resolution.

Other types of piezoelectric STM scanners were developed such as the tube scanner
shown in Figure 4.21. 

The invention of STM stimulated the development of several other devices to image
surfaces with atomic scale resolution. In electrochemistry, atomic force microscopy is the
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Figure 4.18 Principal construction of a quartz crystal microbalance with network analysis.53 WE
working electrode, CE counter electrode, RE reference electrode, Po potentiostat, Na network ana-
lyzer, R and C for resistance and capacitance for impedance adaptation, and N2 inert gas purging.
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Figure 4.19 Principal function of a scanning tunneling microscope.

Figure 4.20 Piezoelectric scanning device for STM, S sample, T tip, L scanner (“louse”) (accord-
ing to Binning and Rohrer55).



alternative to STM especially when non-metallic samples must be investigated. In this
case the atomic attraction force between a tip and a surface is used to control the distance
between tip and surface. The deflection of the cantilever can be detected by a laser device
as shown in Figure 4.22.

A different development but with similar importance for electrochemistry was the devel-
opment of the electrochemical scanning microscope.56 In this case an ultra-microelectrode
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Figure 4.21 Tube scanner for STM.

Figure 4.22 Principal function of an atomic force microscope, the tip of the cantilever is scanned
across the surface and the change of the cantilever tip position by the attraction of the surface atoms
is followed by an optical detection device.



is scanned across the surface and electrochemical currents are measured. The electrode
diameter is in the 10-micrometer range as shown in Figure 4.23. 

The advantage of this method is the local imaging of the reactivity of an electrode
surface and its dependence on the surface topography, especially, if combined with simul-
taneous imaging by STM.57

4.3 AD-ATOMS

The main intermediate in the deposition or dissolution process of metals and alloys is the
ad-atom, a metal ion adsorbed on the surface of the metallic phase. The ad-atom can be par-
tially discharged and the solvation shell or the shell of complex molecules is different from
the metal ion in the electrolyte. The adsorption equilibrium is described by the equation

(4.48)

with �zad � z � zad. In the following it will be assumed that the complex molecules are
the solvent molecules with constant concentration and will no longer be taken into
account. The change of the charge is an example of partial charge and partial charge trans-
fer. Using the partial charge transfer coefficient � the charge of the ad-atom can be
expressed as zad � �z and the partial charge transfer as �zad � (1 � �)z. 

A metal atom on its own substrate is hard to detect by analytical methods. Only a few
methods can be used for determination of ad-atom surface concentration. One method is

Me H O e Me H O ( )H Om 2 ad n 2 m n 2
adz zz� � �� � � �� � ��
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Figure 4.23 Electrochemical scanning microscopy, an isolated microelectrode is scanned at con-
stant distance across an electrode and the local electrochemical current is monitored, (1) microelec-
trode, (2) isolation, (3) active electrode areas, and (4) inactive electrode areas.



impedance spectroscopy. Other methods are galvanostatic transient methods but only indi-
rect information from these methods about the ad-atom concentration is available. 

4.3.1 Adsorption and desorption of ad-atoms

The transfer rates for adsorption rads of a metal ion and desorption rdes of the ad-atom
according to Eq. (4.48) can be described by equations that take partial discharge into
account. The equations are similar to equations derived for intermediate adsorption in a
redox process.58 The energy diagram is shown in Figure 4.24. The electrical energy is
shown in the lower part of Figure 4.24. 

Curve 1 shows the situation for an uncharged surface and no potential difference
between electrode and electrolyte, �� � �m � �el � 0. � is the local Galvani potential.
The situation with �� � 0 but without partial discharge is shown in curve 3. An electrical
energy zF(� � �el) has to be subtracted from the chemical energy. In the transition state
(the maximum of the energy curve) the electrical energy is the fraction �c zF��. �c is
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Figure 4.24 Energy diagram of adsorption and desorption of an ad-atom. The diagram shows the
activation energy of adsorption of a metal ion (z � 2) discharged in the electrochemical reaction to
a partial charge zad � �z and the activation energy of desorption of the ad-atom, (1) no electric field
(�� � 0), (2) with the contribution of Coulomb energies, potential �� � �m � �el � 0, and (3) con-
tribution of Coulomb energies with no partial discharge. The potential at the position of the ad-atom
is given by xad��, the potential in the transition state �c��.



called charge transfer coefficient of a cathodic process, positive charge is transferred from
the electrolyte to the electrode (Chapter 6). In the ad-atom position the potential is the
fraction xad zF�� with xad � (�ad��el) � (�m��el) . 

With partial discharge, the situation is shown in curve 2. In the transition state the
electrical energy is still �c zF��. In the ad-atom position the potential is the fraction 
xad zad F��, with xad � 0 at the pre-electrode position and xad � 1 at the metal surface. 

With the activation energies the following rate equations can be derived. For adsorption
(a cathodic process with the charge transfer coefficient �c) 

(4.49)

For desorption (an anodic process with the charge transfer coefficient �a)

(4.50)

For the anodic charge transfer coefficient one can derive �a � 1 � � � xad � � �c. The
rate constants kads and kdes are independent on the potential, cMez� is the metal ion concen-
tration in the electrolyte, Nad is the ad-atom surface density (e.g., ad-atoms cm�2), and
Nmax � Nad is the density of free surface atoms. The exponential terms represent the
potential dependence of the transfer of a metal cation through the energy barrier and, in
Eq. (4.50), the additional energy connected with the rearrangement of the electron distri-
bution in the double layer. For describing this distribution by the partial charge model, one
has to consider the potential acting on the ad-atom xad ��, the partial charge of the ad-atom
zad � �z, and the charge transferred to the metal (1 � �)z. The ad-atom deposition and
dissolution as part of rate controlling charge transfer will be treated in Chapter 6.

4.3.2 Equilibrium ad-atom concentration

At the Nernst potential E0 equilibrium is established for the ad-atom and metal ion
concentration and one can define exchange rates of adsorption and desorption. 

(4.51)

From this equation one can derive an equilibrium surface coverage �ad � Nad /Nmax of the
ad-atoms.

(4.52)

The potential E0 can be substituted by the Nernst equation

(4.53)
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The standard potential of the metal E0
o� is a constant (not dependent on the concentration).

The constant expressions can be combined to an equilibrium constant of adsorption Kad.
Neglecting differences between concentration and activity one obtains the Langmuir type
adsorption isotherm of the ad-atoms

(4.54)

with � � zad /z describing the partial charge and xad � (�ad � �el)/(�m � �el) describing
the potential at the ad-atom position. For small coverage KadcMez+

�(1�xad) ��1 it turns into 

(4.55)

The ad-atom concentration depends on the electrolyte concentration. The ad-atom
concentration only becomes independent of the bulk concentration of the metal ions if
there is a complete discharging of the ad-atom with � � 0. 

The ad-atoms are an intermediate in the mechanism of metal deposition. On one hand,
they are in exchange with the metal ions in the electrolyte and, on the other, with atoms in
step and kink positions. The density of step atoms and kink sites on a step is also called
the step roughness.  

4.3.3 Surface diffusion of ad-atoms

Each ad-atom has a certain lifetime on the substrate surface called the residence time of
the ad-atom. The equation for the residence time of the ad-atoms is obtained by the recip-
rocal value of the rate constant of dissolution of the ad-atoms.

(4.56)

During the residence time ad-atoms are subject to a random walk on the surface with an
average displacement �ad, which is the square root of the product of the residence time and
the surface diffusion coefficient

(4.57)

Dad is the surface diffusion coefficient of ad-atoms. In case of a cathodic or anodic over-
potential the ad-atom density on the terraces is changed. This leads to surface diffusion to
or from steps or other types of surface roughness. The model of the diffusion of ad-atoms
on surface terraces is shown in Figure 4.25.

This diffusion process is described in the literature59 and will therefore not be discussed
here in greater detail. The equivalent circuit used for the simulation of the deposition
process on a stepped surface is shown in Figure 4.26 and gives a rough impression of the
complex experimental problems in the investigation of ad-atoms and ad-atom diffusion.
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4.4 UNDERPOTENTIAL DEPOSITION

It was described above how the metal ion is adsorbed on its own metal. Metal ions, how-
ever, can also be adsorbed on other metal substrates. This deposition is observed before
bulk deposition and sometimes it looks as if a metal deposition occurs against the rules of
thermodynamics. Therefore, this phenomenon is called underpotential deposition (UPD).
Budevski, Staikov, and Lorenz gave a comprehensive treatment of UPD.59 In the following
only a short description of the typical problems in this research field and its influence on
surface treatment and phase formation will be described.

4.4.1 Lead on silver

UPD can be considered to be adsorption of metal ions B on the surface of a substrate metal
A. In this chapter the UPD of lead on Ag(111) and Ag (100) will be described.60
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Figure 4.25 Surface diffusion of ad-atoms on step terraces.59 The ad-atoms are deposited at a dis-
tance x from the step and carry out a random walk. During the time, the ad-atoms stay on the surface
(residence time ad) they walk a distance �ad � �D�ad�a�d� . (Reproduced with permission from Ref. [59],
© 1996, Wiley-VCH.)

Figure 4.26 Equivalent circuit used for the simulation of a metal deposition process on a stepped
surface (Ref.59, p. 35). Rel electrolyte resistance, Cdl double layer capacitance, Rct charge transfer
resistance, Radct ad-atom charge transfer resistance, Rsd ad-atom surface diffusion resistance, Rinc
ad-atom incorporation resistance, Cad ad-atom adsorption capacitance, and �st step half-width.
(Reproduced with permission from Ref. [59], © 1996, Wiley-VCH.)



Figure 4.27 shows a typical cyclic voltammogram of an UPD of lead on the crystallo-
graphic surfaces of a silver (111) single crystal. The cyclic voltammogram of lead UPD
on silver (100) is shown in Figure 4.28. The current is plotted versus E � E0, the potential
referred to the Nernst potential of the lead electrode in the same solution. At E � E0 � 0
the deposition of bulk lead would start. The diagram shows that a limited amount of lead
is deposited at potentials that are more positive than the Nernst potential. The reason for
this is an adsorption of the metal ions on the substrate metal. 

The diagram on the (111) surface is characteristic for the process. Three characteristic
peaks are observed prior to the bulk deposition of Pb and explained in the following
manner. In peak A1 adsorption of lead on steps and on similar irregularities of the surface
is observed because these positions provide a stronger bonding than positions on the flat
surface. In A2 adsorption of lead on the terraces of the stepped crystal surface is observed
to cover most of the silver surface. It was found that at this potential no adsorption is
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Figure 4.27 Cyclic voltammogram of UPD of lead on a Ag(111) surface.60 The reference 
potential E0 is the Nernst potential of a lead/lead ion electrode in the same solution. 5 � 10�4 mol.
dm�3 Pb(ClO4)2�5 � 10�1 mol.dm�3 NaClO4 � 5 � 10�3 mol.dm�3 HClO4, 25 	C. Scan rate 
0.42 mV.s�1. (Reproduced with permission from Ref. [60], © 1978, Elsevier.)



observed at atoms on the upper side of a step. These empty places are filled with
lead atoms in peak A3 thus forming a monomolecular film of adsorbed Pb on the silver
surface. This information was confirmed by experiments with ideal flat (111) surfaces
prepared by a special experimental technique with no or a minimum of surface defects
(Figure 4.29).61 Only the peaks A2/D2 were observed for such surfaces. The peaks on the
(100) surface are explained in a similar manner by adsorption on energetically different
adsorption sites.

The cyclic voltammograms Figures 4.27 and 4.28 are also called chronoamperograms
because the potential axis is also a time axis in the scanning process. The charge connected
with the adsorption process can be determined by integration. Parallel to the integration
the mass connected with the UPD was measured with the twin electrode thin-layer tech-
nique described in Section 4.2.3. The result is shown in Figure 4.30. 

The electrosorption valency for lead adsorbed on silver is determined by plotting the
adsorbed charge versus the adsorbed mass. This is shown for Pb on Ag(111) in Figure 4.31.
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Figure 4.28 Cyclic voltammogram of UPD of lead on a Ag(100) surface.60 The reference
potential E0 is the Nernst potential of a lead/lead ion electrode in the same solution. 5 � 10�4 mol.
dm�3 Pb(ClO4)2 � 5 � 10�1 mol.dm�3 NaClO4 � 5 � 10�3 mol.dm�3 HClO4, 25 	C. Scan rate 
0.42 mV.s�1. (Reproduced with permission from Ref. [60], © 1978, Elsevier.)



The value of the electrosorption valency determined is z� � 2. The same value was found
for Pb on Ag(100).

Strictly thermodynamically, the electrosorption valency only shows that no other 
co-adsorption of other ions occurs. However, there may be a compact adsorption layer.
STM gives images for the two surfaces (Figure 4.32).62 For Pb on Ag(111) the image was
interpreted to be a so-called filled honeycomb 3(2�2) structure and a compressed hcp
layer. For Pb on Ag(100) a c(2�2) structure was observed. Otherwise the adsorbed mass
was similar to the Ag(111) substrate which lead to the model of a bi-layer.

The structure of lead UPD films on silver (hkl) faces is a consequence of the signifi-
cant lattice misfit. The atomic radius of Ag is 0.144 nm, the radius of lead 0.174. This
prevents a complete epitaxial structure. One can expect that the forced layer structure has
a high internal strain. The elastic strain in the film can be estimated from the deviation of
the distance of the atoms in the film d from the distance d0 in the bulk crystal. The elastic
strain �e is given by the equation

(4.58)� �e
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Figure 4.29 Cyclic voltammogram of Pb on a quasi perfect Ag(111) face grown by the capillary
method. (Reproduced with permission from Ref. [61], © 1983, Elsevier.)



In this equation v is the atomic volume of the bulk metal (of the order of 3 � 10�29 m3),
�2d the two-dimensional compressibility (of the order of 10�11 m2 N�1), and NA Avogadro’s
number. 

4.4.2 Copper on Au 

A very intensively investigated system is the UPD of copper on gold. This example will be
described according to results of Kolb et al.63 The voltammogram of Cu on Au(111) is
shown on Figure 4.33. In this case two different deposition potentials were observed. 

The STM image of the unreconstructed Au surface is shown in Figure 4.33a. A hexag-
onal, closely packed surface structure is observed. In the first peak a copper layer of lower
density is formed, a 2(�3�� �3�) R30	 Cu structure, which is a “honeycomb” structure. The
associated STM image is shown in Figure 4.33b. Finally, in the second UPD peak the
2(�3�� �3�) R30	 is changed into a closely packed 1 � 1 structure. The STM image in
Figure 4.33c is similar to the STM image in Figure 4.32a. From other experiments, pref-
erentially with ex situ methods, it is known that anions are incorporated in the copper
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Figure 4.30 Determination of the adsorbed mass of lead with the twin electrode thin-layer method
described in Figure 4.15. Pb UPD on (a) Ag(111) and (b) Ag(100). Concentrations as given in
Figures 4.27 and 4.28. (Reproduced with permission from Ref. [60], © 1978, Elsevier.)
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Figure 4.31 Determination of the electrosorption valency for Pb UPD on Ag(111) by adsorbed
charge (determined by integration of the cyclic voltammogram in Figure 4.27) versus adsorbed mass
shown in Figure 4.30. The electrosorption valency is z� � 2. (Reproduced with permission from
Ref. [60], © 1978, Elsevier.)

Figure 4.32 STM images of Pb UPD layers deposited on Ag(111) and Ag(100), E � E0 � 45 mV.
(Reproduced with permission from Ref. [62], © 1992, Elsevier.)



layer. The anion copper structure was investigated by ex situ surface techniques, e.g., by
Zei et al. 64 The electrosorption valency experiments gave a value z� � 1. The thermody-
namic interpretation is that anions are co-adsorbed with a stoichiometry of one anion
charge per one copper charge. The anions can form a (�3� � �3�) R30	 structure. The stoi-
chiometry of the copper layer in the medium potential region can then be described as
Cu2(SO4) with a partial charge transfer of � � 0.5 or zad � z� � 1.

In the closely packed (1 � 1) Cu structure (Figure 4.33c) the copper atoms are obviously
discharged and no co-adsorption of anions can be detected. The strain of an epitaxial layer
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Figure 4.33 Cyclic voltammogram of UPD of copper on a Au(111) surface.63 STM images at 
different potentials of the CV. 10�3 mol · dm�3 CuSO4 � 5 � 10�2 mol · dm�3 H2SO4, 25 	C.
(Reproduced with permission from Ref. [63], © 1995, Kluwer Academic Publishers.)



in this example is much smaller than in the last example. The lattice misfit is small. The
atomic radius of Au is 0.144 nm and that of Cu 0.127 nm. 

UPD is also observed on polycrystalline metal surfaces but only a broad peak is
observed with no details about the different surface positions. The reason for this is the
inhomogeneous surface structure of polycrystalline electrodes. 

4.4.3 Underpotential deposition as two-dimensional phase formation

The thermodynamic description of UPD is based on a deposition of metal ions with total
or partial discharge of the ions as was formulated in Eq. 4.48. In the broad range of pub-
lications on UPD the interpretation of the effect concentrated primarily on an adsorption
process of ions B on substrate A. 

An alternative view on the UPD process provides the concept of substrate supported
“low-dimensional phase formation” from Staikov, Budevski and Lorenz.65,66 This concept
explains unexpected stabilities of underpotential deposits. In this concept the UPD layer is
considered to be a two-dimensional phase stabilized by the bond between substrate and
UPD metal. A “linear phase” is the adsorption of atoms on steps and a phase of “zero
dimension” is a group of atoms around a kink site position or around a surface dislocation.
This concept is used to explain the positively shifted potentials in the cyclic voltammogram
of UPD. Higher stability of the low-dimensional phase is described by introducing activi-
ties of atoms in the substrate-supported phase of lower dimension aMe,0d, aMe,1d, and aMe,2d.
The deposition potential is given by the equation

(4.59)

The index i either is 2, 1, or 0. The activity of metal atoms in the lower dimensional phase
is smaller than the activity in a higher dimensional phase and in the bulk phase, where
aMe,3d � 1. The partial discharge connected with each step is described by �z.

Based on this concept, thermodynamic functions of the UPD phase can be determined. 67,68

The formation reaction of the UPD modification of metal B on a substrate metal A is
obtained by the following reaction scheme

(4.60)

(4.61)

The total cell reaction is

(4.62)

A double-layer term �dl(UPD � A) is included in the formation reaction which takes into
account changes of the double�layer structure when the substrate/electrolyte interface
(A) is substituted by the UPD metal/electrolyte interface. If the chemisorption from the
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electrolyte components on metal A and the UPD layer B is similar, the term is very small
and can be neglected.

The formation reaction (Eq. (4.62)) can be used to calculate thermodynamic functions
of the UPD phase. From the cell voltage �E � E � E0 one can calculate the partial molar
Gibbs energy �G

–
UPD of the UPD modification of the metal B

(4.63)

The activity of the lead atoms on the silver surface is given by

(4.64)

From the peak potential the Gibbs energy of formation �forGUPD of the UPD phase is
obtained. 

(4.65)

The Gibbs energy of formation �forGUPD is defined by the following equation

(4.66)

The entropy term can be determined by measuring the temperature dependence of the
UPD deposition potential

(4.67)

But the relative significance of the entropy term is often very small. An approximate value
of �for SUPD can be calculated with the equation

(4.68)

Vbulk is the molar volume of the unit cell of the bulk and VUPD that of the UPD modifica-
tion. When the bulk metal and the UPD modification have the same closely packed struc-
ture, the package density in the UPD layer is similar to the bulk, which leaves similar
values of molar volumes. Deviations from complete epitaxy, tensions, misfits, etc., influence
the energy of interaction between substrate A and UPD layer but have less influence on the
entropy.

If the entropy difference can be neglected, �forGUPD is approximately equal to the
formation enthalpy of the UPD modification of the metal B. 

(4.69)

The formation enthalpy can be used to calculate other thermodynamic data of the UPD
modification of metal B. With the Born–Haber cycle shown in Figure 4.34, the sublimation
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enthalpy of the UPD modification

(4.70)

can be calculated using the sublimation enthalpy of the bulk metal.
Some examples were analyzed; results are shown in Table 4.1.

4.4.4 Multiple steps of UPD film formation

The system Cu–Au(111) is an example of the formation of a compact and completely dis-
charged UPD film in two steps. The first peak potential represents a phase structure �,
which, at a second potential, is transformed into the phase structure �. The relevant free
energy from the formation of the compact layer of metal B is then obtained by the sum of
the free energy of formation of phase � and the free energy of transformation of phase �
into phase �. 

The summation must take into account the phase stoichiometry. The formation of each
phase refers to the transportation of one mole of metal B into the new structure. The final
value of the Gibbs energy of formation is defined for one mole UPD metal in a two-
dimensional form. 

� � �sub UPD sub bulk for UPDH H H� �
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Figure 4.34 Born–Haber cycle for calculation of sublimation enthalpy of UPD phases.

Table 4.1

Formation enthalpies of some UPD layers

Substrate (S) UPD Metal �EUPD �forHUPD �subHUPD �subHUPD
(Me) [V] [kJ mol�1] [kJ mol�1] [kJ mol�1]

Ag(111) Pb 0.15 �28.9 184.3 213.2
Ag(111) Tl 0.25 �24.1 166.6 190.7
Au(111) Pb 0.20 �38.6 184.3 222.9
Au(111) Cu (�-phase) 0.23 �33.5 317.0 350.5

0.06



The Gibbs energy of formation of the �-phase in the high voltage region is obtained
from the first peak potential. This corresponds to the formation reaction

(4.71)

The Gibbs energy of formation is calculated for one mole Cu transferred in the neutral cell
reaction from the bulk into the UPD phase (Eq. (4.66)).

From the potential of the second peak, the Gibbs energy of transformation of the 
�-phase into the �-phase can be calculated. The transformation of the �-phase to the 
�-phase is described by the reaction

(4.72)

With Eq. (4.66) the Gibbs energy of transformation is again calculated for one mole Cu
transferred in the neutral cell reaction from the bulk into the UPD phase. The Gibbs energy
of formation of the �-phase, a closely packed Cu layer, is obtained by the sum of two-
thirds of the Gibbs energy of formation of the �-phase plus one-third of the Gibbs energy
of transformation of the �-phase to the �-phase.

(4.73)

Eq. (4.73) can easily be generalized for a multi-step process. The values calculated for
copper UPD on Au(111) are given in Table 4.1.

END NOTE

*In some other textbooks, � is used for the free surface energy and 
 for the surface charge
density. Otherwise, for solid electrodes � is used later for surface tension. It is also used
for electrosorption valency. Therefore the use of 
 for free surface energy and the use of
qm for surface charge are recommended.
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– 5 –

Mass Transport

An important step of the reaction mechanism in a heterogeneous process is the transport
of the reacting substances and reaction products between the place of reaction and the bulk
phases. If the driving force for the transport is a concentration gradient, the transport
process is diffusion (Figure 5.1). In the general redox system depicted in Figure 5.1a, the
oxidized or reduced components diffuse between the bulk electrolyte and electrode
surface. In electrodeposition (Figure 5.1b) solvated metal ions diffuse to the surface and
lose the solvation shell in the process of depositing. These reaction products diffuse back
into the electrolyte.

In electrochemistry, in addition to the concentration gradient, a gradient of the electric
field can be the driving force. This process is called electro-migration and is often impor-
tant in solid or polymer electrolytes, particularly in mass transport. Mass transport in
polymer or solid phases is much slower than in aqueous electrolytes. The process is nev-
ertheless important for many applications like charging and discharging of batteries.
Control and enhancement of the charge transfer by diffusion or migration is a big problem
in electrochemical kinetics.

5.1 STATIONARY DIFFUSION

Figure 5.2 shows concentration of an ion deposited on the surface of an electrode in a
stirred electrochemical cell as function of distance. There is a continuous decrease of
agitation in the layer formed here from the bulk of the electrolyte to the electrode surface.
If an electrode process occurs on the electrode surface, in this layer of reduced influence
from stirring, a concentration gradient builds up between the surface (concentration cs) and
the electrolyte bulk (concentration c0). The concentration gradient defines a layer first
described by Nernst1 and by Brunner2 and is called diffusion layer �d. The typical order of
magnitude in aqueous electrolytes is 10�3 cm.

The reason for this layer formation in a stirred electrolyte is viscosity. While the
concentration outside this layer is always kept equal to the bulk concentration by the flow
of the electrolyte, the flow rate of the electrolyte in the layer is continuously decreasing
and therefore approaches zero at the electrode surface.

The flow rate decrease is linear for laminar flow and nonlinear for turbulent flow. The
Reynolds number3 describes the border between laminar and turbulent flow. The Reynolds
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number for the flow in a pipe is given by the equation

(5.1)

where v is the flow rate (SI unit, m s�1), l the characteristic length (which is the diame-
ter in the case of a pipe and the radius of the disc for a rotating disc), � the density

Re
l

�
v ⋅ ⋅ �

�

Figure 5.1 Diffusion of reacting particles and reaction products between bulk electrolyte and elec-
trode surface. (a) Redox process in the electrolyte and (b) deposition reaction of a solvated metal ion.

Figure 5.2 Model of stationary diffusion in a stirred electrolyte. The Nernst–Brunner diffusion
layer1,2 forms on an electrode surface of thickness �d because the viscosity of the electrolyte creates
a gradient of convection between the bulk electrolyte and the electrode surface.



(SI unit, g m�3), and � the viscosity (SI unit, N sm�2). The ratio �/� � � is called kine-
matic viscosity. With the introduction of this quantity Eq. (5.1) becomes

(5.2)

The Reynolds number has no dimension. The critical value for the transition from laminar
to turbulent flow is of the order 105 to 106.

Fick’s first law can be used to describe the diffusion to the electrode surface through the
diffusion layer

(5.3)

The number of moles per time interval dn/dt and per surface area A is proportional to the
concentration gradient (c0 � cs)/�d. The constant D is the diffusion coefficient and is
usually measured in cm2 � s�1.

A cathodic reduction process is described by the equation

(5.4a)

In the case of a metal ion reduction, but without the molecules of the solvation shell, the
process is described by the equation

(5.4b)

The difference in both equations is the symbol used for the number of electrons. While n
is usually used in a redox process, z is used in metal ion reduction because the number of
electrons in the latter case corresponds with the charge of the metal ion. In this chapter n
will be used as the stoichiometric number of the electrons.

The transport of S ox
zox (or of metal ions) can be substituted by the cathodic (negative)

current density

(5.5)

A limiting current is reached as the concentration on the surface, cs, approaches zero

(5.6)

The change in the surface concentration leads to a shift in the Nernst potential

(5.7)

The difference E � E0 is the diffusion overpotential �d � E � E0. The concentration ratio
can be substituted by the current densities
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(5.8)

As a result, the diffusion overpotential is given by the equation

(5.9)

In this approach only the diffusion of Sox
zox (or of metal ions) is taken into account. If

diffusion of more than one substance must be taken into account an additional term must
be added, e.g., in a redox process an additional term for S red

zred has to be added in Eq. (5.9).
In a general approach all components with effective concentration differences between
electrolyte and electrode surface must be taken into account in Eq. (5.9).

Eq. (5.9) expresses an exponential dependence of the current on the diffusion overpotential

(5.10)

The dependence is shown in Figure 5.3 for different diffusion layer thicknesses.
For a small overpotential the exponential function can be substituted by ex ≈ 1 � x

whereby the dependence is linear
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Figure 5.3 Current–potential dependence of a diffusion limited reduction process (deposition of
Ag�, c � 10–2 mol � dm�3, D � 1.6 � 10�5 cm2 � s�1), diffusion limited currents on a rotating-disc
electrode, corresponding diffusion layer thicknesses �d.



The diffusion resistance can be derived from this equation

(5.12)

For a large overpotential the current becomes independent from the potential (limiting current).
Similar equations are obtained for oxidation of S red

zred in Eq. (5.4) or surface concentrations
of other diffusion limited substances.

5.2 NON-STATIONARY DIFFUSION

Concentration gradients can be time dependent. Fick’s second law describes the time
dependence of diffusion

(5.13)

Such a general equation can only be solved if the boundary conditions are known. By the
selection of the boundary conditions one can adapt Eq. (5.13) for selected conditions.
The principal mathematical method to solve the equation is Laplace transformation.4 In the
following some simple results will be described.

5.2.1 Chronopotentiometry

Switching on a current larger than the limiting current, the diffusion profile is described by
the following boundary conditions

(5.14a)

(5.14b)

(5.14c)

The meaning of the last condition is that the diffusion can freely expand into the electrolyte
(semi-infinite condition). The solution of Eq. (5.13) gives the Sand equation.5 If formu-
lated for a decrease of concentration on the surface the equation is

(5.15)

The concentration on the electrode surface decreases with the square root of time. For
metal deposition, the corresponding potential is given by the equation
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At c(0,t) � 0 a jump of the electrode potential is observed (Figure 5.4). The associated
time is called transition time d. The transition time is given by the equation

(5.17)

The product i �d� linearly depends on the bulk concentration c0. Figure 5.4 shows a poten-
tial versus time plot for a depletion of the oxidized component in a reduction process
(e.g., metal deposition).

5.2.2 Chronoamperometry, chronocoulometry

If for potentiostatic conditions one applies a potential jump �E, starting at the equilibrium
potential (e.g., in the case of a metal electrode from the Nernst potential to a deposition
potential), the following boundary conditions exist

(5.18a)

(5.18b)

(5.18c)

The last condition redefines a semi-infinite diffusion. Eq. (5.13) for these conditions
describes the development of a concentration profile with time as shown in Figure 5.5.

A time-dependent thickness of a diffusion layer describes the growth of the concentra-
tion profile into the electrolyte given by the equation

(5.19)

The dependence of a selected concentration value on the square root of time is typical for
diffusion-controlled processes (Tamman’s law).
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Figure 5.4 Chronopotentiometry, concentration depletion in a cathodic reduction process, poten-
tial plotted as function of time, and determination of the transition time d.



The equation for the dependence of the current upon time derived from the concentration–
time dependence is called the Cottrell equation6

(5.20)

The dependence of the current on time is shown in Figure 5.6.
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Figure 5.5 Chronoamperometry, depletion of concentration at the electrode surface, and growth
with time of concentration profiles into the electrolyte.

Figure 5.6 Chronoamperometry, semi-infinite condition, and current–time dependence which fol-
lows the Cottrell equation.



In the current–time diagram a peak usually occurs at the beginning. The initial rise of
the current with time is limited by the charging of the double layer capacitance to build up
the selected deposition potential.

Integration of the current gives the development of charge with time

(5.21)

The charge increases proportional to the square root of time. The measurement of charge
as a function of time is called chronocoulometry.

5.2.3 Warburg impedance

In Section 4.2.1 the method of impedance spectroscopy was introduced. The polarization
of an electrode with an alternating potential of small amplitude is also influenced by
restricted mass transport. The Warburg impedance for semi-infinite diffusion describes the
diffusion process. The Warburg impedance is a complex quantity with real and imaginary
parts of equal magnitude.7 The impedance is given by the equation

(5.22)

W is the Warburg parameter

(5.23)

Details are given in the special literature, e.g., by J.R. MacDonald8 or Sluyters-Rehbach
and Sluyters.9

A line of 45	 versus the coordinate axis represents the Warburg impedance in the com-
plex plain presentation (Nyquist plot, Figure 5.7a). The representation in the Bode diagram
is shown in Figure 5.7b. The phase shift has a constant value of 45	, whereby the modulus
of the impedance, |Z| is linearly decreasing with increasing frequency.

The so-called Randles equivalent circuit10 describes diffusion-controlled charge transfer
processes (Figure 5.8).

The impedance is represented in the Nyquist and Bode diagrams for two different
situations in Figures 5.9 and 5.10.

Figure 5.9 shows a situation in which the charge transfer resistance and Warburg imped-
ance are of equal size. In the Nyquist diagram (Figure 5.9a) the characteristic image is
the semicircle with the transition into the 45	 Warburg line at smaller frequencies. In the
Bode diagram (Figure 5.9b) the charge transfer process dominates and the characteristic
phase value of 45	 is not reached in the represented frequency range, not even at the low-
est frequency values (0.01 Hz).

Figure 10a shows the Nyquist plot for a situation when diffusion impedance is much
larger compared to the charge transfer resistance. The 45	 Warburg line dominates the
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Nyquist plot. A shift of the 45	 line and a small deviation from the linear behavior at high-
est frequencies indicate that an impure diffusion impedance is represented in the diagram.
A characteristic double layer behavior dominates the high-frequency part of the Bode
diagram (Figure 5.10b). At low frequencies the diagram approaches the characteristic form
of diffusion.

A comparison of these cases shows that the two representations of impedance measure-
ments provide different information. While low-frequency components dominate in the
Nyquist plot, high-frequency components dominate the character of the Bode diagram.
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Figure 5.7 Warburg impedance for semi-infinite diffusion. (a) Nyquist plot and (b) Bode plot.
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Figure 5.8 Randles equivalent circuit for a diffusion-controlled charge transfer process, Cdl
double layer capacitance, Rct charge transfer resistance, Rel electrolyte resistance, and W Warburg
impedance.

Figure 5.9 Representation of the impedance spectrum of the equivalent circuit in Figure 5.8 for
equally sized Warburg impedance and charge transfer resistance; Rct � 1000 �, |Zd | � 1000 � s�1,
Cdl � 100 nF, Rel � 10 �. (a) Nyquist plot and (b) Bode plot.



So far unlimited diffusion has been assumed. When the diffusion layer has finite dimen-
sion, with a boundary of constant concentration of the diffusing species and permeable for
these species, however, a different expression for the diffusion impedance is derived which
is the so-called Nernst impedance. This impedance is given by the equation

(5.24)

The Nernst impedance is shown in the Nyquist and Bode diagrams in Figure 5.11. The
ratio D/�d

2 (D diffusion coefficient, �d diffusion layer thickness) has the dimension of a
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Figure 5.10 Representation of the impedance spectrum of the equivalent circuit in Figure 5.8
for when Warburg impedance is much larger than the charge transfer resistance; Rct � 1000 M�,
|Zd | � 1 M� s�1, Cdl � 100 nF, Rel � 10 �. (a) Nyquist plot and (b) Bode plot.



frequency. In the case of finite diffusion length the diffusion resistance Rd is given by the
dc limit for frequency � → 0 (angular frequency � → 0). D/�d

2 can be determined together
with Rd from the representations in Figure 5.11 as indicated.

5.2.4 Cyclic voltammetry

In Section 4.2.2 cyclic voltammetry was introduced. The influence of mass transport on
cyclic voltammetry for a reversible redox system is shown in Figure 5.12.

With the scanning of the potential, concentration waves extend into the electrolyte. The
concentration gradients at the electrode surface go through maxima with characteristic
current peaks in the current potential diagram. The Randles–Sevcik equation11 describes
the dependence of peak currents on concentration, c0 and scan rate, v

(5.25)i n D cp � 2 6 102 3 2
0. � � ⋅ �
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Figure 5.11 Representation of diffusion impedance spectra of diffusion processes limited by a
Nernst diffusion layer, Rd 182 �, D/�d

2 � 30 s�1. (a) Nyquist plot and (b) Bode plot.



D is measured in cm2 � s�1, v in V � cm�1, and the concentration in mol � dm�3. For a
reversible redox system the ratio of the peak currents is one

(5.26)

and the separation of the peak potentials for 25 	C

(5.27)

According to Eq. (5.25) the peak currents depend on the square root of the scan rate.
This is another proof of reversibility. An example is shown in Figure 5.13.

E Ep a p c, , V� � 0 059.

i ip a p c, ,�
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Figure 5.12 Cyclic voltammogram of a reversible redox system. For reversible systems the differ-
ence of the peak potentials is 59 mV (25 	C) with an equal height of the peak currents ip,a � ip,c .

Figure 5.13 Cyclic voltammogram of a reversible redox system. Dependence of peak heights on
scan rate (scan rates in mV � s�1).



5.2.5 Microelectrodes

Microelectrodes, also called ultra-microelectrodes, have some very special diffusion
properties. The electrode can be prepared by melting an ultra-thin metal wire into a glass
rod. The small radius of the wire with only a few micrometers leads to a situation in which
the radial resistance of the electrolyte in front of the electrode substitutes the diffusion
limitation by the diffusion layer. A microelectrode and the current distribution in front of
the microelectrode are shown in Figure 5.14.

The current–time dependence of a cyclic voltammogram at a microelectrode for diffusion-
controlled conditions is given by the equation

(5.28)

After the build-up of the diffusion layer at short times, for longer times (t → �) the first
term in Eq. (5.28) vanishes and the current density i becomes proportionally inverse to
the radius r of the microelectrode and is therefore potential and time independent. This
behavior leads to different forms of cyclic voltammograms. Instead of the diffusion peaks
shown in Figure 5.12 for a reversible redox system, constant currents are obtained on a
microelectrode.
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Figure 5.14 Microelectrode and radial current distribution in front of the electrode.



The reason for the potential-independent current in this case is not diffusion limitation
but the control of the current density by the electrolyte resistance in front of the micro-
electrode. This is shown in Figure 5.15.

5.3 DIFFUSION IN SOLID PHASES

Fick’s laws also describe diffusion in solid phases. In solids transport properties can be
considerably different than in liquid phases. Only one component can mobile diffuse in
the matrix of the second component. At higher temperatures the diffusion coefficient can
be more similar in size than in liquid phases, but the diffusion coefficient at room temper-
ature can be orders of magnitudes smaller, e.g., D � 10�10 cm2 s�1. To overcome the time
limitation one must make the diffusion length ld smaller. Ultra-thin layers or nanoparticles
provide such small dimensions. Under such conditions the diffusion is not semi-infinite
but has a restricted extension. This has to be considered in the boundary conditions.

For the study of diffusion phenomena in solids it is also possible to work with potential
pulses (potentiostatic pulses) or with constant current pulses (galvanostatic pulses). Examples
described in the following paragraphs are based on the coulometric titration method
described in Chapter 3. Weppner and Huggins reviewed these methods.12 In a continuous
series of pulses the concentration of lithium in a sheet of aluminum is increased. The dif-
fusion in each pulse is followed by either potential or current measurements.

5.3.1 Potentiostatic method

An aluminum wire was used in a molten potassium chloride/lithium electrolyte and
lithium was deposited into the aluminum by potential or current pulses. The electrode with
the radius r is shown in Figure 5.16. The diffusion is no longer semi-infinite but is limited
by the radius of the wire, where the radial diffusion fronts meet each other. The same
conditions hold for a thin sheet of metal.
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Figure 5.15 Microelectrode, cyclic voltammogram, and an x-axis that simultaneously represents
potential and time. The observed constant current is not a potential-independent current but rather a
time-independent current.



The experiment was made under potentiostatic conditions. This is called potential
intermittent titration technique (PITT).

The concentration of lithium in the alloy at a potential En is cn. After application of a
potential pulse dE and increasing of the potential from En to En � 1, the lithium concentra-
tion at the electrolyte–electrode interface is raised to cn � 1. A concentration profile expands
into the alloy phase. At the middle of the aluminum electrode the two diffusion waves
meet. Boundary conditions for this situation are

(5.29a)

(5.29b)

(5.29c)

The solution of Eq. (5.13) for these boundary conditions has two limiting solutions. For
times t �� r2/D the Cottrell equation is obtained. For the current density one gets

(5.30)

The current density depends on the reciprocal square root of time. This is shown for
lithium diffusion into aluminum in Figure 5.17.

The line representing the linear dependence goes through the origin of the diagram. The
diffusion coefficient of lithium in aluminum can be determined from the slope of the line
if one substitutes the concentration difference cn � 1 � cn, which is related to the charge
passed in the pulse Q/F � nLi (nLi is the mole of Li accumulated in the metal wire).
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Figure 5.16 Diffusion of a metal in an alloy electrode, metal wire of radius r, concentration pro-
files after potential or current pulses n and n�1.



For longer times t �� r2/D one obtains for the current density

(5.31)

The logarithm of the current density depends linearly on time. The example of lithium
diffusion in aluminum is shown in Figure 5.18. The diffusion coefficient of lithium can be
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Figure 5.17 Potentiostatic pulses of lithium deposition into an aluminum alloy electrode; i ≈ t�½

(limiting law for t �� r2/D, Cottrell equation, after John Wen et al.), radius of the aluminum wire 
r � 0.9 mm, charge passed during pulse Q � 7.47 C, 415 	C. (Reproduced with permission from
Ref. [13], © 1979, The Electrochemical Society.)

Figure 5.18 Potentiostatic pulses of lithium deposition into an aluminum alloy electrode; ln i ≈ t
(limiting law for t �� r2/D, after John Wen et al.), radius of the aluminum wire r � 0.9 mm, and
charge passed during pulse Q � 7.47 C, 415 	C. (Reproduced with permission from Ref. [13],
© 1979, The Electrochemical Society.)



calculated from the intercept (by substituting the concentration difference by Q) or from
the slope of the linear dependence (even without the knowledge of Q).

5.3.2 Galvanostatic method

The experiment was also made under galvanostatic conditions.14 This is called the galvano-
static intermittent titration technique (GITT).

Lithium is deposited by constant current pulses. The concentration of lithium in
the alloy before the application of a current pulse is cn. The constant current creates
a constant concentration gradient on the electrode surface. A concentration wave
expands into the alloy electrode and raises the lithium concentration to the final value
cn � 1.

The boundary conditions to solve the time-dependent diffusion equation (Eq. 5.13) are

(5.32a)

(5.32b)

(5.32c)

Two limiting equations for the concentration–time dependence on the interface between
melt and alloy electrode are obtained. For shorter times than for the characteristic diffu-
sion time (t �� r2/D) the Sand equation is obtained which in this case is

(5.33)

For the potential, short times, and small concentration changes (cx � 0 /cn ≈ 1), the poten-
tial changes with the square root of time according to the equation

(5.34)

The change versus a LiAl reference electrode is shown in Figure 5.19. The slope can be
used to determine D.

The second limiting law is obtained for times larger than the characteristic diffu-
sion time (t � r2/ D). The concentration change at the surface is then proportional to
the time
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For the potential, times t � r2/D, and small concentration changes (cx � 0 /cn ≈ 1), the poten-
tial changes proportionally to time

(5.36)

The linear dependence of E on t is shown in Figure 5.20. The intercept with the potential
axis for t � 0 can be used to determine D.

5.4 METHODS TO CONTROL DIFFUSION OVERPOTENTIAL

Limitation by diffusion is one of the main obstacles in an electrochemical process.
Therefore one has to limit its influence and increase the limiting current density. Eq. (5.5)
provides two possibilities for increasing the limiting current density, which are by an
increase of concentration or by a decrease of the thickness of the diffusion layer �d. The
principal method to decrease the thickness of the diffusion layer is convection. The sim-
plest way to generate convection in an electrochemical cell is stirring. Another way is
pumping the electrolyte parallel to the electrode or against the electrode. An example is an
electrochemical plate or an electrochemical rod in an electrolyte stream. The development
of a diffusion layer is shown in Figure 5.21. The thickness of the diffusion layer increases
along the plate.
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Figure 5.19 Galvanostatic pulses of lithium deposition into an aluminum alloy electrode,
E ≈ �t� (limiting law for t �� r2/D (Sand equation), after John Wen et al.), i � 14 mA cm�2,
r � 0.9 mm, 415 	C. (Reproduced with permission from Ref. [13], © 1979, The Electrochemical
Society.)



5.4.1 Rotating-disc electrode

Another way to generate convection is a periodic movement of the electrode. Oscillating
electrodes or rotating electrodes are examples. The most effective and reproducible way
of controlling the diffusion layer thickness is the rotating-disc electrode.15,16 The forces
acting on the electrolyte are shown in Figure 5.22. The centrifugal forces of the rotation
lead to a constant increase of the electrolyte velocity towards the edge of the disc. The
diffusion layer thickness tends to decrease. Otherwise, the diffusion front spreads into
the electrolyte with increasing time. The two effects are approximately compensated by a
diffusion profile of constant thickness over the rotating disc.

The thickness of the diffusion layer on a rotating-disc electrode is given by the equation
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Figure 5.20 Galvanostatic pulses of lithium deposition into an aluminum alloy electrode. E ≈ t
(limiting law for t � r 2/D, after John Wen et al.), i � 14 mA cm�2, r � 0.9 mm, 415 	C. (Reproduced
with permission from Ref. [13], © 1979, The Electrochemical Society.)

Figure 5.21 Diffusion layer on a plate in a streaming electrolyte with thickness increasing from 
�d � 0 to �d.



D is the diffusion coefficient, � � �/� the kinematic viscosity, the ratio between viscosity
and density, and � � 2�f the rotation velocity with f the rotation frequency. With typical
values for the constants in Eq. (5.37) the thickness of the diffusion layer is of the order
of 10�3 cm.

Inserting Eq. (5.37) into Eq. (5.5) gives the equation for the current density on a rotating-
disc electrode

(5.38)

According to this equation the limiting current obtained for cs � 0 is proportional to the
square root of rotation rate. This is confirmed by experiments as shown in Figure 5.23.

The equations derived for the rotating-disc electrode are limited for laminar flow.
The Reynolds number was introduced as a measure for the transition to turbulent flow
(Section 5.1). For the rotating disc the Reynolds number is given by the equation

(5.39)Re
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Figure 5.22 Rotating-disc electrode and radial flow in front of the disc.



For a rotating-disc electrode with a radius r � 1 cm in an aqueous electrolyte (kinematic
viscosity of water 0.01 cm2 s�1 at 20 	C) the critical rotation rate is 10,000 rot min�1.

There is, in principal, an alternative to the rotation of the disc, which is the rotation of
the electrolyte. But just rotation of the electrolyte would not lead to similar diffusion con-
ditions because the electrolyte, stopped at the walls of the cell, would develop a different
radial flow profile. The generation of the same diffusion layer by rotation of the electrolyte
was achieved by a special rotating pumping system as shown in Figure 5.24.17
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Figure 5.23 Dependence of the limiting current on the square root of the rotation frequency (rota-
tion per s) on a rotating-disc electrode.

Figure 5.24 Cell for simulation of a rotating electrode by rotation of the electrolyte. A special
porous cylinder is necessary for the generation of similar streaming conditions,17 (1) cylinder for
regulating the electrolyte flux, (2) disc electrode, (3) magnetic rod, (4) counter electrode, and 
(5) magnetic stirrer.



5.4.2 Rotating ring-disc electrodes

The follow-up reactions of an electrode process can be studied with the ring-disc
electrode.18 Substances generated in an electrode process on the disc electrode are trans-
ported by the electrolyte convection in front of the rotating electrode to the ring and can
be detected on the ring by an electrochemical signal. A ring-disc electrode is shown in
Figure 5.25.

The potential of ring and disc is controlled independently. The generation of a substance
at the disc is given, for instance, by Eq. (5.4).

The quantitative measure of the reduction is given by the disc current, idsc. The oxida-
tion products, e.g., in the case of metal deposition molecules of the solvation shell, are
transported to the ring. The potential of the ring is set to a potential at which the substance
can be detected by an amperometric signal, the ring current irg. For a quantitative analysis
of the ring current it is necessary to know how much disc-generated substance arrives at
the ring. The transference number is a measure for this transfer

(5.40)

Then the ring current can be analyzed according to the rules of amperometry.
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Figure 5.25 Rotating ring-disc electrode. (a) Side view and (b) top view.



5.4.3 Rotating-cylinder electrodes

A very simple method to rotate an electrode is the rotation of an electrode rod or of an
electrode cylinder. The calculation of the thickness of the diffusion layer is complicated
but, in a first approximation, is proportional to an exponential dependence on rotation
speed. An application of this method is the cell developed by Landolt for testing plating
electrolytes.19 The standard equipment for such tests is the Hull cell (Figure 5.26).20
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Figure 5.26 A Hull cell used for testing plating electrolytes on the influence of current density
(after Kanani). The variation of distance between working and counter electrodes leads to a decrease
of current along the x-axis in front of the working electrode, depending on the electrolyte resistance.
(Reproduced with permission from Ref. [20], © 2000, Hanser Verlag.)

Figure 5.27 A cell for testing plating electrolytes with controlled diffusion conditions (after
Landolt16). (1) Rotating rod (test-electrode), (2) counter electrode, and (3) shielding cylinder.



The geometry of a Hull cell enables a fast testing of the influence of current density
on the plating process. What is not controlled in a Hull cell is the influence of convec-
tion of the electrolyte on the plating process. In practice paddles are used for some
convection. The reproducibility of this equipment is limited.

The Landolt cell (Figure 5.27) provides controlled convection conditions by the rotating
cylinder electrode. A cylindrical shield surrounds a rotating cylinder, preventing direct
current flux between rotating cylinder and counter electrode. The enforced longer way of
the current lines simulates the variation of current density in a conventional Hull cell.

The technical realization of such a cell is the ROTA cell described by Tannenberger.21
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– 6 –

Charge Transfer

6.1 ELECTRON TRANSFER

An electrochemical reaction with electron transfer between electrode and electrolyte is
called a redox reaction. The simplest case is described by the equation

(6.1)

This is a one-valent electrode reaction. The stoichiometric number of the electron is one,
which is usually assumed for the elementary charge transfer step. Reduced and oxidized
components have different solvation numbers. The general kinetic equations will be devel-
oped for this reaction.

In a more general description one can define an electrode reaction with n electrons, where-
upon either the elementary electrode reaction occurs n times or there is a more complex sit-
uation of multi-step electrode reactions for which there is much treatment in the literature.1

In the usual manner of chemical kinetics the reaction rates rox of the forward (oxidation)
and rred backward (reduction) reactions are defined as

(6.2)

(6.3)

The rate constants kox(E ) and kred(E ) are functions of the potential E. 
The reaction rates can be expressed as current densities, an anodic current density for

oxidation

(6.4)

and a cathodic current density for reduction 

(6.5)

The total current density is the sum of the partial current densities
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This provides the unique possibility to investigate charge transfer reactions by current
measurements.

Eq. (6.1) describes the simplest case of a redox reaction. An example could be the
electron transfer between ferric/ferrous ions and an electrode

(6.7)

The electrode reaction is identical with the elementary charge transfer step in this example.
The theory of electron transfer was developed for this reaction.

6.1.1 Butler–Volmer equation

For the electrode reaction Eq. (6.1) equations for the partial current densities of oxidation
and reduction can be derived by formulating the potential dependence of the rate constants.
The now generally accepted formulation goes back to work of Erdey-Gruz and Volmer2

and Butler.3

The equation for the anodic (oxidation, positive) current is

(6.8)

The equation for the cathodic (reduction, negative) current is

(6.9)

with

(6.10)

The constants ka and kc are the rate constants in Eqs. (6.2) and (6.3) at the electrode
potential E � 0, which is related to the chosen reference electrode. The potential depend-
ence of the partial current densities is described by a splitting of the total potential depend-
ence in an anodic part �aE and a cathodic part �cE � (1 � �a )E. The factors �a and �c are
called charge transfer coefficients.

The total current density is given by the sum of the cathodic and anodic term

(6.11)

The potential dependence of the partial current densities and of the total current density is
shown in Figure 6.1. 

One problem with the electrochemical literature is that the definition of the charge trans-
fer coefficient �a is not universal. Some groups prefer to use �c for the cathodic reaction
and 1 � �c for the anodic reaction. Other symbols (preferentially �) can be found.
Therefore, it is strictly recommended to show by an index a or c which definition is
applied. Moreover, the connection of anodic potential and current with the positive axis
and the cathodic current with the negative axis is not universal. Therefore, a strict use of
the IUPAC recommendations is recommended.4,5
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Introducing the exchange current density i0

(6.12)

(E0 is the Nernst equilibrium potential at zero current density, c–red and c–ox denote the bulk
concentration) and the overpotential

(6.13)

one can derive the following equation:

(6.14)

If the surface concentrations are approximately equal to the bulk concentrations (c � c–)
one obtains

(6.15)i i
F

RT

F

RT�
�

0

1

e
�

�
�

�a a

e�
�

�( )⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

i i
c

c

c

c

F

RT

F

RT�
�

0

1
red

red

e
�

�
�

�a a
ox

ox

( )

e�
�

�⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

� � E E� 0

i Fk c Fk c
a aF

RT
E

F

RT
E

0

1
0 0

� �
�

a red c oxe e
� �

�
�( )

6.1 Electron Transfer 171

Figure 6.1 Potential dependence of the partial current densities, Eqs. (6.8) and (6.9), and of the
total current density (Eq. (6.11)). The dashed, straight line represents the region of linear relation
between current and potential.



The dependence of the current density on the potential for different charge transfer coeffi-
cients is shown in Figure 6.2. 

The exchange current density still depends on the concentration of the redox compo-
nents. A constant, describing the rate of a redox reaction not dependent on concentration,
is defined in Eq. (6.16) and could be recommended for comparisons and tabulation 

(6.16)

The concentrations can be replaced by activities

(6.17)

Therefore, the constant represents the standard value of the rate of an electrochemical
reaction.

6.1.2 Tafel lines

For large overpotential Tafel lines can be observed. For large anodic overpotential (E �� E0)
one obtains from Eq. (6.8).
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Figure 6.2 Current-potential dependence for a redox system following the Butler–Volmer equation
for charge transfer coefficients �a � 0.25, �a � 0.5, �a � 0.75. 



(6.18)

or after introduction of overpotential and exchange current density 

(6.19)

Similar Tafel lines can be derived for large cathodic overpotential (E �� E0):
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Figure 6.3 Tafel plots for three charge transfer coefficients, �a � 0.25, �a � 0.50, and �a � 0.75,
according to Eqs. (6.19) and (6.21).



(6.21)

As an example Tafel lines for �a � 0.25, �a � 0.50, and �a� 0.75 are plotted in Figure 6.3.
One can determine the charge transfer coefficient �a from the slope of the Tafel lines and

the exchange current density i0 from an extrapolation to the Nernst potential E � E0.

6.1.3 Charge transfer resistance

For very small overpotential E � E0 a linear dependence of the current density on the
potential is observed, usually for an overpotential below 10 mV. From the slope of the
linear dependence the exchange current density can be determined.

(6.22)

The reciprocal value is the charge transfer resistance

(6.23)

The influence of the charge transfer resistance on the current-potential curves is shown in
Figure 6.4. 
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Figure 6.4 Influence of the charge transfer resistance on the current-potential curve. The current-
potential curves were measured in the redox system quinon–hydroquinon on a mercury electrode
after adding different inhibitors, triangles, no inhibitor, squares, methylene blue, and rhomboids,
lauryl acid (0.5 mol�dm�3 NaF, 0.05 mol�dm�3 NaH2PO4/Na2HPO4, pH 6.55, and 10�4 mol�dm�3

inhibitor).6



6.1.4 Theories of electron transfer

How does the electron transfer occur in a redox process? One description of this process
was developed by Gerischer,7 based on the former work of Gurney8 and Essin.9 Another
description goes back to the work of Marcus.10 Other contributions during the development
of the basic theory came from Dogonadze, Levich, Chizmadzhev, Kuznetsov, and others.11

The model will be described for a simple redox reaction, the oxidation of a two-valent iron
ion into a three-valent iron ion and vice versa.

The more phenomenological concept of Gerischer will be explained in the diagram of
the electron-energy levels in the electrolyte and in the metal, introduced in Chapter 3 and
shown in Figure 6.5. The transfer of an electron into the metal can occur, if the electron on
an energy level Ee in the electrolyte finds an unoccupied energy level at the same energy
Ee in the metal. The intensity of the electron transfer is proportional to the density of occu-
pied electron-energy levels in the electrolyte (the density of reduced ions, Dred) times the
density of unoccupied energy levels in the metal, Nun.

(6.24)

Otherwise, the transfer of an electron from the metal into the electrolyte can occur, if
the electron on an energy level Ee in the metal finds an unoccupied energy level at the same
energy Ee in the electrolyte. The intensity of electron transfer is proportional to the density
of unoccupied electron-energy levels in the metal, Nun times the density of unoccupied
energy levels in the electrolyte (the density of oxidized ions, Dox).

(6.25)

The total partial current densities are obtained by integration over the energy.

(6.26)

(6.27)

The maximum overlapping of occupied and unoccupied energy levels will be found
at the Fermi energy. At energies below and above the Fermi energy the density of over-
lapping occupied and unoccupied energy levels approaches zero. Therefore, the highest
current densities are found around the Fermi energy. This is shown in Figure 6.5. In
Figure 6.5a, the situation at the Nernst potential (electrode potential E � E0) is shown.
Anodic and cathodic current densities are equal; the total current density is zero.

In Figure 6.5b the situation is shown, if an anodic potential is applied (electrode poten-
tial E � E0). The Fermi level of the metal is shifted in a direction that favorites the trans-
fer of electrons into the metal and a total anodic current is observed.

In Figure 6.5c the situation is shown, if a cathodic potential is applied (electrode
potential E � E0). The Fermi level of the metal is shifted in a direction that favors the
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Figure 6.5 Electron transfer at equilibrium potential and for an anodic and a cathodic overpoten-
tial. (a) Equilibrium conditions (electrode potential E � E0), anodic partial current equal to cathodic
partial current (ia � ic), total current zero, (b) anodic polarization (electrode potential E � E0),
anodic partial current larger than cathodic partial current (ia � ic), total anodic current, and 
(c) cathodic polarization (electrode potential E � E0), anodic partial current smaller than cathodic
partial current (ia � ic), and total cathodic current.



transfer of electrons into the electrolyte with the result that a total cathodic current is
observed. 

The above equation is a simple kinetic approach. The total rate of the process is given
by the rate constants ka and kc. These rate constants are determined by the activation ener-
gies. What is the activation energy of a process, mainly determined by electron tunneling
around the Fermi energy? 

The transfer mechanism is the following one. The density of electronic states in the elec-
trolyte is represented by the distribution functions of the solvation states of the oxidized
and reduced ions, Dred and Dox, respectively. These distribution functions are of Gaussian
type with maxima representing the mean electron-energy state. Because the maximum of
electron transfer occurs near the Fermi energy, the solvation shell of an ion in the elec-
trolyte must reorganize until the electron energy is equal to the Fermi energy level. Then
the electron transfer can occur. The differences between Fermi energy and energy at
maximum of the distribution functions are called reorganization energies, �red and �ox,
respectively. After the electron transfer, the solvation shell must relax until the maximum
of the new oxidation state is reached. The definition of the reorganization energies is
explained in Figure 6.6

For the calculation of the activation energies, one can define the energy of the solvation
complexes as functions of the mean distance between solvation shell and ion. These func-
tions for oxidized and reduced ions are schematically shown in Figure 6.7. The distance
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Figure 6.6 Mechanism of heterogeneous electron transfer and definition of the reorganization
energy.



between the point where both functions cross each other and the minimum of both curves
is representative for the activation energy. 

Marcus developed expressions for the calculation of the activation energy and its poten-
tial dependence. From the new concept equations approximately reflecting the Butler–
Volmer equation could be derived.10

6.2 ELECTROCHEMICAL REACTION ORDERS

Eq. (6.1) described the simplest case of a redox process. In a more general manner an
electrode reaction can be formulated by the equation

(6.28)

An example of a more complex redox reaction is the oxidation of nitrous acid to nitric
acid and vice versa in acidic solution. This is described by the equation

(6.29)

In this case electron transfer reaction and net redox reaction will not be the same. To
elaborate the mechanism of such complex reaction, it is necessary to find the elementary
electron transfer reaction.

In this chapter after description of the charge transfer process, the methods of analyzing
a more complex mechanism will be described. How should the more complex electrode
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Figure 6.7 Mechanism of heterogeneous electron transfer and definition of the activation energy.



reaction shown in Eq. (6.28) be treated? The usual model for this treatment is the separation
into an elementary charge transfer reaction like reaction Eq. (6.1) and pre- and post-electron
transfer reactions. Usually, the elementary charge transfer reaction is a one-electron reaction.
One can write the total transfer reaction as a one-electron reaction. 

(6.30)

For equilibrium conditions, the substances Sred and Sox in the elementary charge transfer
reaction are connected with the substances Si and Sj in the electrode reaction by pre- and
post-electron transfer equilibria. The concentrations cred and cox in the elementary charge
transfer reaction can be substituted by the following equations:

(6.31)

(6.32)

The exponents nred,i and nox, j are the partial electrochemical reaction orders. 
The elementary charge transfer reaction is described by the Butler–Volmer equation.

The concentrations cred and cox are substituted by Eqs. (6.31) and (6.32).

(6.33)

The new rate constants ka
* and kc

* are the products of the former rate constants (Eqs. (6.8)
and (6.9)) and the equilibrium constants in Eqs. (6.3.1) and (6.3.2).

6.2.1 Determination of electrochemical reaction orders from Tafel lines

The Tafel lines derived from this equation are

(6.34)

(6.35)

Measurement of the Tafel lines for different concentrations, the partial electrochemical
reaction orders, can be determined from Eqs. (6.34) and (6.35). This implies that the con-
centration at the electrode surface remains approximately equal to the bulk concentration
(elimination of the diffusion overpotential). It should be pointed out that for this evalua-
tion the logarithm of current must be plotted versus the electrode potential and not versus
the overpotential.
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As an example, results for the nitrous acid–nitric acid redox system are plotted in
Figure 6.8.12

The electrochemical reaction orders for the anodic process are determined from the
concentration dependence of lg ia (Figure 6.9); the electrochemical reaction orders for the
cathodic process are determined from the concentration dependence of lg ic (Figure 6.10).

The charge transfer coefficients determined from the slope of the Tafel lines were �a � 0.66
and �c � 1 � �a � 0.36. 

6.2.2 Determination of electrochemical reaction orders from 

the charge transfer resistance

The equations for the exchange current density of the complex redox reaction are

(6.36)

From these equations one can derive equations for the concentration dependence of the
exchange current density. The Nernst potential E0 is substituted by concentrations according
to Eq. (6.30). Setting concentrations approximately equal to activities one obtains

(6.37a)
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Figure 6.8 Tafel plots of lg i versus electrode potential E, nitrous acid–nitric acid redox 
system, 2 mol · dm�3 HNO3, and dependence on HNO2-concentration. (1) 3.05 � 10�4 mol · dm�3,
(2) 1.01 � 10�3 mol·dm�3, (3) 2.9 � 10�3 mol · dm�3, and (4) 8.8 � 10�3 mol · dm�3, 2.6 � 10�2

mol · dm�3, smooth Pt electrode, T � 25 	C. The diffusion overpotential was eliminated by
chronoamperometric measurements (Section 6.4.2).
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Figure 6.9 Plot of lg ia versus lg cHNO2
and determination of the electrochemical reaction order

nred,HNO2
� 0.87 � 1.

Figure 6.10 Plot of lg ic versus lg cHNO2
and determination of the electrochemical reaction order

nox, HNO2
� 0.35 � 1/2.



(6.37b)

Applications of this equation to the example of the nitrous acid–nitric acid redox system
are shown in Figures 6.11, 6.12, and 6.13. 

With the charge transfer coefficient determined from the Tafel plots (Figure 6. 8) and the
concentration dependence of the exchange current densities, the following partial electro-
chemical reaction orders were determined

With these data, the following pre- and post-charge transfer equilibria could be set up

(6.38)
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Figure 6.11 Dependence of the exchange current density on the concentration of nitrous acid, con-
centration of HNO3 2 mol · dm�3, smooth Pt electrode, 25 	C, ∂ lgi 0 /∂ lgcHNO2

� 0.78.
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Figure 6.12 Dependence of the exchange current density on the H� concentration, nitrate concen-
tration 6 mol · dm�3, nitrous acid concentration 10�2 mol · dm�3, exchange of HNO3 by KNO3,
smooth Pt electrode, 25 	C, ∂ lgi0 /∂ lgcH+ � 0.82.

Figure 6.13 Dependence of the exchange current density on the NO3
� concentration, H� concen-

tration 6 mol · dm�3, nitrous acid concentration 10�2 mol · dm�3, open circles, H� concentrations
corrected by mean activity coefficients, exchange of HNO3 by HClO4, smooth Pt electrode, 25 	C,
∂ lgi0 /∂ lgcNO3

� � 0.27.



This gives the charge transfer reaction

(6.40)

and leads to the mechanism

(6.41a)

(6.41b)

(6.41c)

This autocatalytic mechanism explains the autocatalytic action of HNO2 on the reduction
of nitric acid. 

The nitrous acid–nitric acid redox system is an example of a controversy in the literature.
The above mechanism was developed by Vetter from one of the first applications of the
concept of electrochemical reaction orders on a redox system.13 G. Schmid14–17 intuitively
suggested another mechanism based on a charge transfer reaction 

(6.42)

The presented experimental results did not confirm this charge transfer reaction for the
experimental conditions of high proton activities. However, at lower proton activities a
change in the mechanism was observed. Reaction Eq. (6.42) can be considered as a charge
transfer reaction for lower proton concentration.12

6.3 ION TRANSFER

A second class of electrochemical processes in addition to electron transfer is ion transfer,
e.g., metal ion transfer according to the equation

(6.43)

This process describes the reaction of metal atoms with ligands L forming metal ions
(dissolution, corrosion) or the deposition of metal atoms by reduction of metal ions. The
solvent molecules are a special example of ligands that reacts with the metal ions. A par-
tial step of the total process, ad-atom deposition and dissolution, was already discussed in
Chapter 4. The rate equations are similar to Eqs. (6.2) and (6.3).

(6.44)

(6.45)

The current densities must now be expressed for a z-valent reaction (idis � zFrdis and idep �
� zFrdep). 
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The mechanism of the process differs considerably from the Marcus mechanism of elec-
tron transfer. The particles on the way between electrode and electrolyte must overcome
an activation energy. The activation energy depends on the electric field in the double layer.
The activation energy and the additional electrical term are shown in Figure 6.14. 

The charge transfer coefficient has now a transparent explanation. It is the part of the
potential difference across the double layer, which must be subtracted from the potential-
independent part of the activation energy for the deposition reaction and must be added
to the potential-independent part of the activation energy for the dissolution reaction.
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Figure 6.14 Activation energy E # and electrical contributions for a metal ion crossing the electro-
chemical double layer.



This leads to the following activation energies:

(6.46)

(6.47)

Substituting the Galvani potential difference by the electrode potential versus a constant
reference electrode the Butler–Volmer equation has now the form

(6.48)

The exchange current density is

(6.49)

Assuming that the surface concentrations and bulk concentrations are approximately equal
and substituting �c by 1��a one gets the reduced Butler–Volmer equation

(6.50)

From these equations the corresponding equations for Tafel lines, polarization resistance,
and electrochemical reaction orders are obtained as was described in Section 6.1 for elec-
tron transfer.

The slopes of the Tafel plots now depend on the charge of the metal ion. An example is
shown in Figure 6.15. 

The equations of charge transfer describe the total process in a formal manner. The
mechanism of the process is usually more complicated. The deposition process will be
described in detail in Chapter 7, the dissolution process in Chapter 10. 

6.4 CHARGE TRANSFER AND MASS TRANSPORT

The driving force for an electrochemical process is the overpotential. This is, in the case
of a reversible redox electrode or a reversible metal/metal ion electrode, the deviation of
the potential from the Nernst potential. The overpotential consists of several parts. One
part is caused by deviation of the surface concentration from the bulk concentration. The
replenishment of the surface concentration can be limited by diffusion. Then one speaks
of diffusion overpotential.*18Another part is the overpotential necessary to drive the charge
transfer.

The total overpotential is the sum
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The ratio �/i for current density approaching zero is the electrode resistance consisting of
charge transfer resistance and diffusion resistance,

(6.52)

For analyzing the charge transfer process, it is necessary to eliminate the contribution from
diffusion that means Rd � RT/nFil → 0. Many electrochemical methods are only devoted
to this goal.

The principal way to eliminate the diffusion term is reduction of the diffusion layer
thickness. Under stationary condition this is achieved by enforced convection. For non-
stationary conditions one can describe the increasing diffusion contribution by a time-
dependent diffusion layer thickness.

(6.53)

The diffusion layer thickness gets smaller if the overpotential is measured at short times.
Investigating the time dependence of electrode processes one has as a limiting factor the
charging of the double layer, because a change of the electrode potential depends on the
change of the double-layer charge. The product of double-layer capacitance and elec-
trolyte resistance CdlRel determines the time constant of the double-layer charging. With a
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Figure 6.15 Tafel plots for a metal ion transfer reaction, dissolution and deposition of Cd/Cd2�.
From the slopes the charge transfer coefficient is determined, �az � 1.09 and (1 � �a )z � 0.91. With
z � 2 one obtains �a � 0.55 and (1 � �a) � 0.45. The exchange current density is lg i0 � �2.8.



macroscopic size of the electrodes the limit is in the range of microseconds. A decreasing
size of the electrodes shifted this limit towards nano- and femtoseconds. 

6.4.1 Elimination of diffusion overpotential with a rotating 

disc electrode

The contribution of diffusion overpotential to the total overpotential can be achieved by
an increase of convection near the electrode surface. In a very controlled manner this is
possible with the rotating disc electrode. In the Koutecky—Levich19 equation the separa-
tion of diffusion contributions and charge transfer contributions to the overpotential was
achieved. A general charge transfer reaction with exchange of n electrons was chosen. The
Koutecky–Levich equation is

(6.54)

D is the mean diffusion coefficient of Sred and Sox, � kinematic viscosity (see Section
5.3.1), and � � 2�f the angular velocity with f the rotation frequency. In the anodic Tafel
region (kox �� kred) the following equation is obtained:

(6.55)

In the cathodic Tafel region (kred �� kox) one gets

(6.56)

One has to measure the current density as a function of the rotation speed in the anodic
and cathodic Tafel regions. Then one plots reciprocal current densities 1/i as a function of
the square root of reciprocal rotation speed 1/ ���. The extrapolation to 1/ ��� → 0 gives
charge transfer controlled current densities. Plotting these current densities versus poten-
tial, one obtains in the Tafel region Tafel lines (above ±60 mV overpotential). Charge
transfer coefficients and exchange current densities can then be determined. For small
overpotentials, in the region of linear dependence between current and potential the charge
transfer resistance is obtained. 

An example is shown in Figure 6.16. The reciprocal current is plotted versus the recip-
rocal value of the rotation frequency of a rotating disc electrode. The currents taken from
the extrapolation to 1/ �f� � 0 (rotation frequency f � �) are represented versus the poten-
tial in Figure 6.17. The current-potential plot shows a current-potential curve in the
sub-Tafel region. An approximate current-potential line is shown in Figure 6.17. An
approximate value of the charge transfer resistance and of the exchange current density
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Figure 6.16 Elimination of diffusion contributions to the overpotential on the rotating disc electrode
by a Koutecky–Levich plot, extrapolation to 1�f� � 0 (rotation frequency f � �), 10�2 mol · dm�3

Fe(CN)6
4�/10�2 mol · dm�3 Fe(CN)6

3� redox system, 0.5 ml · dm�3 KCl, E0 � 0.224 versus SCE, and
Au electrode.20

Figure 6.17 Current-potential plot of the extrapolated current data from Figure 6.15,
Fe(CN )6

4�–Fe(CN )6
3� redox system, charge transfer resistance Rct � 5.6 � · cm�2, and exchange

current density i0 � 5.2 mA · cm�2.



could be calculated from the slope at zero overpotential. A value of Rct � 5.6 � · cm2 equal
to i0 � 5.2 mA · cm�2 was obtained. 

6.4.2 Elimination of diffusion contribution to the overpotential 

in chronoamperometry and chronopotentiometry

Elimination of the diffusion contribution to the overpotential is also possible by time-
dependent measurements. 

In chronoamperometry, after switching on an overpotential, the time dependence of the
current is monitored. For purely diffusion-controlled processes, the current depends on
time according to the Cottrell equation in Chapter 5, Eq. (5.20). The current decreases
proportional to 1/ �t�. The combination with charge transfer control leads to the following

190 6. Charge Transfer

Figure 6.18 Potential and current density–time dependence in chronoamperometry. The double-
layer charge peak (not shown) can overshadow the charge transfer controlled time region.



equations. Switching to potentials in the anodic Tafel region the current time dependence
for short times is given by

(6.57)

Switching to potentials in the cathodic Tafel region one obtains

(6.58)

For short times (below milliseconds or even microseconds) the current decreases with �t�.
Potential- and current-time dependence are shown schematically in Figure 6.18. 
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Figure 6.19 Current- and potential-time dependence in chronopotentiometry. The double-layer
charging retards the potential increase and can, similar to chronoamperometry, distort the extrapolation.



An example was the determination of charge transfer controlled current densities in the
HNO2–HNO3 redox system (Section 6.2.1). 

In such measurements the limitation by the double-layer charging is a serious problem.
The charging peak can dominate the current-time dependence at short times. 

In chronopotentiometry, after switching on a current, the time dependence of the poten-
tial is monitored. Potential- and current-time dependence are shown schematically in
Figure 6.19. Similar to chronoamperometry, the charging of the double layer can over-
shadow the region of charge-controlled behavior. 

Currents flowing through the electrochemical cell can cause a potential drop in the elec-
trolyte and the measured potential must be corrected for this potential drop. The potential
drop is called IR-drop.

In a three-electrode cell the measured IR-drop occurs between working electrode and
reference electrode (Figure 6.20). Therefore, the reference electrode should be brought as
close to the working electrode as possible. Experimental procedures were suggested to
eliminate the IR-drop. Some potentiostats have the possibility to correct a known elec-
trolyte resistance. Another method is to interrupt the current for a short time and to measure
the potential at the interruption. 

192 6. Charge Transfer

Figure 6.20 IR-drop in an electrochemical cell. The IR-drop occurs between working electrode
WE and reference electrode RE (a Haber–Luggin capillary is shown), CE counter electrode. 



6.4.3 Elimination of diffusion contributions to the overpotential 

by impedance spectroscopy

Impedance spectroscopy in the high-frequency region is another way of eliminating
diffusion overpotential. The equations were given in Chapter 5. The combination of the
double-layer equivalent circuit with the diffusion impedance was described in Section 5.23
and examples for the determination of the charge transfer resistance at high frequencies
were given.

END NOTE

∗The replenishment can also be limited by a slow reaction in the diffusion layer or on the
electrode surface, in which case one speaks of reaction overpotential. This will not be
treated and the reader is referred to the special literature.
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– 7 –

Nucleation and Growth of Metals

The electrochemical deposition of a metal is one of the important applications of electro-
chemistry. In this chapter some aspects of this process will be discussed. However, only
pure metal deposition will be treated.

From a look at the periodic table it can be seen that only a selected number of metals
can be deposited from an aqueous electrolyte due to the limited potential window of aque-
ous electrolytes. An even smaller group, i.e., copper, zinc, nickel chromium, tin, and lead,
is of greater technological importance.

Organic solvents provide suitable potential windows for some important metals such as
aluminum and lithium that cannot be deposited from aqueous electrolyte. Some metals are
deposited from molten salts. The so-called room temperature molten salts or ionic liquids
are a further group of solvents used to deposit metals like aluminum again that cannot be
deposited from aqueous electrolytes. 

7.1 NUCLEATION

The growth of a new phase starts with the formation of a nucleus. Erdey-Gruz and Volmer
gave the first description of nucleation.1 In this chapter, the basic concepts will only be
shortly described because Budevski, Staikov, and Lorenz have comprehensively treated
this subject.2

7.1.1 Three-dimensional nucleation

In electrochemical phase formation nucleation must be on a surface of a foreign or native
substrate. If the nucleus formed on a surface is a cluster that grows in all three dimensions,
one speaks of a three-dimensional nucleation. The nucleus is a cluster of only a few atoms
and can be depicted as a semi-sphere (Figure 7.1). 

The Gibbs energy of the nucleus that has formed as a cluster and as a function of the
size with the semi-sphere approximating the nucleus radius is the sum of bulk free energy
and surface free energy 

(7.1)� � �g g gnucl bulk surf� �
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(7.2)

where �Gss is the molar free energy of super saturation, Vm the volume of one mole of
metal, and 
 the free surface energy.

The Gibbs energy of nucleation as a function of the size of the nuclei is shown in Figure 7.2.
Very small clusters are instable. The formation in this size region is a statistical process.
A maximum marks the critical size of the nucleus and the critical Gibbs energy of nucle-
ation between instability and stable growths.
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Figure 7.1 Different nucleus models on a surface (a) a cluster of three atoms, (b) a cluster of four
atoms, and (c) a cluster of ten atoms in more or less a semi-sphere. 

Figure 7.2 Gibbs energy of nucleation as a function of size. rcrit is the critical nucleus or the size
where the nucleus becomes stable.



For a semi-spherical nucleus, the radius of the critical nucleus can be derived from the
equation d�gnucl/dr � 0. One obtains

(7.3)

The Gibbs energy of super saturation is connected to the overpotential by the equation

(7.4)

By inserting Eq. (7.3) into Eq. (7.2) and substituting �Gss � � zF ��� one obtains

(7.5)

With the volume of the critical nucleus Vcrit = (4�/3)r 3
crit one can also calculate the number

of atoms in the critical nucleus by dividing the volume of NA critical nuclei (NA Avogadro
constant) through the molar volume of the metal Vm. The result is

(7.6)

7.1.2 Two-dimensional nucleation

Sometimes a two-dimensional nucleus forms on a surface (Figure 7.3), which is therefore
a monomolecular layer growth because of the strong interaction between the substrate and
deposited metal as in under potential deposition. This cluster of N atoms almost has a cir-
cular shape. 

Similar equations can be derived for two-dimensional nucleation as were given for
three-dimensional nucleation.2
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Figure 7.3 A two-dimensional nucleation with the nucleus in the approximate form of a circle. 



7.1.3 Rate of nucleation

Volmer and Weber derived an equation for the nucleation rate.3

(7.7)

Substituting the value for �gcrit by Eq. (7.5) and forming the logarithm one obtains

(7.8)

where B stands for the different constants in Eq. (7.5). This equation was confirmed by
most experiments, despite a continuous discussion of the validity of this classical approach.
An example is shown in Figure 7.4. 

The following equation was also given in the literature:6,7

(7.9)

The logarithm of the nucleation rates of Figure 7.4 is plotted as a linear function of the
overpotential in Figure 7.5. As Ncrit is a function of �, no linear relationship is expected. 

According to Eq. (7.9), the differentiation of the plot of ln J versus �, shown in Figure 7.5,
should give Ncrit. Otherwise, Ncrit should be proportional to 1/�3 (Eq. (7.6)). In Figure 7.6
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Figure 7.4 Logarithm of the rate of formation of mercury nuclei J on the (111) faces of a spherical
platinum single crystal versus |�|�2.4,5
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Figure 7.5 Logarithm of the rate of nucleation J versus overpotential � (data from Figure 7.4).

Figure 7.6 Ncrit, determined by differentiation of a polynomial fit of the data in Figure 7.5, shown
as function of the overpotential 1/�3.



Ncrit is plotted versus 1/�3. The approximately linear dependence indicates that
Eq. (7.9) may be used as a basis for obtaining information about the size of the critical
nucleus. 

7.1.4 Instantaneous and progressive nucleation

The many defects on the surface of a real crystal form nucleation centers. After switching
to a potential in the deposition region, there will already be a fixed density of defects N0

where local growth can start.

(7.10)

This is called instantaneous nucleation. 
As an example, diffusion-controlled hemispherical growths will be described. Hills,

Schiffrin, and Thomson calculated the current of N0 individual nuclei that grow independ-
ently of each other.8

(7.11)

Hills, Schiffrin, and Thomson also calculated an equation for a progressive increase of the
number of nucleation centers that occur after switching to a potential in the deposition
region. This is called progressive nucleation. The density of nuclei as a linear function of
time is described by the equation

(7. 12)

where An is the nucleation rate. The current density is given by the equation 

(7. 13) 

Diffusion zones develop during the growths of the nuclei. The diffusion zones first have
a semi-spherical shape and then overlap with time (Figure 7.7). 

The area of the diffusion zone projected on the surface plane can be described by the
equation

(7.14)

The overlapping of the growing diffusion areas is shown in Figure 7.8. 
An equation given by Avrami9 can be used to relate the real surface coverage with dif-

fusion zones � to the surface coverage, if the growth of the diffusion zones is unlimited,
�ex � N�kDt.
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Figure 7.7 Development of diffusion zones around hemispherical nuclei on an electrode surface.

Figure 7.8 Two-dimensional projection of overlapping diffusion zones around hemispherical
nuclei on an electrode surface.



On the basis of these considerations Scharifker and Hills10 derived equations that
describe the current transients. The equation for the current density as a function of time
for instantaneous nucleation is

(7.16)

Comparison of Eq. (7.16) for t � 0 with Eq. (7.11) gives for k

(7.17)

The equation for the current density as a function of time for progressive nucleation is

(7.18)

Comparison of Eq. (7.18) for t � 0 with Eq. (7.13) gives for k�

(7.19)

In Figure 7.9, current transients for instantaneous and progressive nucleation are shown in
a reduced presentation, plotting i/imax versus t/tmax.

Work on nucleation and current transients is continuously being developed. Examples
are the papers of Scharifker and Mostany11 or of Heermann and Tarallo.12 Liu and Penner

k
cM

� �
4

3

8
1 2

�
�

⎛
⎝⎜

⎞
⎠⎟

/

i zFc
D

t

A
k Dt�

�
�⎛

⎝⎜
⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎡

⎣
⎢

⎤

⎦
⎥

1 2
21

2

/

exp� � �n

k
cM

�
8

1 2
�
�

⎛
⎝⎜

⎞
⎠⎟

/

i zFc
D

t
N kDt�

�
�

⎛
⎝⎜

⎞
⎠⎟ ( )⎡⎣ ⎤⎦

1 2

1
/

exp�

202 7. Nucleation and Growth of Metals

Figure 7.9 Instantaneous and progressive nucleation, according to Eqs. (7.16) and (7.18), reduced
presentation: i/imax versus t/tmax; (a) instantaneous nucleation, (b) progressive nucleation.



took into account minimization of inter-particle coupling.13 A double-pulse technique was
used for controlled preparation of metallic nanoparticles.14

7.2 INTERMEDIATE STATES OF ELECTRODEPOSITION

In the process of deposition of metal ions into a crystalline phase an atom has to pass
several intermediate positions. This is shown in Figure 7.10. 

In the model the main three surface processes are shown, which are (1) the charge
transfer process, (2) surface diffusion, and (3) the transfer from the ad-atom position into
a step or kink position. Not shown are the diffusion processes in the electrolyte. Each
step can be rate determining, such as the charge transfer between electrolyte and metal
surface (Chapter 6), surface diffusion (Chapter 4), or the transfer into a step or kink posi-
tion, the final crystallization process.

In the following treatment, the density of kink site positions is considered to be in
equilibrium with the ad-atom concentration and with the ion concentration in the elec-
trolyte.15 This is shown in Figure 7.11. 

In this diagram the reaction of an ad-atom with the kink site position is reversible.
But in the kink site position an atom may return to its previous position by separation
from the kink site position, or it may become fixed in the crystal lattice by the next
atom deposited in the kink site position. The built-in process is then completed. In this
model, the kink site position has a similar function as the transition state in the theory
of chemical reactions.

7.2.1 Crystallization overpotential

The first connection between the surface processes in electrocrystallization and the
overpotential were discussed in papers of Lorenz16 and Vermilyea.17 In these papers an
overpotential was defined by the difference between the ad-atom concentration in the
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Figure 7.10 Model of an electrochemical deposition process: (1) charge transfer of an ion in the
electrolyte to an ad-atom position, (2) surface diffusion of ad-atoms, and (3) transfer of an ad-atom
into a step or kink position.



midst of a terrace cad,m and at the edges of a terrace cad,e. This overpotential was called
crystallization overpotential �k

(7.20)

Gerischer made an experimental attempt to measure the crystallization overvoltage of Ag
deposition in a chronopotentiometric experiment.18 In this experiment two results were
obtained. From the slope at t � 0 the capacitance was determined. This capacitance was
much larger than the double-layer capacitance and was interpreted as adsorption capacitance
Cad. The ad-atom concentration cad was calculated from the adsorption capacitance Cad.

(7.21)

Figure 7.12 shows the ad-atom concentration cad as a function of the electrolyte concen-
tration cAg�.

The following adsorption isotherm was determined:

(7.22)

This is a confirmation of Eq. (4.55) derived in Chapter 4 for the ad-atom adsorption
isotherm with � � �(1 � xad) � 0.2. The position of the ad-atom in the potential gradient
of the double layer can be guessed to be 0.2. The partial charge coefficient would then be
� � 0.25. The remaining overpotential was interpreted as crystallization overpotential.
Experimental evidence was presented that the charge transfer overpotential can be neglected.
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Figure 7.11 Transition state model of an electrochemical deposition; charge transfer and surface
diffusion are in equilibrium.18



Finally, the crystallization exchange current density was calculated and interpreted as the
rate of deposition and separation of ad-atoms into kink site positions. 

7.3 SURFACE DYNAMICS

In the following section, a statistical description of the surface processes will be presented.
This is based on the definition of a residence time of an atom in a kink site position.

7.3.1 Residence time in kink site positions

Figure 7.13 shows the (100) surface of a metal crystallizing in the face-centered cubic
lattice. Three planes of atoms and a step running in the [110] direction are shown. On the
step a kink site position is shown. 

Ad-atoms can be deposited into a kink site position either directly or via a step position.
Otherwise, the atom in a kink site position can be separated from the kink site position to
a step position or to an ad-atom position as shown in Figure 7.13. 

There is, in principle, the direct transfer between kink site position and electrolyte. This
process, which must be taken into account at larger overpotentials, will not be discussed
further.

The transfer of an ad-atom into a kink site position can be described by a reaction of a
metal ion with a kink site position

(7.23)r k c kspdep dep Me� z�[ ]
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Figure 7.12 Ad-atom isotherm, showing lgcad versus lgcAg�.18



The separation from a kink site position is a reaction of first order. The reaction rate is
given by the rate equation

(7.24)

In principle, the potential dependence of the rate constants must be taken into account. 
The potential dependence can be described by a Butler–Volmer exponential term
exp(��a,i�zi FE/RT). The coefficient �a,i represents the part of the potential, which acts on
the separation step and �zi is the charge transfer connected with the separation step.

What happens to an atom in the kink site position? This may be determined by the time
interval in which the atom stays in the kink site position. This time is called residence time
in the kink site position (in German “Verweilzeit”).19 The residence time is the statistical
average of the time between the arrival of the atom in the kink site position and its sepa-
ration from the kink site position. During the residence time the process of separation from
the kink site position competes with the arrival of new atoms. The residence time  in a
kink site position is given by the reciprocal value of the rate constant of separation. 

(7.25) �
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Figure 7.13 View on the (100) surface of a face-centered cubic lattice in which three planes of
atoms and a step running in the [110] direction are shown. An atom in a kink site position (black)
can move into a step position or into an ad-atom position. Taking into account all the neighbors of
the separating atom, a transition complex is defined. Therefore, calculation of the complex energy is
a method to determine activation energies.



7.3.2 Calculation of the residence time

The rate constant of separation consists of two terms, step-atom formation and direct 
ad-atom transfer

(7.26)

The rate constant is given by the equation

(7.27)

The pre-exponential factor k0 is approximately the oscillation frequency of the atom in the
kink site position. An estimated value of 1012 s–1 can be used.

The activation energies in Eq. (7.27) are the energy barriers for an atom to diffuse from
the kink site position to the step position or to the ad-atom position (Figure 7.13). The
energy barrier is the difference between the energy of the diffusing atom in the transition
complex and the energy in the kink site position. The transition complex depends on the
surface structure and differs for different crystallographic lattices and crystallographic
faces. An example for the transition complex of step diffusion in Figure 7.13 is shown in
Figure 7.14. The energy of such a cluster can be calculated. The difference between the
energy of the transition complex and the energy of the atom in the kink site position gives
the activation energy. 

At the interface to a liquid phase the transition complex is not only described by the
atoms of the solid phase. The moving atom can form complexes with molecules or ions of
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Figure 7.14 Calculation of the activation energy for step diffusion on the (100) surface of a cubic
close-packed (ccp) lattice structure. The neighbors of the separating atom in the transition state form
a transition complex. A top-view of the transition complex is shown as well as cross-sectional views
marked by A and B.



the liquid phase. The interaction of the surface atoms with atoms from the electrolyte will
considerably reduce the magnitude of the activation energy. But a calculation demands
special models of the transition complex. Moreover, the partial charge of the surface atoms
must be known to calculate the dipole interaction with the water molecules. 

For comparison of different metals the following rough approximation is possible. The
interaction of metals with solvent molecules in the electrolyte will be of similar intensity.
Then the difference of the activation energy for separation from a kink site position of
different metals will be proportional to the cleavage of bonds between the separating atom
and the metal lattice. A possible assumption is that one bond is broken when the atom sep-
arates from the kink site position into a step position. Separation to an ad-atom position
requires more energy and a possible assumption is that this activation energy would be
equal to the cleavage of two bonds. Because of the exponential dependence on the activa-
tion energy only the first term is of significance. Based on these assumptions values ksep

can be calculated using the following equation:

(7.28)

where �1/2 is the energy in the kink site position. By adding a Butler–Volmer term
exp(��a,i �ziFE/RT) a potential dependence can be taken into account. The coefficient �a,i

represents the part of the potential, which acts on the separation step and �zi is the charge
transfer connected with the separation step. The residence time is given by the equation

(7.29)

Rate constants of separation and residence times calculated for some ccp and hcp metals
are shown in Table 7.1. 
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Table 7.1

Comparison of the dynamic of some metals with ccp and hcp structures; rate constants of
separation from kink site positions ksep (calculated with the assumption that the activation 

energy is proportional to the cleavage of one bond �Me�Me) and residence time 

Metal Structure �1/2 (eV) �1/2 /6 (eV) ksep (s�1) (s)

Ag ccp 2.95 0.492 5�103 2�10�4

Au ccp 3.79 0.632 2�101 5�10�2

Cd hcp 1.16 0.193 5�108 2�10�9

Co hcp 4.40 0.733 4�10�1 3�100

Cu ccp 3.50 0.583 1�102 7�10�3

Ni ccp 4.45 0.742 3�10�1 3�100
Pb ccp 2.02 0.337 2�106 5�10�7

Pd ccp 3.92 0.653 9�100 1�10�1

Pt ccp 5.86 0.977 3�10�5 3�104

Rh ccp 5.77 0.962 6�10�5 2�104

Ru hcp 6.66 1.110 1�10�7 7�106

Zn hcp 1.35 0.225 2�108 6�10�9



The residence times presented in Table 7.1 are relative values, but they provide a feeling
for the large differences in the surface dynamics of these metals under deposition condi-
tions. While the differences in the bond energies are inconspicuous, the differences in the
residence times cover several orders of magnitude.

7.4 DENSITY OF KINK SITE POSITIONS

7.4.1 Equilibrium conditions

In a first approximation it can be assumed that the density of kink site positions is in
equilibrium with the ad-atom concentration. More generally, all partial reactions are in
equilibrium at the Nernst potential. The following equation describes equilibrium between
ions in the electrolyte and atoms in kink site positions:

(7.30)

This reaction expresses the repeating nature of the reaction of an ion with a kink site posi-
tion A* that forms a new kink site position AA*. The equilibrium constant KAA is related to
the rate constants kdep and ksep by the following equation:

(7.31)

The rate of the deposition reaction corresponds to the cathodic current density 

(7.32)

The rate of the separation reaction is proportional to the anodic current density

(7.33)

The density of kink site positions A* and AA* at equilibrium potential is [ksp]0. For equi-
librium conditions one gets, i� � i0. Thus it follows with Eq. (7.25):

(7.34)

With NA Avogadro’s number and F the Faraday constant. The density of kink site positions
at the equilibrium potential [ksp]0 is given by the product of exchange current density and
residence time. This equation will be discussed in the next section.

7.4.2 Deposition conditions

The residence time provides a measure of how long an atom can stay in a kink site position.
The next atom accumulated in the kink site position determines its future. Therefore one
has to compare residence time and rate of deposition. 
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The rate of deposition is measured by the deposition current. From the current, the
number of atoms discharged per second and per unit of surface area can be calculated.
Multiplying this value with the residence time, the number of atoms N arriving during the
residence time per unit of surface area is obtained (Eq. (7.35))

(7.35)

where NA is the Avogadro number, F the Faraday constant, and z the charge of the metal
ions in the electrolyte. 

Dividing Eq. (7.35) through the density of kink site positions [ksp], the number of atoms
arriving during the residence time per kink site position is obtained

(7.36)

If N,ksp is much smaller than [ksp], the number of kink site positions decrease, because the
renewal of the kink site positions by accumulation of metal ions is so slow that more and
more kink site positions disappear because of the natural surface reconstruction. If N, ksp

is much larger than [ksp], however, the number of kink positions will increase because new
surface structures can develop. Thus one can say for stationary conditions that N, ksp should
approach the value N, ksp � 1. The density of kink site positions [ksp] finally therefore
approach the value

(7.37)

For example, the density of kink site positions for stationary conditions is 1013 cm–2 for a
current density of i � 10 mA cm–2, z � 2, and a residence time of  � 10–3 s. 

A special situation that can cause stationary conditions is at the electrochemical equi-
librium potential (Nernst potential). The current density at the Nernst potential is the
exchange current density i0. The density of kink site positions [ksp]0 is therefore propor-
tional to the product of exchange current density i0 and residence time, as was already
shown in Eq. (7.34).

Exchange current densities have been determined for many metals. Using i0 values
from the literature and the values for the residence times presented in Table 7.1 a rough
estimation of the order of magnitude of the density of kink site positions at the Nernst
potential is possible. Examples are presented in Table 7.2. 

The calculation of [ksp]0 takes into account the nature of the metal (by ) and the elec-
trochemical conditions (by i0). The value of i0 reflects the different experimental parame-
ters like electrolyte composition, and additives, etc. Therefore, the values of the density of
kink site positions provide an image of the surface dynamic at equilibrium conditions.
While the absolute values might be questionable, the comparative nature of the described
procedures allows at least a comparison of the dynamics of experimental systems. The
values for Ag reflect the density of kink site positions for three experimental conditions.
The largest value of 5 � 1015 cm–2 corresponds to one of the highest experimental exchange
current densities observed. In this case, [ksp]0 approaches the surface density of atoms on
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an ideally smooth surface, but, similar to the residence times in Table 7.1, the [ksp]0 values
in Table 7.2 are relative values for the purpose of comparison. 

The density of kink positions under deposition conditions [ksp] is a factor that determines
the structure of the growing metal phase. At small current densities and small residence
times, the crystal growth occurs at the natural growth centers of the substrate for the special
electrochemical conditions. The basic reproduction type (BR, in the notation of Fischer20)
is developed. Otherwise, high current densities and large residence times induce large values

7.4 Density of Kink Site Positions 211

Table 7.2

Density of kink site positions at the Nernst potential calculated with Eq. (7.34) for some metals,
residence times taken from Table 7.1, and exchange current densities from the literature22

Metal Electrolyte (s) i0(A·cm�2) [ksp] (cm2)

Ag 0.028 M [Ag(CN)3]
2�; 1 M CN� 2�10�4 3�10�3 4�1012

0.1M AgClO4; 1M HClO4 4�100 5�1015

0.001M AgClO4; 1M HClO4 2�10�1 2�1014

Cd 0.02 M CdSO4; 1.6 M K2SO4 2�10�9 2�10�3 1�1007

Cu 1.0 M CuSO4; 1M H2SO4 7�10�3 1�10�10 2�1006

0.1 M CuSO4; 1M H2SO4 1�10�11 2�1005

Ni 0.5M NiSO4; pH 2.3 or 4.4 3�100 1�10�6 9�1012

Zn 1.0 M ZnSO4; 0.01M H2SO4 6�10�9 2�10�5 4�1005

Figure 7.15 Winand diagram. Depending on current density and inhibition activity, Fischer clas-
sified four structural types of preferential observation: a base-oriented reproduction type BR, a field-
oriented texture type FT, an un-oriented dispersion type UD, and the field-oriented isolation type FI,
which is near the origin of deposition or formation of isolated crystals and is not often observed. 



of [ksp] and irregular crystallographic structure; the field-oriented texture type (FT) or the
un-oriented dispersion type (UD) will be formed. Winand has developed an empirical diagram
for the prediction of the developing structure by plotting a ratio of the deposition current
through the diffusion-limiting current versus the inhibition activity (Figure 7.15).21

7.5 EXPERIMENTAL INVESTIGATIONS OF ELECTRODEPOSITION

7.5.1 Electrodeposition on amalgam electrodes

Vetter summarized the main results obtained up to 1967.22 The principal difficulty in the
experimental investigation of metal electrodes in the past was the poorly reproducible
preparation of the electrode surface. This problem could be avoided for some electrodes
by dissolving metals in liquid mercury. Therefore, many results about the mechanism were
measured with amalgam electrodes. On such an electrode no crystallization overvoltage is
expected. When it was possible to suppress diffusion depletion, the charge transfer process
could be investigated. The charge transfer mechanism could then be determined from the
electrochemical reaction orders of the complex molecules or ions. 

7.5.2 Investigations on solid electrodes

On solid electrodes reliable former results suffered from the problem of reproducible surface
preparation. A big step was made with the introduction of single crystalline electrodes and
the reproducible preparation of single crystalline surfaces. The special problems connected
with electrochemistry on single crystalline electrodes are described in a number of publi-
cations, e.g., by Clavilier et al.23

Nevertheless, even on polycrystalline electrodes the main steps of the deposition mech-
anism can be determined. These investigations are based on the evaluation of the structure
of the transferred ion. In the following, some classical examples of evaluation of the dep-
osition mechanism on polycrystalline electrodes will be described. 

Cadmium

Cadmium plating is still an important plating process in industry. The mechanism of elec-
trodeposition from a sulfate electrolyte was one of the first to be investigated in more
detail.24 The electrode reaction is 

(7.38)

The current potential diagram in the Tafel region was already shown in Figure 6.15 with a
charge transfer valence z � 2. The dependence of the exchange current density on the
cadmium ion concentration is shown in Figure 7.16. 

The equation for the dependence of the logarithm of the exchange current density on the
logarithm of the cadmium ion concentration is

(7.39)
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The stoichiometric number of cadmium ions in the electrode reaction is �Cd2� � 1, the sto-
ichiometric number of the electrons in the electrode reaction is n � 2, and the valence of
the elementary charge transfer reaction is z � 2. The charge transfer coefficient determined
in Figure 6.15, was �a � 0.55. With the slope of 0.51 in Figure 7.16, the electrochemical
rate constant of the cadmium ions is 

The charge transfer process is identical with the electrode reaction. 

Silver

An example for a deposition of a metal from a metal ion complex is the silver electrode.25

The electrolyte varies between 3 � 10–2 and 1 mol · dm–3 KCN. The total ion concentration
is kept at a concentration of 1 mol · dm–3 by partial substitution of the KCN by KCl. The
Ag� concentration is in the range of 10–2 mol·dm–3. 

The electrode process under these conditions is

(7.40)

The dependence of the logarithm of the exchange current density on the logarithm of the
cyanide concentration has been studied and the results are shown in Figure 7.17. 

The change of the slope is connected with a change of the mechanism. 
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Figure 7.16 Determination of electrochemical reaction orders for the cadmium electrode. lg i0
versus lg cCd2�, slope of the line 0.51, and the electrochemical reaction order nox,Cd2� � 1.



The charge transfer coefficient (determined by chronoamperometric elimination of diffusion
overvoltage) is 

The valence of the elementary charge transfer reaction was z � 1 in both cases. The
equation for the electrochemical reaction orders of the complex ions is

(7.41a)

(7.41b)

Then, with z � 1, n � 1, and �CN� � –3, the following electrochemical reaction orders are
determined for the silver electrode:
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Figure 7.17 Dependence of the logarithm of exchange current density on the logarithm of cyanide
concentration for a silver/silver cyanide electrode. The total ion concentration is kept at a concen-
tration of 1 mol·dm–3 by partial substitution of the KCN by KCl, and the Ag� concentration was
5 � 10–3 mol·dm–3.



The electrochemical reaction orders lead to the following pre- and post-electron transfer
equilibrium:
For cCd2� � 0.1 mol · dm–3

(7.42a)

(7.42b)

the following mechanism is derived:

(7.43a)

(7.43b) 

For cCd2� � 0.2 mol·dm–3

(7.44a)

(7.44b)

the mechanism is 

(7.45a)

(7.45b)

Spectroscopic methods in general and Raman spectroscopy in particular provide fur-
ther details for silver deposition from cyanide complexes. This will be described in
Section 7.8.

7.5.3 Applications of electrodeposition from aqueous solvents

Many metals are made by electrodeposition. Several metals are prepared by electrolysis
in molten salts (Section 7.6). A variety of plating processes have been developed for the
metals deposited by electroplating. Quite different, usually aqueous, electrolytes are used.
Each electrolyte has characteristic features and produces deposits with quite different
properties. As an example, some electrolytes for the plating of copper will be described.
Other important plating processes, e.g., zinc, nickel, tin, and lead, are described in detail
in the literature.26
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The deposition mechanism can be quite complex, e.g., chromium can be deposited from
hexavalent chromic acid. In this case, a layer of chromium oxides of lower valence is
formed on the metal surface.

Electrodeposition of copper is one of the most important deposition processes in industry.
Copper is already being refined by electrolysis. Copper plating is the main deposition process
for the production of printed circuit boards. Plating processes for many applications are
known with varying results for the characteristic properties of the deposits. Examples are

– Copper deposition from sulfuric acid electrolytes 
A standard electrolyte has the following composition:
160–240 g·dm–3 CuSO4·5H2O,
40–100 g·dm–3 H2SO4

30–150 mg·dm–3 chloride.
Typical additives are polyethylene glycol, an organic sulfur compound, e.g., thiophene
and a brightener, e.g., cresyl violet. 
The temperature is 20–40 	C and the current density is usually 2–8 A·dm–2 but up to
50 	C and up to 100 A·dm–2 are also known.

– Copper for printed circuit boards 
Less copper sulfate (20–80 g·dm–3 CuSO4·5H2O) and more sulfuric acid are typical for
this electrolyte, while the other conditions are similar.

– Cyanide copper
A typical bath composition is 
25 g·dm–3 CuCN
35 g·dm–3 NaCN 
20 g·dm–3 Na2CO3.
The temperature is 20–30 	C; the current density is usually 0.2–0.5 A·dm–2. 

– An alternative electrolyte for higher current densities contains sodium–potassium tartrate
(Rochelle salt) and is therefore called the Rochelle electrolyte. A typical composition is
70 g·dm–3 CuCN
80 g·dm–3 NaCN
20 g·dm–3 Na2CO3

30 g·dm–3 NaKC4H4O6 � 4H2O.
The temperature is 50–70 	C and the current density is usually 1–5 A·dm–2. The elec-
trolyte can be used without additives or with additives, like thiosulfate, selene com-
pounds, and alcanediols.

The mechanism of deposition from these electrolytes is different. While in the sulfuric
acid electrolyte copper is dissolved as a two-valent ion, in the cyanide copper electrolyte
the copper forms cyanide complexes, Cu(CN)2

�, Cu(CN)3
2�, and Cu(CN)4

3�. 
The mechanism of deposition from sulfuric acid electrolytes proceeds via two consecutive

steps with Cu+
ad as intermediate (Bockris-Mattson mechanism). But the dependence of the

intermediate of the experimental parameters is not in agreement with all expectations.27

The mechanism of deposition of copper from copper cyanide electrolytes is more complex.
The mechanism of deposition could be similar to the described mechanism of Ag from
silver cyanide electrolytes. Some mechanisms were proposed in the literature.28
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7.5.4 Parallel reactions

A principal feature of metals if deposited cathodic from the hydrogen electrode is the 
co-development of hydrogen. This reaction reduces the current efficiency of the deposition
process and can have a negative influence on the plated metal layer. The bubbles are respon-
sible for defects in the film surface. Incorporation leads to poor mechanical properties. The
hydrogen can penetrate into the plated parts. For example, if depositing zinc on steel it can
reduce the mechanical properties of the steel parts.

Another process is reduction of salts of the phosphorous acid. The phosphorous acid is
reduced to phosphor, which is then incorporated into the metal in a larger amount. This can
improve the properties. An example is nickel–phosphor with increased hardness. 

7.6 DEPOSITION FROM NON-AQUEOUS SOLVENTS

So far deposition from an aqueous electrolyte has been discussed. The number of metals
that can be deposited from aqueous electrolytes is limited. Metal aluminum is used to
demonstrate traditional and new ways of deposition from non-aqueous electrolytes.

7.6.1 Aluminum deposition from a molten salt

The classical process for winning aluminum is one developed by Hall and by Herault in
1886 and 1888.29 Aluminum oxide (Al2O3) of high purity is mixed with cryolite (Na3AlF6)
in the ratio of 1:10. The mixture melts at approximately 950 	C. The preparation of the
pure aluminum oxide, which is usually from bauxite, is the first step in winning aluminum.
This process was developed by K.J. Bayer in 1892. The bauxite is treated with concen-
trated sodium hydroxide and reacted with the aluminum minerals to get sodium aluminate.
After aluminum hydroxide precipitates from the aluminate solution, it is then calcinated at
1200–1300 	C.

The modern electrolysis cell is part of a long development. Schematic view of a cell is
shown in Figure 7.18. 

The electrolysis is made at 4–5 V with 100,000 to 180,000 A. To produce 1000 kg of
aluminum one needs 13.5 MW h electrical energy.

In the melt part of the cryolite dissociates30

(7.46)

The aluminum oxide and the ions in the cryolite melt form oxy-fluoride complexes, e.g.,

From kinetic experiments, the following mechanism of aluminum deposition at the liquid
aluminum electrode was derived:31
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(7.47b)

(7.47c)

In a technical deposition process one also has to look for the counter-electrode, which
in aluminum electrolysis is a graphite electrode. The processes at the carbon electrode are
described by the equations

(7.48a)

(7.48b)

(7.48c)

The electrolysis needs a large amount of energy. Increasing energy prices may open the
way to alternative processes, e.g., to win aluminum from chloride melts.

7.6.2 Aluminum deposition from an organic electrolyte 

Several technical processes were developed to deposit aluminum from an organic electrolyte.
One example is the Sigal process using alkaline halide–alkyl complexes of aluminum
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Figure 7.18 View of an aluminum electrolysis cell, in which (1) the aluminum collects as liquid
metal at the bottom of the cell (2) on the carbon cathode, (3) the height-adaptable carbon anodes
react with the aluminum oxide to form CO/CO2, (4 and 5) the contact rails are for currents up to
180,000 A, (6) the charging is made by the construction in the middle of the cell, and (7) the liquid
aluminum is regularly sucked off.



in toluene.32 Another example is the Real process that works with an electrolyte of
aluminum chloride and aluminum hydride in tetrahydrofuran. A third example is the Natal
process which deposits aluminum from an electrolyte of aluminum chloride and aluminum
hydride in toluene. 

In the following, the Sigal process will be described in more detail. The typical complex
in this process is shown in Figure 7.19.33 The deposition of aluminum from these com-
plexes is a rather slow process. A mechanism was discussed by Kautek and Birkle.34

Typical process parameters are 5–30 V, 0.2–2 A·dm–2 DC, and 90 	C. 

7.6.3 Aluminum deposition from ionic liquids

The electrodeposition of aluminum from ionic liquids has been intensively investigated.
The principal rule for ionic liquids is the special design of the anion–cation combination
for the metal to be deposited. In Figure 7.20 the usual ionic liquid for aluminum deposition
is shown. 

In this electrolyte, after an in situ electrochemical etching of the steel surface to remove
oxides, a film with very good adhesion is formed (Figure 7.21).35

A quite reversible cyclic voltammogram has been observed (Figure 7.22). 
It has also been observed that the particle size is a sensitive function of the cation. The

deposition of nanostructured aluminum is a further option of ionic liquids.36
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Figure 7.19 KF-ethyl-aluminum complex or K2Al2C3H5F
� in toluene, K for the potassium ions,

F for fluoride ion, and T for the toluene molecules. 

Figure 7.20 A typical anion–cation combination in an ionic liquid used for aluminum deposition
on steel, ethyl-methyl-imidazolium cation, and tetra-aluminum anion.



7.7 ADDITIVES

So far an ideal interface between a metal and an electrolyte has been considered. Neither the
solvent nor any other component of the electrolyte (except the metal ions) can adsorb on the
metal interface. The advantage of electrochemical deposition is the possibility to modify this
ideal surface by additives, which adsorb on the metal surface. The additives have different
effects, which can be used as a characterizing feature like brightening or leveling the deposit.
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Figure 7.21 Side view of an aluminum film on steel deposited from an ionic melt that has been
formed of ethyl-methyl-imidazolium-chloride and aluminum-tri-chloride. (Reproduced with
permission from Ref. [35], © 2006, Elsevier.)

Figure 7.22 A cyclic voltammogram of an aluminum film on steel deposited from an ionic melt
formed of ethyl-methyl-imidazolium-chloride and aluminum-tri-chloride. (Reproduced with
permission from Ref. [35], © 2006, Elsevier.)



The general description of the action of additives is very complicated and difficult to
predict in a general manner. But it is possible to extract rules from the complex nature of
the absorption process, which can guide us through the chaos. The description of adsorp-
tion by adsorption isotherms has already been described in Chapter 4. The Gibbs free
energy is the characteristic quantity that describes how strongly a complex molecule will
interact with metal surfaces.

7.7.1 Adsorption, the hard–soft concept

The adsorption isotherms provide a quantitative description of the surface in the presence
of an additive. But there is only enough data to calculate the isotherms for a few additives.
In order to develop new electrolytes for electrochemical deposition, more general rules for
obtaining a feeling for the chemical nature of the additives are needed. Such a guide is
the Pearson concept of hard and soft acids and bases. It was originally developed to pre-
dict the tendency of molecules to form complexes with metal ions.37 Later on, it was
applied to the adsorption of molecules or ions on metal surfaces,38 and to adsorption on
charged faces of different crystallographic structures.39

Pearson looked into the stability between Lewis acids (electron acceptors) and Lewis
bases (electron donors) and found that a stable complex forms between a hard acid and a
hard base or between a soft acid and a soft base. 

For the central ion of a complex the character of the electronic shell is connected with
the nature of the atomic orbital. The s, p, d, and f electrons are characterized by an increas-
ing distance to the kernel and therefore can be seen as increasingly polarizable electrons.
In the language of Pearson the character of these electrons varies from extremely hard 
(s-electrons) to extremely soft (f-electrons). The hardness increases with ionization and for
different valance states with an increased oxidation state.

One way to measure softness and hardness of molecules is the polarizability of the
electron shell. A first criterion is the number of �- and �-electrons. With an increasing
number of �-electrons, the polarizability and the soft character usually increase. 

Another characteristic property related to hardness and softness is electronegativity.
Low electronegativity is connected with a soft character and high electronegativity with a
hard character. This is illustrated in Figure 7.23. For the interaction of the molecules with
a metal atom or metal ion only part of a molecule might be responsible. Therefore, it is
possible to apply the hard/soft concept to special parts of the molecule. 

For the elements in the periodic table one can use electronegativity values as a measure
of hardness (Chapter 2, Figure 2.4). The hardness increases from Li to F and decreases
from Li to Cs. For the transition metals the hardness would increase from Sc to Zn and
decrease from Cu to Au.

The Pearson concept can be transferred to metal surfaces. In this case, in addition to the
character of the bonding electrons, the crystallographic structure of the metal surface and
the surface topography must be taken into account. For cubic close-packed structures the
most prominent crystallographic surfaces are the (111), (100), and (110) interfaces. The
(111) face is the closest packed structure and has the hardest surface topography followed by
the (100) and (110) interfaces (the softest one). The hard–soft character of a polycrystalline
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surface is represented by an average value, usually between the (100) and (110) faces. This
is illustrated in Figure 7.24. 

On an electrode surface the hard–soft character becomes potential dependent. The metal
will have a soft character at the potential of zero charge. It is obvious that at high positive
potentials (low electron density) the metal surface has a hard character. Pearson suggested
the same hard character for high negative potentials (high electron density) as is shown in
Figure 7.24. 

With increasing step density the softness increases. Furthermore, the softness increases
with the surface density of kink site positions, or, quite generally, with increasing surface
roughness. On polycrystalline surfaces, the same rules apply and the softness increases
with an increasing amount of surface roughness. 

On the basis of these general rules, a first characterization of the interaction of additives
with electrode surfaces is provided. A hard molecule or ion will primarily adsorb on hard
surfaces and hard surface areas. Soft molecules will preferentially adsorb on soft surfaces
and soft surface structures. 

7.7.2 Influence of additives on deposition at different 

crystallographic faces

The rate of the crystallization process of a pure metal differs for different crystallographic
faces. For comparison, the net deposition current density can be split into partial current
densities ihkl. 
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Figure 7.23 Dependence of the hard–soft character of a molecule or molecule group on polariz-
ability and electronegativity.

Figure 7.24 Hard–soft characterization of different crystallographic faces.



The growth rate, characterized by the partial current density ihkl,. is the factor determin-
ing the equilibrium shape of a crystal. The faces with the smallest partial current densities
ihkl. form the equilibrium form of the crystal.

Additives can control the growth rate by blocking surface processes, e.g., surface diffu-
sion or the transfer in and out of kink site positions. Therefore, interaction of additives with
the different crystallographic structures is a dominating factor in the development of crys-
tallographic shape and structure.

7.7.3 Anodic stripping to study additive behavior

How should the adsorption of additives be measured? The most straightforward way is the
determination of surface concentration. Some methods were already discussed in Chapter 4.
These methods are complemented by a very effective method, anodic stripping. The appli-
cation of this method to study the influence of additives in electrocrystallization was first
described by Ogden and Tench.40 The most important application was achieved in the
process control of copper deposition. This is explained in Figure 7.25. 

On the cathodic potential sweep copper is deposited in the cathodic region with a rate
depending on the experimental parameters. In the anodic scan, after passing the equilib-
rium potential, the copper is dissolved in the pronounced anodic peak. The charge obtained
by integration over this peak is representative for the copper deposited in the cathodic
region. The influence of additives on the charge is a measure for the action of additives on
the copper deposition process. An example is the influence of dithiadecyl-disodium-
sulfonate (Figure 7.26).41

7.8 OPTICAL SPECTROSCOPY TO STUDY METAL DEPOSITION

Reflection spectroscopy, Raman spectroscopy, and ellipsometry complement the various
electrochemical methods to study metal deposition. The optical methods can be used for a
direct monitoring of the deposition process. The great advantage of optical spectroscopy
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Figure 7.25 Principles of anodic voltammetric stripping to study the influence of additives on
electrodeposition. 



is the detailed information about structure, orientation, and other properties of adsorbed
molecules or ions. Besides collections of summarizing papers,42 the IUPAC commission on
electrochemistry has published a short compilation of the different methods.43 Aspects of
spectroscopic investigations of organic monolayers have been discussed in a further review.44

7.8.1 Raman spectroscopy on silver in cyanide electrolytes

Silver deposition is an example of a metal deposition, which can be monitored by Raman
spectroscopy. A Raman spectrometer is now usually a Raman microscope using confocal
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Figure 7.26 Influence of concentration of dithiadecyl-disodium-sulfonate on the amount of
deposited copper, determined by anodic stripping voltammetry. (a) Pure sulfuric acid electrolyte 
(2 mol·dm–3 H2SO4, 0.1 mol·dm–3 CuSO4, and (b) sulfuric acid electrolyte (10–4 mol·dm–3 polyethylene
glycol).



imaging of the surface and registration of the spectrum. A schematic description of a spec-
trometer is shown in Figure 7.27.45 The sample is illuminated by a laser beam, which
causes the scattering of Raman signals. A so-called Notch filter is only transparent for the
Raman frequencies, which can then be detected by high sensitive avalanche photodiodes
or, after passing a monochromator, on a CCD detector. 

Silver is an example of a metal that shows the surface-enhanced Raman effect. After a
special surface treatment, the signal of a molecular group on the surface of the metal is
enhanced by several orders of magnitude. One successful surface treatment is deposition
of silver. So, after starting silver deposition from a cyanide electrolyte on a platinum elec-
trode, a Raman signal of the CN-stretch vibration develops and reaches a limiting value
(Figure 7.28).46

The different complexes in a silver cyanide electrolyte show different Raman signals of
the CN-stretch vibration. The peak observed in Figure 7.28 is usually explained as the
Ag(CN)3

2� peak.47 The peak around 2110 cm–1 (2080–2140 cm–1) was observed at –0.7
VSCE. Switching to 0 VSCE a shift to 2140 cm–1 (2110–2175 cm–1) was observed, which is
the frequency of Ag(CN)2

�. Compared to the deposition mechanism (Section 7.5.2) one has
to conclude that the Ag(CN)3

2� complex dominates even on the surface.
There is evidence that the extreme enhancement of the Raman signal on a silver deposit

comes from colloidal silver particles. Considering the special situation of a silver nucleus
with adsorbed CN– ions, other explanations of the Raman results are possible, e.g., an
adsorption of CN– on clusters of different sizes and charges.48
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Figure 7.27 Confocal Raman microscope spectrometer. The sample is illuminated by a laser light
reflected on a dielectric mirror (DM) combined with a highly selective Notch filter. The Raman sig-
nals scattered from the sample are detected by highly selective avalanche photo diodes (APD) or via
a monochromator on a CCD detector. The sample is scanned in two or three dimensions and the
image is built-up point by point in a computer.45



7.8.2 Raman spectroscopy of organic additives

Surface-enhanced Raman spectroscopy was intensively used to study organic additives on
silver, copper, and gold.49,50 An example is an investigation of the orientation of nicotinic
acid on silver.51,28 The Raman spectra were measured at different pH values. This is shown
in Figure 7.29a. Preferential adsorption of the nicotinic acid anion was observed. The dis-
sociation reactions are shown in Figure 7.29b. 

Another measurement was made as a function of the potential (Figure 7.30). The final
conclusion is that the nicotinic acid anion was adsorbed flat on the surface for pH � 9 and
was in an upright position for pH � 9. The nicotinic acid anion was bound to the silver
surface by the nitrogen atom (Figure 7.31).31

The origin of surface-enhanced Raman spectroscopy is still being discussed. In addition
to the average enhancement of 103–105, the so-called “hot spots” have been observed with
enhancement factors up to 1010.52–54 Further research of application of this technique to
electrodeposition is promising. 
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Figure 7.28 Development of the Raman spectrum of the CN-stretch vibration in the Ag(CN)3
2�

complex after switching to a deposition potential of silver, 0.4 mol dm–3 KNO3, 0.028 mol dm–3

KCN, 0.005 mol dm–3 AgNO3, � � 514.5 cm–1, 30 mW cm–2, and deposition on a Pt electrode. After
switching to an anodic potential of dissolution, the Raman signal is observed (even increases) until
the silver deposit has dissolved.
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Figure 7.29 (a) Raman spectra of Ag in an electrolyte-containing nicotinic acid at pH 3.9 and 12.5,
the spectra can be attributed to the spectrum of the anion. (b) Dissociation equilibria of nicotinic
acid.51

Figure 7.30 Raman spectra of Ag in an electrolyte containing nicotinic acid as a function of the
potential.51
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Deposition of Alloys

8.1 DEPOSITION POTENTIAL AND EQUILIBRIUM POTENTIAL

The bulk deposition of a pure metal A occurs if the applied potential is more negative
than the Nernst equilibrium potential E � E0,A. If a second metal B having a more
negative Nernst potential, E0,B � E0,A is deposited together with metal A, the deposition
of B can begin at a potential E in the interval E0,B � E � E0,A and in any case for 
E � E0,B.

The electrode reaction is described by the equation

(8.1)

one can define an equilibrium potential of an alloy.1

(8.2)

with

(8.3)

Equilibrium potential, standard potential, and the standard Gibbs energy depend on the
alloy composition.

(8.4)

The alloy Gibbs energy is the difference between the Gibbs energy of formation and the
chemical potentials of the ions in the electrolyte.

The limiting value of the standard Gibbs energy for 1 � x � 0 can be called first
standard Gibbs energy, a notation used for a diluted solution of B in A. The first depo-
sition can occur for potentials negative of the potential derived from this first standard
Gibbs energy.
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8.2 ALLOY NUCLEATION AND GROWTH: THE PARTIAL 

CURRENT CONCEPT

The first steps of alloy deposition differ from the nucleation of a pure metal. If one metal
interacts stronger with the substrate, an upd layer formation or even a formation of several
layers of a pure phase can precede the formation of alloy nuclei. Special models have been
developed for the nucleation process. Milchev and Lacmann2 and Milchev3 have discussed
specific questions of alloy nucleation.

The growth follows the same principles as were discussed for pure metals. The rate of
deposition of each component can be described by a partial deposition current density i.
The total deposition rate is then the sum of all partial current densities (Wagner and
Traud4), for a binary alloy

i � iA � iB

If the deposition of the two components is independent of each other, the total current
potential diagram is the sum of the current potential diagrams of the components. An
example is the deposition of copper–nickel shown in Figure 8.1. In the voltammogram one
observes at more positive potentials the deposition of pure copper, which is diffusion
controlled and follows the rules of mass transport (Chapter 5) with the limiting current of
Cu2� diffusion. At the potential, where Ni deposition begins, the Ni deposition is first
charge transfer controlled. The partial current is described by the Butler–Volmer equation
(Chapter 6). If the charge transfer dominates at larger overvoltage, Tafel lines will be
found. The increasing partial current of nickel deposition is added to the limiting partial
current of Cu deposition. With increasing polarization in cathodic direction, the Ni ion
discharge also becomes diffusion controlled and the total deposition rate is the sum of the
limiting currents.

Figure 8.1 Voltammogram of CuNi alloy deposition with partial currents of Cu and Ni deposi-
tion and total deposition current; (a) copper deposition, (b) irregular co-deposition, (c) regular 
co-deposition. The names of the different alloy deposition regions refer to the classification of
Brenner (see the following section).



8.3 BRENNER’S ALLOY CLASSIFICATION

Alloys are usually classified following a phenomenological suggestion of Brenner.5 For his
definition Brenner used a so-called composition reference line. On this basis the mole frac-
tion of the component A in the alloy can be plotted versus the concentration ratio in the elec-
trolyte cA /(cA � cB) (actually the mole fraction of ions A in the electrolyte, Eq. (8.5)):

(8.5)

Brenner distinguished between a normal and abnormal alloy deposition

1. Normal alloy deposition
Deposition is as expected from the equilibrium potentials of the components.
Within this group there are three subgroups:
(a) Equilibrium co-deposition, which could be observed for very similar values of the
equilibrium potentials of the alloy components. Kinetic differences of the deposition of
both components can mask the ideal behavior. (b) Regular co-deposition which is
diffusion controlled, i.e., the CuNi deposition at high overvoltage (Figure 8.1). 
(c) Irregular co-deposition which is fully or partially charge transfer controlled,
i.e., the CuNi deposition at medium overvoltage (Figure 8.1).
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Figure 8.2 Anomalous deposition of zinc in zinc–nickel alloys. (Reproduced with permission from
Ref. [6], © 1994, Elsevier.)



2. Abnormal alloy deposition
Deposition is unexpected because of the equilibrium potentials; in this group two
subgroups were defined:
(a) Anomalous co-deposition, preferentially the less noble metal deposits. An example
is the preferential deposition of zinc in nickel zinc alloys (Figure 8.2) observed at
higher current densities (higher potentials).
(b) Induced co-deposition in which an inducing metal stimulates deposition of a reluc-
tant metal. Examples are the induced deposition of tungsten or molybdenum with the
metals iron, cobalt, or nickel. This will be described in more detail in Section 8.7.3.

8.4 MIXED POTENTIAL THEORY

Landolt gave a more detailed description of the Wagner–Traud concept of partial deposition
currents.6 In Figure 8.3 different situations of combinations of partial current densities are
described in Evans diagrams. In the gray areas the less noble component is preferentially
deposited.
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Figure 8.3 Different combinations of partial current potential diagrams to explain anomalous co-
deposition with preferential deposition of the less noble component; in the gray areas the less noble
component is preferentially deposited. (a) A and B kinetically controlled, different Tafel slopes, sim-
ilar exchange current densities, (b) A and B kinetically controlled, different Tafel slopes and differ-
ent exchange current densities (i0,B � i0,A), (c) A kinetically controlled, B diffusion controlled,
different exchange current densities (i0,B � i0,A), (d) A diffusion controlled, B kinetically controlled,
similar exchange current densities. (Reproduced with permission from Ref. [6], © 1994, Elsevier.)



In a classification based on the kinetic model, Landau distinguished three groups of
alloys.

– Non-interactive systems such as the copper–nickel system.
– Charge transfer coupled systems in which the partial currents influence each other. One

component inhibits the second one, e.g., Zn inhibits Ni (Figure 8.2). Or one component
catalyzes the deposition of the second component, e.g., Ni catalyzes Mo deposition
(Section 8.7.3).

– Mass transport coupled systems in which the product of another cathodic reaction
catalyzes the deposition process. It is assumed that adsorbed hydrogen atoms catalyze
nickel deposition. The hydrogen development is coupled with Ni reduction and is
therefore called a mass transport coupled system.

8.5 SURFACE SELECTIVITY IN ALLOY DEPOSITION

8.5.1 Kink site positions of alloys

In Chapter 7, the outstanding role of a kink site position in the process of formation of a
crystalline phase was shown. Kink site positions are of similar importance in alloy depo-
sition.7 But for alloys several kink site positions must be defined depending on the lattice
neighbors of the kink site position. In the following the situation of a bi-component alloy
AB of stoichiometric lattice structure will be described. In this case one must consider two
different kink site positions A* and B* (Figure 8.4).

The two kink site positions can react with the two types of metal ions in the electrolyte
to form four new kink site positions. Kink site position A* reacts with ion Az� and forms
the new kink site position AA*. Kink site position A* reacts with ion Bz� and forms the
new kink site position AB*. Kink site position B* reacts with ion Az� and forms the new
kink site position BA*. Kink site position B* reacts with ion Bz� and forms the new kink
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Figure 8.4 Different kink site positions A* and B* in alloy deposition (surrounded areas). Atoms
in kink site positions can react with ions Az� or Bz� of the electrolyte to form one of the four kink
site positions AA*, AB*, BA*, or BB*.



site position BB* (Figure 8.4). The atoms last included in the kink site positions are
denoted with an asterisk.

The four reactions of kink site positions A* and B* with ions of the alloy components
in the electrolyte can be described by four rate equations

(8.6a)

(8.6b)

(8.6c)

(8.6d)

The nature of the atom in the kink site position determines the reactivity of the kink site
position in the next step, when a new atom is added to the kink site thus incorporating the
atom in the kink site position into the lattice and forming a new type of kink site position,
or the atom last included is separated from the kink site position (transition to the previ-
ous type). These reactions either lead to a reproduction of the existing kink site position,
AB* or BA* or to new kink site positions, AA* and BB*. It depends on the stability of the
new kink site positions whether the strong stoichiometry continues or whether new struc-
tures will be developed, either a eutectic mixture or a solid solution.

The concept of kink site positions can be extended to alloys of variable stoichiometry
and of irregular composition (solid solutions). Atoms of different chemical nature A or B
surround each atom in a kink site position. Restricting the discussion to first neighbors in
the case of a cubic close packed or hexagonal close packed lattice, the following different
situations are possible:

A6, A5B, A4B2, A3B3, A2B4, AB5, B6.
A similar variety of kink site position is expected for a body centered cubic lattice

where the second nearest neighbors must be included into the discussion.
In the case of the primitive lattice structure in Figure 8.4 (NaCl structure), the possible

kink site positions are
A3, A2B, AB2, B3.
The bond energy of atoms A or B in the different kink site position differs according to the

different nature of the surrounding atoms. This can be separated into the bonds to a crystal-
lographic background and the bond to the last added atom. With this approximation, the reac-
tivity of a kink site position can be described and reduced to the nature of the last added atom.

8.5.2 Rate of separation and residence times

The process of separation is described by similar rate equations as for the pure metals
(Eqs. (7.24) and (7.28)). Knowing the number of bonds cleaved and the bond energies
between neighboring atoms, �AB � �BA, �AA, �BB, respectively, the rate constants
ksep,AB � ksep,BA, ksep,AA, and ksep,BB can be approximately calculated. One obtains

(8.7a)k ko
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sep,AB {e AB� � � }
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(8.7b)

(8.7c)

Electrochemical conditions can again be taken into account by an additional
Butler–Volmer factor exp(��a,i�ziFE�RT ) to the exponential terms of Eq. (8.7). The coef-
ficient �a,i represents the part of the potential, which acts on the separation step and �zi is
the charge transfer connected with the separation step.

A residence time can be defined for each atom newly added to a kink site position.

(8.8a)

(8.8b)

(8.8c)

8.5.3 Residence time and structure of alloys

By comparing the residence times an image of the selectivity of the surface for the
electrolyte components can be developed. The deposition of an alloy of two similarly sized
components A and B has been chosen as an example. By a suitable selection of the exper-
imental parameters (concentration of metal ions, complexing agents, potential, etc.), the
deposition rates of A and B can be made equal and equivalent to the equal partial current
densities iA � iB. Therefore one can distinguish between three cases.

(i) AB � AA � BB

If a metal atom A or B is deposited into a kink site position, regardless of the character of
the kink site position, in each case it will stay for a similar time in this position as all other
atoms deposited. All kink site positions are of similar stability. If during this time a second
atom arrives (B or A) the position of the firstly deposited atom in the crystal lattice is fixed.
The deposition rates are similar; an attachment of atoms A or B is of similar probability. The
situation leads to a homogeneous mixture between A and B. This is called a solid solution.

(ii) AB �� AA � BB

If the kink site position AB* is much less stable then the position AA* or BB* and has
equal rates of deposition, the formation of pure crystallites of atoms A and B is preferred.
This is the typical situation when a eutectic mixture is formed.

(iii) AB �� AA, BB

Under these conditions the kink site position AB is much more stable than for AA or BB.
If kink site positions AA or BB are formed, one can expect that either atom A or B will

BB
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separate from the kink site position before the next attached atom stabilizes the position.
Only if the kink site position AB forms, can one expect the atom in this position to stay
there until the next built-in atom stabilizes its position.
Under these conditions a stoichiometric alloy or an intermetallic compound is formed.

8.6 MARKOV CHAIN THEORY; DEFINITION 

OF THE PROBABILITY MATRIX

The follow-up of reactions Az� or Bz� with A*, respectively, Az� or Bz� with B* is a chain
process known as a finite Markov chain.8 This is in accordance with the kink site property
that the last atom added to the kink site position determines the nature and activity of the
kink site. Applications to deposition processes were published.9–11

A probability matrix can be set up to describe the probability of the reactions

(8.9)

For the definition of the probabilities pAA, pAB, pBA, and pBB one has two limiting situations.

8.6.1 Equilibrium of the crystallization process

In the case of equilibrium of the crystallization process, equilibrium equations of reac-
tions (8.6a–c) can be used to define the probabilities. Equilibrium means equilibrium of
the surface processes. The equilibria are, if the following is restricted to ions of equal
charge

(8.10a)

(8.10b)

(8.10c)

(8.10d)

These equilibrium reactions can be compared to the equilibrium reaction between reac-
tants and transition state in the kinetic theory of homogeneous reactions. The kink site
position in this model is comparable to the transition state of the reactants.
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The concentrations of the newly formed kink site positions can be deduced from
Eqs. (8.10a)–(8.10d).

(8.11a)

(8.11b)

(8.11c)

(8.11d)

cAz�, cBz� are the ion concentrations in the electrolyte. It is then possible to express the
probabilities pij (i, j for A, B, respectively) in the transition matrix by comparison of the
equilibrium surface densities of the kink site positions:

(8.12a)

(8.12b)

(8.12c)

(8.12d)

Substituting the surface densities of kink site positions by equilibrium constants and ion
concentrations in the electrolyte bath one obtains

(8.13a)

(8.13b)

(8.13c)

(8.13d)

From the finite Markov chain theory, it follows that the atomic fractions (xA and xB) of atoms
A and B in the alloy can be calculated with the probabilities and the following equations
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(8.14a)

(8.14b)

For the equilibrium approach one obtains by substitution of the probabilities

(8.15)

One can introduce in Eq. (8.15) the following substitutions:

(8.16)

(8.17)

The values of gAB and gBA are the ratios of the corresponding equilibrium constants of
the competing elementary reactions. The gAB and gBA values represent the selectivity of the
kink site positions for the accumulation of the electrolyte ions. Therefore, these values are
called selectivity constants.

8.6.2 Rate controlled processes

In the case of rate-controlled processes, e.g., diffusion controlled or charge transfer con-
trolled, the probabilities in this matrix are given by the reaction rates12

(8.18a)

(8.18b)

(8.18c)

(8.18d)

Then the probabilities have the form
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(8.19c)

(8.19d)

For the kinetic approach one obtains from Eqs. (8.13) and (8.14)

(8.20)

In Eq. (8.20) the values gAB and gBA are the ratios of the corresponding rate constants of
the partial reactions (partial currents) of deposition of A or B.

(8.21)

(8.22)

This represents the kinetic approach of the mixed potential theory.
From the selectivity constants gAB and gBA, the determination will be described in the

following section. No distinction can be made between whether the composition is deter-
mined by the surface selectivity or by the experimental forced deposition rates, because
there is a continuous transition from the equilibrium approach to the kinetic approach with
an increasing current density. But this is possible by comparison with the current potential
dependence. One possibility to eliminate the kinetic contributions is the extrapolation to
zero current density.

8.6.3 Determination of selectivity constants

The linearization of Eqs. (8.15) and (8.20) provides a way to determine gAB and
gBA from the intercepts and slopes of the experimental straight lines. Making the
substitutions
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two linear equations, Eqs. (8.25) and (8.26), can be derived

(8.25)

(8.26)

The values of gAB and gBA can be determined by plotting the data according to Eqs. (8.25)
and (8.26), if the dependence of the alloy composition on the ion concentration in the
electrolyte is known.

8.6.4 Alloy characterization by selectivity constants

The dependence of the alloy composition (mole fraction xA) on the electrolyte concen-
tration ratio cA�(cA � cB) for different combinations of gAB and gBA values is shown in
Figure 8.5.

The classification of Brenner is now represented by different values of the
selectivity constants. The composition reference line introduced by Brenner is given by
gAB � gBA � 1. If the component A is the less noble component, curve 5 would represent
normal and curve 4 anomalous co-deposition. Curve 3 represents segregation and curve 2
intermetallic compound formation AB.
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Figure 8.5 Dependences of the mole fraction of component A in the deposited alloy (xA) on the
concentration ratio (the mole fraction) in the electrolyte cA/(cA � cB) are depicted here at different
combinations of gAB and gBA values. Curve 1: gAB � gBA � 1, curve 2: gAB � gBA � 10, curve 3:
gAB � gBA � 0.1, curve 4: gAB � 0.1; gBA � 10, and curve 5: gAB � 10; gBA � 0.1.



8.6.5 Selectivity constants and residence times in kink site positions

In the equilibrium case, the equilibrium constants in the selectivity constants can be
substituted by the ratio of the rate constants of deposition and separation

(8.27)

(8.28)

The rate constants of deposition for ions of similar size, structure, and equal charge are
very similar: kdep,AA � kdep,AB and kdep,BB � kdep,BA. After substitution of the rate constants
of separation by the residence times it follows:

(8.29)

(8.30)

These equations show the similarity between residence times and selectivity constants in
the equilibrium case.

8.7 EXPERIMENTAL EXAMPLES

To apply the Markov chain theory to experimental examples, experimental data must be
available between the composition of an alloy and the concentrations of the components
in the electrolyte. Examples can be found in a book by Watanabe.13 Some representative
systems will be described.

8.7.1 The cobalt–iron alloy system

In the case of the CoFe alloy system, the elementary kink site transformations for alloy
crystallization can be represented by the following four equilibrium reactions
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The surface density of the principal four kink site positions (in square brackets) is
related to the ion concentration of the two components Co and Fe in the electrolyte,
described by cCo and cFe, by the equations

(8.32a)

(8.32b)

(8.32c)

(8.32d)

The exponential term describes the potential dependence of the equilibrium.
The conditional probabilities pCo and pFe for both conservation and alteration of the active

atom (denoted by asterisks) in each elementary crystallization step are given by the equations:

(8.33a)

(8.33b)

(8.33c)

(8.33d)

The probability can be expressed by the equilibrium constants and ion concentrations in
the electrolyte bath by insertion of the relations (8.32) for the active atoms in the kink site
positions in Eq. (8.33a–d). The relation between the alloy composition and electrolyte
concentration is derived by the procedure described in Section 8.6.1.
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The selectivity constants are
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The selectivity constants do not depend on the potential.
Introducing the substitutions

the linear equations are

(8.37)

and

(8.38)

Cobalt–iron alloys were deposited from a sulfate electrolyte containing a sum of
1 mol � dm�3 metal salt. 0.5 mol · dm�3 H3BO4 were added and subsequently the pH was
adjusted to pH � 2.0. No additives were used. The deposition was carried out at three dif-
ferent potentials and under potentiostatic control on copper substrates. The results at 1.0 V
deposition potential are presented in Figure 8.6. The dependence is approximately
described by curve 1 in Figure 8.5. The system can be described as an equilibrium system.
The deviation below 30% of iron ions in the electrolyte may be connected with differences
in the crystallographic structure. In this region a mixture of fcc and bcc structure was
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Figure 8.6 Dependence of the mole fraction of iron in the alloy on the concentration ratio (mole
fraction) of iron in the electrolyte (data from Watanabe13), deposition potential 1.0 V.



observed while at higher contents of iron the pure bcc 
-phase was found. The lineariza-
tion according to Eq. (8.37) is shown in Figure 8.7, the linearization according to
Eq. (8.38) in Figure 8.8. The following selectivity constants were determined: gFeCo

�1 � 0.35
and gCoFe

�1 � 0.61 (Figure 8.7), gCoFe
�1 � 1.06 and gFeCo

�1 � 0.58 (Figure 8.8). The different
values obtained from the two plots reflect the different balancing of the experimental
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Figure 8.7 Linearization of the data of Figure 8.6 according to Eq. (8.37).

Figure 8.8 Linearization of the data of Figure 8.6 according to Eq. (8.38).



points in the two linear equations. The average values are

8.7.2 Cobalt–nickel

A system very similar to the cobalt–iron alloy system is CoNi. CoNi alloys were deposited
from a sulfate electrolyte containing a sum of 1 mol � dm�3 metal salt. 0.5 mol · dm�3

H3BO4 were added and subsequently the pH was adjusted to pH � 2.0. No additives were
used. The deposition was carried out under potentiostatic control on copper substrates. The
deposition was independent on the potential between 0.8 and 1.6 VSCE. The results are
presented in Figure 8.9.

The dependence is approximately described by curve 4 in Figure 8.5. The less noble
component (cobalt) is preferentially deposited (anomalous co-deposition).

Figures 8.10 and 8.11 show the linearization according to equations equivalent to
Eqs. (8.37) and (8.38). In these equations the substitutions are
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Figure 8.9 Dependence of the mole fraction of cobalt in the alloy CoNi on the concentration ratio
(mole fraction) of cobalt in the electrolyte (data from Watanabe13), deposition independent on the
potential for potentials from 0.8 to 1.6 VSCE.



The selectivity constants are

(8.39)
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Figure 8.10 Linearization of the data of Figure 8.9, according to an equation equivalent to
Eq. (8.37).

Figure 8.11 Linearization of the data of Figure 8.9, according to an equation equivalent to Eq. (8.38).



The selectivity constants do not depend on the potential.
The following selectivity constants were determined: gNiCo

�1 � 0.040 and gCoNi
�1 � 14.1

(Figure 8.10), gCoNi
�1 � 13.5 and gNiCo

�1 � 0.031 (Figure 8.11). The average values are

8.7.3 Iron–nickel

Another system very similar to the cobalt–iron alloy system is FeNi. FeNi alloys
were deposited from a sulfate electrolyte containing a sum of 1 mol � dm�3 metal salt.
0.5 mol·dm�3 H3BO4 were added and subsequently the pH was adjusted to pH � 2.0. The
electrolyte was made with deoxidized water. No additives were used. The deposition was
carried out under potentiostatic control on copper substrates. The composition was approx-
imately independent on the potential between 1.1 and 1.3 VSCE. The results are presented
in Figure 8.12.

The dependence is approximately described by curve 4 in Figure 8.5. The less noble
component (iron) is preferentially deposited (anomalous co-deposition).

Figures 8.13 and 8.14 show the linearization according to equations equivalent to
Eqs. (8.37) and (8.38).
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Figure 8.12 Dependence of the mole fraction of iron in the alloy FeNi on the concentration ratio
(mole fraction) of iron in the electrolyte (data from Watanabe13). The composition was approxi-
mately independent on the potential for potentials 1.1 VSCE (rhomboids), 1.2 VSCE (open squares),
and 1.3 VSCE (triangles).



In these equations the substitutions are
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Figure 8.13 Linearization of the data of Figure 8.12, according to an equation equivalent to
Eq. (8.37).

Figure 8.14 Linearization of the data of Figure 8.12, according to an equation equivalent to
Eq. (8.38).



The selectivity constants are

(8.41)

(8.42)

The selectivity constants do not depend on the potential.
The following selectivity constants were determined: gFeNi

�1 � 15.5 and gNiFe
�1 � 0.10

(Figure 8.13), gFeNi
�1 � 23.7 and gNiFe

�1 � 0.21 (Figure 8.14). The average values are

The scattering of the data in this third example is larger than in the previous examples.

8.7.4 Induced electrodeposition: the NiMo system

A special case is observed for the electrodeposition of molybdenum and tungsten from
molybdate or tungstate solutions. Deposition of the metallic form is not possible from a
solution of the pure molybdate or tungstate ions. Only oxide layers of pure quality are
formed. But a deposition is observed in combination with metals of the iron group.
These alloys, especially NiW and NiMo, have become of interest because of their mechan-
ical properties like hardness or wear resistance. Therefore, they are discussed as substitutes
for hard chromium.

Several authors have investigated the mechanism of the deposition of these alloys.
Podlaha and Landolt14 suggested a model of catalytic electrodeposition. The main obser-
vations of these authors concern the dependence of composition on the concentration
ratio, rotation speed, and current density. A rotating Hull cell was used for the experi-
ments, which has already been described in Chapter 5, Figure 5.27.

In an electrolyte with a high concentration of NiSO4 (1.0 mol · dm�3) and low concen-
tration of Na2MoO4 (0.005 mol · dm�3) and in the presence of 0.7 mole · dm�3 sodium cit-
rate, pH � 7.5, the deposition of molybdenum is diffusion limited. The composition as a
function of the total current density is shown in Figure 8.15.

The authors found in their study of the partial current of Ni and Mo that the partial
current of Ni deposition increases with the total current with increasing negative potential
but has only a marginal dependence on the rotation rate. The molybdenum content of the
deposit is independent of the total current density but increases with the rotation rate
(diffusion limitation).

The opposite situation with a high Na2MoO4 concentration (0.4 mol · dm�3) and low
Ni2� concentration (0.005 mol · dm�3) is shown in Figure 8.16. The Ni content of the
deposit only slightly increases with the current density (from 35 to 50% weight).
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The partial current densities of both components only slightly depend on the current
density after some irregularities at low current densities but are both proportional to the
rotation rate. The composition is, however, independent of the rotation rate.

The authors explained the experimental results by catalytic action of the citrate (Ci) with
the following mechanism:

Ni(Ci)� � 2e� → Ni � Ci (8.43)

(MoO4)
2� � Ni(Ci)� � 2H2O � 2e� → [Ni(Ci)MoO2]

�
ad � 4OH� (8.44)

The complex on the electrode surface induces the catalytic reduction of the molybdate
to the metallic state releasing the unchanged Ni-complex. The Ni-complex is catalytic
active. The mechanism was used as a basis for a simulation of the deposition.

The deposition reactions according to the model of alternating kink site positions can be
formulated by the following equations:

(8.45a)

(8.45b)Ni MoO Ci NiCiMoO4
2

4
(2 )*

*
� � �� � � �� �ze z� ⎡⎣ ⎤⎦

Ni Ni 2 NiNi2* *� �� �e �

Figure 8.15 Nickel–molybdenum alloy deposition, high concentration of NiSO4 (1.0 mol · dm�3)
and low concentration of Na2MoO4 (0.005 mol · dm�3), 0.7 mol · dm�3 sodium citrate, pH � 7.5,
dependence on the rotation rate for 400, 1000, and 2000 rpm (Podlaha and Landolt).14 (Reproduced
with permission from J. Electrochem. Soc. 143, 885 (1996), © 1996, The Electrochemical Society.)



(8.45c)

Reaction (8.45b) takes into account the catalytic activity of the citrate and a partial
discharge of the molybdenum in the NiMo-citrate complex. In the following
[NiCiMoO4

(2��z)�]* is substituted by NiMo*. cMo stands for the concentration of
molybdate.

Experimental evidence shows that reaction of NiMo* with MoO4
2� is not possible. The

kink site position MoMo* does not exist.
Then the following probabilities can be formulated:

(8.46a)

(8.46b)

(8.46c)

(8.46d)pMoMo [MoMo ] ([MoMo ] [MoNi ])� �* * *� � 0

pMoNi [MoNi ] [MoMo ] [MoNi ])� �* * * 1� ( �

p i pNiMo NiNi[NiMo ] ([NiN ] [NiMo ])� �* * *� � �1

pNiNi [NiNi ] [NiNi ] [NiMo ])� * * *� ( �

NiCiMoO Ni 8H (2 ) MoNi 4H O Ci4
(2 ) *

2
2

� � � � �� � � � � �� �z z e⎡⎣ ⎤⎦ � *
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Figure 8.16 Nickel–molybdenum alloy deposition with a large Na2MoO4 concentration
(0.4 mol � dm�3) and low Ni2� concentration (0.005 mol · dm�3), 0.005 mol · dm�3 sodium citrate,
and pH 11.0. The composition is independent of the rotation rate (Podlaha and Landolt).14

(Reproduced with permission from J. Electrochem. Soc. 143, 885 (1996), © 1996, The Electrochemical
Society.)



The probability matrix has the form

(8.47)

The equilibrium equations corresponding to Eq. (8.10) are

(8.48a)

(8.48b)

The following equation for the ratio of the mole fractions in the alloy is obtained.

(8.49)

Similar to the previous example one can define selectivity constant for nickel kinks.

(8.50)

This constant is now potential dependent. The substitutions for v and w are the same as in
the previous examples

Then one obtains for the v–w relationship

(8.51)

Can the results of Podlaha and Landolt be represented by this equation?
The results of Figure 8.15 are shown in Figure 8.17. The concentrations are cNi2� �

1 mol · dm�3, cMo � 0.005 mol · dm�3, and a citrate concentration 0.7 mol·dm�3. The equa-
tion describing this situation is:

(8.52)

For a constant citrate concentration (0.7 mol · dm�3) v is proportional to w. But w
depends on the current density and on the rate of rotation because the concentration of
MoO4

2� on the surface depends on the mass transport conditions.
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Mass transport caused by stationary diffusion is usually described by the equation

(8.53)

The bulk concentration is c0 and kdif � 2FD/� (representing divalent ions) contains Faraday
constant, diffusion coefficient, and the thickness of the Nernst diffusion layer. One obtains
for c

(8.54)

The constant k* stands for k* � 1/(c0 kdif).
Assuming A to be diffusion controlled and substituting in the ratio w � cA/cB, the con-

centration of A by Eq. (8.54) and the concentration of B by cB � c0,B one obtains

(8.55)

with w0 � c0,A /c0,B. Then the linear Eq. (8.25) gets the form

(8.56)v

w
g k i
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Figure 8.17 Alloy composition v � xNi / xMo versus current density for three rotation rates r,
(1) 400, (2) 1000, and (3) 2000 rpm, cNi2� � 1 mol · dm�3 and cMo � 0.005 mol · dm�3, citrate
concentration 0.7 mol · dm�3.



For k*i �� 1 this equation can be approximated by

(8.57)

Assuming B to be diffusion controlled and substituting in the ratio w � cA / cB, the con-
centration of B by Eq. (8.54) and the concentration of A by cA � c0,A one obtains

(8.58)

with w0 � c0,A / c0,B. Then the linear Eq. (8.25) gets the form

(8.59)

For k*i �� 1 this equation can be approximated by

(8.60)

In the case of the NiMo system, additionally to the diffusion limitation with increasing
current, the convection, induced by the rate of rotation of the working electrode, has to be
taken into account. An increasing rate of rotation decreases the thickness of the diffusion
layer. In a rough approximation the diffusion layer is inversely proportional to the rate of
rotation r. Thus, one obtains for diffusion limited molybdenum concentration

(8.61)

The concentration ratio is, for k* (i/r) �� 1

(8.62)

One obtains for the alloy composition:

(8.63)

Figure 8.17 shows that v � xNi / xMo is proportional to i and is inversely proportional to the
rotation speed r. The dependence on the rotation speed r is also shown in Figure 8.18.

The linear plots of the composition on i in Figure. 8.17 should have the same intersec-
tion point with the v-axis. The real values lead to an average intersection point of v �
gNiMo

�1 w0 /cCi � 10. With w0 � cNi2�/cMo� 200 and cCi � 0.7 mol · dm�3 a value of gNiMo

� 29 is calculated, which is a measure of the selectivity of the alloy surface for Mo.
The results of Figure 8.16 are shown in Figure 8.19. The nickel ion concentration is

cNi2� � 0.005 mol dm�3, the concentration of MoO4
2� is cMo � 0.4 mol · dm�3, and the
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Figure 8.18 Alloy composition v � xNi /xMo versus rotation rate for three different current densities.
(1) 40 mA · cm�2, (2) 80 mA · cm�2, and (3) 120 mA · cm�2, cNi2� � 1 mol dm�3 and cMo � 0.005
mol · dm�3, and citrate concentration 0.7 mol dm�3, pH � 7.5.

Figure 8.19 Alloy composition v � xNi /xMo as a function of the current density for three rotation
rates: 800 rpm (open triangles), 1500 rpm (squares), 2000 rpm (rhomboids); nickel ion concentra-
tion of cNi2� � 0.005 mol · dm�3, concentration of molybdate, cMo � 0.4 mol · dm�3, and citrate con-
centration 0.01 mol · dm�3.



citrate concentration is 0.01 mol·dm�3. The experimental conditions correspond to w��1
and if gNiMo

�1 � w��cCi. Then Eq. (8.56) can be approximated by

(8.64)

Figure 8.19 shows that v � xNi / xMo is 3 for lower current densities and is 1.5 at higher
current densities. The value v � 1 has not been reached for the experimental conditions.
A possible explanation could be (a) gNiMo

�1 � w cannot be neglected if compared to the
citrate concentration (0.01 mol·dm�3) and (b) gNiMo

�1 � w depends on the current density or
the deposition potential. Otherwise, v � xNi / xMo does not depend on the convection of the
electrolyte as predicted by the approximation.

8.8 TERNARY SYSTEMS

8.8.1 Kink site positions of ternary systems

The concept of kink site positions and the selectivity function of these positions can be
extended to ternary systems. The variety of kink site positions on the surface grows with
the number of components. This is shown for a close packed cubic structure if only taking
into account first neighbors. Then the following kink site positions are possible on the
surface.

A6, A5B, A4B2, A3B3, A2B4, AB5, B6.
A5C, A4CB, A3CB2, A2CB3, ACB4, CB5

A4C2, A3C2B, A2C2B2, AC2B3, C2B4

A3C3, A2C3B, AC3B2, C3B4

A2C4, AC4B, C4B2

AC5, C6B
C6

The rules of selection between the different kink site positions lead either to the domi-
nance of pure components, A6, B6, or C6, or to the development of dominating mixtures.

It was approximated that in the treatment of a binary alloy, the character of a kink site
position is determined by the previously deposited atom and not so much by the environ-
ment of the atom. If this is extended to a ternary alloy one can describe the processes on
the surface by nine main reactions

(8.65a)

(8.65b)

(8.65c)

(8.66a)B A BA* *� ��z ze� �

A C AC* *� �
�z

ze� �
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ze� � *
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(8.66b)

(8.66c)

(8.67a)

(8.67b)

(8.67c)

8.8.2 The Markov chain theory for ternary systems

Similar to the binary system, one can define probabilities for the formation of new
kink sites. For equilibrium conditions one can use the equilibria of the reactions,
Eqs. (8.65)–(8.67). For kinetic control one can formulate probabilities with the rate
equations.

For equilibrium conditions, the probabilities for the reactions with the kink site atom A*
are given by the equations

(8.68a)

(8.68b)

(8.68c)

with

(8.69)

The probabilities for reactions with the kink site position B* are
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with

(8.71)

The probabilities for reactions with the kink site position C* are

(8.72a)

(8.72b)

(8.72c)

with

(8.73)

The components of the Eigen vector � of the (3�3) probability matrix, �A, �B, and �C

give the equations for the mole fractions of the components in the alloy

(8.74a)

(8.74b)

(8.74c)

The selectivity constants gij in these equations can be determined by similar procedures as
derived for binary alloys.

The derived equations connect the mole fraction of a component of the alloy with the prob-
abilities of a binary deposition process. It becomes possible to predict the composition of a
ternary alloy from the information known for the binary combination. The selectivity con-
stants required can be taken from the analysis of binary alloys. The analysis must be carried
out for all combinations of the components: AB, AC, and BC. The only requirement is that
there are similar deposition conditions for all combinations and for the final deposition of the
ternary alloy. This was confirmed by experiments and by data taken from the literature.15

8.8.3 Example: prediction of the composition of CoFeNi alloys

As an example for such a calculation, data for CoFeNi are shown in this chapter. The
selectivity constants for the combinations, CoFe, CoNi, and FeNi, were determined in
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Sections 8.71–8.73. Then, using the equations of the last chapter, the composition of the
ternary system was predicted. Experimental data of the ternary system could also be taken
from the literature.16 The comparison of the calculated data with the experimental data is
shown in Figures 8.20 and 8.21.

Similar predictions were made for several other ternary alloys. It was possible to include
the influence of experimental parameters like temperature or additive concentration into

8.8 Ternary Systems 261

Figure 8.20 CoFeNi alloy system with dependence of the mole fraction xCo, xFe, and xNi in the alloy
on the concentration fraction cCo / (cCo � cFe � cNi) in the electrolyte (i stands for Co, Fe, or Ni).

Figure 8.21 CoFeNi alloy system with dependence of the mole fraction xCo, xFe, and xNi in the alloy
on the concentration fraction cFe / (cFe � cFe � cNi) in the electrolyte (i stands for Co, Fe, or Ni).



the predictions. The principles of this method can be applied to more complex systems,
e.g., quaternary alloy systems.

The equations do not compete with quantitative simulations based on detailed mecha-
nistic models of the deposition process. But the equations provide a tool for the prediction
of trends. This is especially important, if the influence of several experimental parameters
has to be predicted.
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– 9 –

Oxides and Semiconductors

In this chapter the electrochemical properties of materials with covalent bonds and
stoichiometric composition will be described. Many of these materials are semiconduc-
tors. In the literature there is a classical description of their electrochemistry by Morrison.1

Memming2 has given a comprehensive review on semiconductor electrochemistry, Sato3

has described the electrochemistry for oxides and semiconductor electrodes, and Trasatti4

has edited a book on catalytic aspects of oxides.

9.1 ELECTROCHEMICAL PROPERTIES OF A SEMICONDUCTOR

9.1.1 Band model of a semiconductor

The electronic properties of solids were described in Chapter 2 using the band model.
A characteristic feature of semiconductors is the separation of the electron energy levels
into two bands, the valence band with occupied energy levels and the conduction band
with unoccupied energy levels. Both bands are separated by an energy gap. The band gap
energy Eg determines the intrinsic conductivity because electricity can only be transported
through the semiconductor if some electrons are excited from the valence band to the 
conduction band. Then either holes in the valence band or electrons in the conduction band
become mobile. The mobility of valence band holes �� and conduction band electrons
�� are characteristic values for a semiconductor. For Eg � 1 eV at room temperature if
enough electrons are excited, the material is an intrinsic semiconductor, e.g., Si, Eg � 1.1 eV.
For high band gap energies, e.g., TiO2, Eg � 3.2 eV intrinsic conductivity becomes
negligible.

The energy of an energy level is defined as the energy released from the material, if an
electron with zero kinetic energy is brought from the vacuum into the energy level. The
first energy level of a neutral material that an electron can occupy is the lower edge of the
conduction band (Figure 9.1). This energy is sometimes called electron affinity. It is easier
to determine the energy needed to emit an electron from the semiconductor. The lowest
energy to emit an electron is the energy of the upper edge of the valence band. The lowest
energy to emit an electron into the vacuum with zero kinetic energy is called work function �.
The negative work function is equal to the energy of the upper edge of the valence band.
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In metals the Fermi energy is the energy of the highest occupied energy level (at T � 0 K).
In an intrinsic semiconductor the Fermi energy is per definition midway between the 
valence and conduction bands. Therefore, the Fermi energy for an intrinsic semiconductor is

(9.1)

Conductivity can also be achieved by doping. By adding small amounts of substances
with excess electrons, these electrons can be inserted into the conduction band (n-doping,
n-semiconductor). Adding substances with electron deficiency attracts the electrons from
the valence band and creates holes in the valence band (p-doping, p-semiconductor). The
properties of the semiconductor are then determined by the new majority careers, either by
the electrons in the conduction band or the electron holes in the valence band.

Doping shifts the Fermi energy. For an n-semiconductor the Fermi energy moves to a
position near to the lower edge of the conduction band. For a p-semiconductor the Fermi
energy moves to a position near to the upper edge of the valence band. This was shown in
Figure 2.32.

E EF g� ���
1

2

Figure 9.1 Band model of an intrinsic semiconductor and definition of energies. Ae is the electron
affinity, � the work function, and Eg the gap energy.



9.1.2 Semiconductor–electrolyte contact

In electrochemistry the semiconductor (phase I) is connected to an electrolyte (phase II).
In equilibrium the electrochemical potential for the electrons in both phases must be equal.
The electrochemical potential of the electrons in the semiconductor is equal to the Fermi
energy.

(9.2)

(9.3)

Transfer of the charge between both phases establishes the equilibrium condition. For an
n-semiconductor with excess electrons, electrons move from the conduction band to the
electrolyte and a positive charge is built up in the space-charge region of the semiconductor.
This leads to the build up of a positive Galvani potential difference �� between semicon-
ductor and electrolyte (Figure 9.2A).

For a p-semiconductor with an excess of holes in the valence band, electrons accumulate
in the space-charge region of the semiconductor. This leads to the build up of a negative
Galvani potential difference between semiconductor and electrolyte (Figure 9.2B). The
potential gradient across the space-charge layer leads to a shift of the electron energy
levels. This is called band bending. Potential gradient and band bending are shown for 
n-semiconductors in Figure 9.2A, and for p-semiconductors in Figure 9.2B.

Application of an external potential mainly changes the potential gradient in the space-
charge layer while the surface potential and the band position at the surface remain nearly
constant. This is called band pinning. The band bending changes with the potential.

��e E(I) (I)F�

� �� �e e(I) (II)�
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Figure 9.2 Potential gradient and band bending in the double layer of a semiconductor–electrolyte
contact. (A) n-Semiconductor and (B) p-semiconductor.



Different polarization situations for the semiconductor–electrolyte interface are shown in
Figure 9.3.

A characteristic potential for band bending when it is compensated is the flat band
potential. In the case of an n-semiconductor, polarization of the electrode from the flat
band potential in the anodic direction causes a depletion of the charge in the space-charge
or depletion region. At high anodic potentials when the Fermi energy reaches and passes
the upper edge of the valence band, holes accumulate in the surface region, which is called
the degeneration region. Otherwise, if the potential is polarized and is therefore more
cathodic than the flat band, potential electrons accumulate in the surface or accumulation
region and the electrode behaves metallically.

The situation for the p-semiconductor is similar. Beginning at the flat band potential
and if the electrode is polarized in the cathodic direction, the electrode is brought into
the depletion region, i.e., depletion of holes. At high cathodic potentials when the
degeneration region is reached, the Fermi energy passes the lower edge of the conduction
band and electrons accumulate in the surface region. Otherwise, in the accumulation
region, which is anodic from the flat band potential, holes accumulate in the surface
region.
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Figure 9.3 Polarization of the semiconductor–electrolyte interface. (A) n-Semiconductor and 
(B) p-semiconductor.



9.1.3 Gap states and surface states

Ideal crystallographic conditions are optimal. For semiconductors with a large concentration
of defects or even amorphous systems, a more realistic band diagram must be considered
(shown in Figure 9.4). These bands have no sharp boundaries, however. Instead diffused
band tails mark the transition from the area of free mobile careers to the band gap. This
band gap is now called a mobility gap. Energy states exist within the gap that can act as
career traps. These traps are of special importance in photoelectrochemical processes
because they are catalysts for recombination processes. Some surface states are formed by
the truncation of the crystallographic structure. Other ones are created by specific adsorption.
At a high density of surface states the Fermi level is fixed or pinned at the surface, which
is called Fermi level pinning.

9.1.4 Current–potential curves

Application of a potential between a semiconductor electrode and a counter electrode in
an electrolyte leads to a current flux. For an n-semiconductor in the accumulation region
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Figure 9.4 Electron energy states of semiconductors with a large concentration of defects (or
amorphous semiconductors) and surface states. Emc energy limit of free mobility in the conduction
band, Emv energy limit of free mobility in the valence band, Emg mobility gap, (a) and (b) gap states,
and (c) surface states.



electrons accumulate at the surface and a cathodic current can flow. In the depletion region
where current cannot flow, the electrode behaves like a diode. At high anodic potentials holes
accumulate in the surface region and an anodic current can flow. For a p-semiconductor
in the accumulation region an anodic current is observed. In the depletion region current
cannot flow, and in the degeneration region a cathodic current can flow. This is shown in
the schematic current–potential curve in Figure 9.5.

The charge transfer on a metal electrode depends on the overlap between occupied and
unoccupied energy levels in metal and electrolyte. This can be found around the Fermi
level (Chapter 6). The contact of an electrolyte with a redox system and a semiconductor
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Figure 9.5 Schematic current–potential curve of an n-semiconductor and a p-semiconductor.

Figure 9.6 Charge transfer between a semiconductor electrode and a redox system.
(A) Conduction band processes and (B) valence band processes.



electrode is shown for an n-semiconductor in Figure 9.6A and for a p-semiconductor in
Figure 9.6B. As shown in this schematic representation, the redox system can overlap with
both bands. Depending on the redox system and electrode potential, charge transfer is
possible between the conduction band and redox system and between the valence band and
redox system. In the first case, one speaks of a conduction band process, in the second, of
a valence band process.

If the density of electrons in the conduction band on the surface of the semiconductor is
ns and the density of unoccupied energy levels in the electrolyte is Dox, the partial current
density of conduction band reduction is

(9.4)

Otherwise, the anodic conduction band current is proportional to the density of occupied
states in the electrolyte Dred times the density of states in the conduction band

(9.5)

Similarly, one can formulate for the anodic valence band process with ps denoting the sur-
face density of holes in the valence band

(9.6)

For the cathodic valence band process one obtains with Nvb the density of energy levels in
the valence band

(9.7)

In a first approximation Dred, Dox, Ncb, and Nvb are independent of the potential. The
surface density of electrons in the conduction band and the surface density of holes in
the valence band, ns and ps, depend exponentially on the potential. The current density at
the flat band potential can be used as a reference point. In this approximation one obtains

(9.8)
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This behavior is schematically represented in Figure 9.5. The slope of the rise of the cur-
rent in the accumulation region in Figure 9.5, often differs from the 59 mV expected
according to Eqs. (9.8) and (9.10). Otherwise, in the accumulation region the semicon-
ductor electrodes approach metal-like properties and the classical theory of electron trans-
fer must be applied.

The characteristic feature of the dark current–potential curves of n- and p-semiconductors
is the depletion region where the electrode behaves like a diode. The diode region should
be approximately equal to the gap energy Eg. Examples of current–potential curves
are shown together with photocurrents for n-GaAs in Figure 9.10A, and for p-GaAs in
Figure 9.10B.

9.1.5 Space-charge capacitance

Another characteristic electrochemical property of a semiconductor/electrolyte contact is
the double-layer capacitance, which is an approximation of the space-charge capacitance
(Chapter 4). The space-charge capacitance can be determined by impedance measure-
ments. If no current flows in the depletion region, the impedance is given by the recipro-
cal value of the space-charge capacitance. For other conditions the capacitance can be
calculated from the complex impedance measurements. How to measure the impedance
and to evaluate the data was described in Chapter 4 as well as the influence of diffusion
processes in Chapter 5.

The capacitance Csc is a function of the electrode potential E. The relation between
capacitance and potential is called the Mott–Schottky equation

(9.12)

where Ncc is the charge career (donor or acceptor) density, � and �0 the relative and vacuum
electric permittivities, e0 the electron charge, and kB the Boltzmann constant. By plotting 1/Csc

2

versus the potential E, a linear dependence can be expected. The extrapolation of the linear
dependence to 1/Csc

2 � 0 gives the potential Efb � kBT �e0. Usually kBT�e0 can be neglected

From the slope of the Mott–Schottky line one can determine the charge career density
Ncc (donor or acceptor density) if the relative dielectric permittivity is known.

An example of such a plot for n- and p-GaAs is shown in Figure 9.7. The distance of the
two flat band potentials is equal to the band gap energy.

Current–potential measurements, capacitance measurements, and complementary pho-
toelectrochemical measurements have provided a detailed picture of the electrochemical
data of the band structure of semiconductors. Some experimental results are presented in
Figure 9.8.
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9.2 PHOTOELECTROCHEMISTRY OF SEMICONDUCTORS

The separation of the conduction and valence bands provides a way to excite photons from
the valence band to the conduction band. This is also the origin of a variety of photoelec-
trochemical effects. Special monographs and reviews have been published, e.g., the book
by Pleskov and Gurevich.6

9.2.1 Photocurrents

If the light of energy is greater than the gap energy electrons can then be excited from the
valence band to the conduction band. The photoelectrons and photoholes are separated by
the field gradient in the space-charge region. The result is an anodic photocurrent for 
n-semiconductors and a cathodic photocurrent for p-semiconductors. The principles are
shown in Figure 9.9; photocurrents of n- and p-GaP are shown (in comparison to the dark
currents) in Figure 9.10.

The photocurrent should begin at the flat band potential but the start potential usually
shifts to more anodic potentials (n-semiconductor) or respectively to more cathodic poten-
tials (p-semiconductor). Kinetic effects can explain the shift of the start-potential,5 but
other explanations have also been given.8

The general theory of photocurrents goes back to Gärtner.9 The photocurrent is propor-
tional to the light intensity I0 and depends on the ratio between the width of the space-
charge layer wsc, the thickness of the absorption layer in the semiconductor given by the
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Figure 9.7 Mott–Schottky plot of n- and p-GaAs; 0.05 mol·cm�3 H2SO4 (after Memming).5



272 9. Oxides and Semiconductors

Figure 9.8 Band structure of some semiconductors on the electrochemical potential scale.



reciprocal absorption coefficient �sc, and the mean diffusion length of the charge carrier lcc

according to the equation
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Figure 9.9 Photoexcitation at (A) an n-semiconductor and (B) a p-semiconductor (schematic
representation). Direct recombination and recombination via band states and surface states.



For small band bending, �sc � wsc �� 1 and small diffusion length �sc � lcc �� 1, one
derives the approximation iph � I0 ��sc�wsc. Substituting the width of the space-charge layer
wsc by an expression obtained from the Mott–Schottky theory

(9.14)

one obtains
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Figure 9.10a Photocurrent density iph and dark current density id depend on the potential. n-GaAs,
0.2 mol·cm�3 H2SO4 (according to Plieth, Pfuhl, and Matz).7

Figure 9.10b Photocurrent density iph and dark current density id depend on the potential. p-GaAs,
0.2 mol·cm�3 H2SO4 (according to Plieth, Pfuhl, and Matz).7



The absorption coefficient depends on the light energy h� according to the equation

(9.16)

The exponent is n � 0.5 for semiconductors with direct transition, and n � 2 for semi-
conductors with indirect transition. Direct and indirect transitions are explained in
Figure 9.11.

By inserting Eq. (9.16) into Eq. (9.15) one gets for constant potential two types of
representations of photocurrents

For direct transition (9.17)

For indirect transition (9.18)

The better linearity of these plots is used to distinguish direct and indirect transitions and
to determine the band gap energy from photocurrent measurements.

For the description of the effects of illuminated semiconductor electrodes the concept
of the quasi Fermi level was developed. For stationary illumination �n photoelectrons
and �p photoholes are generated in the surface region with the result that there is no
longer equilibrium between the conduction and valence bands. One can define individual
electrochemical potentials for the photoelectrons (quasi Fermi level of electrons) and the
photoholes (quasi Fermi level of holes).10

9.2.2 Intensity modulated photocurrent spectroscopy (IMPS)

If the electrode is illuminated by a light of modulated intensity, the current response of the
electrode is a complex quantity consisting of the photocurrent amplitude and the phase
shift between light and photocurrent. The method was developed primarily by Peter and
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Figure 9.11 Photoexcitations in semiconductors. (A) Indirect transition, e.g., GaAs and (B) Direct
transition, e.g., SiO2. Ee is the energy and kx the wave vector.



was called intensity modulated impedance spectroscopy.11 For the explanation of the
processes connected with the periodical illumination of the electrode, the equivalent cir-
cuit in Figure 9.12 was suggested.12

The light from separating electrons and holes periodically charges the space-charge
capacitance Csc. The recombination of the separated charge can occur internally via
the resistance of the space-charge layer Rsc. Impedance Zsc represents the internal
recombination. The second way for the recombination, which is via the external
circuit represented by impedance Zext, takes into account the charge transfer resistance
Rct and double layer capacitance Cdl. Resistance Rel represents the electrolyte
resistance.

Evaluation of IMP spectra demands comparison with impedance spectra. Commercial
equipment for measuring parallel impedance spectra and IMP spectra is available.13

Details can be found in the literature, e.g., Peter and Vanmaeckelbergh.14

9.2.3 Photopotentials and photopotential transients

Experiments with laser light pulses provide further insight into the action of the light. The
separation of the charge careers by the light pulse generates a photopotential. A photopo-
tential transient follows the decay of the photopotential.15 The equivalent circuit in
Figure 9.12 used for the interpretation of IMPS also explains the processes on the semi-
conductor surface after a laser pulse.

For the measurement of the photopotential and photopotential decay the usual potentio-
stat/galvanostat could not be used and special equipment was developed.16,17 An example
of a photopotential transient measured on n-GaAs is shown in Figure 9.13.

With a large external resistance one can force the internal recombination. This was
achieved in the example seen in Figure 9.13 with an external resistance of 1 M�. The inter-
nal recombination followed a second-order rate equation as is shown by the linear time
dependence of the reciprocal values.

Short laser pulses can also be used to study the primary processes in the build up of the
photopotentials. These are extreme fast processes in the femto- and picosecond domain
and special developments have been made to make measurements in these time domains,
e.g., Bitterling and Willig.18
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Figure 9.12 Equivalent circuit for intensity modulated photocurrent spectroscopy (IMPS).12



9.3 SPECTROSCOPIC METHODS

A variety of spectroscopic methods are available to investigate properties of semicon-
ductors and oxides with relevance to the electrochemistry of these materials. These
methods are often divided into in situ and ex situ methods. Some methods are described
in other chapters (Chapters 7 and 11). Some aspects that are more closely related to
oxides and semiconductors will be described in this chapter. Detailed descriptions exist
and summaries of reviewing papers are found in the literature.19,20

9.3.1 In situ spectroscopic methods

The application of ellipsometry for investigating optical properties and film thickness has
been known for a long time. This method is based on the measurement of changes of the
state of polarization during reflection from the film covered metal surface. The method has
become more widely applicable through the development of computer, because the evalu-
ation of data (thickness, refraction, and absorption index) from the polarization parameters
(intensity and phase changes) is tedious and complicated. An example for the application
of this method will be shown in Chapter 10.

Spectroscopic reflectance methods are UV/vis reflectance spectroscopy and infrared
reflection absorption spectroscopy (IRRAS) with several variations. For the application of
these methods a mirror-like electrode surface is needed. This can be avoided if the scattered
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Figure 9.13 Photopotential transient of p-GaAs. Reduced presentation Eph/Eph,max and presenta-
tion of the reciprocal values, 0.05 mol·cm�3 H2SO4; Excimer laser, � � 308 nm; and external
resistance 1 M�.7



light is analyzed. An example is surface Raman spectroscopy. In Chapter 7, surface-enhanced
Raman spectroscopy was described as a method to study additives. Investigation of oxide
films and semiconductors is not restricted to surface Raman enhancement. As an example,
an investigation on titanium dioxide is shown in Figure 9.14.21 It was possible to follow the
transformation of amorphous titanium dioxide (the modification formed at lower potentials)
into anatas, brookite, and rutile. In Figure 9.14 the transformation into anatas is shown.

9.3.2 In situ X-ray diffraction (XRD) and X-ray absorption 

spectroscopy (XAS)

Connected with the development of synchrotron radiation sources, X-ray diffraction and
X-ray spectroscopy could be applied to in situ investigating surfaces. One method especially
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Figure 9.14 (A) Raman spectra of electrochemical formation of titanium dioxide. 0.5 mol · dm�3

H2SO4, potentiostatic control at 100 V, formation times: (1) 2 min, (2) 15 min, (3) 45 min, and 
(4) 90 min. (B) Time dependence of the main peak, anatas modification.21



suited for studying electrode surfaces is extended X-ray absorption fine structure (EXAFS)
analysis.

The principle arrangement for studying the surface area or thin films is the suppres-
sion of reflexes coming from the bulk of the electrode. To solve this problem, special
cells for grazing incidence diffraction and spectroscopy were developed. Particularly
helpful here are grazing incidence X-ray diffraction (GIXRD) and grazing incidence 
X-ray absorption spectroscopy (GIXAS). Two examples are shown in Figure 9.15.22
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Figure 9.15 Electrochemical cells for in situ grazing incidence X-ray diffraction (GIXRD) and
grazing incidence X-ray absorption spectroscopy (GIXAD). (A) Thin-layer cell for XAS in reflection
and grazing incidence XRD; XE, entrance X-ray beam; XR, reflected X-ray beam; PF, polyethylene
foil; WE, working electrode; RE, reference electrode; CE, counter electrode; EL, electrolyte; SH, sam-
ple holder and (B) cell for XAS in transmission and reflection. XE entrance X-ray beam, XR reflected
X-ray beam, WE working electrode, CE counter electrode RE reference electrode, W windows, B1 beam
aperture, entrance beam, B2 beam aperture, reflected beam, and blocking direct beam (according to
Strehblow). (Reproduced with permission from Ref. [22], © 2006, Walter de Gruyter & Co.)



In Figure 9.15A a thin-layer cell for XAS in reflection and grazing incidence XRD is
shown. A polyethylene foil covers the electrolyte. After electrochemical surface treat-
ment, part of the electrolyte is sucked off and the foil is pressed on the surface of the
electrode, usually a single crystal.

In Figure 9.15B a cell for XAS in transmission and reflection is shown. The thickness
of the electrolyte, which can be accepted depends on the X-ray energy and is usually lim-
ited to a few milimeter. This limits the size of the electrode, which is placed between the
entrance and exit windows. Otherwise, with this method the angle of incidence can be
made smaller than the angle of total reflection (0.13	 for Ag, 0.1	 for Ag2O, 0.45	 for Cu,
and 0.23	 for Cu2O). At these angles the penetration depths of the X-ray beam into the
electrode material is 2 nm.

Special programs must be used for the data evaluation. Results are usually obtained in a feed-
back of calculations of crystallographic distances and the recalculation of the initial diagrams.

9.3.3 In situ Mössbauer spectroscopy

Some nuclei, if embedded into a solid matrix, are capable of repulsion-free �-ray resonance
absorption. Examples of elements are Fe,57 Ru,99 and Sn.119 The extremely sharp resonance
line can be used to measure with high resolution the influence of the chemical environment
of the nucleus. For details of the experimental equipment the special literature should be
consulted, e.g., Scherson.23

9.3.4 Ex situ methods

The instruments of surface analysis have become extremely important for electrochem-
istry. Investigations have been performed to study the double layer and corroborate results
of electrochemical methods.

One type of method is an energy analysis of electrons emitted from the surface with
Auger-electron-spectroscopy (AES), X-ray photoelectron spectroscopy (XPS), and
ultraviolet photoelectron spectroscopy (UPS). A second way is to sputter the surface and
analyze the emitted particles by mass spectroscopy. This method is called secondary ion
mass spectroscopy (SIMS). A third method is based on the scattering of He ions from
the surface and the analysis of the scattering parameters (Rutherford backscattering).

Diffraction of electrons, either of high energy (RHEED) or of low energy (LEED), has
been used for studying the structure of surfaces.

9.4 MICROSCOPY

The general importance of microscopy for surface investigations is reflected in the in situ
applications of optical microscopy, scanning tunneling microscopy (STM), and atomic
force microscopy (AFM) to oxide and semiconductor electrodes. The methods were
described in Chapter 4. Of equal importance for oxide and semiconductor electrodes is the
application of ex situ methods like scanning electron microscopy (SEM).
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The application of STM to oxide and semiconductor electrodes differs from STM on
metal surfaces. The problems are described in the literature and in special reviews, e.g., by
Allongue.24

The special situation of the tip in front of a semiconductor is shown in Figure 9.16 for
vacuum conditions and in Figure 9.17 in an electrochemical cell.

In vacuum the tip can be adjusted to the band energy, but in an electrochemical envi-
ronment the tip Fermi energy is located within the gap energy. In Figure 9.17 it is shown
that an n-type semiconductor can be imaged for accumulation conditions. Corrosion
prevents p-type semiconductors from being imaged under similar conditions. But n- and
p-type semiconductors can be imaged in the depletion region, if the electrode is illumi-
nated (Figure 9.18). The photoholes (n-type, Figure 9.18A) or the photoelectrons (p-type,
Figure 9.18b) accumulate at the semiconductor surface and carry the tip current.

The complications of STM on semiconducting electrodes vanish, if the semiconductor
is highly doped and becomes more and more metallic. A doping level of Ncc � 1019�1020

marks the limit.
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Figure 9.16 Band model of semiconductor and tip in vacuum. (A) Negatively charged tip to image
conduction band states and (B) positively charged tip to image valence band states (according to
Allongue).24

Figure 9.17 Band model of an n-semiconductor and tip in an electrochemical cell. The Fermi level
of the tip is fixed in the band gap of the semiconductor. (A) The semiconductor sample is negatively
polarized with respect to the flat band potential. The current between semiconductor and tip stabi-
lize the position of the tip above the n-type electrode. (B) The semiconductor sample is positively
polarized with respect to the flat band potential. The depletion blocks the current and the tip comes
into contact with the surface (according to Allongue).24



9.5 OXIDE PARTICLES

9.5.1 Batteries

Throughout the long history of oxide electrochemistry oxide particles have played a
prominent role. Examples are the use of oxides in primary batteries like manganese
dioxide in the Leclanché cell (Figure 9.19). This cell consists of a zinc cup filled with
the electrolyte (ZnCl2·NH4Cl) and an MnO2 pocket. The reactions in the cell can be
described by the following reactions:

(9.19)

(9.20)

The cell voltage is 1.5 V. The modern type is the alkaline manganese battery but the clas-
sical cell is still on the market.

The classical example of an oxide powder in a secondary (rechargeable) battery is lead
dioxide in the lead acid battery (Figure 9.20). The reactions in the cell are described by the
equations

(9.21)

(9.22)

The cell voltage of the charged battery is 2.06 V. The electrodes are placed in 36% sulfu-
ric acid. The electrodes consist of grids of lead alloys that are resistant against corrosion.
The grids are filled with lead oxide (PbO). After filling the battery with sulfuric acid in the
first charging process the lead oxide is oxidized to lead dioxide on the positive plate and
to a felt-like structure of lead needles on the negative plate.

A second classical example is the use of nickel oxide in the nickel–cadmium rechargeable
battery (Figure 9.21). The reactions in this battery are described by the equations

(9.23)Cd 2OH Cd(OH) 22� �� �� e

PbO H SO 2H 2 PbSO 2H O2 2 4 4 2� � � �� e� �

Pb H SO PbSO 2H 22 4 4� � ��� e�

2MnO 2H O 2 MnO(OH) 2OH2 2� � �� �e � 2

Zn Zn 22� � � e�

282 9. Oxides and Semiconductors

Figure 9.18 Band model of a semiconductor and tip in an electrochemical cell under illumination.
(A) n-Type semiconductor and (B) p-type semiconductor (according to Allongue).24



(9.24)

The cell voltage is 1.3 V. Eqs. (9.23) and (9.24) are formal equations; the exact processes
in the nickel–cadmium battery are complex solid-state reactions. More details and other
types of batteries are described in special literature.25

9.5.2 Lithium ion batteries

Energy storage in lithium ion batteries is based on the intercalation of lithium, either in a type
of graphite (negative electrode) or in an oxide (positive electrode). Charging and discharg-
ing consist of the transport of lithium ions between the two storage media. The intercalation
is connected with oxidation/reduction reactions. The principle process of a lithium ion
battery is shown in Figure 9.22.

2NiO(OH) 2H O 2 2Ni(OH) 2OH2 2� � �e� ��
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Figure 9.19 Leclanché cell. (a) Carbon electrode, (b) jacket-labeled polyethylene bonded tube,
(c) separator coated paper, (d) paper cup, (e) metal cup (positive contact), (f) plastic closure, (g) sealant,
(h) cathode mix (manganese dioxide, carbon, and electrolyte), (i) zinc can, (j) adhesive-backed barrier
film, (k) paper, (l) label, (m) cathode mix (see h), (n) separator, (o) zinc can, and (p) metal bottom cover
(negative contact). (Reproduced with permission from Ref. [25], © 1985, Wiley-VCH.)



In the development of primary and secondary lithium ion batteries a large variety of
binary and ternary oxides, chalcogenides, etc. was investigated. Of special interest are
oxides particles of nanosized dimensions. It is expected that these materials can be 
discharged and charged faster. The other reason for the trend to small particles is the large
volume change connected with charging and discharging. Size changes for nanoparticles
and nanoclusters are more flexible.

9.5.3 TiO2-based photovoltaic cells

Under special conditions an illuminated titanium dioxide electrode generates a photocur-
rent that decomposes water into hydrogen and oxygen.26 This discovery has led to the
development of an electrochemical photocell, e.g., Grätzel.27 The photoelectrons excited
in the space-charge layer of a semiconductor electrode, e.g., a layer of TiO2 particles, are
transported through the external circuit to a counter electrode, e.g., a transparent indium-
tin-oxide covered glass plate. At this electrode a suitable electron acceptor like J2 is
reduced to J –, which then diffuses to the TiO2 electrode and acts as a hole acceptor before
it is reoxidized to J2 by the photoholes that have accumulated at the surface. A schematic
description of this mechanism is shown in Figure 9.23. The power of the cell can be rep-
resented in a power plot (Figure 9.24).

The band gap of TiO2 does not overlap with the solar spectrum. Dyes that absorb the
sunlight must be added to the electrolyte as sensitizers.28 The photostability of these dyes
is a serious problem. The liquid phase is another obstacle and there is now a trend to
develop an all solid-state cell.29–32 All materials must be optimized, especially the TiO2. So
far, nanosized particles have shown the best performance.33,34
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Figure 9.20 Components of a lead acid battery. (a) Cast lead alloy grid, (b) separator, (c) positive
electrode, (d) negative plate, (e) negative plate group, (f) positive plate group, (g) plate block with
separator, and (h) the complete battery. (Reproduced with permission from Ref. [25], © 1985,
Wiley-VCH.)



9.5.4 Catalytic activity of oxide particles

Another important aspect of oxide particles is the catalytic properties of these materials. These
properties have been used in the development of dimensionally stable electrodes (DSE) with
a mixed oxide of RuO2 and TiO2 on Ti metal as a support. The role of the different oxides
and improvement of the catalytic activity are currently under intensive investigation.35 As in
previous examples, new effects have already been observed with nanosized particles.36
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Figure 9.21 Nickel–cadmium rechargeable battery. (a) Cover, (b) positive contact, (c) resealable
vent mechanism (in the event of a pressure build up), (d) positive tab welded to positive contact,
(e) insulating seal ring, (f) negative plate, (g) separator, (h) positive plate, (i) negative tab, and 
(j) nickel-plated steel case. (Reproduced with permission from Ref. [25], © 1985, Wiley-VCH.)



Another system, where catalytic active oxide particles might lead to a new development,
is the polymer electrolyte membrane fuel cell (PEMFC). This type of fuel cell preferentially
works with platinum and platinum alloy catalysts. The development of an effective oxide
catalyst could solve some of the problems connected with the application of these systems.

9.6 OXIDE LAYERS

Oxide layers on metal surfaces are also important in electrochemistry.37 Thin films on non-
noble metals make the latter chemically inert. These passive films will be described in
Chapter 10. On other metals, however, the so-called valve metals can be formed. For the
formation of these films the metals are polarized to potentials of up to 100 V and above.
Some examples are aluminum, titanium, tantalum, etc. In these cases the oxide behaves
like a capacitor. If a potential is applied to the metal in an electrochemical cell against a
counter electrode, a field gradient is built up through the oxide film. The strong field
enables the transfer of ions through the layer by the high field mechanism. The oxide film
grows until the ion transport through the film and film dissolution becomes stationary. The
thickness of the film linearly depends on the cell voltage U.

Aluminum is a good example. The oxide film that is formed by anodic oxidation in
oxalic acid protects the metal and prevents corrosion. The technical process is called
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Figure 9.22 Rechargeable lithium ion battery (schematic presentation).



Eloxal process. These oxide films typically have a porous structure with a hexagonal pore
arrangement. The pores can be used for coloring the metal surface and as templates for
forming nanostructures. A high order can be achieved.38

9.7 ELECTROCHEMICAL DEPOSITION OF SEMICONDUCTORS

The development of vapor deposition techniques like chemical vapor deposition (CVP),
plasma vapor deposition (PVD), or molecular beam epitaxy (MBE) have tempted electro-
chemists to prepare such films from a liquid phase with electrochemical reactions.
Chemical processes can stimulate the film formation, e.g., the decomposition of precursors
like sulfur compounds in the presence of metal ions like cadmium. Insoluble CdS is
formed and a film is deposited by crystallization on a substrate.39

An electrochemical deposition on an electrode is the alternative to the chemical process.
In some examples it is possible to deposit the semiconductor in one step, e.g. for Bi2Te3, a
substance used in thermobatteries.40
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Figure 9.23 Photovoltaic cell. Separation of photoelectrons and photoholes in the space-charge
region of the TiO2 electrode generates a photocurrent to the counter electrode, e.g., a transparent
indium-tin-oxide covered glass plate. Within the cell an A/A� redox pair transports the current
between the counter and semiconductor electrodes.



A third approach is the layer-by-layer deposition of monolayers.41 This process is a
combination of two sequential underpotential deposition processes. In the first process a
metal is deposited as UPD film. Then after rinsing, the electrolyte is changed, and by an
anodic oxidation (a type of anodic underpotential deposition) the anionic component is
deposited as a second layer on the primary UPD film. In both deposition processes epi-
taxial film growth is expected and has been partially confirmed.

A special thin-layer cell was developed for the process with a small electrolyte volume
to make the electrolyte exchange as fast as possible. The deposition of the two components
was done under time control in a computerized device.
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– 10 –

Corrosion and Corrosion Protection

10.1 CORROSION

In the previous chapters the deposition of materials of very different nature like metals,
alloys, inter-metallic compounds, oxides, or semiconductors was described. The oppo-
site of deposition is dissolution. Dissolution is the origin for corrosion. In the begin-
ning of the process, surface defects like stains develop. With increasing progress of
corrosion the functionality of the parts decreases and finally the parts get completely
destroyed.

Corrosion is responsible for the permanent loss of economical values. Corrosion can
affect all materials but the corrosion of metals and especially iron and steel is the most
outstanding example of corrosive degradation and is called electrochemical corrosion.1

In the case of iron and milled steel, the products of corrosion form an increasingly thicker
surface layer of rust. Examples of this process were for many decades the corroding old
cars. Other intensive corrosion damage can be found in the pipe systems of all kinds of
cooling devices, where copper is often the material. Water pipes consisted for long time of
lead, but are now usually of zinc coated steel. Corrosion products of lead or zinc deposit
in the pipes and cause final degradation. Zinc-coated steel parts in an aggressive atmos-
phere show first zinc corrosion (white rust). Finally, the zinc layer is locally destroyed and
corrosion of the steel starts (red rust). Different environments cause different types of
corrosion. Thus one has to distinguish, e.g., corrosion in aqueous environment, corrosion
in non-aqueous liquids, corrosion in melts, concrete, or soil, atmospheric corrosion, corro-
sion in hot gases, e.g., turbines.

Several forms of corrosion are observed and some examples are shown in Figure 10.1.

– Uniform corrosion.
– Non-uniform corrosion or local corrosion. One example is pitting corrosion, the forma-

tion of small round pits in the wall of sanitary pipes.
– Inter-granular or inter-crystalline corrosion.
– Stress corrosion and stress corrosion cracking.
– Crevice corrosion.
– Selective corrosion in alloys where one component dissolves and leaves a porous

structure.
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Corrosion is one of the most intensively investigated phenomena. Therefore several
textbooks exist on the market, which provide deeper insight into this matter.2–4 In the fol-
lowing chapter, first the electrochemical processes connected with corrosion will be
described. In the second part, the main means of protection will be discussed with empha-
sis on the electrochemically based protection mechanism.

10.1.1 Fundamental processes

The fundamentals of ion transfer across the double layer were described in Section 6.3.
According to Eq. (6.43), the main process of electrochemical dissolution of a metal is
described by the equation

(10.1)

Similar to metal deposition the overall reaction can consist of partial reactions such
as the separation from the kink site position to an ad-atom position followed by the
transfer to the electrolyte. This will be described in more detail in the next section. To
compensate the electron release a reduction process is necessary. In an acid environment
(an acid solution) protons can be reduced

(10.2)

The overall reaction can then be formulated as follows:
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Figure 10.1 Examples of different forms of corrosion are: (a) uniform corrosion, (b) non-uniform
corrosion, (c) inter-granular corrosion, (d) stress corrosion cracking, (e) crevice corrosion, and
(f) selective corrosion.



It is obvious that this reaction can only lead to metal dissolution, if the metal electrode
potential is negative from the hydrogen electrode potential. This is the reason for the
classification of metals into noble metals (the equilibrium potential is more positive than
the standard hydrogen potential) and non-noble metals (the equilibrium potential is more
negative than the standard hydrogen potential). The kinetic of the total process can be
described by the Butler–Volmer equation for the two partial reactions.

(10.4)

(10.5)

Eq. (10.5) must turnover twice to compensate the metal dissolution. It was assumed in
Eq. (10.4) that the electrochemical reaction order of the metal ion ligands is equal to the
stoichiometric number. For both equations �a � �c � 1. If the difference between the metal
electrode potential and the hydrogen electrode potential is larger than approximately 100 mV
one can dismiss the backward reaction. The two remaining partial reactions can be
combined in the following current–potential relationship

(10.6)

In the partial reactions �a � �c � 1. At the potential where the current densities of both
partial reactions compensate each other, iMe � �iH2

, the overall current density is zero.
This potential is referred to as free corrosion potential Ecor ; the associated current density
is called corrosion current density icor. The free corrosion potential is a mixed potential.
This is shown in Figure 10.2.

Figure 10.2a is a linear presentation. The logarithmic presentation with the Tafel lines
is shown in Figure 10.2b. The corrosion density icor is a measure for the corrosion rate rcor

and is the mass of dissolved metal in the time t per area unit:

(10.7)

M is the molar mass of the metal.
Another possibility to oxidize the metal is the reduction of oxygen. The partial reaction is

(10.8)

The overall reaction of corrosion can then be formulated as follows:

(10.9)

The rate of the partial reaction of the oxygen reduction is given by the equation for
the limiting oxygen diffusion current (bulk oxygen concentration cO2

, diffusion layer
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Figure 10.2 (a) Definition of the free corrosion potential Ecor (mixed potential) and the corrosion
current density icor; linear current versus potential plot. Also shown are the Nernst potentials of the
metal electrode and the hydrogen electrode. (b) Definition of the free corrosion potential Ecor (mixed
potential) and the corrosion current density; the logarithm of current, log |i| is plotted versus potential
(Tafel plot) (p. 121). (Reproduced with permission from Ref. [2], © 2003, Springer-Verlag.)



thickness �)

(10.10)

D is the diffusion coefficient of oxygen. The rate of the partial reaction of oxygen con-
centration is usually of the order of mmol·dm�3 leading to diffusion-limited oxygen reduc-
tion currents. This limits the rate of corrosion as shown in Figure 10.3. The oxygen
reduction current decreases with decreasing oxygen concentration. Keeping the oxygen
concentration low is one way of corrosion limitation.

10.1.2 Mechanism of metal dissolution

As for deposition, the transition state of dissolution of a crystalline metal is the kink site
position. From the kink site position there are two ways for separation (Figure 10.4).

(A) The transfer from the kink site position or step position, respectively to the ad-atom
position (separation) followed by the transfer of the ad-atoms to the electrolyte (desorption).
This can be described by the following two equations:
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Figure 10.3 Corrosion in oxygen containing nearly neutral electrolyte. The corrosion rate
decreases with decreasing oxygen concentration and the potential is shifted towards more negative
potentials (1). Otherwise, with increasing oxygen reduction current the corrosion rate increases and
the free corrosion potential shifts towards more positive values (2).



(10.12)

The first equation describes the reproduction of the kink site position in the process of
separation of an atom from the kink site position and formation of an ad-atom. The second
step represents desorption of the ad-atom. The charge transfer is split. Following the
description of partial charge transfer in Section 4.3 with the introduction of a partial charge
transfer coefficient � the charge transfer in the first step is �zsep � �z, and the charge trans-
fer in the second step �zad � (1 � � )z. The intermediate ad-atom can be a lower valent
oxidation state stabilized as an anion complex.

If the first step, the separation, is rate determining (usually at higher potentials) the rate
equation is

(10.13)

The part of the potential drop across the double layer acting on the transition state of sep-
aration is described by �sep. If the density of kink site positions [ksp] in the first approxi-
mation is independent of the potential, the Tafel equation would be

(10.14)

With �sep�zsep of the order of 0.5 the Tafel slope would be 118 mV.
If the second step, the desorption, is rate determining (for equilibrium conditions

between atoms in kink positions and ad-atoms) a rate equation for ad-atom desorption,
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Figure 10.4 Mechanism of metal dissolution: (A) via ad-atom intermediates and (B) direct disso-
lution of kink atoms.



e.g., as derived in Chapter 4, Eq. (4.50) can be formulated:

(10.15)

Taking into account the equilibrium between the ad-atoms and the kink site positions a
rather complex expression follows for the charge transfer coefficient �des. The following
Tafel equation

(10.16)

describes several experimental results with a typical Tafel slope of 40 mV (25 	C)
(B) The direct dissolution, transfer of a charged ion from the kink site position to the

electrolyte. In this case the rate equation for the direct anodic dissolution of kink site atoms
would be

(10.17)

If the density of kink site positions [ksp] is in a first approximation independent of the
potential the Tafel equation is

(10.18)

With �dis � 0.5 and z � 2 the Tafel slope would be 59 mV.

10.1.3 Mechanisms of compensation reactions

Principally any reduction reaction, with an equilibrium potential more positive than the
Nernst potential of the corroding metal, can compensate the metal dissolution. In practice,
two reactions are of special importance, the reduction of hydrogen ions and the reduction
of oxygen.

(i) Hydrogen ion reduction

The equilibrium potential of this reaction is E0 � 0 VSHE at pH � 0 and E0 � 0.826 VSHE

at pH � 14. The overvoltage for the reduction of hydrogen is strongly dependent on the
kind of metal and can reach more than 1 V.5

For the reduction of hydrogen ions two mechanisms are discussed.6 According to the
Volmer–Tafel mechanism the following two reactions take place:

(10.19a)

(10.19b)H H Had ad 2� �

H Hsolv ad
� � e� �

log log
.

i c
zF

RT
Em� � �const L

dis�
�

2 303

r k ksp c
zF

RT
Em

dis dis L
dis (Direct dissolution)� �[ ] exp� �⎛

⎝⎜
⎞
⎠⎟

log log
.

i c
zF

RT
Em� � �const L

des�
�

2 303

r k c c
zF

RT
Em n

des des ad L
( - ) des� �
� � �

exp
⎛
⎝⎜

⎞
⎠⎟

10.1 Corrosion 297



Alternatively, the Volmer–Heyrovsky mechanism is discussed.

(10.19a)

(10.19c)

In both mechanisms the first step is the reduction of hydrogen ions and the formation of
adsorbed hydrogen atoms. At higher pH values the direct reduction of water is possible.
Metals with a strong affinity to hydrogen, like the platinum group metals, catalyze the
reduction and the corrosion.

(ii) Oxygen reduction

The reduction of the ubiquitous oxygen is much more complex than the reduction of
hydrogen. The reason is the strong bond in the oxygen molecule. The formal equilibrium
potential of the reaction is E0 � 1.23 VSHE at pH � 0 and E0 � 0.40 VSHE at pH � 14.

To weaken the oxygen bond the molecule is adsorbed on the metal surface. The reduc-
tion might occur via several intermediate steps, including H2O2 to water according to the
formal mechanism.

(10.20a)

(10.20b)

At higher pH values the hydrated hydrogen ions may be substituted by water and forma-
tion of hydroxyl ions.

10.1.4 Iron and steel

Iron is the most intensively investigated system. The so-called Bockris mechanism
(Bockris, Drazic, Despic6,7) consists of the following steps:

(10.21a)

(10.21b)

(10.21c)

The first step is ad-atom formation and reproduction of kink site positions denoted by
FeFe* and Fe*. OH– acts as a catalyst. The hydroxyl ions stabilize a one-valent ad-atom
of iron. According to the authors, the second reaction step is rate determining. The authors
observed a Tafel slope of 40 mV. The conclusion concerning the influence of the hydroxyl
ions was based on the dependence of the Tafel lines on the pH value.

Heusler8 determined the electrochemical reaction orders of the hydroxyl ions. With
�OH�� 2, he formulated the following mechanism:
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(10.22b)

(10.22c)

The equilibrium between kink site positions and ad-atoms is the same as in the Bockris
mechanism. The Tafel equation of Heusler has the form:

(10.23)

With � � 0.5 Tafel lines with 29 mV slope are expected. This was confirmed by the
experimental results.

10.1.5 Metallurgical aspects of iron and steel

For any analysis of corrosion results of a special metal, another factor of prime impor-
tance is the structure of the investigated metal. The metallurgical treatment must be taken
into account. This complex nature of corrosion is best explained for the element iron. Iron
can exist in two main modifications. Below 911 	C the stable modification is 
-iron with
a body centered cubic (bcc) structure, above 911 	C the stable modification is 	-iron, the
face centered cubic (fcc) structure. A third modification is found at higher temperatures
(�-iron) for a bcc structure with different crystallographic parameters.

Iron always contains carbon. A part of the phase diagram of the iron/carbon system is
shown in Figure 10.5. The carbon has different solubilities in the different iron modifica-
tions, which form mixed crystals (solid solutions). In 
-iron the solubility is only 0.04%
(ferrite) and in �-iron the solubility is 0.36%. In the 	-modification with its fcc structure,
carbon and iron form an intercalation lattice as a solid solution called austenite with the
maximum solubility of 2.06% carbon at 1147 	C. Iron with more carbon is called cast
iron. Iron with less than 2.06% carbon is called steel. During slow cooling of a melt (above
1147 	C) iron solidifies either as austenite (carbon content of the melt �4.3%) or as
cementite (Fe3C, carbon content of the melt � 4.3%). At 1147 	C the melt solidifies in a
eutectic mixture of both these phases called ledeburite.

At lower temperatures the austenitic phase decomposes into ferrite and cementite. The
lowest point of stability of austenitic crystals is at a concentration of 0.8% carbon and a
temperature of 723 	C. At this point the austenite transforms to a eutectoid mixture of
ferrite with 0.02% carbon and cementite with 6.67% carbon. This eutectoid point of the
solid solution is adequate to the eutectic point of a melt where the melt decomposes into a
eutectic mixture. The eutectoid mixture of ferrite and cementite is called pearlite.

The process of heat treatment and different quenching rates of iron with carbon causes
further structural differences. One product is martensite, an oversaturated (metastable)
solid solution of carbon in ferrite. Martensite is obtained when the steel is heated to
temperatures where austenitic steel is formed and then rapidly quenched.

This was a very short sketch of the metallurgical aspects of iron and steel. For details
one must consult special literature.10 All the different modifications of iron and steel have
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different corrosion properties, which demonstrate the complex nature of corrosion research
in practice.

10.1.6 Copper

Another reaction investigated in some detail was copper dissolution. It was assumed
that anions like chloride stabilize the one-valent ad-atom. The old results by Bockris
and Enyo11 could then be described by the following two-step mechanism with Cu� as
intermediate.

(10.24a)

(10.24b)

The authors assumed that the second reaction step was rate determining. The authors
found a Tafel slope of 40 mV.

The mechanism changes in the presence of oxygen as a consequence of direct oxygen
corrosion.

Magnussen et al.12 recently investigated this system with scanning tunnelling spec-
troscopy. With a dynamic STM equipment Magnussen observed the step dynamics of
mono-atomic islands on the surface of the (100) face of copper single crystals (Figure 10.6).

CuX Cu Xad � 2� � �� �e

CuCu X Cu CuX* *
ad� � �� �� e
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Figure 10.5 Phase-diagram of the iron carbon system at lower carbon concentration.9



From inspection of these pictures the different stability of steps with even the same orien-
tation is remarkable. Since STM does not show ad-atoms, this method is of no help in
confirming one or the other type of dissolution mechanism.

10.1.7 Zinc

A further example, which will be discussed, is zinc dissolution. Heusler investigated
this system,13 and two Tafel lines with a slope of 40 mV and 118 mV were observed
(Figure 10.7).

As long as desorption (Eq. (10.12)) is rate determining a Tafel slope of 40 mV should be
observed. When separation (Eq. (10.11)) becomes rate determining the Tafel slope should
increase to a value around 118 mV. The experimental observations confirm these predictions.

10.1.8 Corrosion products

Corrosion is not finished with the formation of solvated metal ions. The metal ions can
form secondary corrosion products by reaction with components on the metal surface. One
typical reaction is the formation of hydroxides and oxides by reaction with water con-
densed on the surface in the humid atmosphere of a natural environment. In the presence
of oxygen the metal ions can be oxidized. For example, oxygen can oxidize two-valent
iron to three-valent iron. Two- and three-valent iron-oxide-hydroxides form the brown rust
on the surface.
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Figure 10.6 STM image of copper islands on the (100) face of a copper single crystal in 0.01 
mol · dm�3 HCl; potential jump from �0.23 to �0.16 V; the dissolution of one step is observed,
while the step rectangular to this step but with the same orientation is stable. The different stabilities
could be explained by a Jahn–Teller effect of the surface lattice. (Reproduced with permission from
Ref. [12], © 2001, Elsevier.)



The reaction with CO2 leads to oxy-carbonates. The reaction with sulfur can lead to
sulfide layers, e.g., on silver ware. A very prominent example of secondary corrosion
products is also the green patina on copper sheets. Details can be found in the special
literature on this subject.14,15

10.1.9 Corrosion of alloys

Dissolution of alloys follows different principles. Dissolution of a freshly prepared surface
can be described by the dissolution mechanism of a pure metal but now with different rate
constants for the different alloy components (section General mechanisms). Because of the
different corrosion rates a depletion of one component soon occurs. An intermediate region
of different composition can develop (section Stationary dissolution conditions). In some
cases the matrix of the nobler component is retained and a sponge-like structure develops.
Again, this all concerns an oxide-free surface. The complications connected with oxide
layer formation will be discussed in Section 10.2.

General mechanisms

The following mechanism is based on an alloy of two components A and B. In an approx-
imate description on the surface four different kinds of kink site positions exist, AA, AB,
BA, and BB. Three steps for each component describe the dissolution via ad-atoms.
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Figure 10.7 Zinc electrode in 1 mol·dm�3 NaClO4/HClO4, pH 3.25; two Tafel lines of dissolution
were observed, one with a slope of 40 mV and the other with a slope of 118 mV.13



For component A these equations are

(10.25a)

(10.25b)

(10.25c)

The equations for the component B are

(10.26a)

(10.26b)

(10.26c)

At higher anodic potentials the direct dissolution from the kink site positions will
become the rate-determining step described by the four equations

(10.27a)

(10.27b)

(10.28a)

(10.28b)

The rate equations for each component as well as the influence of solvation and com-
plex formation can be formulated as was described for pure metals in Section 10.2.

Stationary dissolution conditions

At beginning corrosion the dissolution rates will be quite different depending on the surface
composition after the alloy preparation. But with time the surface concentration will change
and the partial corrosion rates will change. At longer times one could expect stable disso-
lution conditions not changing the alloy composition. This is expressed by the equation

(10.29)

Heusler16 derived a special relation on the basis of this equation and with the following
concept. The rate of dissolution of each component should be proportional to the mole
fraction of this component in the surface xA
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with xA
s � 1 � xB

s . Combination of Eqs. (10.30) and (10.31) with Eq. (10.29) gives

(10.32)

and after restructuring

(10.33)

From this equation one derives the following two equations

(10.34)

(10.35)

The constant

(10.36)

reflects the interaction of the components and the influence of the composition on the
corrosion process.
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Figure 10.8 Time dependence of the partial current densities of Zn and Cu of 
-brass (CuZn30) in
a chloride electrolyte, (1) partial current density of zinc dissolution, (2) partial current density of
copper dissolution, and (3) total current density. (Reproduced with permission from Ref. [17],
© 1980, Elsevier.)



An example is the dissolution of Zn and Cu in CuZn alloys. The partial dissolution
rates and its time dependence and final stationary value were determined by radiotracer
methods (Kolotyrkin17). The results are shown in Figure 10.8.

With the stationary current densities from Figure 10.8 (iCu � 5.3 �A cm�2 and iZn �
4.8 �A cm�2) and assuming z � 2 for both metals KCu � 3.9 � 10�11 mol·s�1·cm�2 and
KZn � 8.3 � 10�11 mol·s�1·cm�2. The origin for the difference needs further investigation.

In the beginning the zinc dissolution dominates and Cu dissolution is zero. But with
time Zn dissolution rate decreases, Cu dissolution rate increases, and finally a stationary
ratio equal to the alloy composition develops. In this situation an intermediate layer
exist on the surface that regulates the zinc dissolution by the Zn diffusion through this
layer. Otherwise, the great differences in the dissolution rates can also lead to a dezin-
cation leaving a porous spongy Cu matrix.

Another example is the active dissolution of FeCr alloy (Figure 10.9). At low chromium
content the observed Tafel slopes are similar to pure iron (40 mV). At higher chromium
content the Tafel slopes are similar to pure chromium (100 mV). The surface layer changes
from an iron rich to a chromium rich phase.

10.2 CORROSION PROTECTION

Since the invention of metal technology several thousand years ago, the prevention of
metal corrosion has been a problem of fundamental practical importance. As the noble
metals were corrosion resistant under normal conditions, the collection of knowledge of
what could be done against corrosion really began with the invention of iron metallurgy by
the Celtic tribes 3000 years ago.
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Figure 10.9 Potential dependence of the partial current densities of iron (spheres) and
chromium (rectangles) dissolution from FeCr alloys in sulfuric acid; (a) FeCr0.85, Tafel slope
40 mV and (b) FeCr13.2, Tafel slope 100 mV. (Reproduced with permission from Ref. [17],
© 1980, Elsevier.)



Since then several main directions have developed:

– Natural passivation. Some non-noble metals show permanently and some under special
oxidizing conditions the phenomenon of corrosion resistance. A special example is iron
in contact with concentrated nitric acid, a phenomenon already discovered in 1797.
Although iron dissolves in non-oxidizing acids, it is stable in nitric acid and shows a
metal-like surface. The reason is the formation of a very thin protecting oxide film.
This phenomenon will be described in more detail in the following chapters.

– Inhibition. Some molecules have the property of preventing corrosion or at least reduc-
ing the rate of corrosion. The molecules are called inhibitors. These molecules are used
in closed systems like cooling aggregates.

– Phosphatizing. The surface of iron can be treated in such a manner that a thin layer is
produced that does not fully protect the iron but inhibits the corrosion process and at the
same time promotes adhesion of follow-up films. This is now a large-scale process in
the car industry.

– Conversion coatings. Some metals can be treated by oxidizing agents, preferentially
chromate solutions, to prepare an oxide film saturated by chromate ions. This is one of
the most effective corrosion preventing treatments of metal surfaces and is applied to
aluminum, copper, and zinc. Chromate ions are known for toxic properties. Political
decisions have banned this surface treatment for the future. So far no alternative corro-
sion protecting treatment of similar effectiveness has been developed.

– Surface coating with another metal with better resistance against corrosion. The metal
layer can be plated. Zinc plating is the most important example. But other methods are
available to prepare a metal layer, e.g., mechanical plating, by dipping the parts into a
liquid metal bath or spraying the metal.

– Surface coating with a non-metallic inorganic material like enamel. This coating is very
effective as the parts can be used at higher temperatures but an isolating material covers
the surfaces.
For some metals an intrinsic inorganic coating can be produced by anodic oxidation and
the formation of a thick surface oxide layer. One example is aluminum oxidation by the
Eloxal process.

– Surface coating with an organic material. This is very effective but the metallic surface
appearance is lost. The metallic conductivity is at least distorted. Furthermore, the
coated parts cannot be used at higher temperatures. A scratch in the coating can have
catastrophic effects because corrosion can proceed underneath the coating. In recent
years a special organic coating has been described, the so-called intrinsically conduct-
ing polymers. These materials may have special corrosion protecting properties and are
described later on in Chapter 11.

– Cathodic protection. If a metal is polarized to a potential that is sufficiently negative to
its Nernst potential, the metal is protected. The polarization is possible by applying an
external voltage. Another method is to form a galvanic element with a metal less noble
then the metal to be protected. For iron a typical metal is magnesium. This method is
used on a large scale in marine technology, in underground constructions, and in
concrete reinforcements.
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10.2.1 Passivity

Non-noble metals in dry air and at room temperature form a thin primary oxide film of
different properties, structure, and thickness on the surface. If this oxide film is of low
solubility, compact, and free of pores, then it is reducing the corrosion rate by orders of
magnitude. This phenomenon is called passivity and the oxide film is called passive film. For
some metals, like chromium, the passive film is very thin (some nanometers) and can become
conducting. For another group of metals, like titanium, and aluminum, the so-called valve-
metals, the oxide layer can get thicker (micrometers) and blocks further electrode processes.

Passivity of iron

A special example of a passive metal is iron. The primary oxide film on polycrystalline and
pure iron (dry air, 20 	C) has a thickness of about 5 nm and is soluble in acid and neutral
media. In strong nitric acid, an oxidizing medium, the usual dissolution of iron in acids is
blocked by the formation of a passive film. In other acids this film can only be formed, if
an anodic potential is applied. Polishing the electrode surface facilitates the formation of
the passive film.

In Figure 10.10 the potentiostatic behavior of an iron electrode in sulfuric acid is shown.
Beginning at zero current and scanning the potential in positive direction an anodic current
is observed that increases with increasing potential. At a characteristic potential, the pas-
sivation potential with the passivation current density imax, the current decreases by several
orders of magnitude. The following potential region is called the passive region. In this
region the current density of approximately 5 �A cm�2 remains constant (independent of
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Figure 10.10 Current–potential plot of an iron electrode in an acid electrolyte (schematic repre-
sentation). Ep passivation potential, imax passivation current density, EF Flade potential, and ip passive
current density.



the potential). At higher electrode potential, which is called the transpassive region, a new
current increase starts. In this region the passive oxide can be oxidized connected with an
increase in corrosion rate or oxygen evolution starts.

In the transition region between active dissolution and passive behavior a transformation
process from a film of adsorbed iron hydroxide species into the passive oxide film takes
place.18. The potential when this transformation is completed is called the Flade potential
EF. For iron the transformation process may be formulated schematically by the equation:

(10.37)

In acid solution (pH 1–6) this process is pH dependent according to the equation (for 25 	C)

(10.38)

Beginning the potential scan in the passive region and scanning in cathodic direction a
steep decrease of the current density is observed at the Flade potential caused by the disso-
lution of the passive film. The same potential is observed if the passive current is switched
off and before the potential jumps to the active region. This effect is called switch-off acti-
vation or self-activation. The activation time depends on the thickness and the dissolution
rate of the oxide film. Therefore the Flade potential is also called activation potential.

Thus the stability of the passive film depends on two parameters, the electrode potential and
the pH value. Pourbaix19 developed special diagrams of stability regions of oxides on metal
surfaces as function of electrode potential and pH value. The diagrams were calculated from
thermodynamic equilibrium values for selected reactions between the metal and aqueous
electrolyte. A Pourbaix diagram for iron is shown as example in Figure 10.11 (Kaesche20).

EFl (0.58 0.059 pH) V� �

2 Fe(OH) Fe O H O 2 H 2 2,ad 2 3 2� � � �� e�
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Figure 10.11 Pourbaix diagram of the iron–water system at 25 	C (after Kaesche20). The
parameters mean the activities of the dissolved ions in mol·dm�3. (Reproduced with permission from
Ref. [2], © 2003, Springer-Verlag.)



The reactions of the different equilibria described in Figure 10.11 are the following:

Additionally, the oxygen and the hydrogen reactions are included. The diagram is
characteristic for the formal procedure of the calculation. Not all possible reactions were
considered in the diagram, e.g., higher valent Fe ions.

For iron, nickel, and chromium the experimental values of passivation and the thermo-
dynamic data in the Pourbaix diagram are quite different because additional kinetic effects
determine the regions of passivity and active dissolution for these metals. For other
metals, e.g., zinc and copper the correspondence between the Pourbaix diagram and
regions of stability and corrosion is better.

The chemistry and structure of the passive film was the subject of many investigations.
The film is amorphous. Vetter21 and Göhr and Lange22 suggested a duplex film structure
(Figure 10.12). Analytical investigations described the film as an inner film of Fe3O4 and
an outer film of Fe2O3. However, electronic equilibrium is established on the metal/oxide
interface. Therefore, on the metal/oxide side the metal must be in the lowest stable
valence state, which is FeO. Oxygen ions are in equilibrium with the electrolyte on the
oxide/electrolyte interface as described by the equation

(10.39)H O O 2 H 2 2 ox
2� � �� �� e

(7) 2 Fe 3 H O Fe O 6 H3
2 2 3

� �� ��
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Figure 10.12 Duplex structure of the passive film of a metal, phase equilibriums, and transport
processes in the film.



The oxidation state on this side depends on the potential. In the passive region of iron
this is the three-valent iron.

The duplex structure shown in Figure 10.12 is a schematic representation and there can
be a gradient of the metal ion valence in the film, e.g., an intermediate Fe3O4 structure.
Furthermore, the outer film may have a partial hydroxide character.

By ellipsometry it was found that the thickness is a linear function of the potential
(Vetter and Gorn23, Sato24). Sato’s results are shown in Figure 10.13.

A possible interpretation could be as follows. At a potential E1 and a potential drop
across the oxide of ��1 for stationary conditions the thickness is �1. The corrosion rate is
constant. The field strength in the film is ��1 / �1. If the potential is switched to E2 the field
strengths increase and the corrosion rate increases, which leads to a growth of thickness.
If the field strength in the film is ��2 / �2, the corrosion current is back to its stationary
value. It follows that with increasing thickness the field strength remains constant
(Figure 10.14). The field strength is of the order of 106–107 V cm�1. The ion transport in
the oxide depends on the field strength �� /� according to the equation

The constant field strength is the reason for the potential independence of the corrosion
current.

A very important step in the description of the properties of passive films was the
description of these films as semiconductors.26–28 The electronic properties of the passive
oxide depend on the properties of the valence band and the conduction band. The oxide
can behave as an n-semiconductor or p-semiconductor.
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Figure 10.13 Thickness of a passive film of iron as a function of the potential. Comparison with
the current–potential plot. (Reproduced with permission from Ref. [25], © 1980, Elsevier.)
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The investigation of the semiconducting properties is possible by the typical methods of
semiconductor electrochemistry as was described in Chapter 9. The band structure of the
passive film of iron is shown in Figure 10.15.

The flat band potential can be associated with the Flade potential. The Flade potential
of 0.58 V is 0.18 V more positive than the flat band potential. A possible explanation for
the difference is the contact potential at the metal/oxide interface. The potential gradient
in the oxide determines the bend bending. The region of passivity is terminated if by
anodic polarization the Fermi level passes the top level of the valence band.

Passivity of nickel and chromium

Similar current–potential diagrams were obtained for nickel. The current–potential curve
for Ni is shown in Figure 10.16. The passive layer of Ni behaves like a p-semiconductor.
At 0.85 V NiO is oxidized to Ni2O3 and is thus connected with a steady increase in
corrosion rate (Figure 10.16). At higher potentials a further oxidation to NiO2 with a new
decrease in current is observed. Additionally oxygen evolution starts.

Chromium is an example with an extremely thin passive layer and a much smaller cor-
rosion current. At 1.0 V the passive film is oxidized to chromate. This is the region of
transpassive dissolution (Figure 10.17).

Figure 10.14 Dependence of the thickness of the passive film on iron on the potential. The field
strength in the film is ��1/�1. If the potential jumps from E1 to E2 the field strengths increase as well
as the film growth. During the time of film growth from thickness �1 to �2, a current higher than the
corrosion current flows and decreases with time until the field strength is back to its old value.



On nickel and chromium the passive film is formed at normal atmospheric conditions.
If protected by this film the metals behave like noble metals.

Passivity of alloyed steel

Metallurgical aspects of alloyed steel. The alloying of the different modifications of
iron with other metals leads to a shear infinite number of materials all with different
corrosion properties. The alloying element stabilizes one or the other modification of steel.
In a rough scheme one can distinguish the following main routes:

– Ferritic steels
These are chromium steels with more than 13% of chromium and a low carbon content
(less than 0.08%). The chromium content stabilizes the ferritic modification. Ferritic
steels are magnetic and are highly resistant against corrosion.
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Figure 10.16 Current–potential diagram and passivation of Ni.29,30

Figure 10.15 Semiconductor model for the passive film of iron, with a band structure at the flat
band potential (0.4 VSHE at pH � 0) and at 1.2 VSHE. The band gap is 1.6 V. With anodic polarization
a potential gradient across the oxide layer �� is built up, which is the origin of the transport of iron
ions through the oxide.



– Austenitic steels
These steels contain chromium (12–25%) and nickel (8–25%). The high nickel content
stabilizes the austenitic modification. After a heat treatment of the region of austenite
transformation and rapid cooling the steels remain in the austenitic form. They are non-
magnetic. The most famous example is the18/8 chromium–nickel steel.
The corrosion resistance is improved if compared with ferritic steels but the steels are
sensitive to inter-crystalline corrosion as a result of chromium carbide precipitation at
grain boundaries. Low carbon content or additional alloying metals like titanium, nio-
bium, and tantalum, can suppress this sensitivity.

– Ferritic–austenitic steels
Steels with high chromium content but lesser nickel content (4–6%) are a combina-
tion of ferritic and austenitic modification. Their chemical stability is similar to fer-
ritic steels but they are not so sensitive to inter-crystalline corrosion.

– Martensitic steels
Steels with a chromium content of 13–17% but with a carbon content of 0.2–0.4% can be
hardened by a heat treatment forming the martensitic structure, an oversaturated solution
of carbon in ferritic crystals. The hardening is also improving the corrosion resistance.

Even more materials can be obtained by varying the heat treatments. Each modification
has different corrosion properties and the heat treatment can also modify the corrosion
properties.

Selected examples of the passivity of alloyed steel. The extreme corrosion resistance is
best demonstrated for iron–chromium alloys. As an example in Figure 10.18 passivity
plots of these alloys are shown.

The protection mechanism is based on a modification of the composition of the passive
film. The metals with a more stable oxide are enriched in the passive layer and become
dominating. With an increased concentration of the metal with the higher corrosion
resistance the protection is increased and a saturation value is finally achieved.
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Figure 10.17 Current–potential diagram and passivation of Cr.31



Passivity breakdown: pitting corrosion

Iron and steel in the presence of aggressive anions like chloride ions show the phenom-
enon of local breakdown of the passive film. On pipes, vessels, etc., semi-spherical pits
develop on the surface, which penetrate the walls and destroy the parts with time.
The omnipresence of chloride ions makes pitting corrosion a very general and danger-
ous phenomenon. The process has been intensively investigated.33,34

The major problem of the process is the large potential difference between the active
surface in the pit and the passive film at the edge of the pit (Figure 10.19).

The development of pits starts with a crack or a hole of atomic dimension in the passive
film caused, e.g., by tensions or by local chemical dissolution of the film. Permanent
pitting corrosion can start above a critical potential and a critical concentration of the
chloride ions. Above these critical values repassivation is prevented by the adsorption of
the aggressive anions in the crack or the hole. The small dimensions of the crack or hole
stabilize the large potential drop between active and passive surface.

In the second phase of pit growth corrosion products of dissolved metal ions and
chloride anions are deposited in the hole. This film further stabilizes the potential drop and
provides the conditions for an electrochemical polishing of the surface in the hole. This
finally creates the larger semi-spherical forms of the pits.
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Figure 10.18 Current–potential plots of iron–chromium alloys in 0.5 mol·dm�3 H2SO4. (The
figures in the diagram are weight percent chromium.) (Reproduced with permission from Ref. [32],
© 1989, Elsevier.)



Passivity of zinc

Zinc is an example of a metal with an amphoteric oxide layer. The Pourbaix diagram is
shown in Figure 10.20. The oxide is stable between pH 8 and pH 12. A natural oxide layer
can be formed on the zinc surface but the usual procedure is a surface treatment in an
oxidizing solution. An example is the chromatizing described in Section 10.2.5. With this
treatment a mixed oxide of the formal composition ZnO·CrO(OH) is formed. In the case
of chromate treatment the oxide film contains chromate ions. The chromate ions are
responsible for the self-healing properties of these films.

Because of the ban of chromate for environmental reasons, alternative ways of pro-
tection of zinc are being looked for. In addition to different oxidizing treatments, zinc
alloys have been developed. ZnNi, ZnFe, and ZnCo were some of the first examples. New
trends are ZnMn and ZnMg. The corrosion protection of the alloys is probably connected
with a change of the semiconducting properties of the oxides. The alloying of the less
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Figure 10.19 Model of pitting corrosion. A salt film stabilizes the potential difference between
active iron surface in the pit and the passive surface.

Figure 10.20 Pourbaix diagram of zinc.35



noble metal shifts and enlarges the band gap inhibiting the oxygen reduction on these
surfaces.36

Metals with insulating passive films (valve metals)

While the previous examples were limited in the anodic polarization potential either by
transpassive dissolution or by oxygen evolution valve metals can be polarized to potentials
of up to 100 V and above. Examples are aluminum, titanium, tantalum, hafnium, and
zirconium. Formation characterization and properties of these oxides were treated in
Chapter 9.

10.2.2 Cathodic protection

The protection by passivation is based on the anodic formation of a passive film. A metal
can also be protected by polarization to a negative (cathodic) potential where the dissolu-
tion is thermodynamically prevented. The negative polarization can be achieved by the
application of an external cathodic current. Typical protected constructions are all kind of
pipelines, marine constructions, or iron and steel embedded in concrete. The first step in
the development of an external cathodic protection device is the determination of the
necessary power, current density, and distance of the contact elements by measurement of
the resistance of the environmental material of the metal construction to be protected.
Then the necessary anodes, e.g., rods of ferrosilicon or magnetite in a coke bed are con-
nected to the positive pole and the protected construction to the negative pole of the power
source (Figure 10.21).

A second possibility is the generation of a local element by combination of the part to
be protected with a less noble metal, preferentially Mg. The magnesium dissolves and
protects the iron.

10.2.3 Corrosion inhibition

Inhibition is a method of corrosion protection by molecules that are adsorbed on the metal
surface and reduce the rate of either metal dissolution (anodic inhibition) or the rate of the
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Figure 10.21 Schematic description of a cathodic protection device. Power source (1), steel con-
struction (2), and inert anodes (3).



counter reaction, e.g., oxygen reduction (cathodic inhibition). Connected with the inhibi-
tion is a shift of the free corrosion potential. This shift is towards more positive potentials
for anodic inhibitors and towards more negative potentials for cathodic inhibitors
(Figure 10.22).

The adsorption of the inhibitor on the metal surface follows similar rules as were
discussed for deposition additives in Chapter 9.

The selection and use of corrosion inhibitors is an important field of applied corrosion
research and details on the formulation of inhibitor systems are private. In publications
only general information can be found.37

Different inhibitors are used for different metals. Besides iron and unalloyed steel,
copper aluminum, and zinc have to be protected. One problem is that a system often con-
tains metal combinations and inhibitors for two or even more metals must be combined.
Most inhibitors are used in cooling systems. There are open as well as closed systems.
Each system demands different measures and inhibitors.

10.2 Corrosion Protection 317

Figure 10.22 Current–potential diagram for anodic (A) and cathodic (B) inhibition of corrosion.
In the first case (A) the free corrosion potential is shifted towards more positive values. In (B) the cor-
rosion potential is shifted towards more negative potentials compared to the inhibitor free electrolyte.



Some examples of typical combinations of inhibitors in closed systems are

– Sodium tetraborate (Borax) is a simple measure to control the pH of cooling water,
usually in closed systems.

– Sodium benzoate and sodium nitrite are used for combinations of unalloyed steel with
copper and aluminum.

– Triethanolammonium phosphate and sodium mercaptobenzothiazole for steel and
copper.

– Sebacic acid ester and benzotriazole or tolyltriazole for combinations of various metals.

In open systems, more inorganic substances are used to prevent oxidation of organic
inhibitors.

– Chromates were used for a long time but are now substituted by less toxic
compounds.

– Molybdates.
– Zinc phosphonates and phosphates.
– Combinations of phosphonates and polymers.
– Polyphosphates and polyphosphate silicates.

10.2.4 Phosphatizing

A more intensive treatment of the surface of iron, unalloyed steel, zinc magnesium, and
aluminum is phosphatizing. This involves providing a film of phosphates (film forming
phosphatizing) that protects against immediate corrosion and provides an undercoat of
follow-up coating procedures. The phosphatizing solution contains phosphates and sev-
eral metal ions of Zn, Fe, and others in diluted phosphoric acid. Etching of the metal
surface, especially near the grain boundaries, is the primary process. In the following
equations the phosphatizing of iron is used as an example.

The pH is shifted to higher pH values by this process, which influences the dissociation
equilibrium of the phosphate:

Then the iron ions and the zinc ions in the electrolyte form an insoluble zinc–iron phos-
phate, which is schematically described by the following equation:

By a preliminary activation step the surface can be modified and a very fine grain struc-
ture of the phosphate film is achieved. Usually by combinations of three or more metal
cations, e.g., Zn and Ni or Zn and Mn the film properties are further improved.

Fe Zn 2 HPO ZnFe(HPO )2 2
4
2

4 2
� �� � � �

PO H HPO4
3� �� � � 4

2

Fe 2 H Fe H2
2� �� ��
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10.2.5 Chromatizing

Chromatizing is an oxidative treatment that forms an oxide film or increases the thickness
of an oxide film and incorporates chromate ions. The process is applied to zinc, aluminum,
copper, and also to phosphatized steel. The reaction mechanism of chromatizing in an
acidic dichromate solution can be schematically described by the following equations:

The oxide film grown in this process has a thickness of 0.5 �m. It is a film of a zinc
oxide/hydroxide containing different chromium oxides (CrO(OH), Cr2O3, Cr2O5, CrO3)
and zinc chromate (ZnCrO4). The chromate ions are rather mobile.38 If a zinc layer on a
steel substrate gets a scratch somewhere on the zinc, the chromate will diffuse to this
scratch and repassivate the surface (the self-healing mechanism).39

The toxic properties of chromate have led to the political demand to develop an
alternative to chromatizing. One possibility is to treat the surface with hexafluorotitanate
or hexafluorozirconate. Then a film containing the metal oxide mixed with titanium
dioxide or zirconium dioxide covers the surface. One possible substitute for chromatizing
is a treatment with a three valent chromium bath.

10.2.6 Corrosion protection by surface coatings

The final solution for corrosion protection is the coating of the surface with a film of an
inert substance. This can be a layer of a metal with better protection properties than the
bulk material. One example is the covering of iron or unalloyed steel by a zinc layer with
a thickness of some micrometers. Zinc coating is possible by dipping into a hot zinc bath or
by electroplating. The zinc layer must be further treated for sufficient corrosion protection.
This can be chromatizing as described in the previous chapter or by a newly developed
process free of chromate.

Another example is chromium plating on steel parts. The typical process consists of a
primary copper layer, a secondary nickel layer, and the final chromium plating.

Nickel-plating itself is used for corrosion protection without additional chromium.
Usually two nickel layers are plated from different plating baths. A nickel layer of dull
finish covers a bright nickel layer. The nickel layers have slightly different potentials,
which develop some cathodic protection.

An inorganic coating with a non-metallic material is an enamel layer. Enamel is a
glasslike film. The metallic part is covered by the enamel mass, usually a liquid suspen-
sion, by dipping into the suspension or by spraying. After drying the part is heated to
800 or 900 	C.

The third possibility for corrosion protection is a coating with an organic polymer. This
can be a thick rubber-like material, a polymer, or just by painting. New materials are being

Zn H O ZnO 2 H2
2

� �� ��

Cr O 8 H 6 2 CrO(OH) 3 H O2 7
2

2
� �� � �� e �

Zn Zn 22� � � e�
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developed that provide improved corrosion protection. One example is intrinsically con-
ducting polymers, which will be described in Chapter 11.
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– 11 –

Intrinsically Conducting Polymers

With the discovery of polyacetylene and the process of oxidative doping in the 1970s of
the last century,1 a new class of polymers was introduced with conducting properties of
the same order of magnitude as was usually found for metals. For this reason the name
synthetic metals was suggested.2 Conducting polymers have been synthesized before by
mixing polymers with metal or graphite powders. But in the case of this new class of
materials, the conductivity was an intrinsic property. Therefore, the name intrinsically
conducting polymers (ICPs) was recommended. Many aspects of these new materials have
been summarized in a growing amount of review literature.3–5

The metal-like property of these polymers is based on their chemical nature, which
consists of chains of conjugated double bonds. If these polymers are oxidized, they become
electrical conducting. In the neutral state they can have properties like an inorganic semi-
conductor. This has now become as important as the metal-like conductivity.6 One example
is the development of an “organic field effect transistor” (OFET).

Some examples of ICPs are shown in Figure 11.1. The typical oxidation–reduction
process between neutral (semiconducting) and oxidized (metal-like conducting) state is
shown for polythiophene in Figure 11.2.

Conducting properties can also be achieved by reduction of the neutral state. An example
is the poly(dibutoxyphenylenevinylene).7 A platinum electrode coated with polymer in
acetonitrile showed the transition between neutral and oxidized state at �1V versus a
platinum quasi reference electrode and the transition between neutral and reduced state
at –1.8 V. The cyclic voltammogram is shown in Figure 11.22b as an example to deter-
mine characteristic semiconductor properties from cyclic voltammograms. The reduced
state has received much less attention than the oxidized state.

According to Figure 11.2 the oxidation process is reversible as it is possible to switch
between the oxidized and neutral states. Otherwise, oxidation and reduction of conducting
polymers is a very complex process.8 Therefore, the reversibility is limited and depends on
the timescale. In a periodic oxidation–reduction cycle, only quasi-stable oxidized and
reduced polymers can be expected. During synthesis or in the process of oxidation the
chain of the conjugated polymer is positively charged. The charging can reach a degree of
up to 25–30%. Anions are intercalated into the polymer structure to compensate the posi-
tive charges of the polymer chain. In the following reduction the anions can be ejected or
cations can be intercalated. The anion or cation transport can be connected with solvent
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transport and with structural changes of the polymer. Thus, chemical relaxation processes
accompany the charging and discharging. These structural fluctuations are a characteristic
feature of these materials and a reason for the limited reversibility of the redox process.

Other characteristic properties are connected with the different oxidation states. ICPs
are hydrophilic in the oxidized state and hydrophobic in the neutral state. The specific
volume of the oxidized state is usually larger than the specific volume of the neutral state.
The many new properties lead to suggestions for a variety of applications. One of the most
remarkable has been the development of an organic battery.

Figure 11.1 Some typical intrinsically conducting polymers (ICPs) are PA, trans-polyacetylene;
PPP, polyparaphenyle; PPV, polyparaphenylenvinylene; PANI, polyaniline; Ppy, polypyrrole; and
PT, polythiophene.

Figure 11.2 Oxidation–reduction of intrinsically conducting polythiophene with switching
between neutral (semiconducting) and oxidized (metal-like conducting) states.



11.1 CHEMICAL SYNTHESIS

Conducting polymers can be synthesized by following conventional polymer synthesis
routes. One can transfer the Ziegler–Natta synthesis of polyethylene to polyacetylene.9

The Ziegler–Natta catalyst is solved in large excess in an inert solvent with acetylene
streaming over the surface. A black film of polyacetylene is formed on the liquid surface.

Figure 11.3 shows an example of polycondensation with a Grignard reaction. Treating
a solution of 2-bromthienyl-3-alkyl-5-magnesiumbromide in the presence of [1,3-bis
(diphenylphosphino)propane]nickel(II)-chloride as a catalyst leads to formation of poly-
3-alkylthiophene and magnesium bromide (Kumada–McCullough process).10

Polycondensation can be used for the synthesis of poly-3-alkylthiophenes with high
regioselectivity. The condensation can either lead to a head–tail, head–head, or tail–tail
combination (Figure 11.4).

Oxypolymerization is especially important. Several oxidizing agents are known but
FeCl3 in chloroform or acetonitrile is one that is very often used.11 The formal reaction
equation is shown in Figure 11.5.
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Figure 11.3 Synthesis of poly-3-alkylthiophene by polycondensation. Catalyst: [1,3-
bis(diphenylphosphino)propane]nickel(II)-chloride.

Figure 11.4 Different combinations of 3-alkylthiophene groups such as ht, head–tail; hh,
head–head; and tt, tail–tail combination.



The FeCl3 must be used in large excess. The process consists of oxidation of the
monomer, formation of a radical cation, dimerization of two radical cations, and growths
of a polymer chain. The mechanism is similar to the electrochemical oxidation that will be
described in the next section. For the electron transfer between the iron(III) ions and
monomer or polymer molecules a complex formation was postulated.

The growing polymers finally become insoluble and form solid particles, which limits
the length of the chain but results in the oxidized form of the polymer.

This oxidized form contains anions that compensate the positive charges on the polymer
chain and solvent molecules. Type, size, and charge of the anions strongly influence the
polymer structure. With small anions like perchlorate or large voluminous anions like
tosylsulfonate, polymers of different structure and properties can be synthesized.

The product of the chemical synthesis for polyacetylene was a freestanding film.
In other cases, the product can be a powder of particles of different shapes and sizes from
micrometer down to nanometer dimension.

11.2 ELECTROCHEMICAL SYNTHESIS AND 

SURFACE FILM FORMATION

Oxypolymerization can also be performed by anodic oxidation. In this case the product of
the synthesis is a surface film of conducting polymers.

The electrochemical deposition of conducting polymers has been intensively investi-
gated for the last few decades.12 The mechanism of polymerization can be described by
the formation of radical cations followed by (a) coupling between radical cations, as
suggested by Genies et al.13 and (b) reaction of a radical cation with a neutral molecule,
e.g., Koßmehl et al.14 The majority of experimental facts support the radical cation coupling.
In Figure 11.6 radical cation coupling is shown in detail for polythiophene.

The mechanism consists of the following main steps:

1. The oxidation of monomers to radical cations.
2. Coupling between two radical cations in the �-position.
3. Dimer formation by the loss of two protons (stabilization step).
4. Oxidation of the dimer.
5. Trimer formation by reaction of dimer and radical cation.

The process continues with oxidation, coupling, and deprotonation steps until the final
polymer chain length is reached.

The complex nature of the electrode surface has a large influence on all these steps.
Some examples are
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Figure 11.5 Oxypolymerization of thiophene with FeCl3.



– The electrode material will influence the process, i.e., the chemical nature of the
electrode material as well as the crystallographic structure.

– The solvent molecules, the cations and anions of the supporting electrolyte, and the
monomer molecules can adsorb on the electrode surface with a strong influence on
the partial reactions.

– The character of the inner part of the double layer can vary from hydrophobic to
hydrophilic; the field strength in this area can vary due to ion adsorption.

– The orientation of the adsorbed molecules will influence local reactivity.
– The anions that are built-in into the film have a strong influence like in the chemical

synthesis. The interaction of the anions with the electrode surface supports this
influence.

– The properties of the electrode surface are governed by the potential. Therefore,
the formation potential is a strong influence. The oxidation potential of the
monomers is usually more positive than the oxidation potential of the growing
polymer chain. Because the potentials should not be higher than the potential
necessary for a polymer growths (to avoid damage of the polymer by over-
oxidation), the potential program for the electrosynthesis of ICPs should be care-
fully selected.
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Figure 11.6 Radical cation coupling mechanism for polythiophene.



So far, a formation of linear polymer chains has been assumed. Although coupling in

–
 position is most likely, it is also possible between 
–� positions, whereupon a network
is generated (Figure 11.7).

The film formed on the surface usually has an irregular structure of growing spheres of
different sizes and is therefore sometimes called a cauliflower structure, e.g., Figure 11.8.

Otherwise, it has been found15 that the film has a compact structure of coherent grains
just after the start of the deposition (Figure 11.9). The different conductivity of the different
grains will then lead to the cauliflower structure of the thicker films.
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Figure 11.7 Network polymers formed by 
–� coupling.

Figure 11.8 Cauliflower structure of a thicker film of polythiophene.



The complete film has a duplex structure of a thin compact inner film and a porous outer
part. This is important to understand the properties of these films.

11.3 FILM FORMATION WITH ADHESION PROMOTERS

Electrochemical film formation is restricted to conducting materials. On inert metals a
stable and adherent film may form. On corrosive metals like iron, oxidation of the metal
prevents formation of a stable film. Films on non-conducting materials can be formed by
chemical oxidation but often suffer from insufficient adhesion.

Films on these materials can be formed if adhesion promoters are used.16,17 With adhe-
sion promoters it is possible to deposit films of conducting polymers on insulators, semi-
conductors with highly polished surfaces, and corrosive metals. An adhesion promoter
consists of an adhesion group, e.g., chloro- or hydroxy silane groups, phosphonic acid
groups, which can bond to the surface of the solid, spacer group, and a monomer molecule
as a head group.

For the preparation of a polymer film on a solid, e.g., a silicon wafer, the solid is dipped
into the solution of the adhesion promoter like chloroform for approximately 1h. The
adhesion promoter can be expected to form a monomolecular film on the surface of the
solid. The structure of this monomolecular film is similar to that of a self-assembling mono-
layer (SAM). After rinsing the solid specimen is brought into a solution of the monomer
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Figure 11.9 Structure of a polythiophene film of few monolayers. On the substrate a compact layer
with shell structure is formed. The following film has a porous structure.



and an oxidizing agency, e.g., thiophene with FeCl3. Then the film is grown with covalent
bonds between the adhesion promoter molecules and polymer network (Figure 11.10).

The SAM-like layer induces a structure of the polymer film that is different from films
formed without the adhesion promoter (Figure 11.11).

11.4 ION TRANSPORT DURING OXIDATION–REDUCTION

The characteristic feature of conducting polymers is the switching between oxidized and
neutral state or, in the case of the electrical properties, between metal-like conducting
and semiconducting or ion-conducting states. It was pointed out that this is a complex
process with several partial reactions. The separation of the partial reactions is a prime
goal of investigations. In this context electrochemical quartz crystal microbalance
(QCMB) investigations have been especially successfully applied.18–23 A short introduction
of the method was given in Section 4.2.3. The Sauerbrey equation relates the frequency
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Figure 11.10 Structure of a polymer film with adhesion promoter.

Figure 11.11 Comparison of films formed (A) with and (B) without an adhesion promoter layer.



shift �f of the resonance frequency f0 of a metal-coated quartz crystal during electro-
chemical formation or oxidation of a film of a conducting polymer to the mass change
�m of the film.24

(11.1)

The Sauerbrey constant CSB for a 10 MHz AT-quartz is 226.01 Hz·cm2·�g�1 (AT
describes the type of cut, which is like a slice from a quartz crystal (Section 4.2.3)). It
was mentioned that the application of the simple Sauerbrey equation is limited to rigid
films. Polymer films can have viscoelastic properties or can develop a high surface
roughness. In these cases the mechanical impedance ZM contains terms that take into
account viscoelasticity and surface roughness, and the resonance frequency shift
becomes a complex quantity.

(11.2)

The complex term is determined by the half width of the resonance frequency plot �w.
Then it is necessary to make a complete analysis of the resonance behavior of the quartz
crystal with a network analyzer or an impedance bridge.25–30 The difference between the
rigid film and a viscoelastic film was shown in Figure 4.17. Recently, a semi-quantitative
relation between viscoelastic and roughness properties and the complex frequency shift
could be derived.31

11.4.1 Analyzing oxidation–reduction cycles using QCMB

An example of an ICP is poly(-3,4-ethylenedioxythiophene) with the short name PEDOT.
The polymer can be prepared in acetonitrile or in aqueous electrolytes. The polymer films
formed have quite different oxidation–reduction properties. For the film prepared in
dry acetonitrile, the change of the half width of the quartz resonance frequency in the
oxidation–reduction cycle is negligible (Figure 11.12).32,33

Because of the small damping such a film can be used to study anion exchange. The
mass change can be calculated with Eq. (11.1). Such a mass change during oxidation and
reduction of the film is shown in Figure 11.13.

If the current density is recorded together with the frequency shift, the charge change �Q
in the redox cycle can be determined. The cyclic voltammogram in a tetra-butyl-ammonium-
perchlorate/acetonitrile electrolyte is shown in Figure 11.14.

The region of determination of the charge change (potentials between 0.2 and
0.6 V) is marked in the figure. The plot of mass change versus charge change for 3,4-
ethylenedioxythiophene for three different electrolytes in acetonitrile is shown in Figure 11.15.

From the slope of this plot the apparent molar mass can be determined by multiplying
the slope with Faraday’s constant
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Figure 11.13 Mass change per electrode area �m/A during an oxidation–reduction cycle of
poly (-3,4-ethylenedioxythiophene) in 0.1 mol·dm�3 NaClO4/acetonitrile.

Figure 11.12 Half width of the resonance frequency �w as function of the potential of a
poly (-3,4-ethylenedioxythiophene) film grown in dry acetonitrile or water, respectively containing
0.1 mol·dm�3 3,4-ethylenedioxythiophene and 0.1 mol·dm�3 LiClO4.
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Figure 11.14 Cyclic voltammogram of an oxidation–reduction cycle of poly(-3,4-
ethylenedioxythiophene) in 0.1 mol·dm�3 tetra-butyl-ammonium-perchlorate/acetonitrile, scan rate
10 mV·s�1. The frame shows the region of data evaluation.

Figure 11.15 Plot of mass change versus charge change for 3,4-ethylenedioxythiophene in
0.1 mol·dm�3 LiClO4/acetonitrile, NaClO4/acetonitrile, and tetra-butyl-ammonium-perchlorate/
acetonitrile. (Reproduced with permission from Ref. [33], © 2004, American Chemical Society.)



The oxidation–reduction process consists of several transport processes between poly-
mer and electrolyte: (i) the exchange of anions, (ii) the exchange of solvent molecules
accompanying the anion transport, (iii) the exchange of cations, and (iv) the exchange of
solvent molecules accompanying the cation transport. Therefore, Mapp consists of several
terms.

(11.4)

For some polymers only anion exchange is observed. Then � � 0 and �, associated
with the exchange of solvent molecules with one anion, can be determined. For poly(-3,
4-ethylenedioxythiophene) in LiClO4/acetonitrile � � �1 was found. This means one
perchlorate anion substitutes one acetonitrile molecule. The experiments are also possible
in aqueous electrolytes. Results for different anions in aqueous electrolytes are shown in
Table 11.1.32,34

The slope of the plot in Figure 11.15 can vary with the potential. This means the appar-
ent mass is a function of the potential.32,35

Another example for the complex behavior of anion, cation, and solvent transport is the
polypyrrole. Usually, anion, cation, and solvent transport can be observed, if this polymer
is cycled in aqueous 0.1 mol·dm�3 KCl electrolyte. How to separate the contributions
of anion and solvent flux was described above. Additional techniques to separate the
different contributions of ion and solvent fluxes are described in the literature.36,37

There are ways to enforce either an anion or cation exchange by

– Only cation exchange, which can be enforced by incorporation of immobile anions in
the polymer during the synthesis, e.g., polystyrene sulfonate. In this case a strong
change of �w accompanies the frequency change �f and the simple Sauerbrey equa-
tion cannot be applied. Moreover, values of �f and �w do not return to the initial
values. Such behavior can be explained by a “break-in” effect.38

– Only anion exchange, which should be observed if the polymer is cycled in a system
with a large cation. Such a situation was found for the cycling of polypyrrolemolyb-
date in tetrabutylammonium bromide.34

M M M Mapp an solv cat� � �� �
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Table 11.1

Anion and solvent exchange in poly-3,4-ethylenedioxythiophene during oxidation and reduction 
in aqueous electrolytes in the potential range from 0.2 to 0.6 V versus AgCl (sat. KCl). 
The coefficient � in Eq. (11.4) represents the number of solvent molecules exchanged 

together with one anion. Negative values stand for replacement. The polymer was 
synthesized in acetonitrile

Anion Vanion (Å) �m/�Q (10�4 g ·C�1) Mapp (g ·mol�1) �

Perchlorate 50 6.9 63 �2
Nitrate 20 4.7 45 �1
Toluenesulfonate 250 8.8 85 �5
Sulfate 18 6.9 130 �2
Citrate 490 4.7 169 �3



11.5 ELECTRICAL AND OPTICAL FILM PROPERTIES

In addition to oxidation and reduction there is a change in the electrical properties between
neutral state and metal-like conducting behavior. For investigation of the electrical prop-
erties electrochemical impedance spectroscopy is used. The principles of this method were
described in Chapters 4 and 5.

11.5.1 Impedance of conducting polymers

The film grown on an electrode surface has a duplex structure with a thin, compact first
layer that is directly on the electrode surface and a porous second layer contacting the
electrolyte. An equivalent circuit can be used to represent the electrical properties of this
film. The components of an equivalent circuit can be determined by impedance spec-
troscopy. Therefore, this method has become one of the key methods for the characteriza-
tion of conducting polymers.

The development of an adequate equivalent circuit has been controversially discussed in
the literature. Gabrielli et al. considered the polymer primarily as a non-porous layer.39

Transport processes in the polymer matrix dominated the impedance. Vorotyntsev et al.
developed a model that took into account the electron transfer at the metal–polymer inter-
face, transport of charge carriers in the film, and ion transfer at the polymer–electrolyte
interface40 (Figure 11.16).

There has also been some discussion about the electron and ion transport contributions
in the film.41 Popkirov et al. made experiments by growing a polymer film between two
neighboring platinum electrodes. They were able to show that the electron conductivity
dominated the charge transport and the conductivity in the polymer.42 The contribution by
ion diffusion was only 5%.

Another problem was that experimental results showed a dependence of the impedance
data on the film thickness. For example, Komura et al.,43 Albary et al.,44 and Fletcher took
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Figure 11.16 Impedance model of Vorotyntsev et al.40 Re and Ce represent the properties of the metal/
polymer interface, Ri and Ci the properties of the metal/electrolyte interface, and Rp the resistance of
the bulk polymer.



into account the obviously porous nature of the film by applying transmission line mod-
els.45 In the transmission line model electronic and ionic conduction lines are connected
by Faraday capacitances representing the redox properties.

In experiments covering a larger potential region, from the oxidized state until the com-
plete neutral state, a new resonance circuit was found not described by the transmission
line model. A new model was suggested by Pickup et al.,46 which was used and modi-
fied later by Rammelt and Plieth et al.47,48 This model is corroborated by the duplex film
structure (Figure 11.9). A compact layer on the metal/polymer interface with neutral state
properties in the neutral state and double-layer properties in the oxidized state describes
the compact polymer film; the transmission line model represents the porous part
(Figure 11.17).

The analysis of this model is simplified by the experimental observation that in the
impedance spectrum of conducting polymers three frequency regions can be distinguished.
Impedance spectra as a function of the electrode potential, represented as Bode plots, are
shown in Figure 11.18. The compact film on the metal–polymer interface determines the
high-frequency region. It can be neglected in the oxidized state. The transport processes in
the porous film part dominate the medium frequency range together with the Faraday
capacitance. Separation into ionic and electronic properties is usually not possible. Finally,
structural changes of longer relaxation time determine the low-frequency region.

The high frequency part of the impedance spectra can be used for the calculation of
space-layer capacitance CSP and space-layer resistance RSP. These data are shown in
Figure 11.19.

In the diagram the cyclic voltammogram of the polymer film is also shown. At positive
potentials the film is metal conducting with high capacitance values and low resistance
values. Capacitance decreases and resistance increases as the polymer becomes reduced.
With the reduction the anions are expelled. The film becomes neutral state.

It was mentioned that the properties of the polymer film depend on the type of anion.
In Figure 11.20, another RC versus potential diagram is shown for a polypyrrole film
prepared by anodic oxidation in a polystyrene-sulfonate electrolyte. The large ion cannot
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Figure 11.17 Equivalent circuit of the conducting polymer film on an inert electrode surface. The
model assumes a compact film on the metal surface with semiconducting properties in the neutral
state (RSC and CSC) and a porous film towards the electrolyte with electron resistance Re and ion
resistance Rion and a Faraday capacitance CF. Rel is the electrolyte resistance.



be expelled. The polymer matrix is reduced and the compensation of the charge is only
possible by built-in cations. The film does not show neutral state properties. In an inter-
mediate potential region high-frequency capacitance increases and high-frequency
resistance decreases with the potential but then capacitance increases and resistance
decreases with further reduction.
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Figure 11.18 Impedance data measured for polypyrrole as function of the potential. The polymer
film was prepared by anodic oxidation in a perchlorate electrolyte. Bode representation: (A) imped-
ance versus frequency and (B) phase angle versus frequency.

Figure 11.19 High frequency part of capacitance and resistance of a polypyrrole film as function
of the potential. The film was prepared by anodic oxidation in a perchlorate electrolyte. Additionally,
the cyclic voltammogram is shown. The film has metal-like properties at positive potentials (E � 0 V)
and neutral state properties at negative potentials (E � �0.5 V).



11.5.2 Neutral state properties

Space-charge capacitance and space-charge resistance of polypyrrole as a function of the
potential were shown in Figure 11.19. Similar results can be obtained for polythiophene.
The potential dependence of the capacitance values in the cathodic region is typical for
a p-type semiconductor. Then one should observe a linear dependence of C�2 on the
potential (Mott–Schottky plot). Such a plot is shown for polythiophene in Figure 11.21.

The linear dependence confirms the semiconductor model for the neutral state of
polythiophene.

A hysteresis is observed which shows the relaxation of the polymer matrix if the
material is switched between the oxidized and neutral states. The flat band potential for
the potential scan in negative direction is 0.46 V. The flat band potential for the scan in
positive direction is 0.61 V. The average value of the acceptor density determined from the
slope of the Mott–Schottky plot is 6.5 � 1018 cm�3.

Data about the band structure, e.g., the band gap can also be obtained from current
potential diagrams. The complete voltammogram including anodic oxidation and cathodic
reduction of the neutral form must be known for such an analysis. A schematic repre-
sentation is given in Figure 11.22a. An example is the cyclic voltammogram shown in
Figure 11.22b.
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Figure 11.20 High frequency part of capacitance and resistance of a polypyrrole film as function
of the potential. The film was prepared by anodic oxidation in a polystyrene-sulfonate electrolyte.
Additionally, the cyclic voltammogram is shown, whereby the film becomes electron conducting at
more positive potentials (E � �0.5 V) and ion conducting at negative potentials (E � �0.8 V).



The described use of electrochemical data for comparison with band properties deter-
mined by other methods is sometimes disturbed by the additional reactions possible in an
electrochemical cell, like hydrogen and oxygen evolution.

Data of the band gap for some ICPs are summarized in Table 11.2.

11.5.3 Photoelectrochemical properties

Photoelectrochemical measurements (introduced in Chapter 9) corroborate and extend capac-
itance measurements. Photocurrent spectra of poly-bithiophene are shown in Figure 11.23.
The spectra are shown for different solvents. The highest photocurrents (largest quantum-
chemical efficiency) were observed in acetonitrile, which decreased with an increasing
amount of water.

The dependence of the photocurrent on the potential (at 2.5 eV) is shown in
Figure 11.24. The measurements confirm the flat band potential determined from capaci-
tance measurements.

11.5.4 Polaron–bipolaron model of conducting polymers

The conductivity of the conducting polymers in the oxidized state is not as easy to explain.
The main feature of the conducting polymers is the chain structure of alternating double
bonds. The structure can change from a benzoic to quinoidic form. For the most important
conducting polymers like polythiophene, polypyrrole, and polyaniline, the two structures
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Figure 11.21 Mott–Schottky plot for polythiophene. Electrolyte 0.1 mol·dm�3 LiBF4/H2O, poten-
tials versus saturated calomel electrode (SCE). The polythiophene films were prepared by electro-
chemical oxidation in acetonitrile.
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Figure 11.22 (a) Determination of data of neutral state properties of a polymer from a voltammo-
gram. The absolute value of the current density is plotted. The band gap can be approximately deter-
mined from the extrapolation of the current increase to the zero line. Band edges of conduction band
and valence band can be approximately determined, if the physical potential scale is used
(Chapter 3). The standard hydrogen potential has an approximate value of 4.5 eV. (b) Cyclic voltam-
mogram of a platinum electrode coated with poly(dibutoxyphenylenevinylene) in acetonitrile with
0.1 mol·dm�3 tetrabutylammoniumtetrafluoroborate. A platinum quasi reference electrode was used,
the sweep rate was 100 mV s�1. An electrochemical band gap of 2.78 eV is determined. (Reproduced
with permission from Ref. [7], © 2004, American Chemical Society.)

Table 11.2

Band gaps for some ICPs: (i),49 (ii),50 (iii),51 (iv),52 (v),53 and (vi)54

Polymer Band gap Eg (eV) Source

Polyaniline 2.3 Disilvestro and Haas (i)
Polypyrrole 2.2 Inoue and Yamase (ii)
Polythiophene 1.8–2.0 Paramunage et al. (iii)
Poly(3-methyl)-thiophene 1.9 Lukkari et al. (iv)
PEDOT 1.5 Girotto et al. (v)
Poly-paraphenylene 2.2 Hebestreit (vi)
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Figure 11.23 Photocurrent spectra of poly-bithiophene in the UV/vis region, E � �0.2 VSCE.
(A) in acetonitrile, (B) H2O/acetonotrile 60/40, and (C) H2O, 0.1 mol·dm�3 LiBF4.

Figure 11.24 Dependence of the photocurrent of a poly-bithiophene film on the potential (at 2.5 eV),
0.1 mol·dm�3 LiBF4, � � 500 nm, and light intensity 120 mW·cm�2.



have different energies (non-degenerate ground state, Heger55). The polaron–bipolaron
model was suggested to explain electronic properties.56 Polaron and bipolaron are radical
cation and bi-cation states of the polymer (Figure 11.25).

It is assumed that with oxidation new bands form within the band gap, which could
explain the metal-like conductivity. The energetic details of these bands are basically
obtained from spectro-electrochemical measurements (Section 11.5.5). The polaron–
bipolaron band model for polypyrrole is shown in Figure 11.26 as an example.
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Figure 11.25 Neutral polymer (NP), polaron (Po, radical cation), and bipolaron (BiPo, bi-cation)
of conducting polymers.

Figure 11.26 Polaron–bipolaron band model for polypyrrole. (a) Neutral state, (b) polaron,
(c) bipolaron, and (d) development of the bipolaron band with increasing degree of oxidation.



Further details about the oxidized state were obtained from experiments with hexa-
thienyl by Garnier et al.57 Formation of dimers was observed in these experiments with
oligomers. Heinze et al. found evidence for the formation of a �-dimer.58 Dunsch et al.
were able to experimentally confirm the formation of �-dimers.59

11.5.5 Spectro-electrochemical methods

The development of in situ spectroscopic methods for electrochemical applications was
a major step to extend the experimental arsenal of electrochemistry. A description and
comparison of the different methods can be found in the literature.60,61

The methods can principally be divided into two classes to investigate the properties of
(a) reflected light and (b) diffuse or direction-oriented scattered light.

The experimental problem of reflectance spectroscopy is the usually small effect of a
thin surface film on the reflected light. The change of the intensity during reflection is
measured in UV/vis reflectance absorption spectroscopy and IR reflectance absorption
spectroscopy. In the case of IR reflectance absorption spectroscopy, another problem is the
absorption of the electrolyte. This has led to the development of thin-layer cells.

If working with polarized light, one can measure the change of the polarization param-
eters of the reflected light. This method is called ellipsometry and was intensively used for
studying the thickness of passive films. Examples were shown in Chapter 10.

The measurement of scattered light is done with Raman and fluorescence spectroscopy.
The frequency shift of laser light is measured. Examples were shown in Chapter 7.

Especially useful for the investigation of ICPs and the polaron–bipolaron state was a
combination of UV/vis spectroscopy and electron-spin-resonance (ESR) spectroscopy.
The cell developed by Petr, Dunsch, and Neudeck62 is an example for the experimental
verification and is shown in Figure 11.27.

The central element of the cell is an LIGA structure that serves as a working electrode.
The optical spectroscopy is made through two quartz rods. In the LIGA structure the light
is reflected at a grazing angle of incidence. The LIGA structure is placed between two
quartz tubes in the resonator of the ESR spectrometer. Counter and reference electrodes
are placed outside the resonator of the ESR spectrometer. Examples of investigations on
polypyrrole are the papers by Neudeck, Dunsch et al.63,64

11.6 COPOLYMERIZATION

So far, polymers of only one type of monomer molecules have been discussed. It is
possible to carry out the preparation procedure with mixtures of different monomers
in which case formation of copolymers is possible. Copolymerization opens ways for
new materials.

When two monomers can react in the polymerization process this can either be in a
regularly alternating way, whereby A is followed by B and B is followed by A. The prod-
uct is an alternating copolymer (Figure 11.28a). Otherwise, the monomers can react in a
statistical manner so that the product is a random copolymer (Figure 11.28b). In a third
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case where reaction between A and B is the exception, the product could be a block
copolymer of polymer A and polymer B. This may be compared with a eutectic mixture
(Figure 11.28c).

The formation of copolymers from a mixture of monomers depends on several
requirements:

– The oxidation potential of the monomer should be similar. In Table 11.3 monomers
and their oxidation potentials are shown.

– The reactivities of the radical cations formed in the primary oxidation process
determine the type of copolymer. If the reactivity of A with B is much larger than for
between A and A or B and B, an alternating copolymer is formed. If, on the other hand,
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Figure 11.28 Alternating (a), random (b), and block copolymers (c).

Figure 11.27 Spectro-electrochemical cell for simultaneous measurements of ESR and UV/vis
spectra. (1) Quartz rod, (2) quartz pipes, (3) platinum tube, (4) electrolyte in, (5) electrolyte out,
(6) Ag wire; contact to LIGA structure, and (7) Ag tube; WE, RE, and CE are working, reference,
and counter electrodes (Petr, Dunsch, Neudeck).62



the reactivity between A and A and between B and B is larger than between B and B,
a block copolymer will be formed. Similar reactivity for all combinations of A and B
gives a random copolymer.

– Reactivity is a property of the monomer but it is also influenced by the experimental
conditions. Therefore, the further conditions should be considered such as the solvent
and the composition of the electrolyte, influence of additives, and temperature.

The experimental syntheses of copolymers and monopolymers follow the same routes.
Both chemical and electrochemical oxidations are possible. Electrochemical oxidation
has the advantage of a continuously variable oxidation potential. The electrochemical
oxidation can be made either potentiostatically at a specified oxidation potential or
galvanostatically. Then the current density determines the potential.

Step methods were applied to compensate differences in monomer oxidation potential
as well as the reactivity’s potential.69

11.6.1 Mechanism of copolymerization

In Section 11.2, the mechanism of polymerization by coupling radical cations was
described. This mechanism can be applied to oxidative copolymerization.70–72 The radical
cations can react with radical cations or with neutral molecules,73,74 but there is experi-
mental evidence that reaction is only possible between radical cations.75

The mechanism consists of three steps. In the first step the monomers are oxidized

(11.5)

(11.6)B B� � ��* e

A A� � ��* e

11.6 Copolymerization 345

Table 11.3

Oxidation potentials of different monomers and oligomers: (i),65 (ii),66 (iii),67 and (iv)68

Monomer Oxidation potential (Eox/V) Reference electrode

Aniline 1.4 SCE (i)
Pyrrole 1.2 SCE (i)
3,4-Ethylendioxythiophene 1.39 Ferrocene: �0.352 VAg/AgCl/

CH2Cl2 (ii)
2-(3-Thienyl)-ethylacetate 1.4 Ag/AgClO4/CH3CN (iii)
3-Methylthiophene 1.86 SCE (i)
Thiophene 2.07 SCE (i)
3-Bromothiophene 2.1 SCE (i)
3-Cyanothiophene 2.46 SCE (i)
3-Nitrothiophene 2.69 Ag/AgClO4/CH3CN (iv)
Bithiophene 1.31 SCE (i)
Terthienyl 1.05 SCE (i)
Pentathienyl 0.43 SCE (i)



The second step is coupling of the radical cations with the growing radical cation polymer
chains

(11.7a)

(11.7b)

(11.7c)

(11.7d)

The third step is the proton release

(11.8a)

(11.8b)

(11.8c)

(11.8d)

The third step is usually fast. For the continuation of polymerization an oxidation step
must follow the proton release. One can combine second step, proton release, and subse-
quent oxidation. The resulting equation simultaneously describes both the chain growth
and new chain oxidation

(11.9a)

(11.9b)

(11.9c)

(11.9d)

The end of the chain growths is achieved if another inert molecule terminates the
process.

The Markov chain theory can be applied on this reaction scheme (Chapter 7). The
reactivity of the radical cations A�* and B�* with a polymer chain are described by rate
equations

(11.10a)

(11.10b)r kAB AB R A B� � �* *⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦
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(11.10c)

(11.10d)

The concentration of radical cations is usually proportional to the monomer concentration
in the electrolyte.

(11.11)

(11.12)

Probabilities for the reaction of the chain with A or B can then be formulated (Chapter 7
and literature given there).

(11.13a)

(11.13b)

(11.13c)

(11.13d)

An equation for the composition of the polymer (defined as the ratio of the number of
monomers in the chain, NA � NB) can thus be derived

(11.14)

One can substitute the ratio of monomer units in the polymer chain by v and the ratio of
the monomer concentration in the electrolyte by w.

(11.15)

The ratio of the rate constants in Eq. (11.14) can be substituted by r1 and r2.
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By introducing these substitutions into Eq. (11.14) and rearranging the equation, two
linear equations can be derived

(11.17a)

(11.17b)

Eq. (11.14) is known as the copolymerization equation and was first derived by Mayo
and Lewis on a kinetic basis.76 A derivation on a probability basis was later published.77,78

Feinman and Ross derived the linear equations.79

The equation was applied to 2,2�-bithiophene-pyrrole copolymerization.70 The result
plotted in the linear form, Eq. (11.17), is shown in Figure 11.29. These authors confirmed
the copolymerization equation. Recently, Dung80 et al. investigated the same system with
similar results.

With some classical polymerization reactions, e.g., styrene with methyl metacrylate,
deviations were observed, e.g., by Fukuda et al.,81 and O’Driscoll and Reilly,82 whereby a
penultimate unit effect was discussed and corrections introduced. This is expected on the
basis of the Markov chain model because in this model only the last added unit controls
the next step. As the correction method of O’Driscoll also took errors in the variables into
account, it is called the error in variables method (EVM).83
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Figure 11.29 22�-bithiophene-pyrrole copolymerization for two polymerization potentials,
analyzed according to Eq. (11.17), v � NPy /NBTh, w � cPy /cBTh, r1 � kPyPy /kPyBTh � 4.6, and r1 �
kBThBTh /kBThPy � 0.1.70



11.6.2 Structure analysis of copolymers

The determination of the type of copolymers formed in the preparation process is an
important characterization step. One method of characterization is cyclic voltammetry as
shown, e.g., by Yohannes et al.84 Cyclic voltammograms of copolymerization of pyrrole
and bithiophene is shown in Figure 11.30.

The homogeneous redox peaks of the copolymers are a first hint that copolymers were
formed.

Another method to study the polymer structure of a copolymerization process is mass
spectroscopy.86 Ionization of polymer fragments, which can be obtained, e.g., by an extrac-
tion process from the polymer, is possible through several methods. One method is matrix-
assisted laser desorption ionization coupled with time-of-flight mass separation,
commonly called MALDI-TOF. Another method is electrospray ionization mass spec-
troscopy. The solution of fragments is sprayed in a high electric field. The droplets are
charged and after evaporation the remaining charged fragments can also be separated in
the mass spectrometer. The final list of fragments AxBy obtained is interpreted as an image
of the composition of the polymer chains.

The most advanced method to determine the polymer structure is solid-state NMR
spectroscopy. For the details of this method one must refer to the special literature.87,88

As an example, the application of double quantum magical angel spinning (DQ MAS)
NMR spectroscopy to determine the structure of copolymers of 3-methylthiophene and
ethyl-3-thiophene acetate (ETA) will be described.89
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Figure 11.30 Cyclic voltammograms of (a) polypyrrole, (b) poly-bithiophene, (c) the copolymer
formed at 1.1 V versus SCE in acetonitrile, monomer ratio Py:BTH � 1:10, and (d) the copolymer
formed at 1.1 V versus SCE in acetonitrile, monomer ratio Py:BTH � 1:20.85



Figure 11.31 shows the one-dimensional (1D) 1H NMR spectra of the homopolymers
poly-(3-methylthiophene) (PMT) and poly-(ethyl-3-thiophene acetate) (PETA). Figure 11.32
shows the 1D 1H NMR spectra of the corresponding copolymer MtETa15, the number
indicating the ratio PMT:PETA � 1:15 during preparation of the copolymer. For the
assignment of the peaks to certain type of protons in the polymer chain, the letters shown
in Figure 11.33 label the protons. The peak assignments were made by comparison of the
intensities following the principle methods of NMR spectroscopy. Peak assignments and
relative intensities are summarized in Table 11.4. In the assignment of the peaks to the
protons in the spectrum of the copolymer MtETa15, the possible peak from b-type protons
is not observed.

The data in Table 11.4 show that the peak positions of the homopolymers are shifted in
the spectrum of the copolymer. There is also the overlap of the a- and c-type protons in the
spectrum of the copolymer. This indicates that the copolymer is a random copolymer
rather than a block copolymer. The other argument for a random copolymer is the missing
peak from b-type protons in the spectrum of the copolymer.

But the real information on the structure is provided by two-dimensional double
quantum 1H NMR (2D DQ 1H NMR) experiments. This method gives information about
double quantum coherence through dipole coupling, which is a strong indication of spatial
proximity. In general, there is no distinction between intra- and inter-chain interactions.
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Figure 11.31 1D 1H NMR spectra of poly-(3-methylthiophene) (PMT) and poly-(ethyl-3-
thiophene acetate) (PETA).



Figure 11.34 shows the 2D DQ 1H NMR spectrum and Figure 11.35 the 1D off-diagonal
spectrum along the bar in Figure 11.34. The spectrum at the off-diagonal bar shows the
strong interaction between a- and b-type protons. This shows that a- and b-type protons are
in close proximity in the polymer.

Figure 11.36 shows the 2D DQ 1H NMR spectrum of PETA and Figure 11.37 shows
the 1D off-diagonal spectra along the lines (1), (2), and (3) in Figure 11.36. There is a
moderate interaction between c- and d-type protons in Figure 11.37 (1) and a strong inter-
action between d- and (e�f)-type protons in Figure 11.37 (3). There is a weak interaction
between c- and (e�f)-type protons in Figure 11.37 (2). The center of the off-diagonal
spectrum in Figure 11.37 (2) has a high density. The reason is a strong overlap of the 
d- and (e�f)-type protons.

Figure 11.38 shows the 2D DQ 1H NMR spectra of the copolymer MtETa15 and
Figure 11.39 the 1D off-diagonal spectra along the lines (1), (2), and (3) in Figure 11.38.
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Figure 11.32 1D 1H NMR spectra of the corresponding copolymer MtETa15.
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Figure 11.33 Repeating units of the pure polymers PMT, PETA, and of the corresponding copoly-
mer MtETa15; labeling of the different protons.

Table 11.4

Peak assignment and relative peak intensities of poly-(3-methylthiophene) (PMT),
poly-(ethyl-3-thiophene acetate) (PETA), and of the corresponding copolymer

MtETa15

Sample Peak Chemical shift (ppm) Peak intensity (%)

PMT a 8.8 25
b 3.9 75

PETA c 9.5 25
d 6.1 35
e�f � g 3.2 40

MTETA a�c 10.1 17
d 7.0 31
e�f � g 4.1 52
b not observed not observed



Figure 11.34 2D DQ 1H NMR spectrum of poly-(3-methylthiophene). There is a strong interac-
tion between a- and b-type protons which indicates the fact that a- and b-type protons are close to
each other in the sense of space.

Figure 11.35 1D spectrum at the off-diagonal bar of Figure 11.34.



There is a moderate interaction between (a�c)- and d-type protons in Figure 11.39 (1)
and a strong interaction between d- and (e�f)-type protons in Figure 11.39 (3). There is a
weak interaction between (a�c)- and (e�f)-type protons, and similarly to pure PETA,
there is an overlap of the strong interaction between d- and (e�f)-type protons seen in
Figure 11.39 (2).
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Figure 11.36 2D DQ 1H NMR spectrum of poly-(ethyl-3-thiophene acetate) (PETA).

Figure 11.37 1D off-diagonal spectra along the bars (1), (2), and (3) of Figure 11.36.
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Figure 11.38 2D DQ 1H NMR spectra of the corresponding copolymer MtETa15.

Figure 11.39 1D off-diagonal spectra along the bars (1), (2), and (3) of Figure 11.38.



One should note that the interaction between (a�c)- and (e�f)-type protons can be
expected to be stronger if the copolymers have an alternating structure. Especially, a- and
(e�f)-type protons should be closer in space to enhance the relative intensities of the
peaks in the spectra shown in Figure 11.38. Therefore, the copolymers are random copoly-
mers, which is consistent with the shift of the peak positions in the 1D spectra from
homopolymers to copolymers.

When comparing the 2D 1H NMR spectrum of pure PETA with those of the copolymer
MtETa15, it should be emphasized that the increase in the intensity of anisotrospic inter-
actions from the pure PETA (see Figure 11.36) to the copolymer MtETa15 (Figure 11.38)
is explained by the increase of the 3-methylthiophene content in the functionalized copoly-
mer chains, resulting from the more compact structure with a closer proximity between
protons either in space or in bonding network.

The spectra are not ideal because the structure of these polymers is very irregular.
Nevertheless, the spectra provide extremely good evidence for a structure of pairs of
methyl-3-thiophene (MT) and ethyl-3-thiophene acetate (ETA). Moreover, the results
show that the acetate group is still active, which is a prerequisite for using these polymers
as a basis for complex modifications, e.g., with enzymes and is in agreement with the
results of Welzel et al.90

11.6.3 Properties of copolymers

Copolymers are synthesized in order to hopefully combine the properties of the compo-
nents. In the case of a statistical mixture of the monomers one can expect the properties to
vary in a continuous manner by changing the ratio between the two components.

This kind of behavior was already seen in the cyclic voltammograms in Figure 11.30.
The cyclic voltammograms showed that the oxidation potential could be continuously
changed. A similar continuous shift is expected and could be found for the band structure,
if the compounds are characterized using the methods described in Section 11.5.

Another reason to prepare copolymers is to provide special chemical functions for a
conducting polymer. An example is the copolymer of MT and ETA. Combining ETA with
MT provides conducting polymers with the full functionality of the acetate group. This
group can now be used for further modification of the polymer layer. The problems of
polymerization of 3-substituted thiophene have been known for some time, e.g., Bäuerle
et al.91 The substitution group can sterically hinder the polymerization process. Mixing the
substituted monomers with simple monomers can be one way to incorporate the problem-
atic monomers into copolymers. Experiments to form copolymers of pyrrole and metal
salenes are a similar example.92

11.7 CORROSION PROTECTION BY INTRINSICALLY 

CONDUCTING POLYMERS

For a couple of years now there has been an ongoing discussion about how effective ICPs
are in corrosion protection. The first argument to consider electrochemically prepared thin
films of ICPs as corrosion protective coatings came from the positive value of the redox
potential of these materials. The surface can be expected to be noble if the substrate
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surface is covered by a film of ICP.93–95 While this is known to be true for protective
metal films, it is not possible for the porous films of polyaniline, polypyrrole, etc., to
protect an iron or steel surface. Through the pores the less noble substrate would corrode
even faster because a local element would form with the pores acting as anodes.

A second attempt to explain the corrosion protection of polyaniline was the formulation
of a mechanism with a catalytic reduction of oxygen and a simultaneous formation of a
passivating metal oxide film on the substrate.96–99 Later it was shown that this mechanism
is not supported by experimental investigations.100

Obviously, there are still many open questions about the corrosion protective properties
of ICPs.

11.7.1 Film formation on non-noble metals

The electrochemical film formation by oxypolymerization was discussed for inert
electrodes like Pt or Au. A stable and adherent film can be formed on inert metals. But on
metals like iron undergoing anodic dissolution during the anodic oxidation process the
preparation is more complicated.

In case of iron or steel, anodic or chemical oxidation is accompanied by dissolution of
the metal. The oxidation potential of most monomers is in the region of metal dissolution.
Therefore, strong corrosion inhibits film formation. Formation of passivating oxide films,
which might be possible at a higher potential, will also be delayed or inhibited.

In the literature several ways to avoid or minimize the corrosion have been described.
Beck et al. used oxalic acid to form a layer of iron oxalate to prevent the dissolution and

support the formation of the polymer layer.101,102 Ferreira103 etched the steel surface with a
dilute nitric acid to form an iron nitride layer, which inhibited the iron dissolution.

For iron and steel parts, a different film preparation was developed104 that was based on
adhesion promoters as described in Section 11.3. After formation of the SAM layer in a solu-
tion containing the adhesion promoter, the electrode was transferred into a cell filled with a
solution of the monomer molecules and a supporting electrolyte. Then an anodic current
pulse was applied for some seconds or minutes. A film of polythiophene formed on the iron
or steel parts with a thickness depending on the pulse time. Oxidation of the iron or steel was
avoided by this procedure. The film had a compact structure, as was shown by SEM pictures.
The adhesion promoter film provided excellent protection against delaminating.

For some applications the formation of compact films can be substituted by dispersing
polymer pigments in a polymer coating.105 Instead of pigments for purely conducting poly-
mers, modified pigments have been developed that are based on a core-shell concept.106

11.7.2 Kinetic experiments of corrosion protection

A mechanism describing corrosion protection must specify the partial reaction of the
corrosion process, which will be inhibited. This can either be the anodic metal dissolution
or the cathodic process, which in most cases is oxygen reduction. A long-discussed mech-
anism dating back to Wessling107 is based on the assumed passivation of the metal surface by
the positive redox potential of the conducting polymer, which in this case is polyaniline.
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It was first thought that the conducting polymer oxidized the metal and initiated the passi-
vation process. Later it was assumed that oxygen reoxidized the reduced ICP.

To understand the different reactions taking place in a film of ICPs formed on an iron
or steel substrate, an experiment was described where the reaction on the iron surface and
the reaction in the polymer film could be studied separately. The principal electrode
configuration is shown in Figure 11.40.100 The conducting polymer film was formed on a
platinum electrode. An insulating acryl resin film covered the main part of a separate iron
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Figure 11.40 Electrochemical cell for a separate investigation of the reactions on an iron electrode
and on a conducting polymer film electrode. WE1, working iron/steel electrode; WE2, polythiophene
covered platinum electrode; CE, counter electrode; RE, reference electrode; and P, potentiostat.

Figure 11.41 Open-circuit potential of a mild steel electrode connected to a polythiophene elec-
trode: (d) disconnected and (r) reconnected.



electrode; the iron electrode was only exposed to the electrolyte in a small scratch. The
behavior of both electrodes was investigated under all suitable combinations. Additionally,
a switch could connect the platinum and iron electrodes.

The experiment provided the following information:

– The conducting polymer polarizes the iron electrode towards its own redox potential.
The potential of the iron electrode under connected and disconnected electrochemical
conditions is shown in Figure 11.41. Otherwise, if connected, the iron electrode
remains in an active state.

– In nitrogen atmosphere the conducting polymer cannot oxidize the iron. The polymer
is reduced and the iron in the scratch oxidized only in oxygen atmosphere.

– There are no results supporting reoxidation of the conducting polymer by oxygen.
After a while the ICP is reduced and stays in the neutral states.

Similar results were obtained with polypyrrole.108 No protection of the iron or mild steel
by just the ICP was observed.

11.7.3 Role of anions for a possible corrosion protection 

of conducting polymers

A remarkable property of ICPs on iron or mild steel is the shift of the electrode potential
to more positive values. A mixed potential is established by a coupling (in oxygen atmos-
phere) to a permanent reduction of the conducting polymer. But if conducting polymers
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Figure 11.42 Mechanism of corrosion protection by conducting polymers and anion (DOP�)
release. The mechanism was suggested by Kinlen et al.109,110



are to protect metals against corrosion, there must be an additional effect, which has been
recently identified as anion release. Therefore, conducting polymers can only provide cor-
rosion protection if the polymer film contains anions that support passivation. The princi-
pal mechanism is shown in Figure 11.42.

This mechanism is supported by a variety of experimental results. The molybdate ion
was intensively investigated and found to be incorporable into the polypyrrole films.111

Corrosion protection of conducting polymers is also involved with an inhibition of the
oxygen reduction.112 Oxygen reduction and the formation of OH anions were the reasons
for the delaminating of protective films around film defects. A very successful method to
investigate delaminating is provided by the Kelvin probe connected with surface potential
measurements as developed by Stratman, Rohwerder et al.113
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– 12 –

Nanoelectrochemistry

12.1 GOING TO ATOMIC DIMENSIONS

New instrumentation and devices for gaining insight into the structure of matter on the
atomic level has opened the door to this fascinating nanoworld. Research and devel-
opment of nanoscience and nanotechnology in electrochemistry follow several main
streams. One of them is the investigation of the surface with atomic resolution, which
has been described throughout this book. A number of reviews exist about this surface
nanoelectrochemistry.1

Another area of study has been the preparation of atomic-level surface topographies
assembled from clusters of nanostructures like nanodots, nanowires, nanoarrays, and nano-
electrodes, etc.2

Additionally, supramolecular carbon nanostructures have been made from nanoballs, -rods,
and -tubes.3 New materials can be formed with the different nanosized structures but
preparation of their materials and properties is somewhat different than for traditional
materials. For example, nanocrystalline metals are much harder.4 These materials and
unusual properties combine to create composites, for example, from the co-deposition of
particles with metals in a plating process or in compositionally modulated multi-layers.
Also of interest are core-shell particles, which consist of an inorganic core and a conduct-
ing polymer shell, and the traditional composites with larger subunits. Ways leading to the
preparation of such nanocomposites is an interesting topic and will be discussed in this
chapter.

12.2 CO-DEPOSITION

Co-deposition describes the embedding of particles in a metal matrix during a plating
process. The ideal structure of such materials is shown in Figure 12.1. Spherical particles
of different sizes are embedded in a homogeneous metal matrix. Another form of particles
is flakes. Co-deposition of mica flakes with Zn2� is shown as an example in Figure 12.2.

The principles have been known since the 1960s but the mechanism of co-deposition
and the conditions for optimized particle incorporation are still unclear. In Table 12.1 some
examples of systems mentioned in the literature are given.
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Figure 12.1 Idealized picture of a composite layer formed by metal plating.

Figure 12.2 Co-deposition of mica flakes in a zinc matrix.5



12.2.1 Particle dispersions

For co-deposition the particles must be dispersed in the plating bath. Either the dispersion
can be made in a separate bath that is mixed later on with the plating bath or the particles can be
directly added to the plating bath. In both cases, in the formation of a stable dispersion
there must be no separation of the particles and little or no agglomeration. The theoretical
background for a stable particle solution is provided by the DLVO theory (Derjaguin–
Landau–Verwey–Overbeek theory6). In a stable dispersion electrostatic repulsion forces must
compensate van der Waals and other attraction forces. Electrostatic forces are dependent
upon the charge on the particle surface and dominate at larger distances between the
particles, which creates a larger dilution. Van der Waals forces dominate at a low particle
charge and smaller particle distance. For sufficiently large electrostatic repulsion forces,
the sum of both charges has a maximum, which is shown in Figure 12.3.

The maximum is an activation barrier that prevents or reduces agglomeration. For a
stable dispersion the particles must have a large charge and a high activation barrier. An
experimental parameter proportional to this charge is the zeta potential. Therefore, the
determination of the zeta potential is an important experimental procedure in characterizing
the particles for co-deposition.

12.2.2 Determination of the zeta potential

One method for the measurement of the zeta potential is based on the measurement of the
relative electrophoretic motion of particles and electrolytes in an electric field. To measure
the velocity of the particles laser doppler anemometry can be used. A typical apparatus is
shown in Figure 12.4.

The measurements are usually made in a diluted electrolyte (e.g., 10�3 mol · dm�3

aqueous KCl) with an extensive diffuse double layer around the particle (Figure 12.5).
By an applied electrical field, the particle, which is positively charged in the example shown

in Figure 12.5, moves in the direction of the negative electrode, while the compensating
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Table 12.1

Some of the particle–metal matrix combinations and applications that are known so far

Metal matrix Particles Application Industrial branch

Ni SiC Wear resistant Car industry
Ni PTFE Friction control
Ni Al2O3 Dull nickel
Ni Micro capsules Different applications
Ni NiFeS2 Catalytic properties
Co Cr2C3 Temperature resistant Air industry
CoNi Cr2C3 Temperature resistant Air industry
Ag Al2O3, nanodiamond Wear resistant Electronic industry
Au Al2O3, nanodiamond Wear resistant Electronic industry
Zn SiO2 Corrosion resistance
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Figure 12.3 Interaction energies in colloidal dispersions. Vel electrostatic repulsion force depend-
ing on particle charge, VvdW van der Waals attraction force, and Vtot sum of electrostatic and van der
Waals forces. The maximum is the activation energy preventing coagulation.

Figure 12.4 Apparatus for the measurement of zeta potentials.7



negative charge in the diffuse double layer moves towards the positive electrode. The poten-
tial at the shear plane between particle and electrolyte is the zeta potential determined by this
method. Figure 12.5 shows that the zeta potential includes an intrinsic particle charge, charge
of specifically adsorbed ions, and charge in the Helmholtz layer. The potential can be calcu-
lated from the measurement of the particle velocity according to the Smoluchowski equation

(12.1)

� is the viscosity, uE the electrophoretic mobility, and ��0 the product of relative permittivity
and vacuum permittivity. With the viscosity �(H2O) � 0.894 mPa s and the relative
permittivity �(H2O) � 78.54, the equation between zeta potential in mV and the elec-
trophoretic mobility uE in �m s�1 per V cm�1 is

(12.2)

For small spherical particles and dilute electrolytes the zeta potential is larger by the
factor 1.5
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Figure 12.5 Particle with surface charge (consisting of an intrinsic particle charge and charge of
specifically adsorbed ions), Helmholtz layer HL, part of the diffuse double layer and the shear plane
SP of the zeta-potential measurement (schematic representation).



12.2.3 Factors influencing zeta potential and particle properties

The charge of the particle will be influenced by several experimental parameters. This is
the chemical nature of the particle. Typical inorganic particles used for co-deposition are
oxides and carbides. The surface charge of these particles depends on the chemical
composition. The surface charge also depends on pH of the electrolyte. The characteristic
pH for when the zeta potential is zero is the isoelectric point. Isoelectric points of some
particles used for co-deposition are shown in Table 12.2.

The zeta potential also depends on the pretreatment of the particles. This is shown for
TiO2 particles in Figure 12.6 where the zeta potential of two TiO2 samples is shown as a
function of the pH.

The surface charge of these particles is also a function of the electrolyte composition.
The following electrolyte components can change the surface potential:

(i) The pH of the electrolyte can change, the protonation or deprotonation of the surface
leads to more positive or negative charges.

(ii) Electrolyte ions can be adsorbed on the particle surface. Particularly interesting has
been the adsorption of the metal cations to be deposited. Mechanistic models of 
co-deposition have been developed that suggest the formation of a first metal layer
on the particles by reduction of the adsorbed ions when the particle comes into
contact with the metal surface.

(iii) Inert particles can adsorb on the surface, especially in the case of surface-active
organics. One characteristic feature of surface-active substances is the change of the
surface tension (surface energy).

(iv) The size and form of the particles are important. Study of the incorporation of
nanoparticles has shown that size has a large influence on particle incorporation.
The same can be said about the shape. For example, it is thought that non-spherical
particles may stick better to surface irregularities.
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Table 12.2

Isoelectric points of different particle materials8–10

Material pH of isoelectric point Remarks

Al2O3 2
Diamond �1
Fe2O3 8 Haematite
Mica 2
PbO 10
SiO2 2
SnO 6
TiO2 3.5 Anatase
TiO2 4.5 Rutile
Y2O3 5.5
ZrO2 4



12.2.4 Properties of the metal surface

The co-deposition of particles demands a pronounced adhesion of particles on the metal
surface. Therefore, not only the properties of the particles are important. The same detailed
analysis of surface properties is also necessary for the metal surface. The following prop-
erties should be considered:

(i) Surface charge. It was pointed out that the particles must have a surface charge to
avoid agglomeration in the electrolyte and to form a stable colloidal solution. The par-
ticle surface charge in combination with the surface charge of the electrode can influ-
ence the adhesion process. The surface charge of the electrode is determined by the
relative position of the deposition potential to the potential of zero charge (pzc). If
the deposition process occurs at potentials negative to the pzc, the metal surface will be
negatively charged. This means the compensating charge in the electrolyte part of the
double layer will be positive. The influence of the charge will be discussed in Section
12.2.6. The determination of the potential of zero charge was described in Chapter 4.

(ii) Adsorption of electrolyte components and the particle surface are equally important.
A specific adsorption of ions can change the position of the potential of zero charge
(Esin–Markov effect). Adsorption of surface-active organics will influence the
hydrophobic or hydrophilic character of the surface and also change the surface tension.

(iii) Surface morphology. This property is significant for the adhesion process of particles
on the surface. A rough surface will provide better possibilities for surface adhesion
of particles than a very smooth surface. The surface topography will also influence
the surface energy.
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Figure 12.6 Zeta potential of TiO2 particles measured in 10�3 mol·dm�3 KCl as a function of the
pH. (a) Anatase and (b) Bayertitan R KB4.



12.2.5 Process parameters influencing the incorporation

The incorporation of particles will also be influenced by the experimental process parameters.
The most typical ones are:

(i) Current density. The rate of metal ion discharge and the deposition potential are both
determined by the current density. The current distribution in the plating cell and
around the particles should also be taken into account. Electrolyte resistance near
and below the particle changes. Celis and Fransaer11 have calculated the shielding
effect of an isolating particle.

(ii) Convection in the plating cell. The transport of particles to the cathode is mainly
determined by convection. A diffusion layer is built up near the surface. But for
larger particles, the diffusion layer is as thick as for the particle diameter. This means
the most important forces acting on a particle are hydrodynamic (Section 12.2.6 and
Figure 12.9). Convection can remove particles from a surface position. Therefore, an
optimized convection is an important factor in co-deposition.

(iii) Temperature. As usual, temperature can influence the co-deposition process.
(iv) Particle concentration. The amount of particles adsorbed on the electrode surface

depends on the particle concentration. However, as will be shown later, adsorption
of particles is important but not a guarantee for particle incorporation.

12.2.6 Mechanistic models

Several models were developed to describe and understand the complex nature of 
co-deposition. Some examples will be briefly described in this chapter.

Guglielmi model

This model was one of the first models developed. It described the incorporation of
particles by a two-step adsorption process of particles (Figure 12.7). In the first step a
weak agglomeration of particles on the surface was assumed and in the second a kineti-
cally controlled irreversible adsorption was the final deposition process.

Guglielmi applied a Langmuir-type adsorption concept and a Butler–Volmer equation to
formulate the final deposition process. But his final equation for the volume percent of 
co-deposited particles xV is rather empirical. It can be written in the following form:

(12.4)

In this equation cV is the volume percent of particles in the electrolyte, K a Langmuir–
type adsorption constant, �M the density of the deposited metal (g cm�3), v0 a system
constant (cm s�1), zF the Coulomb charge of the deposited metal ions (in C mol�1),
M the molar mass of the metal atoms (g mol�1), i the deposition current density (A cm�2),
i0 the exchange current density of metal deposition, and � another system constant.
This equation starts with an adsorption isotherm and then compares an empirical weight
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of the deposited metal with the true weight of metal deposited per square centimeter and
finally introduces a current density factor reduced to exchange current density with an
additional empirical exponent �.

Kariapper–Foster model13

Kariapper and Foster used the Guglielmi model but introduced the adsorption of metal ions
on the particle surface. First of all, the particles had to be positively charged for incorpo-
ration. Contact between the particle and the metal surface could be expected to then reduce
part of the adsorbed cations. The authors also postulated the formation of a “mechanical
bond” between particles and metal surface (Figure 12.8).

The authors added other empirical factors to the Guglielmi equation such as a “mechan-
ical” factor that depended on convection forces, among other things. The cation adsorp-
tion model was the dominating concept for the description of co-deposition for several
years thereafter.

Fransaer–Buelens–Celis–Roos contributions

Celis, Roos, and Buerlen14 used the concept of metal ion adsorption on the particles for the
derivation of an equation for the particle concentration in the metal matrix. The partial
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Figure 12.7 Guglielmi model of co-deposition. (1) Physisorption and (2) chemisorption followed
by incorporation.12

Figure 12.8 Kariapper–Foster model of co-deposition whereby metal ions are adsorbed on the
particles. The first step describes physisorption. In the second, part of the adsorbed metal ions get
reduced and form a “mechanical” bond with the metal surface.



reduction of metal ions on the particle was considered the dominating effect for particle
incorporation. An empirical probability function was formulated.

The mass percent of particles in the metal matrix xm was defined by the following equation:

(12.5)

�mMe is the deposited metal mass per area unit (cm2) and time (s) given by Faradays equation

(12.6)

In this equation M is the molar mass of the metal, i the deposition current density of the
metal, and zF the equivalent charge of the deposited metal ions.

For �mP, the deposited particle mass per area unit (cm2) and time (s), the following
equation was given

(12.7)

In this equation (4� / 3)rP
3 is the volume of one particle, �P the specific mass of the

particles, and NP the number of particles passing the diffusion layer per area unit and
time. P is the mentioned probability of particle incorporation. NP as well as P are empirical
factors.

A subsequent paper of Fransaer, Celis, and Roos15 described the different forces acting
on the particles during the deposition process while trying to find an equation for the
trajectory of the particle in front of the electrode. The calculation of a trajectory of a
particle is possible if all the forces acting on the particle in front of the electrode are taken
into account. This was done as completely as possible. The forces acting on the particle on
the surface are shown in Figure 12.9.

The number of particles adsorbed on the metal surface depended on hydrodynamic
shear forces. These forces were simulated by a rotating disc electrode and then compared
with experiments studying polystyrene particle co-deposition with copper. One result was
a calculation of the adhesion force of the particles on the copper surface as a function
of the current density showing a maximum between 1 and 2 A dm�2 (Figure12.10).

The maximum coincided with a minimum of the distance between particle and copper
surface calculated from capacitance measurements. Maximum and minimum also coin-
cided with the potential of zero charge of the copper electrode. To explain maximum and
minimum, a new force was postulated that depended on the reorientation of the solvation
shell around particles and electrode surface. The orientation of the solvent molecules on
the electrode surface should have a minimum at the pzc. On the particle side, formation of
a close contact with the metal surface would be easier for hydrophobic particles with only
a weak interaction with solvent molecules. A maximum co-deposition should be observed
for hydrophobic particles at the pzc. A number of papers published experimental results
that support this concept.16–17 Dedeloudis and Fransaer18 even measured the attraction of
hydrophilic and hydrophobic particles to a metal surface by placing the particles on the tip
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Figure 12.9 Forces acting on a particle adsorbed on an electrode surface; Fadh adhesion forces, Ffrict
friction forces, Fshear shear forces, and Fstag stagnation forces. (Reproduced with permission from
Ref. [15], © 1992, The Electrochemical Society.)

Figure 12.10 Adhesion force (�) and equilibrium distance (�) between particle and electrode
surface determined by rotating disc experiments with polystyrene particle co-deposition and copper.
(Reproduced with permission from Ref. [15], © 1992, The Electrochemical Society.)



of an atomic force microscope. From all these experiments it can be concluded that the
hydrophobic character of particles has an influence on incorporation.

Some results, however, may be restricted to the special conditions of polyethylene
particle co-deposition with copper. For example, deposition at other metals like Zn occurs
at potentials that are far more negative from the potential of zero charge. In this case no
minimum of the hydration force can be expected. Nevertheless, a maximum was observed
in the particle concentration versus current density plot.5

Role of the electrostatic interaction

Usually it is assumed that only positively charged particles can be incorporated because
the charge of the cathode is negative. Positive particle charge was considered a prereq-
uisite for incorporation. But it was found for the incorporation of nanoparticles of
Al2O3 and nanodiamonds in an Au matrix that negatively charged particles had been incor-
porated in this case (Wünsche, Bund, Plieth19). The zeta potential of Al2O3 particles is
shown as a function of the pH value in Figure 12.11. In the KCl electrolyte used for
the measurements of the zeta potential the values are positive; the zero value is observed
above pH 9. But when citrate ions are added or when the electrolyte used for the Au
deposition is added, the zeta potential is negative, at least at the pH of the deposition
electrolyte (pH � 5.8).

The zeta potential of nanodiamonds is always negative. Therefore, the electrostatic
forces between the particles and the metal surface must be considered in more detail.

The particles have a characteristic double-layer structure that is determined by the
intrinsic surface charge, specifically adsorbed ions and ions compensating the surface
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Figure 12.11 Zeta potential of Al2O3 particles, concentration 0.2 g · dm�3. (a) 10�3 mol · dm�3

KCl (pH adjustment with HCl or KOH), (b) 10�3 mol · dm�3 KCl � 10�3 mol · dm�3 citric acid, and
(c) 10�3 mol · dm�3 KCl � 5 mol · dm�3 Au plating electrolyte.19



charge in the electrolytic part of the electrochemical double layer. The zeta potential
represents the surface charge of the particles, charge of specifically adsorbed ions, as well
as the charge in the Helmholtz layer. A positive zeta potential means a negative charge
for the diffuse double layer and vice versa. This was shown in Figure 12.5.

On the metal side the charge will be determined by the position of the electrode potential
relative to the potential of zero charge (pzc). The potential of zero charge, determined by the
capacitance minimum of the electrode in a dilute inert electrolyte (typical � 10�3 mol·dm�3

electrolyte concentration), is always the potential, when the metallic part of the double layer
has no free charge. Specifically adsorbed ions add a dipole potential and can therefore shift
the potential of zero charge. At potentials that are negative from the pzc the surface is nega-
tively charged. In the diffused double layer positive charge is accumulated. But at the elec-
trolyte concentrations used in the plating bath, additional ions can be adsorbed or can
accumulate in the Helmholtz layer and change the sign of the charge of the metal surface
seen by the particles. The situation is sketched in Figure 12.12. This figure shows that ions
with a negative zeta potential can be attracted from the metal surface by electrostatic forces.

Valdes model20

Valdes suggested a very special model. He took into account the experimental observation
that the particle concentration in the deposited metal as a function of current density went
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Figure 12.12 Electrostatic interaction between particles and electrode surface. Particles can be
charged positively and negatively. For attraction of particles by the electrode surface the effective
charge of the electrode surface must be considered.



through a maximum.21 In the Fransaer–Celis–Roos model this was explained by the
maximum adsorption of particles on the surface at the potential of zero charge. Valdes
developed a model of particle migration from places of low electrolyte concentration to
places of high electrolyte concentration. With increasing current density the metal ion
concentration in the diffusion layer should decrease and the particles should migrate into
the bulk electrolyte. A Sherwood number was defined by going through a maximum with
increasing current density (Figure 12.13). A maximum of particles was adsorbed at the
maximum of the Sherwood number.

12.2.7 General concepts for the development of a model

The process of co-deposition of particles consists of two consecutive reactions:
(i) Particle transport and adsorption on the metal surface. Particles that come into

the vicinity of the surface due to hydrodynamic forces or by diffusion or migration may
touch the metal surface and, if adhesion is strong enough, stay for what is called the
residence time of particles p on the surface. The adsorption process can be described
by the following rate equation:

(12.8)

Np,el is the particle density in the electrolyte; Np,max � Np,ad is the free surface area. The rate
constant of particle adsorption kp,ad depends on the energy barrier for reorganization of sol-
vent molecules around the particles and surface.

r k N N Np,ad p,ad p,el p, p,ad� max �( )
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Figure 12.13 Particle Sherwood number as a function of the current density in the model of Valdes.



After adsorption the adhesion forces between particle and surface will keep the particle
adsorbed on the surface until hydrodynamic forces or thermal motion are strong enough to
overcome the adsorption barrier. This can be described by the equation

(12.9)

The reciprocal value of the rate constant of separation can be defined as the residence time
of co-deposition

(12.10)

At equilibrium rp,ad � rp,sep and a Langmuir type of adsorption, isotherm is obtained.
Proportionality between surface density and electrolyte can be formulated for small

coverage

(12.11)

(ii) Metal deposition. Parallel to the stay of the particle on the surface for the residence
time the metal goes ahead with the deposition rate in proportion to the current density. If
the metal has time enough to build up a wall of newly formed metal around the particle of
a critical thickness �crit, the particle will become incorporated. The critical thickness,
which is an empirical factor, is a fraction of the particle diameter

(12.12)

This is shown in Figure 12.14A.
The thickness that grows during the residence time is determined by the current density

and is given by the equation

(12.13)

M is the molar mass of the metal, z the charge of the metal ions, F Faradays constant, and �
the density. The particle density in the growing metal phase is proportional to the thickness
growth and therefore proportional to the product of current density and particle residence time.

The current density can influence the residence time. This is either possible by the
change of the potential with increasing current or by forces acting on the particle.

The growth of the metal layer around the particle is the main process of incorporation.
The surface tension balance between particle, metal, and electrolyte determines whether the
metal grows around the particle. The situation can be described by the classical equation

(12.14)


me is the surface tension between metal surface and electrolyte, 
mp the surface tension
between metal and particle, and 
ep the surface energy between particle and electrolyte.
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The angle � is the angle between the surface tension vectors 
mp / 
ep. This is shown in
Figure 12.15.

The surface charge of the metal-electrolyte interface will influence the surface tension,
which makes the angle between the metal and particle surfaces depend on the potential.

(12.15)cos
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Figure 12.14 Growth of the metal layer on the metal-electrolyte surface with adsorbed particles.
(A) A metal layer grows around the particle, (B) a metal layer grows beneath the particle that is
floating on the metal layer.



The cosine of the angle � is a probability function for incorporation. The particle will be
incorporated, if cos � � 1. The probability for incorporation decreases, if cos � � 1. The
probability is zero for cos � � 0.

Summarizing, the probability can have the following values

P = 1 � � 0	
P = 0 � � 90	

The surface tension 
me(E) depends on the potential and has a maximum at the potential
of zero charge. A first approximation of the potential dependence of the surface tension
can be described by the following equation:

(12.16)


max is the surface tension at the maximum of the surface-tension-potential diagram
(electro-capillary maximum). The probability for incorporation is potential dependant

(12.17)

One can write an equation for the particle density in the co-deposition layer Np,co. The
amount of particles incorporated into the metal matrix is proportional to (i) the concentration
in the electrolyte Np,el (assuming there is proportionality between adsorbed particles and par-
ticles in the electrolyte), (ii) by the product p � i (the charge deposited during the residence
time of the particles), and (iii) by the probability function P(E) of particle incorporation.
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Figure 12.15 Surface energies between particle–metal–electrolyte phases. In equilibrium, the
forces must balance each other.



Substituting P(E) by Eq. (12.17) one obtains

(12.19)

E is a function of the current density getting more negative with increasing current density.
Therefore, the second term increases faster with increasing current density than the first
term. This predicts a maximum in the dependence of the particle concentration on the
current density.

Another way to explain this maximum could provide the possible dependence of the
residence time on the current density.

12.2.8 Examples

Much of the focus in recent years on the application of co-deposits has been on particles with
increased wear resistance. The deposition of SiC with Ni in car engines is a classic example.

One of the recently investigated dispersion coatings is the co-deposition of microcap-
sules in nickel. The microcapsules of an organic material can be filled with a variety of
surface-active substances. For example, substances that diminish friction can be incorpo-
rated. This may be an inorganic material like MoS2 or organic lubricants. An example of
microcapsules deposited with Ni (Dietz22) is shown in Figure 12.16.

One classical metal that is deposited as a corrosion protective layer is zinc. Zinc treated
with chromic acid shows superior corrosion protection. Attempts to substitute chromate

N k i N k i E E Np,co p el p pzc el� 1 2
2� � � � � � � � �  ( )
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Figure 12.16 Co-deposition of microcapsules with nickel (Dietz). (Reproduced with permission
from Ref. [22], © 2005, Eugen G. Leuze Verlag.)



treatment of zinc surfaces have led to new investigations in zinc deposition, i.e., the 
co-deposition of zinc and SiO2 particles, which was shown in Figure 12.2.

Development of these new applications is still on going and one can expect a variety of
new materials in the near future.

12.3 COMPOSITIONALLY MODULATED MULTI-LAYERS

The deposition of compositionally modulated multi-layers is another type of composite
materials. First, experiments with copper–nickel layers showed an improvement of mechan-
ical properties.23,24 The interest in compositionally modulated multi-layers intensified with
the discovery of the giant magneto resistance effect (GMR) by Grünberg and by Fert in the
late 1980s.25 It was observed that combinations of very thin ferromagnetic metal layers
separated by non-magnetic metal layers in a magnetic field showed a very large change in
the resistance. Since then such stacks of layers have been intensively studied and the prepa-
ration of the layers has also been tried by electrochemical methods. So far electrochemical
preparation cannot compete with preparation by vapor deposition. Research should be
intensified to improve the electrochemical techniques of multi-layer preparation.

12.3.1 Plating of multi-layers

For the preparation of multi-layers two methods can be applied (i) the single bath tech-
nique and (ii) the dual bath technique.

(i) Single bath technique. The electrolyte can be used for the deposition of two metals
and therefore contains ions of both metals. The deposition potential of the two metals must
differ. The deposition of layers of different metals can then be achieved by varying the
potential or current. Variation of the layer composition is possible if a noble component is
deposited together with a non-noble one. Examples are the deposition of copper–nickel,
cobalt–platinum, and cobalt–gold layers.26

Mostly pulse plating with current pulses is applied for the deposition. Examples of pulse
forms are shown in Figure 12.17.

In Figure 12.17A a simple double pulse program is shown. In Figure 12.17B a third
pulse that has zero current or even reversed current is added between the two deposition
pulses. This pulse is applied to stop the non-noble metal deposition. In the low current
pulse only the noble component will be deposited at higher currents and at more cathodic
potential the non-noble component will be deposited together with the noble component.
The concentration of the noble component must be so low that the amount of noble metal
co-deposited with the non-noble component is negligible. This shows that the plating con-
ditions are very restrictive. For this reason the dual bath technique could be an alternative
for electrochemical deposition of a special metal combination.

(ii) Dual bath technique.27 Plating of a multi-layer from different electrolytes seems
to be easier. The samples must only be transported between two plating baths. But the
transport and rinsing make realization in larger scale applications difficult. Only a few
examples have been published. A technique for rinsing is shown in Figure 12.18.
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12.3.2 Examples of multi-layers

An SEM image of the cross section of a cobalt–gold layer is shown in Figure 12.19
(Zielonka).26 The current density varied between 50 A dm�2 (deposition of an alloy of 69%
gold and 31% cobalt) and 0.8 A dm�2 (deposition of an alloy of 26% gold and 74% cobalt).
Sodium hypophosphite was added to the electrolyte to reduce tensions and achieve the
parallel layer’s orientation.

For the most important application in GMR layers, the small rippling in the example
shown in Figure 12.19 is not acceptable.28 Another problem is the alloy character of the
layers obtained by the single bath plating. Therefore, more experiments including ones to
refine the dual bath technique are necessary in this area.

12.4 CORE-SHELL COMPOSITES

Electrically conducting polymers provide a new way to prepare conducting composites. It
was shown in Chapter 11 how to prepare films of conducting polymers on non-conducting
materials using adhesion promoters. The surface of the polymer became conducting. With the
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Figure 12.17 Different pulse forms in a single bath plating of compositionally modulated
multi-layers. (A) Double pulse program with deposition of the less noble component for time t1
and deposition of the more noble component for time t2 and (B) an additional pulse with zero cur-
rent to stop deposition of less noble metals.



12.4 Core-Shell Composites 385

Figure 12.18 Rinsing procedure applied in a dual bath plating of copper–nickel. After deposition
the samples are rinsed twice in water and in the electrolyte before the next layer is deposited.

Figure 12.19 SEM image of a cobalt–gold deposition of compositionally modulated multi-layer
(Zielonka). (Reproduced with permission from Ref. [26], © 1997, Eugen G. Leuze Verlag.)



same method it was possible to prepare films with a variety of inorganic particles. A new
development allowed formation of such composites without the adhesion promoter. Oxide
particles are typical materials for this procedure and have particle diameters that go down
to nanometer size. A summary of the literature is available.29

12.4.1 Preparation procedure

The chemical preparation of conducting polymers by oxidative coupling leads to particles
of conducting polymers in the micrometer and nanometer range. If this process is carried
out in presence of inorganic particles, a thin film of conducting polymers is formed on the
particles. Irregularities of the particles act as nucleation centers for film growth. The film
is ultrathin and is usually a couple of nanometers thick.

386 12. Nanoelectrochemistry

Figure 12.20 TEM image of core-shell particle. TiO2 nanoparticle with polythiophene shell. The
transition from the crystalline TiO2 to the amorphous polythiophene is shown. Shell thickness is 4 nm.



12.4.2 Particle characterization: applications

An example of formation of a conducting polymer shell around the inorganic kernel is
shown in Figure 12.20. The amorphous polymer shell is in direct contact with the
crystalline structure of the kernel.

Further characterization is possible by impedance spectroscopy, photo-electrochemical
measurements, and even simple cyclic voltammetry as described in previous chapters.

For applications of such particles film formation is important. Electrophoretic deposi-
tion is a possible method for forming compact particle films.30

In summary, the combination of oxide particles with conducting polymers forms a
promising class of materials. They are more stable than purely conducting polymer
particles. The dark and intensive color of these purely conducting polymer particles is
compensated; the non-conducting oxide powders become conducting. In the reduced
state of the conducting polymer the particles show photocurrents whereby the sign of the
photocurrents depends on the wavelength.
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metal surfaces, 221
polarizability, 221

adhesion promoter, 329–330
structure of a polymer film, 330

adsorbed mass, 119
determination, 119

adsorption, 128
charge transfer coefficient, 128
rate constants, 128
rate equations, 128

adsorption isotherms, 107, 109
Ag, 227

Raman spectra, 227
nicotinic acid, 227

AgAu, 85
agglomeration, 367
AgI, 20
AgxAuy /Ag electrode, 85
AgxAuy, 85–90

activity of Ag, 88
activity of Au, 89–90
cell voltage, 85
Henry’s law, 88
potential measurements, 86
potential difference, 87
thermodynamic functions, 87

partial molar, 87
xA/xB versus ln �A, 90

Al2O3 particles, 376
zeta potential, 376

alloys, 29, 84, 231–232, 302
closed packed structure, 29
deposition potential, 231
deposition, 231
dissolution, 302
equilibrium potential, 231
Gibbs energy, 231
growth, 232
irregular co-deposition, 232
nucleation, 232
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alloys (continued ) 
partial current concept, 232

copper–nickel, 232
potential measurements, 84
regular co-deposition, 232

alloy characterization, 242
classification of Brenner, 242
selectivity constants, 242

alloy composition, 255, 257
function of the current density, 257
versus current density, 255
versus rotation speed, 257

alloy deposition, 235
kinetic model, 235

charge transfer coupled, 235
mass transport coupled, 235
non-interactive systems, 235

kink site positions, 235
alloy electrode, 83–84, 94

cell reaction, 83
pure metal, 84

alloy/electrolyte interface, 84
�-alumina, 20–21
aluminum, 9

alloys, 9
deposition, 9

amalgam, 84
anatase, 39
anion conductors, 21

chalcogenides, 21
fluorites, 21
halides, 21

anodic stripping, 223–224
copper, 224
dithiadecyl-disodium-sulfonate,

224
influence of additives, 223
polyethyleneglycol, 224

anti-bonding, 35
anti-bonding orbital, 43
anti-bonding states, 48
apparent mass, 334

anion exchange, 334
cation exchange, 334
solvent exchange, 334

Arrhenius plots, 21
atomic diameter, 30, 85

Ag, 85
Au, 85

atomic environment concept, 62
atomic force microscope, 125

principal function, 125
atomic number factor, 28
atomic orbitals, 43
atomic radius, 31
attractive forces, 56
Au and Ag, 29

atomic radii, 29
Au and Cu, 29

atomic radii, 29
AuCu, 29–30

azeotropic minimum, 30
Phase diagram, 30

AuCu3, 29–30
Avrami, 200

band, 44

-band, 47
band bending, 265

n-semiconductor, 265
p-semiconductor, 265

band gap, 46
band gap inhibition, 316
band model, 41, 54, 263

intrinsic, 54
n-doped, 54
p-doped, 54

band pinning, 265
band structure, 52, 338

d-metals, 52
from current potential diagrams, 338

band widths, 46
bands in solids, 41
batteries, 20–21, 282–286

alkaline manganese, 282
lead acid, 282, 284
Li

3
N, 21

Li
3
P, 21

lithium, 21
lithium ion, 283, 286
nickel–cadmium, 282, 285
sodium-sulfur, 20
solid electrolytes, 21

bcc, see: body centered cubic
bis(biphenyl)Cr(I)/bis(biphenyl)Cr(0), 79
bis-pentadienyl complexes, 79

Co
2+

/Co
3+

, 79
Fe

2+
/Fe

3+
, 79
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Bjerrum radius, 6
Bjerrum’s association theory, 6
Bloch functions, 43
Bode plot, 117
body centered cubic lattice, 60
body centered cubic structure, 29, 33–35, 39
bond energies, 57–58, 60, 64

alloys, 60
in the matrix of the solvent B, 64
main group, 58
metals, 57
solved metal A, 64
theoretical calculations, 60
transition metals, 58

bond energies �
A–B

, 67
alloys of transition metals, 67

bond energy, 27, 56, 60
corrected, 60

bond order, 48
bonding, 27, 48
bonding electron, 40
bonding orbital, 43
[BMIM]+PF6

–, 10
Born–Haber cycle, 64

calculation of sublimation enthalpies, 64
Born–Haber process, 78
boundary conditions, 147
Bragg’s law of reflection, 42
Brenner’s alloy classification, 233

abnormal alloy deposition, 234
anomalous co-deposition, 234, 242
induced co-deposition, 234

composition reference line, 233, 242
normal alloy deposition, 233, 242

equilibrium co-deposition, 233
irregular co-deposition, 233
regular co-deposition, 233

selectivity constants, 242
intermetallic compounds, 242
segregation, 242

Brillouin zone, 35, 43–44, 49–51
characteristic points, 50–51
cubic lattice, 51
two-dimensional lattice, 50

Burgers vector, 14–15
construction, 14–15

Butler–Volmer equation, 170, 172
charge transfer coefficients, 170, 172
current-potential dependence, 172

partial current densities, 170
anodic, 170
cathodic, 170
oxidation, 170
reduction, 170

total current density, 170
1-butyl-3-methyl imidazolium

hexafluorophosphate, 10

cadmium, 212
mechanism of electrodeposition, 212

cadmium electrode, 213
electrochemical reaction orders, 213

CaF2, 39
calomel electrode, 77
capacitance, 101, 107–108, 114

differential, 107–108
equivalent circuits, 114
measurement, 114
mercury electrode, 107–108
NaF, 108
plate condenser, 101

capillary curve, 106
anion adsorption, 106
cation adsorption, 106
maximum, 106

cathodic protection, 316
ccp structure, 29
Cd/Cd2+, 187

charge transfer coefficient, 187
exchange current density, 187

Ce0.8Gd0.2O1.9, 24
cell constant, 2
cell reaction, 74
cell voltage, 74, 84
charge transfer, 169

mass transport, 186
charge transfer coefficient, 128, 170, 173

adsorption, 128
definition, 170
desorption, 128
IUPAC recommendations, 170

charge transfer resistance, 174
chemical potential, 47, 59, 71–72

atom in the kink position, 59
chromatizing, 319
chronoamperometry, 118, 148–149, 190,

boundary conditions, 148
concentration profiles, 149
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chronoamperometry (continued ) 
current–time dependence, 149
double layer charge peak, 190

chronocoulometry, 147–148, 150
chronopotentiometry, 191

boundary conditions, 147
double layer charging, 191
transition time, 148

closed packed hexagonal, 60
closed packed structures, 28–29, 33
closed packing, 28
cobalt–iron, 245

equilibrium, 245
selectivity constants, 246

cobaltocene/cobaltocenium, 79
co-deposition, 365–366, 371–373, 375–379,

381–382
critical thickness, 379
electrostatic interaction, 376–377
examples, 365
forces acting on a particle, 375

adhesion forces, 375
friction forces, 375
shear forces, 375
stagnation forces, 375  

mechanistic models, 372
Fransaer–Buelens–Celis–Roos

contributions, 373
general concepts, 378
Guglielmi model, 372
Kariapper–Foster model, 373
Particle Sherwood number, 378
Valdes model, 377

mica flakes, 365–366
microcapsules, 382
particle density, 381
particle–metal matrix, 367   
polystyrene particle, 375
probability function, 381
process parameters, 372

convection, 372
current density, 372
particle concentration, 372
temperature, 372

properties of the metal surface, 371
adsorption, 371
surface charge, 371
surface morphology, 371

residence time, 379

surface tension, 379
zinc matrix, 366

CoFeNi alloys, 260
prediction of the composition, 260

cohesion energy, 27
cohesion in solids, 56

lattice enthalpy, 56
colloidal dispersions, 368

electrostatic repulsion, 368
interaction energies, 368
van der Waals attraction force, 368

colloidal silver particles, 225
completely free electron model, 42
complex, 79

formation reaction, 80
complex constant, 80–81

metal ion complex electrodes, 81
complex plane, 116

impedance, 116
complex reaction, 178

elementary electron transfer reaction, 178
mechanism, 178

composite layer, 366
concentration failures, 84
concentration gradient, 143, 145
conductance, 13

corrosion protection, 359
electrochemical cell, 358

equivalent circuit, 336
ionic, 13
solids, 13

conducting polymers, 323, 325–326,
329–330, 335–336, 339, 342–343,
356, 358–359

�–� coupling, 328
adhesion promoters, 329
anion release, 359

mechanism, 359
Band gaps, 340

PEDOT, 340
poly(3-methyl)-thiophene, 340
polyaniline, 340
poly-paraphenylene, 340
polypyrrole, 340
polythiophene, 340

chemical synthesis, 325
corrosion protection, 356–357
electrochemical synthesis, 326
equivalent circuit, 335

392 Index



film formation, 357
non-noble metals, 357

film properties, 335
electrical, 335
optical, 335

impedance, 335
impedance model, 335
impedance spectrum, 336

transmission line model, 336
kinetic experiments, 357
Kumada–McCullough process, 325
neutral state properties, 340
oxidation–reduction, 330

ion transport, 330
oxypolymerization, 325–326

mechanism, 326
thiophene, 326

photocurrent spectra, 339
poly-bithiophene, 339

photoelectrochemical properties, 339
polaron–bipolaron band model, 342
polaron–bipolaron model, 339
polycondensation, 325

head–head, 325
head–tail, 325
poly-3-alkylthiophene, 325
poly-3-alkylthiophenes, 325
tail–tail, 325

radical cation coupling, 327
role of anions, 359
spectro-electrochemical cell, 344

ESR and UV/vis, 344
spectro-electrochemical methods, 343

electron-spin-resonance, 343
ellipsometry, 343
Raman and fluorescence 

spectroscopy, 343
reflectance spectroscopy, 343
thin-layer cells, 343
UV/vis spectroscopy, 343

voltammogram, 340
Ziegler–Natta synthesis, 325

polyacetylene, 325
polyethylene, 325

conduction bands, 53
conductivity, 2–3, 7–8, 11–12, 20–24

AgI, 21–22
Bi

2
O

3
, 21

Ca(NO3)2�KNO3, 8

Cu-ion conductors, 21
electronic, 24
fluorites, 22
frequency dependence, 7–8
high frequencies, 8
hole, 24
infinite dilution, 3
ionic, 2, 24
molar, 2
RbAg4I5, 22
sodium ions, 20
specific, 2
super ionic, 20–22
temperature dependence, 11–12, 21, 23

CoNi, 247
alloys, 247

anomalous co-deposition, 247
selectivity constants, 248

COOP, 48, 49
s-band, 49

coordination number, 33, 35
coordination polyhedrons, 29, 38, 40,

62–63
CaIn2, 63

copolymerization, 343, 345, 348
22’-bithiophene-pyrrole, 348
copolymerization equation, 348
mechanism, 345

copolymers, 344, 349, 356
1D 1H NMR spectra, 350–351

corresponding copolymer, 351
poly-(3-methylthiophene), 350
poly-(ethyl-3-thiophene acetate), 350

2D DQ 1H NMR spectrum, 353–355
corresponding copolymer, 355
poly-(3-methylthiophene), 353
poly-(ethyl-3-thiophene acetate), 354

alternate, 344
block, 344
cyclic voltammograms of, 349
properties, 356
random, 344
structure analysis, 349

cyclic voltammetry, 349
mass spectroscopy, 349
solid-state NMR spectroscopy, 349

copper, 29
copper-zinc alloys, 33
core-shell composites, 384
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core-shell particle, 386
nanoparticle, 386
polythiophene shell, 386
TEM image, 386

corrosion, 291–305, 317
alloys, 302

general mechanisms, 302
stationary dissolution conditions, 303

Butler–Volmer equation, 293
copper, 299–301

(100) face, 301
green patina, 302
oxide-hydroxides, 301
scanning tunnelling spectroscopy,

300
STM image, 301
two-step mechanism, 300

corrosion products, 301
oxy-carbonates, 302
rust, 301
secondary, 301
sulfide layers, 302

corrosion rate, 293, 295
current–potential relationship, 293
forms of corrosion, 291–292

crevice, 292
crevice corrosion, 291
inter-granular, 291–292
local, 291
non-uniform, 291–292
selective, 292
selective corrosion, 291
stress, 292
stress corrosion, 291
uniform, 291–292

fundamental processes, 292
inhibition of, 317

anodic, 317
cathodic, 317

iron and steel, 298–299
Bockris mechanism, 298
ferrite, 299
Heusler, 298
ledeburite, 299
martensite, 299
metallurgical aspects, 299
pearlite, 299
�-iron, 299
�-iron, 299

iron carbon system, 299
phase-diagram, 299

oxygen, 295
partial reactions, 292–293
pitting corrosion, 291
reduction of oxygen, 293
reduction process, 292

protons, 292
zinc, 301

Tafel lines, 301
zinc electrode, 302

Tafel lines of dissolution, 302
corrosion current density, 294
corrosion inhibition, 316

anodic inhibition, 316
cathodic inhibition, 317
free corrosion potential, 317
inhibitors, 318

closed systems, 318
open systems, 318

corrosion potential, 293
corrosion protection, 291, 305

cathodic protection, 306
conversion coatings, 305
inhibition, 305
natural passivation, 305
phosphatizing, 305
surface coating, 305

another metal, 305
enamel, 305
inorganic material, 305
organic material, 305

Cottrell equation, 149, 158
Coulomb, 27
Coulomb forces, 28, 36, 56
Coulometric titration, 94, 98

Li into Sb, 98
Coulometric titration method, 157
Coulometry, 119
Cr, 313

current–potential diagram, 313
passivation, 313

critical nucleus, 197
number of atoms, 197
radius, 197
volume, 197

critical ratio, 37
crystal orbital overlap 

population, 48
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crystal structure, 28, 53
oxygen octahedron, 53
TiO2(rutile), 53

CsCl, 39
CsCl octahedron, 36
CsCl structure, 33, 35
Cu electrode, 75
Cu type structure, 28
Cu2O, 39
Cu5Zn8, 35
cubic closed packed, 28
cubic structure, 28, 60
CuNi, 232

Voltammogram, 232
cuprite, 39
current–potential curves, 267

accumulation region, 267
depletion region, 268
semiconductor, 267

current-potential plot, 189
Fe(CN)4-

6 –Fe(CN)3-
6, 189

CuZn, 34, 99, 100
potential measurements, 99
room temperatures, 100

CuZn30, 304
partial current densities, 304

copper dissolution, 304
zinc dissolution, 304

total current density, 304
cyclic voltammetry, 118–119, 154

platinum in 0.5 mol·dm-3· H2SO4, 119
cyclic voltammogram, 155, 157, 220

aluminum film, 220
dependence on scan rate, 155
ionic melt, 220
microelectrode, 157
reversible redox system, 155

Debye-Falkenhagen effect, 6
Debye–Hückel approximation, 75
Debye–Hückel theory, 3, 6,

73, 75
defect, 13–15, 17, 23

anti-Frenkel, 17–18
anti-Schottky, 17–18
crystal, 13
Frenkel, 17–18
non-stoichiometric, 18
one-dimensional, 13–14

Schottky, 17–18
transport, 23
two-dimensional, 13, 15
zero-dimensional, 13

degeneration region, 266
d-electrons, 40
density of states, 46
depletion region, 266
desorption, 128

charge transfer coefficient, 128
rate constant, 128
rate equations, 128

diagrams, 92–93
activity, 93
intermetallic compounds, 93
non-stoichiometric phase, 93
potential versus mole fraction, 92

diffuse double layer, 101
diffusion, 143, 147, 157–158, 161

alloy electrode, 158
control, 161
limiting current density, 161
non-stationary, 147
solid phases, 157

galvanostatic method, 160
potentiostatic method, 157

stationary, 143
time dependence, 147

diffusion coefficient, 145, 157
diffusion layer, 143–144, 148, 161–162

Nernst–Brunner, 144
streaming electrolyte, 162
time-dependent thickness, 148

diffusion layer thickness, 187
diffusion overpotential, 161, 188,

190, 193
chronoamperometry, 190
chronopotentiometry, 190
elimination, 188, 190
impedance spectroscopy, 193
Koutecky—Levich equation, 188
rotating disc electrode, 188

diffusion potential, 74
diffusion resistance, 147
diffusion zones, 200–201

overlapping, 200–201
dimensionally stable electrodes 

(DSE), 285
dipole forces, 56
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dipoles, 56–57
dipole–dipole interaction, 56
induced, 56
linear-orientation, 56–57
parallel orientation, 56–57

dislocations, 14–17
screw,14, 16
step, 14–15, 17
plane of deformation, 14

disorder, 13, 18–19
extrinsic, 13, 18
intrinsic, 13
sub-lattices, 13, 19

dispersion, 44
dissociation, 1, 3

Arrhenius hypothesis, 1
degree of, 3
equilibrium, 3

distances, polyhedrons, 29
distribution functions, 55, 72

Fe
2+

and Fe
3+

, 72
oxidized ions, 55
reduced ions, 55

DLVO theory, 367
d-metals, 52

COOP, 52
DOS, 52

donor states, 53
d-orbitals, 40–41, 43

splitting, 41
DOS, 46–47, 49, 55

electrons, 55
energy diagrams, 47
oxidized ions, 55
reduced ions, 55
s-band, 49
solvated ions, 55

double layer capacitance, 104, 150
double-layer charging, 150,

187, 192
time constant, 187

Duhem–Margules equation, 82, 91,
93, 96

Dynamic measurements, 82

earth alkaline metals, 45
eg character, 53
eg orbitals, 40
electrocapillary curves, 105

electrocapillary equation, 113
adsorbed ion, 113
partial charge, 113
relative surface excess, 113

electrochemical cell, 73
electrochemical deposition, 203–204

model, 203
transition state, 204

electrochemical double layer, 101–102, 114
methods, 114

electrochemical potential scale, 78
electrochemical potentials, 24, 55, 71–72, 265

electrons, 71
electrons in the electrolyte, 55

electrochemical reaction orders, 178–181
charge transfer resistance, 180
lg ic versus lg cHNO2

, 181
lg ia versus lg cHNO2

, 181
nitrous acid to nitric acid, 178
pre- and post-electron transfer 

reactions, 179
Tafel lines, 179

electrochemical scanning microscope,
125–126

microelectrode, 126
electrode potentials, 71–72
electrode resistance, 187

contribution from diffusion, 187
electrodeposition, 29, 203, 212, 215

ad-atom position, 203
aluminum deposition, 217–219

aluminum electrolysis cell, in, 218
ethyl-methyl-imidazolium cation, 219
ionic liquids, 219
KF-ethyl-aluminum complex, 219
mechanism, 217
molten salt, 217
Natal process, 219
organic electrolyte, 218
Real process, 219
Sigal process, 219

aluminum film, 220
ionic melt, 220

applications, 215
chromium, 216
copper, 215–216
cyanide copper, 216
mechanism, 216
printed circuit boards, 216
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Rochelle electrolyte, 216
sulfuric acid electrolytes, 216

charge, 203
experimental investigations, 212

amalgam electrodes, 212
intermediate states, 203
kink position, 203
non-aqueous solvent, 217
parallel reactions, 217

hydrogen, 217
nickel–phosphor, 217
phosphorous acid, 217

surface diffusion, 203
transfer process, 203
transition state, 203

electrolytes, 1, 3, 55, 79
energy bands, 55
molten, 79
solid, 79
strong, 3
weak, 3

electro-migration, 143
electron affinity, 78, 263–264
electron pairs, 40
electron transfer, 169, 175–178

activation energy, 177–178
anodic polarization, 176
cathodic polarization, 176
electron-energy levels, 175

occupied, 175
unoccupied, 175

equilibrium potential, 176
Fermi energy, 175
heterogeneous, 177
mechanism, 177
rate constants, 177
reorganization energy, 177
theories, 175
solvation states of, 177

distribution functions, 177
oxidized ions, 177
reduced ions, 177

electronegative component, 85
electronegativity, 27, 30–32, 61, 85
electronic equilibrium, 72

electrolytic phase, 72
metallic phase, 72

electrons, 145, 265
electrochemical potential, 265

Fermi energy, 265
stoichiometric number, 145

electrophoretic deposition, 387
electrophoretic effect, 5
electropositive component, 85
electrosorption valency, 110–112, 133

measurements, 112
electrostatic repulsion, 40
ellipsometry, 310
Eloxal process, 287
energy band, 47, 72
energy distribution function, 111–112

adsorbed ion, 111–112
electron, 112
metal ion, 111–112

energy gaps, 43
enthalpy, 1, 60, 78–79, 85

atom in an ideal kink site position, 60
evaporation, 78
formation of metal ions, 79
ionization, 78
lattice, 1
partial molar, 85
solution, 1
solvation, 1, 78

enthalpy of fusion, 57
enthalpy of vaporization, 57
entropy, 78–79, 84

ion formation, 78
ion formation in, 79
partial molar, 85

equilibrium, 71
electrolyte phase, 71
electronic, 71
metal phase, 71

equilibrium potential, 84
equilibrium structure, 29
equivalent circuit, 115, 335

conducting polymers, 335
electrode with charge transfer, 115
ideally polarizable electrode, 115
Nyquist diagram, 115

Esin–Markov coefficient, 112
1-ethyl-3-methyl imidazolium chloride, 10
eutectic mixture, 94

LiCl and KCl, 94
EXAFS, 279
excess functions, 89
exchange current density, 171

Index 397



face centered cubic, 34
factor groups, 27

atomic number, 27
cohesive energy, 27
electrochemical, 27
Mendeleev factor, 27
size, 27
valence electron, 27

fcc structure, 28, 39
Fe

2+ 
ions, 55

Fe
3+ 

ions, 55
FeCr alloys, 305

dissolution, 305
partial current densities, 305
Tafel slope, 305

FeNi, 249
alloys, 249

anomalous co-deposition, 249
selectivity constants, 251

Fermi energy, 47–48, 55, 71–72
Fermi–Dirac function, 47, 49
ferrocene/ferrocinium, 79
Fick’s first law, 145
Fick’s second law, 147
Fischer classification, 211

base-oriented reproduction 
type, 211

field-oriented isolation 
type, 211

field-oriented texture type, 211
un-oriented dispersion type, 211

Flade potential, 308
flat band potential, 266
flow in a pipe, 144
fluorite, 39
f-orbitals, 43
formation enthalpy, 17, 23

vacancies and interstitials, 17
vacancy-interstitial pairs, 23

free corrosion potential, 294
hydrogen electrode, 294
metal electrode, 294

free electron, 41–42
free electron gas, 41
free electron model, 48
free metal ion, 80
free surface energy, 105
free volume, 11–12
Frumkin isotherm, 109

fuel cell, 286
PEMFC, 286
polymer electrolyte membrane, 286

functions, 91
integral, 91
partial molar, 91

GaAs, 274
dark current, 274
photocurrent, 274

Galvani potential, 71–73, 102
Galvani potential difference, 72, 265

electrolyte, 265
semiconductor, 265

galvanostatic intermittent titration 
technique, 160

boundary conditions, 160
Galvanostatic pulses, 161–162

lithium deposition, 161–162
aluminum alloy, 161–162
limiting law, 161–162

gap states, 267
gel polymer electrolytes, 10, 12

polyvinyl fluoride, 12
plasticizers, 12
polyvinyl chloride, 12

giant magneto resistance effect, 383
Gibbs adsorption isotherm, 107, 112
Gibbs energy, 59, 78–80, 82–85, 91–93, 96, 197

AgxAuy, 93
atom in the kink position, 59
copper electrode, 78
excess function, 91–92
of formation, 91–92

excess function, 92
gas phase, 80
ideal kink site position, 59
ion formation, 78, 79
partial molar functions, 80, 82–85, 91–93, 96

Au, 93
excess function, 92
silver, 92

standard potential, 78
standard value, 78
super saturation, 197

Gibbs’s fundamental equation, 105
Gibbs–Duhem equation, 82, 89, 105,

107, 112, 114
integration, 89
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integration constants, 89
solids, 114

Gibbs function: see Gibbs energy
Gibbs–Helmholtz equation, 79
Gibbs surface energy, 105
GIXAS, 279
GIXRD, 279
glass temperature, 11, 23
glass transition temperature,

11, 23
gold, 91

excess entropy, 91
partial molar enthalpy, 91
partial molar entropy, 91
partial molar Gibbs energy, 91

Gouy–Chapman layer, 101–104
capacitance, 104
thickness, 103

grain boundaries, 15, 17
small angle, 15, 17

group number, 31–32
growth of metals, 195

Haber–Luggin capillary, 192
half crystal position, 57
half-cells, 73–74

Cu electrode, 74
Zn electrode, 74

Harned cell, 75
hcp structure, 28
Helmholtz layer, 102–104

capacitance, 104
Henderson equation, 74
Henry’s law, 82
Heusler, 303
Heusler alloy MnCu

2
Al, 33

hexagonal closed packed, 28, 35
hexagonal structure, 28
high temperature measurements, 85
higher valent atom, 35
Hittorf, 3
Hull cell, 166
Hume-Rothery phase, 33, 35

theoretical interpretation, 35
Hume-Rothery rules, 30, 35
hydrated ion, 80
hydrogen, 118

strongly bound, 118
weakly bound, 118

hydrogen ion reduction, 297
Volmer–Heyrovsky mechanism, 298
Volmer–Tafel mechanism, 297

icosahedron, 39
ideal kink positions, 58

main group, 58
transition metals, 58

ideally polarizable electrodes, 105
impedance, 115–116

capacitance, 116
complex, 115
exponential form, 116
modulus, 116
Ohmic resistance, 116
parallel combination, 116
phase shift, 116
serial combination, 116

impedance spectrometer, 117
inner Helmholtz layer, 101–102, 104
inner potentials, 71, 73
intensity modulated photocurrent

spectroscopy, 275–276
equivalent circuit, 276

interaction, 27, 45
chemical, 27
electrostatic, 27
strong, 45
weak, 45

intermetallic compounds, 63
intermetallic phases, 92, 94

LiAl system, 94
interphase, 101, 105

thermodynamic description, 101
interstitials, 6, 13–14, 16, 18, 20

Ag+ ions, 20
formation enthalpy, 16

intrinsic disorder, 16
intrinsic semiconductor, 53
intrinsically conducting polymers, 323–324

characteristic properties, 324
oxidation–reduction, 324
poly(dibutoxyphenylenevinylene), 323
polyaniline, 324
polyparaphenyle, 324
polyparaphenylenvinylene, 324
polypyrrole, 324
polythiophene, 324
trans-polyacetylene, 324
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ion conducting glasses, 23–24
anion, 24
conductivity models, 23

Anderson–Stuart model, 23
coupling model, 23
Defect model, 23
Electrolyte models, 23
Ravaine–Souquet model, 23

doping salt, 23
fluorite, 24
lithium ion, 24
network former, 23
network modifier, 23
sodium ion, 24

ion–dipole interaction, 1
ion exchangers, 10
ion transfer, 184

activation energy, 185
Butler–Volmer equation, 186
charge transfer coefficient, 185
electrochemical reaction orders, 186
exchange current density, 186
mechanism, 185
polarization resistance, 186
rate equations, 184
Tafel lines, 186

ionic, 4, 6, 28
bonds, 28
mean diameter, 4
melts, 6

ionic atmosphere, 3, 6
ionic conductance, 13
ionic crystals, 17
ionic lattice, 35
ionic liquids, 8–9, 79

acidic, 9
anions, 9
basic, 9
cations, 9
potential window, 8–10
vapor pressure, 8

ionic melts: see ionic liquids
ionic strength, 4, 73
ionic structures, 35
ion–ion interaction, 3
IR-drop, 192
iron, 307–308, 311–312

current–potential plot, 307
Flade potential, 307

passivation current density, 307
passivation potential, 307
passive current density, 307
passive film, 311–312

band structure, 311
semiconducting properties, 311
semiconductor model, 312

Pourbaix diagram, 308
iron carbon system, 299
iron–chromium alloys, 314

current–potential plots, 314
isoelectric points, 370

particle materials, 370

Jagodzinski and Pauling, 28
jellium model, 41

kink site position, 57, 205–206, 208–209,
211, 236, 258

alloys, 236
cubic lattice, 206

(100) surface, 206
[110] direction, 206

density, 209–211
deposition conditions, 209
equilibrium conditions, 209
Nernst potential, 211

rate constants of separation, 208
rate of separation, 236
residence time, 206, 208
separation from, 206
variable stoichiometry, 236

Knudsen cell, 82
Kohlrausch’s law, 3, 5
Koutecky–Levich equation, 188
Koutecky–Levich plot, 189

Fe(CN)4-
6 / Fe(CN)3-

6 redox system, 189
Kröger–Vink notation, 16

laminar flow, 143
Landolt cell, 167
Langmuir isotherm, 109
lanthanum, 28
Laplace transformation, 147
lattice energies, 36, 59–60

theoretical calculations, 60
lattice enthalpy, 56
lattice tensions, 14
layer-by-layer deposition, 288
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Leclanché cell, 283
Lennard–Jones potential, 56
Li

2
Sb, 97, 99
enthalpy, 99

of formation, 99
entropy, 99
Gibbs energy, 97

of formation, 97
Li

3
Al

2
, 95

Li
3
As, 21

Li
3
Sb, 97–98
Coulometric titration, 98
Gibbs energy, 97

of formation, 97
LiAl, 94–96

�-phase, 94
�-phase, 94–95
�-phase, 95
activity coefficient of component B 

(Al), 96
Gibbs energies, 96

of formation, 96
partial molar, 96

LiCF
3
SO

3
, 12

ligand field theory, 40
limiting current, 145, 147
limiting law, 82
Lippmann equation, 105, 114

solids, 114
liquid metals, 106
LiSb, 97

intermetallic compounds, 97
lithium batteries, 10
LixLi AlxAl, 97

Gibbs energy, 97
of formation, 97

LiyAl electrode, 95
potential, 95

London forces, 56
long-range order, 28
lower valent solvent, 35

Madelung constants, 38–39
Markov chain theory, 238, 243, 346

cobalt–iron, 243
selectivity constants, 244

cobalt–nickel, 247
anomalous co-deposition, 247

experimental examples, 243

induced electrodeposition, 251
iron–nickel, 249

anomalous co-deposition, 249
selectivity constants, 251

nickel–molybdenum, 252–253
catalytic action, 252
citrate, 252
high concentration of 

NiSO4, 252
kink site positions, 252
large Na2MoO4 concentration, 253
mass transport, 254
probabilities, 253
probability matrix, 238, 254

probabilities, 239–240
definition, 238
equilibrium controlled, 238
rate-controlled, 240

mass spectrometer, 82
mass transport, 143

charge transfer, 186
mechanistic models, 373
melts, 6–8

alkali halide, 6
complexes, 6
internal energy, 7
ionic, 6
LiCl/KCl, 7
mobility model, 6
molar conductivity, 7
room temperature, 8

membrane chlorine alkaline 
electrolysis, 13

mercury electrode, 106
drop frequency, 106
drop time, 106

mercury oxide electrode, 77
mercury sulfate electrode, 77
metal clusters, 94
metal deposition, 129, 223

ad-atoms, 129
ellipsometry, 223
mechanism, 129
optical spectroscopy, 223
Raman spectroscopy, 223
reflection spectroscopy, 223

metal deposition process, 130
equivalent circuit, 130

metal deposits, 28
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metal dissolution, 295–296
ad-atom intermediates, 296
compensation reactions, 297

mechanisms, 297
reduction of hydrogen ions, 297
reduction of oxygen, 297

direct dissolution, 296–297
mechanism, 295–296
partial charge transfer, 296
separation, 296

metal films, 94
metal ion complex electrodes, 80
metallic hydrogen, 54
metals, 31

higher valent, 31
lower valent, 31

Mg type, 28
microelectrode, 156

current–time dependence, 156
cyclic voltammogram, 156
radial current distribution, 156

microscopy, 280
AFM: see atomic force
atomic force, 280
optical, 280
scanning tunneling, 280
STM: see scanning tunneling

Miedema, 64
formation enthalpies, 64
solid solutions, 64

miscibility, 29, 85
mixed ionic and electronic conductance, 24
mixed potential, 293
mixed potential theory, 234, 241

kinetic approach, 241
mobility, 2, 74, 263

anions, 2
cations, 2
electrons, 263
holes, 263
ions, 74

mobility gap, 267
molalities, 73

pure metal, 73
molar masses, 73
molarity, 73

pure metal, 73
mole fractions, 73
molecular orbital theory, 43

molecular structures, 40
molten salt, 7, 84

Ca(NO3)2 + KNO3, 7
CdF2/LiF/AlF3/PbF2, 7
glass forming, 7
glasslike matrix, 7
ionic phase, 7
LiCl/Li2O, 7
transport properties, 7

Mott–Schottky equation, 270
charge career density, 270
flat band potentials, 270

Mott–Schottky plot, 339
polythiophene, 339

Mott–Schottky theory, 274
multi-layers, 365, 383–385

cobalt–gold, 384–385
compositionally modulated, 365, 383
copper–nickel, 385
double pulse program, 384
dual bath plating, 385
GMR, 383–384
rinsing procedure, 385
plating, 383

dual bath technique, 383
single bath technique, 383

multi-pole forces, 56
multi-step electrode reactions, 169

rate constants, 169
reaction rates, 169

oxidation, 169
reduction, 169

NaCl lattice, 35, 37
NaCl structure, 39
nafion, 13
nanocomposites, 365
nanoelectrochemistry, 365

carbon nanostructures, 365
nanoarrays, 365
nanocrystalline metals, 365
nanodots, 365
nanoelectrodes, 365
nanostructures, 365
nanowires, 365

nanoparticles, 157, 203, 284
nasicon, 19–21

lantern structure, 20
composition triangle, 19
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N-butyl-pyridinium chloride, 10
nearest neighbors, 33, 60
nearly free electron model, 42, 44
Nernst equation, 72
Nernst factor, 73
Nernst impedance, 153

impedance spectra, 154
Bode plot, 154
Nyquist plot, 154

Nernst potential, 72
neutron scattering, 7
next neighbors, 28
Ni, 52, 312

band structure, 52
COOP, 52
current–potential diagram, 312
DOS, 52
passivation, 312

nicotinic acid, 227
dissociation equilibria, 227
Raman spectra, 227

Ag, 227
NiMo system, 251, 255–257

alloy composition, 255–257
versus current density, 255, 257
versus rotation speed, 257

mass transport, 255
stationary diffusion, 255

NiO, 53
nitrous acid–nitric acid, 180, 182, 184

autocatalytic mechanism, 184
charge transfer reaction, 184
electrochemical reaction orders, 180
exchange current density, 182–183

dependence on nitrate concentration, 183
dependence on nitrous acid, 182
dependence on NO3

� concentration,183
pre- and post-charge transfer 

equilibria, 182
Tafel lines, 180

NMR spectroscopy, 350
one-dimensional(1D), 350

corresponding copolymer,
350, 352

MtETa15, 350
poly-(3-methylthiophene), 350
poly-(ethyl-3-thiophene acetate), 350
two-dimensional double quantum 

1
H NMR, 350

peak assignment, 352
corresponding copolymer, 352
poly-(3-methylthiophene), 352
poly-(ethyl-3-thiophene 

acetate), 352
relative peak intensities, 352

corresponding copolymer, 352
poly-(3-methylthiophene), 352
poly-(ethyl-3-thiophene 

acetate), 352
noble metals, 293
non-aqueous electrolytes, 79
non-noble metals, 293
n-semiconductor, 53
nucleation, 195–196, 200, 202

critical nucleus, 196
current transients, 202
Gibbs energy, 195–196
hemispherical growths, 200
instantaneous, 200, 202

current density, 202
mercury nuclei, 198
reduced presentation, 202

progressive, 200, 202
current density, 202
reduced presentation, 202

rate, 198–199
versus overpotential, 199

three-dimensional, 195
two-dimensional, 197

Nyquist plot, 117

O 2p-band, 53
O 2s-band, 53
occupied states, 55
octahedron, 39, 41
Onsager, 4–5
orbital interaction, 56
orbital model of solids, 48
orbitals in solids, 43
organic field effect transistor, 323
Ostwald’s law, 3
outer Helmholtz layer, 101–102
overlap integral, 48
overlapping, 45–46
overpotential, 145–146, 171, 186, 203

crystallization, 203
diffusion, 145–146
total, 186
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oxidation potentials, 345
monomers, 345
oligomers, 345

oxide layers, 286
aluminum, 286

oxide particles, 282, 285
catalytic activity, 285

oxides, 263
oxygen, 24

partial pressure, 24
oxygen partial pressure, 18
oxygen reduction, 298, 316

intermediate steps, 298
oxides, 315

band gap inhibition, 316
semiconducting properties, 315

oxygen sensor, 19

partial charge, 110–112
charge distribution, 112
dipole moment, 112
geometric structure, 112
Grahame model, 112
polarized bond, 112
thermodynamic interpretation, 111

partial charge transfer, 110, 126
partial current densities, 171

potential dependence, 171
partial discharge, 111
partial molar functions, 83, 89, 91

electrochemical measurements, 83
of component B, 89

partial pressures, 82
measurement, 82

particle dispersions, 367
passive films, 309–311, 316

duplex structure, 309
electronic properties, 310
field strength, 310–311
film growth, 311
insulating, 316
iron, 310
thickness, 310–311
valve metals, 316

passivity, 307, 311– 315
activation potential, 308
alloyed steel, 312–313

Austenitic steels, 313
ferritic–austenitic steels, 313

ferritic steels, 312
Martensitic steels, 313
metallurgical aspects, 312
selected examples, 313

breakdown, 314
chromium, 311

transpassive dissolution, 311
duplex film structure, 309
Flade potential, 308
iron, 307
nickel, 311

current–potential diagrams, 311
passivation current density, 307
passivation potential, 307
passive film, 309
passive region, 307
self-activation, 308
transition region, 308
zinc, 315

Pearson concept, 221
hard–soft, 222

crystallographic faces, 222
molecule or molecule 

group, 222
Pearson symbol, 28, 33–35
PEDOT, 331
Peierls distortion, 53–54
periodic potential field, 43
periodic table, 27–28, 31

empirical, 27
p-GaAs, 271

Mott–Schottky plot, 271
phase diagram, 34
phase transition, 21

first-order, 21
phases, 93
� -phase of CuZn, 34
�-phase of CuZn, 35
�-phase of CuZn, 35
phosphatizing, 318
photocurrents, 274–275, 341

direct transition, 275
GaAs, 274
indirect transition, 275
poly-bithiophene, 341

photoelectrochemistry, 271
photocurrents, 271

Gärtner, 271
theory of photocurrents, 271
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photoexcitation, 273, 275
direct transition, 275
indirect transition, 275
n-semiconductor, 273
p-semiconductor, 273
recombination, 273

photopotentials, 276–277
Excimer laser, 277
primary processes, 276
transients, 276–277

internal recombination, 276
second-order rate equation, 276

photovoltaic cell, 284, 287–288
all solid-state cell, 284
electrochemical photocell, 284
power plot, 288
sensitizers, 284
TiO

2
-based, 284

physical scale, 78
pitting corrosion, 314–315
polaron–bipolaron band model, 342
polaron–bipolaron model, 342
poly(-3,4-ethylenedioxythiophene),

332–333
cyclic voltammogram, 333
mass change versus charge 

change, 333
oxidation–reduction cycle, 332
resonance frequency, 332

poly(dibutoxyphenylenevinylene), 340 
band gap, 340
cyclic voltammogram, 340

poly-acetylene, 54
poly-bithiophene, 341

photocurrent spectra, 341
polyethylene glycole, 12
polyethylene oxide, 11
polymer electrolyte membrane, 13
polymer electrolytes, 10, 12–13

Ion exchanging, 13
LiClO

4
, 10

poly(bis-methoxy-ethoxy-ethoxy)
phosphazene, 12

poly(ethylene-amine), 12
poly(ethylene oxide), 12
poly(propylene oxide), 12
polyethylene oxide, 11

polymers, 10
ionic-conducting, 10

polypyrrole, 337–338, 342
impedance, 337
Mott–Schottky plot, 338
neutral state properties, 338
polaron–bipolaron band model, 342
polystyrene-sulfonate electrolyte, 338

capacitance and resistance, 338
cyclic voltammogram, 338

polypyrrole film, 337
perchlorate electrolyte, 337

capacitance, 337
cyclic voltammogram, 337
resistance, 337

polypyrrole semiconductor model, 338
polythiophene, 324, 327–329, 338

duplex structure, 329
oxidation–reduction, 324
radical cation coupling, 327
semiconductor model, 338
structure, 328

p-orbitals, 43, 44–46
potential diagram, 73
potential energy, 43

electron, 43
potential intermittent titration 

technique, 158
boundary conditions, 158

potential of zero charge, 106
potential scale, 79

physical, 79
potentiostatic pulses, 159

lithium deposition, 159
aluminum alloy, 159
limiting law, 159

Pourbaix diagram, 308, 315
iron–water system, 308
zinc, 315

power maximum, 288
probabilities, 238
�-probe, 19

quartz crystal, 121
AT-cut, 121
crystal plate, 121

quartz crystal microbalance (QCMB),
121–123, 330–331

apparent molar mass, 331
poly(-3,4-ethylenedioxythiophene), 331
principal construction, 123
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quartz crystal microbalance (QCMB) (continued)
resonance frequency, 122

broadening, 122
damping, 122
full width at half maximum, 122
shift, 122

Sauerbrey constant, 331
viscoelastic properties, 331

quasi fermi level, 275
quaternary amino groups, 13
quinon–hydroquinone, 174

charge transfer resistance, 174
inhibitors, 174

radiotracer method, 119
Raman microscope spectrometer, 225

confocal, 225
Raman spectroscopy, 7, 224, 226

additives, 226
nicotinic acid on silver, 226

as a function of the potential, 226
different pH values, 226

silver in cyanide electrolytes, 224
Raman spectrum, 226

Ag(CN)3
2-, 226

CN-stretch, 226
deposition of silver, 226

Randles equivalent circuit, 150, 152
Bode diagram, 150
Nyquist plot, 150

Randles–Sevcik equation, 154
Raoult’s law, 82–83
rate of an electrochemical reaction, 172

standard value, 172
RbAg

4
I

5
, 21

reaction overpotential, 193
recombination, 273
redox potential, 55
redox reaction, 169

ferric/ferrous ions, 170
reduction process, 146

current–potential dependence, 146
diffusion limited, 146

reference electrode, 72–73, 77
reference electrode potential, 77
relative surface excess, 107–108, 110

hydroquinone, 110
metal ions, 110
quinon, 110

relaxation effect, 6
repulsion energy, 40
repulsive forces, 56
residence times, 205, 207, 236–237

calculation, 207
step diffusion, 207

activation energy, 207
transition complex, 207

structure of alloys, 237
eutectic mixture, 237
intermetallic compound, 238
solid solution, 237

resistivity, 2
specific, 2

reversible electrodes, 109
Reynolds number, 143, 163

rotating-disc electrode, 163
ROTA cell, 167
rotating Hull cell, 251
rotating ring-disc electrodes, 165

transference number, 165
rotating-cylinder electrodes, 166
rotating-disc electrode, 146, 162–164

cell for simulation, 164
current density, 163
limiting current, 164

rotation frequency, 164
radial flow, 163
Reynolds number, 163
thickness of the diffusion layer, 162

rutile, 39

salt bridge, 74
salt character, 35
salting out effects, 4
samarium, 28
Sand equation, 147, 160
s-atomic orbitals, 49–50

combination, 49–50
two-dimensions, 50

Sauerbrey equation, 330
s-band, 51

two-dimensional lattice, 51
scanning tunneling microscope,

122–124
piezoelectric scanning, 124
principal function, 124

Schrödinger equation, 41, 43
second nearest neighbors, 33
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selectivity constants, 240–241, 243
determination of, 241
equilibrium approach, 240
residence times, 243

self-assembling monolayer, 329
semiconductors, 53, 263–265, 267–268,

281, 287
amorphous, 267
band gap, 263
band model, 263
Bi

2
Te

3
, 287

charge transfer, 268
chemical vapor deposition (CVP), 287
conduction band processes, 268–269

anodic, 269
reduction, 269

current–potential curve, 268
doping, 264

n-semiconductor, 264, 266
p-semiconductor, 264, 266

electrochemical deposition, 287
electrolyte contact, 265
Fermi energy, 264
gap states, 267
intrinsic, 264
intrinsic conductivity, 263
mobility gap, 267
molecular beam epitaxy 

(MBE), 287
partial current density, 269
plasma vapor deposition (PVD), 287
STM, 281
surface states, 267
valence band processes, 268–269

anodic, 269
cathodic, 269

semiconductor electrode, 104, 270
band structure, 272
capacitance, 104, 270
electrochemical potential, 272
polarization, 266
space-charge layer, 104, 270

shielding effects, 38
Shuttleworth equation, 114
silver, 213

electrode process, 213
KCN electrolyte, 213
silver cyanide electrode, 214

charge transfer coefficient, 214

electrochemical reaction orders, 214
mechanism, 215

Smoluchowski equation, 369
SOFCs, 19
solid electrolytes, 13, 84
solid electrolyte interfaces, 113

thermodynamics, 113
solid oxide fuel cells, 19
solid solutions, 30, 85
solution enthalpies �H

A in B

interface
, 65

alloys of transition metals, 65
Miedema, 65

solvated ion, 55
ion–dipole interaction, 55

s-orbitals, 43–45, 53
hydrogen, 53

space-charge capacitance, 270
space-charge layer, 101, 103
specific adsorption, 104
spectroscopic  methods, 277

Ex situ methods, 280
Auger-electron-spectroscopy (AES), 280
grazing incidence X-ray absorption

spectroscopy, 279
LEED, 280
RHEED, 280
Rutherford backscattering, 280
secondary ion mass spectroscopy 

(SIMS), 280
ultraviolet photoelectron

spectroscopy(UPS), 280
X-ray photoelectron spectroscopy 

(XPS), 280
grazing incidence X-ray diffraction, 279
In situ methods, 277
In situ Mössbauer spectroscopy, 280
Raman spectroscopy, 278

titanium dioxide, 278
reflectance spectroscopy, 277
X-ray absorption fine structure (EXAFS), 279
X-ray absorption spectroscopy (XAS), 278
X-ray diffraction (XRD), 278

sphalerite, 20, 36, 38–39
splitting of the energy, 40
standard conditions, 72–73, 75
standard electrode potentials, 75–76, 79–80

complex constant, 80
metal complexes, 79
metal ion electrodes, 76
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standard hydrogen electrode, 74–75
standard potential, 72, 77, 81

Ag/AgCl electrode, 77
metal ion complex electrodes, 81
procedure of extrapolation, 77

STM, 122–123, 125, 281, 300
dynamic, 300
piezoelectric crystals, 123
scanners, 123
tube scanner, 125

structure, 11, 27
polymer electrolyte, 11

structure factors, 27, 32
structure tables, 28
sublimation enthalpies, 57–58, 64, 66

main group, 58
transition metals, 58
transition metals A in B, 66

super ionic conductors, 19
anion conductors, 19
cation conductors, 19

super saturation, 196
superficial work, 113
superstructures, 33–35
supporting electrolytes, 73
surface charge, 71, 107, 110

adsorbed ions, 110
surface charge density, 102
surface coatings, 319

electroplating, 319
chromium, 319
nickel, 319
zinc, 319

enamel layer, 319
intrinsically conducting polymers, 320
organic polymer, 319

surface concentration, 104, 107
surface coverage, 109
surface diffusion, 130

ad-atoms, 130
distance, 130

surface dynamic, 205, 210
surface energy, 106

dependence on electrode potential, 106
surface-enhanced Raman spectroscopy,

226, 228
hot spots, 226
nicotinic acid on silver, 228

orientation and structure, 228

surface excess, 109
quinon–hydroquinone, 109
redox components, 109

surface potential, 71
surface states, 267
surface strain tensor, 113

elastic deformation, 113
Everett and Couchman function, 113
plastic deformation, 113
surface energy, 113
surface tension, 113

surface stress, 113
dependence on electrode 

potential, 106
liquid electrodes, 107
surface tension, 105–107

synthetic metals, 323

t2g character, 53
t2g orbitals, 40
Tafel lines, 172–174

charge transfer coefficient, 174
exchange current density, 174
slope, 174

Tamman’s law, 148
Temkin isotherm, 109
ternary amino groups, 13
ternary systems, 258–259

Markov chain theory, 259
probabilities, 259
probability matrix, 260

tetragon, 41
tetragonal antiprosm, 39
tetragonal pyramid, 39
tetrahedron, 39, 41
thermobatteries, 287
thermodynamic functions, 80

partial molar, 80
thin-layer cell, 120

generator electrode, 120
two-electrode, 120

Thomas–Fermi layer,
101–103

TiO2, 39, 278, 386
nanoparticle, 386
polythiophene shell, 386
Raman spectra, 278

TiO2 particles, 371
Zeta potential, 371
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TiO
2 

rutile, 53–54
band structure, 53–54
COOP, 53–54
DOS, 53–54

total current density, 171
potential dependence, 171

transfer function, 115
transference numbers, 3
transition, 13–14

critical temperature, 14
first-order, 13–14
ionic conductance, 14
second-order, 13–14
super ionic conductance, 14

transition time, 148
transport numbers, 3
transportation methods, 82
traps, 267
triangle, 39
trigonal dioyramid, 39
trigonal prism, 39
turbulent flow, 143

ultra-microelectrodes, 156
ultra-thin layers, 157
underpotential deposition:

see UPD
unoccupied states, 55
UPD, 101, 130–137

adsorption of lead, 131
steps, 131
terraces, 131
upper side of a step, 132

copper on Au(111), 134–136
(�3� � �3�) R30	 structure, 136
co-adsorption of anions, 136
cyclic voltammogram, 133, 136
electrosorption valency, 136
STM images, 134, 136
unreconstructed Au surface, 134

lead on Ag(100), 132, 135
cyclic voltammogram, 132
electrosorption valency, 132

lead on Ag(111), 131, 134
cyclic voltammogram, 131
electrosorption valency, 135
internal strain, 133
lattice misfit, 133
STM images, 135

lead on quasi perfect Ag(111)
cyclic voltammogram, 133

lead on Ag, 130–135
polycrystalline metal surfaces, 137
thermodynamic functions, 137
two-dimensional phase formation, 137

UPD film, 288
UPD film formation, 139

�-phase, 139–140
Gibbs energy of formation, 140

�-phase, 139–140
Gibbs energy of formation, 140

enthalpy, 139
formation enthalpies, 16, 138–139
Gibbs energy, 139

of formation, 138–139
Multiple steps, 139

UPD phase, 138
Born–Haber cycle, 138
enthalpy, 138

of formation, 138
entropy, 138
Gibbs energy, 138

of formation, 138
of sublimation, 138
partial molar, 138

vacancies, 13–14, 16, 18
formation enthalpy, 16

valence bands, 53
valence electron concentration, 27
valence electron/atom number 

ratio, 35
valence electrons, 33, 35
van der Waals, 27
viscosity, 7, 143
Vogel–Tamman– Fulcher equation, 11

pseudo activation energy, 11
Volta potential, 71
VSEPR theory, 38, 40

W type structure, 35
Wagner–Traud concept, 234
Warburg impedance, 115, 150–153

Bode diagram, 150
Bode plot, 151–153
impedance spectrum, 152–153
Nyquist plot, 150–153
semi-infinite diffusion, 150–151
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Warburg line, 150
Warburg parameter, 150
wave functions, 43
wave vector, 43
Wheatstone bridge, 117–118
Wiedeman– Franz law, 23
Wien effect, 6
Wigner–Seitz cells, 33, 35, 61–63

body centered cubic lattice, 62
electron density, 63
face centered cubic lattice, 62
rules for constructing, 61
two-dimensional lattice, 61

Winand diagram, 211
work functions, 78, 263–264
working electrode, 73
wurtzite, 21, 39

X-ray absorption, 279
electrochemical cells, 279

X-ray diffraction, 279
electrochemical cells, 279
thin-layer cell, 279

X-ray scattering, 7

zeta potentials, 367–368, 370
determination, 367
laser doppler anemometry, 367
measurement, 368
particle properties, 370
shear plane, 369
TiO2 particles, 370

zinc, 315
alloys, 315
chromatizing, 315
Pourbaix diagram, 315
self-healing properties, 315

zinc blende, 39
zinc–nickel, 233

anomalous deposition, 233
Zintl phase Li

2
AgSb, 33

Zintl phases, 35
zirconia, 18

yttria stabilized, 18
ZnS, 39
ZnS lattice, 38
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